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Abstract 
 

THREE-DIMENSIONAL INKJET-PRINTED METAL NANOPARTICLES: 
INK AND APPLICATION DEVELOPMENT 

 
by 
 

Jacob Alexander Sadie 
 

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences 
 

University of California, Berkeley 
 

Professor Vivek Subramanian, Chair 
 
 
 

The field of printed electronics is a rapidly-emerging area of research and development 
primarily concerned with low-cost fabrication materials and processes for electronic 
devices. As conventional, silicon-based electronics continue to push the physical 
boundaries of scaling in order to eke out increased performance for electronic devices, 
the field of printed electronics instead focused on niche applications where form, function, 
and cost are more important than absolute performance. To date, the application of 
printed materials and processes has yet to make a large impact in industry. However, 
while the application space currently being explored is vast, certain applications within the 
realm of printed electronics are particularly poised for adoption to industrial processes. 
Namely, the application of printed conductors. 
 
This work emphasizes this point by exploring a particular application of conductive 
materials of interest to the electronics industry at-large: packaging interconnects. Without 
high-performing, robust interconnects, packaged electronic devices and circuits may both 
suffer from degraded performance due to sub-par electrical performance and fail well 
before their expected lifetime. Therefore, the development of improved materials and 
processes for the purpose of fabricating electrical interconnects is of interest to all corners 
of the electronics community. Unfortunately, in order to fabricate these structures with 
printed materials and processes, the printed electronics community must first overcome 
a number of barriers, most of which are discussed in this work. 
 
First, the development of stable jetting conditions for inks containing metal nanoparticles 
is discussed. A general yet powerful approach to the formulation of rudimentary inks is 
developed. In tandem with developing strategies for creating reliable inks with respect to 
jetting, both the solubility enhancement and bound ligand minimization of metal 
nanoparticles are explored in order to ultimately boost the performance of printed 
conductors. Using a heuristic-driven experimental approach, metal nanoparticles with 
very high solubility (nearly 40% by mass) and relatively low ligand content are achieved. 
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Next, two applications of three-dimensional printing of metal nanoparticle inks are 
explored. The first is the fabrication of freestanding pillars with the intention of replacing 
existing solder bump materials and processes. The process parameters most important 
to this technique, jetting frequency and substrate temperature, are thoroughly explored 
using both commercially-available as well as custom-made metal nanoparticle inks. In 
addition, characterization methods including electrical, mechanical, and chemical 
techniques are applied in order to investigate the sintering process for these three-
dimensional features. Ultimately, the electrical and mechanical performance of 
freestanding pillars are shown to outcompete existing solder bump structures at process 
conditions that do not exceed 200 °C. 
 
The second application explored is the development of a single-step filling and bumping 
process for through-silicon vias (TSVs). Using the process developed for freestanding 
pillars as a foundation, fully-filled TSV processes are developed and studied in detail. The 
effects of process parameters such as jetting frequency and substrate temperature are 
investigated. Finally, arrays of successfully filled and bumped TSVs are finally bonded 
using thermocompression flip-chip bonding and electrically and mechanically 
characterized. The results indicate that, indeed, printed TSVs provide robust electrical 
and mechanical interfaces for electronic applications.
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Chapter 1. Inkjet Printing and 
Semiconductor Packaging 

 
 
Over the past half-century, the semiconductor industry has revolutionized the world by 
relentlessly advancing the capabilities of electronics. What makes electronics so 
attractive is their ability to perform very complicated computational tasks with extreme 
speed, performance, and reliability. Indeed, from simple discrete transistors to monolithic 
integrated circuits to multi-component systems, the progress of the semiconductor 
industry has ushered in incredible technologies that have changed the operation of 
individuals, businesses, economies, and society as a whole. Further, the demand for 
electronics to become even more pervasive and ubiquitous has only continued to grow 
with time. These demands will require the careful re-examination of the current materials 
and processes used for electronic fabrication. In some cases, simple process tuning may 
suffice to meet the new performance demands. However, in many cases, it is likely that 
new processes and materials may be necessary to meeting the demands. This 
dissertation will explore the latter scenario. 
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1.1. Introduction 
Modern integrated circuits are very complicated. Figure 1.1 shows a schematic view of 
the many layers that exist in a modern integrated circuit. First, there is typically a logic 
layer that may easily include over a billion nanoscale silicon transistors. Next, numerous 
metal layers that provide local metal interconnections between these transistors exist 
above the logic layer. Finally, a single layer that provides interconnections between the 
networked transistors and external components lies at the top of the stack. This 
complicated structure grew out of many years of advancements to become what it is 
today. The interdisciplinary nature of the semiconductor industry is a large reason for the 
incredible advancements that have occurred over the past five decades. Advances in 
physics, chemistry, materials science, manufacturing, and many other disciplines were 
critical to realizing the modern, silicon-based electronic devices in existence today. These 
disciplines will also be critical to realizing new materials, processes, and devices that will 
drive future applications of integrated circuits. 
 

 
Figure 1.1. Schematic diagram of a modern integrated circuit showing the logic, local 
interconnection, and external interconnection layers. 
 
The seemingly unabated performance enhancement of integrated circuits over time has 
mainly been achieved by the continuous shrinking of the individual transistors that 
comprise the one billion or more transistors in microprocessors. However, there are two 
key reasons why simply continuing to shrink transistors will not suffice for the realization 
of future electronics. First, as transistors have continued to scale down well below the 
single micron scale, the expected boost in transistor performance has begun to diminish 
with each generation. Therefore, the performance of other components of the integrated 
circuit must be considered when determining the performance of the integrated circuit as 
a whole. As such, the electrical interconnections between the transistors as well as 
between the integrated circuit and external components have rapidly assumed larger 
roles in determining the system performance. Second, many demands for new electronic-
based applications no longer require supreme performance as much as they require novel 
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platforms and capabilities that are not easily deliverable by monolithic silicon processing. 
An example might be the integration of a microprocessor with a flexible substrate or the 
direct integration of optoelectronic devices with conventional silicon logic devices. These 
new, non-traditional integration schemes will still demand low cost and high reliability. To 
date, incremental modifications to conventional semiconductor manufacturing materials 
and processes have been capable of meeting the cost, performance, and reliability 
demands of electronic applications. However, the time is now ripe for the introduction of 
new materials and processes in order to realize these future demands for both traditional 
as well as novel electronic form factors. 
 
The integrated circuit layer common to all of these applications is the top-most external 
interconnection layer that serves to interconnect the functional logic with external 
components. This layer is considered the beginning of what is referred to as the electronic 
package. The package’s role is to electrically and mechanically connect the logic chip with 
a secondary mount board that allows for the very small interconnects to fan out into larger 
connections more amenable for direct connection with circuit boards. The package is also 
often hermetically sealed in order to prevent degradation over time, however the heart of 
the package is the interconnect layer that bridges the gap between the logic chip and the 
secondary mount board. The scale, density, material, and shape of these interconnects 
has varied often throughout the years. Today, the most common interconnections are gold 
wire bonds and lead-tin eutectic solder bumps. While these materials have been sufficient 
for decades, performance limitations, health concerns (primarily for the lead-containing 
eutectic), and form factor limitations have all led to interest in new processes and 
materials for electronic package interconnects. 
 
Despite their lower conductivity relative to gold used in wire bonds, eutectic solders are 
widely used in the semiconductor packages. The reason for this is that they allow for a 
bonding process called flip-chip bonding, which requires a peak process temperature of 
roughly 200 °C. The primary benefit of the flip-chip process is the potential to achieve a 
smaller package footprint when compared to wire bonding processes. However, eutectic 
materials suffer from lower conductivity and worse electromigration performance. 
Therefore, materials and processes that aim to replace these interconnects must meet 
and exceed these limitations while maintaining process temperatures that do not exceed 
current thermal budgets. 
 
An interesting material that might satisfy all of these conditions is a metal nanoparticle or, 
more specifically, a colloidal suspension of metal nanoparticles. These particles are often 
encapsulated with carbon-based materials that bind to the nanoparticle core. When 
subjected to moderate heat treatments, these bonds break and allow the nanoparticle 
cores to diffuse and sinter together. This process is facilitated by a property unique to 
metal nanoparticles called melting point depression, whereby the very high surface area-
to-volume ratio of the metal nanoparticle results in a dramatic decrease in the material’s 
melting point. Using these materials, therefore, it may be possible to fabricate three-
dimensional structures that act as replacement features for eutectic solder bumps that 
ultimately provide higher conductivity, improved electromigration resistance, and 
decreased process temperatures. 
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The next issue, however, is determining how these metal nanoparticle suspensions are 
processed and whether or not these processes are reasonable alternatives to 
conventional blanket film deposition/lithography processes associated with eutectic 
solder bump fabrication. Because the suspensions are liquid in nature, solution 
processing techniques have been the primary route to distributing and patterning these 
materials. Solution processing includes blanket films deposited with spin processes or 
aerosol jet processes and patterned films deposited using gravure printing, inkjet printing, 
and stencil printing, to name a few. 
 
Because the desired feature is a three-dimensional structure, non-contact techniques will 
be required in order to deposit large features. Furthermore, because an effort should be 
made to eliminate the patterning and etching steps associated with blanket film process 
flows, only processes that allow for direct patterning should be considered. This leaves 
inkjet printing as the obvious method for the fabrication of these features. While inkjet 
printing does not boast the lowest minimum feature size of the patterned solution 
processing techniques listed, the feature sizes capable with inkjet printing directly overlap 
with both the current and future demands for the interconnect features. Therefore, 
assuming processes can be successfully developed, inkjet printing stands out as a well-
suited process alternative for interconnect fabrication. 
 
Inkjet printing, however, is a process technique that requires a substantial amount of 
development in order to realize the desired features, even for planar patterns. Much of 
the process development revolves around the interactions between the ink and the nozzle 
and between the ink and the substrate. With respect to metal nanoparticle inks, many 
exist in commercial capacities, indicating the demand and interest for such materials and 
processes. However, these commercially-available inks may or may not be well-matched 
with the target application of fabricating three-dimensional structures. Therefore, both 
process and material development may be necessary to realize this goal. 
 
Indeed, this material and process development is the central focus of this dissertation. 
This will include investigations into a number of the challenges associated with realizing 
these three-dimensional features with inkjet-printed metal nanoparticle inks. For example, 
developing custom ink formulations is of specific interest because it should directly lead 
to higher electrical and mechanical performance. Ink formulation for nanoparticle-based 
inks involves both the appropriate solvent selection as well as the optimization of the 
nanoparticle material itself, and each of these will also be discussed in detail. Further, the 
process development for three-dimensional fabrication is critical to the realization of 
packaging structures. Both the process development as well as characterization of 
fabricated structures are important aspects of this problem, and will be discussed at length 
in the later chapters of this dissertation. 
 
Before visiting these specific problems, however, the remainder of this chapter will 
introduce key concepts related to both semiconductor packaging as well as inkjet printing. 
The topics discussed here will include common materials, processes, and the state-of-
the-art for each individual subject. In addition, the future demands for semiconductor 
packaging discussed will help establish the high potential for inkjet-printed metal 
nanoparticles to be a viable alternative to conventional materials and processes.  
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1.2. Semiconductor Packaging 
Semiconductor packaging is the term often used to describe both the structures and 
processes that serve to establish robust mechanical and electrical connections between 
an integrated circuit(s) and a discrete component(s) to form a larger system [1]. Figure 
1.2 helps demonstrate the relationship between the integrated circuit, interconnects, the 
package, and a multi-component system. Without a package, communication between 
the circuit and components of the larger system would be impossible. In addition to 
providing electrical and mechanical connections, packaging often also serves to isolate 
the environment in which the integrate circuit resides from the environment in which the 
system exists. Therefore, vapor permeation resistance and thermal management are 
additional functions of semiconductor packages. 
 
For many decades, the overall performance of an integrated circuit was primarily 
determined by the performance of the semiconductor devices within the circuit. However, 
as integrated circuits have grown in complexity due to the relentless scaling of the past 
half-century, the packages housing these circuits have likewise become increasingly 
complex and the performance of modern packages has assumed an increasingly large 
factor in overall system performance [2]. Not only must modern packages facilitate 
communications with integrated circuits containing billions of transistors, but they must 
also dissipate an incredible amount of heat, provide mechanical durability, and be thin 
enough to fit into extremely small spaces such as mobile phones. Thus far packages have 
successfully evolved by both incorporating new materials and adopting new form factors. 
The following sections will first describe the fundamental components of traditional 
semiconductor packages and then describe the advanced packaging structures under 
current development in order to meet the growing demands of highly-scaled integrated 
circuits. 
 
Since the beginning of semiconductor industry in the 1960s, packaging processes have 
been vital to incorporating integrated circuits into complex systems. While the packages 
have advanced and kept pace with the rapidly evolving integrated circuits to date, the 
continuing demand for computational performance will very soon require new materials 
and new processes to meet the demands of next-generation packages. Though 
alternative materials and processes are already being actively explored using 
conventional fabrication techniques, the potential for novel materials such as metal 
nanoparticles and new manufacturing processes such as inkjet printing to meet next-
generation packaging requirements have not been considered. Before considering these 
materials and applications, let us first consider the conventional materials and processes 
commonly found in semiconductor packaging. 
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Figure 1.2. Relationship between a) a multi-component electronic system, b) a single package, 
and c) the integrated circuit housed within a package. 
 
1.2.1. Processing, Classification, and Evolution of Semiconductor Packaging 
A semiconductor package can be thought of as a system with the following three electrical 
components: 1) an integrated circuit with small electrical contact pads at the upper-most 
layer, 2) large electrical leads/pins that interface with the external system, and 3) 
interconnects that attach the small pads to the large leads/pins. Figure 1.2b highlights 
these three specific components. (Though it also serves a vital role with respect to 
package reliability, because it is not an electrical component of the package, not pictured 
in this schematic is a plastic molding used to encapsulate each package after 
interconnects are created.) Over time, the increased scaling of the integrated circuit 
component has resulted in two major constraints on packages. First, the number of 
electrical leads required to realize the complete functionality of the integrated circuit has 
increased as a direct consequence of the increase in number of transistors included in 
integrated circuits. Second, due to ever-changing constraints on the application intended 
for these scaled integrated circuits, more often than not the package footprint and height 
are also often scaled down with each generation. Therefore, with time, different 
processes, materials, and form factors of packages have been developed in order to meet 
these demands. 
 
A. Semiconductor Packaging Processes: Die Attach and Bonding 
As Figure 1.2b indicates, each package includes a single integrated circuit chip. These 
chips typically have a footprint of a few mm2. However, because integrated circuits are 
typically fabricated on very large wafers, the first step in packaging an integrated circuit is 
dicing the wafer into individual die and then placing these die directly onto the package 
substrate. The placement and bonding of these die is typically accomplished by high-
speed pick-and-place tools called die bonders. The most common materials used to bond 
the die to the package substrate are epoxies, solders, or eutectics formed directly 
between the die back side and the substrate metallization [3].  
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Figure 1.3. a) Epoxy-based, b) Eutectic-based, and c) Solder-based die bonding techniques 
common to electronic packaging. 
 

 
Figure 1.4. Comparison of the two most common package interconnect methods: a) wire bonding 
and b) flip-chip bonding. 
 
Figure 1.3 shows a schematic comparison of each of these bonding schemes. Note that 
in each situation, the fabricated die is oriented such that contact pads are facing upward. 
In the epoxy-based technique, an epoxy is sandwiched between the die and the substrate, 
which later hardens to provide a robust mechanical fixture. In eutectic bonding schemes, 
the silicon chip is either left bare or metallized on the back side. After the chip is placed 
onto a metallized substrate pad, the interface is heated and a eutectic intermetallic layer 
is formed. Finally, solder-based bonding schemes involve placing the die onto a solder 
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layer deposited onto a metallized substrate. After heating, the solder reflows to form a 
mechanical connection. The benefit of each of the final two bonding techniques is that a 
metal connection is created between the die and package, which allows for improved heat 
dissipation during operation. 
 
While die bonding is an important aspect of packaging, as mentioned earlier, the heart of 
the package is the electrical interconnect. Without this component, communication 
between the logic and the outside world would be impossible. As packages have evolved 
over the years, the primary driver for advances in packaging performance and size have 
been enabled by advances in metal interconnection techniques [4]. The two techniques 
that are the main drivers in this field are wire bonding and, more recently, flip-chip 
bonding. Figure 1.4 provides a schematic comparison of each of these types of bonds. 
 

 
Figure 1.5. Solder reflow process in flip-chip bonding. Both the integrated circuit and substrate are 
passivated such that only the bond pads are exposed. After solder deposition onto each of the 
bond pads, the integrated circuit solder bumps are reflowed to create solid solder balls. The 
integrated circuit is flipped onto the non-reflowed solder bumps on the substrate and a final reflow 
process creates the chip to substrate bond. 
 
Wire bonding is by far the most common method for creating electrical contacts between 
the integrated circuit and the electrical leads of the package. The wire bonding process 
involves making connections between the integrated circuit bond pads and the package 
bond pads by feeding a wire through a custom tool that automatically bonds and breaks 
the wire. These interconnections extend upward and outward from the integrated circuit 
bond pad and land on a pre-existing lead within the package as shown in Figure 1.4a. 
The materials used in wire bonding tend to be highly conductive metals such as gold and 
copper and the minimum feature sizes of these interconnects can approach 10 µm. While 
small, highly conductive features are clearly attractive when it comes to packaging highly-
scaled integrated circuits, the main drawback of wire bonding is that connections are 
restricted to the periphery of the package. Two factors are responsible this limitation. First, 



Sadie Chapter 1 

9 
 

making many bonds near the center of the chip may be difficult because they would start 
to intersect the potentially short the bonds along the edge of the chip. Second, the 
centrally-located bonds would require the wire to extend higher above the chip, imposing 
additional limitations on the package design.  Another drawback of wire bonding is the 
serial nature of the process. Because only one bond can be formed at a time, it is very 
difficult to parallelize the process and improve throughput. 
 
Alternatively, flip-chip bonding using eutectic solders is able to overcome many of the 
limitations of wire bonding. The flip-chip structure is highlighted in Figure 1.4b. The 
biggest difference of note in flip-chip bonding is that chips are oriented such that the 
integrated circuit bond pads are facing downward. Figure 1.5 outlines the bonding process 
for eutectic solder bumps used in flip-chip bonding. In order to successfully bond the 
integrated circuit bond pads to the package bond pads, solder paste is first placed onto 
each bond pad on the chip as well as the package. This is usually accomplished with a 
stencil printing process. Then, the chip is heated using a carefully controlled heat 
treatment to the solder’s eutectic temperature. For lead-tin solder, the most commonly 
used solder, this is 183 °C. At this temperature, the eutectic material changes from a solid 
to a liquid phase. Due to differential wetting between the bond pad and the passivation 
layer on the chip, the liquid forms a ball. This process is called reflow. After cooling, the 
solder solidifies. Then, using special tool, the chip is picked up and placed upside-down 
onto the bond pads of the package substrate. A final reflow process occurs, resulting in a 
robust electrical and mechanical connection between the two bond pads. This process 
would not be possible without the use of eutectic materials. However, when compared to 
wire bonding, solder materials tend to be less conductive. Despite this, solder bumping 
remains a very interesting alternative to wire bonding, primarily because it a) allows for 
interconnections to be created across the entire surface area of the chip and b) is a 
process that is much more parallel wire bonding. That is, all of the solder bumps can be 
deposited, reflowed, and bonded in a three distinct process steps. For these reasons, and 
more to be discussed in subsequent sections, flip-chip bonding is a very attractive process 
for creating chip-to-package interconnects. 
 
B. The Evolution of Packaging Form Factors 
As mentioned previously, packages have thus far successfully evolved to meet 
continuously-evolving performance and size demands. The clearest way to observe this 
evolution is to compare both the form and the count of the electrical leads in packages as 
a function of integrated circuit transistor count. Figure 1.6 shows the exponential growth 
of integrated circuit transistor count as a function of time (often referred to as Moore’s Law 
[5]) for a number of Intel processors and the exponential growth of the electrical leads for 
the corresponding packages. In addition to the increasing number of connections, the 
form of these leads have evolved from simple dual in-line packages (DIPs) to pin grid 
arrays (PGAs) to ball grid arrays (BGAs) to land grid arrays (LGAs) over time. Figure 1.7 
shows a sample image of each of these package types. As these images indicate, the 
size, shape, density, and absolute count of connections evolved with each generation. 
DIPs are capable of creating up to 64 connections between the integrated circuit and the 
external system, whereas LGAs are capable of achieving over 2000 connections in a 
similar footprint. Table 1.1 presents a comparison of the capabilities of these different 
package form factors. 
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Figure 1.6. IC scaling trends as a function of transistor count and pins per package. Inset table 
identifies package form factor for respective packages. 
 

 
Figure 1.7. The evolution of electronic packages from a) dual inline packages (DIPs) to b) pin grid 
arrays (PGAs) to c) ball grid arrays (BGAs) to d) land grid arrays (LGAs). 
 
As Table 1.1 indicates, three major characteristics of packages are the lead type, mount 
type, and interconnect type. The lead type generally describes the geometry of the leads 
used in the package. For example, the primary difference between the PGA and BGA 
package types is that PGAs use tall, narrow pins to interconnect the package with the 
system while BGAs use short, wide balls. In addition, the arrangement of the leads may 
either be in a row formation or array formation. Based on the count, width, and pitch 
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limitations described in the table, it is clear that arrays offer superior lead density than 
row-based packages. 
 
Table 1.1. Lead, mount, and interconnect details for commonly used electronic packages. 

 
 
Furthermore, the mount type of a package in an important consideration for a given 
application. Through-hole mounts require the package leads to fit through pre-patterned 
holes in a system board. Then, the packages are typically bonded both electrically and 
mechanically to the board by applying solder to each pin from the back side of the board. 
Surface mounts, on the other hand, do not require the leads to extend through the mount 
board. Rather, the leads typically land onto pre-patterned metal pads on the board and 
are subsequently bonded using solder. Finally, socket mounts create electrical and 
mechanical connections between the package and board via additional platforms already 
integrated onto the board. These platforms contain narrow holes arranged in a pattern 
that matches the layout of the package and do not require solder in order to establish 
electrical or mechanical connections. As Table 1.1 indicates, different package types may 
be able to take advantage of one or more mount type, and there is no general trend for 
mount type as a function of desired lead density. Therefore, the mount type should be 
selected strictly based on the design constraints of each individual application. 
 
The final package characteristic to be considered is the interconnect type. As mentioned 
previously, the two most popular interconnect types are wire bonds and solder bumps. As 
Table 1.1 indicates, each of the package types identified are compatible with wire bond 
interconnects. Conversely, only newer package types such as PGAs, BGAs, and LGAs 
are compatible with flip chip bonds using eutectic solder bumps. Because newer package 
types tend to require many more connections, wire bonds are not a feasible solution. Flip-
chip eutectic solder bonds, however, are able to span the entire area of the integrated 
circuit, enabling high I/O densities and absolute I/O counts. This is the primary reason flip-
chip interconnects are only seen in high density packages. In addition to the increased 
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density, flip-chip bonding schemes are also the foundation of small-footprint packages 
due to the ability to position interconnects across the entire integrated circuit area. 
 
C. Chip-Scale Packaging (CSP) and Wafer-Scale Packaging (WSP) 
These packages, with total footprints that barely exceed the footprint of the integrated 
circuit itself, are referred to as chip-scale packages (CSPs). In a CSP, the leads of the 
package are located directly on top of the integrated circuit bond pads, essentially making 
the leads and interconnects a single feature. Figure 1.8 shows the difference between a 
non-CSP and a CSP. The primary benefits of CSPs are reduced footprint, increased 
interconnect density, and reduced electrical losses between the integrated circuit and the 
mount point. 
 
The creation of a CSP may be accomplished in a few ways. First, a secondary board may 
still exist in the package, as shown in Figure 1.8b. In this scenario, the package board 
acts as an interposer and the integrated circuit is typically bonded directly to the interposer 
using flip-chip bonding. Alternatively, since the lead and interconnect dimensions are on 
a similar scale, it is also possible to simply directly attach the chip onto a board without 
the need of the package substrate acting as an interposer. While this sounds easier and 
cheaper, the drawback of directly attaching the chip without placing it in a package is the 
omission of the molding that would help seal and protect the chip. With respect to 
interconnect type, flip-chip bonding has been the biggest enabler of CSPs. Because wire 
bonding results in interconnect fan-out, it is impossible to make a CSP using wire bonds. 
Therefore, CSP interconnects are often eutectic solder bumps that are flip-chip bonded 
to the package substrate. 
 

 
Figure 1.8. Comparison of non-chip-scale package and chip-scale package. 
 
While a CSP with a footprint equal to the chip footprint may simply include a smaller 
package substrate, the most popular way of achieving a true CSP is by performing what 
is referred to as wafer-scale packaging (WSP). WSP takes advantage of the advances in 
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wafer-scale processes commonly used for logic device fabrication. In WSP, solder bump 
interconnects and passivation layers are deposited onto bond pads for all of the die 
fabricated on a single wafer. Then, dicing the wafer results in creating hundreds of die 
immediately ready for flip-chip bonding. In this way, the introduction of WSP has boosted 
the throughput of packaging processes as well as reduced the package footprint to a true 
CSP. Therefore, future packaging processes and materials that are compatible with WSP 
will be the most attractive replacements for current packaging process flows. 
 
D. Packaging Performance Metrics 
Finally, in order to compare current and future process flows, establishing performance 
metrics is critical. The fundamental performance metrics for semiconductor packages can 
be divided into two categories: interconnect material properties and overall system 
capabilities. Because package interconnects must provide both electrical and mechanical 
connections between the integrated circuit and the external system, material properties 
such as conductivity, elasticity, and shear strength are three critical performance metrics. 
Increased conductivity reduces power loss, making the overall system more efficient. 
Furthermore, because packages may be subjected to both normal and transverse forces 
during use, both the elastic modulus and shear strength of interconnects must be 
sufficient to prevent mechanical failures. Generally, wire bonding results in better 
electrical performance than flip-chip bonding due to the higher conductivity of materials 
used. In contrast, flip-chip bonding results in higher mechanical durability due to the 
robustness of reflowed solder ball joints as compared to fragile wire bonds. However, both 
processes encapsulate their bonds with a filler material in order to improve the mechanical 
performance of the package. 
 
The other important package performance metrics deal primarily with the electrical 
leads/pins. As mentioned earlier, as integrated circuits become more complex, the 
number of input/output connections required to realize the full potential of the circuit 
increases. Therefore, number of interconnects in the package will also increase, meaning 
the total quantity of interconnects as well as the interconnect density become important 
performance metrics. The major factors affecting both count and density are the 
bond/bump dimension and pitch, which are roughly equivalent for leading edge bonding 
and bumping process. Therefore, because the wire bonding process limits interconnects 
to the perimeter of chips only whereas flip-chip processes permit bonds across the entire 
chip area, both the total number and the density of interconnects possible is generally 
lower than flip-chip interconnects of the same dimension and pitch. 
 
1.2.2. Advanced Packaging Structures 
Despite conventional wire bonds and flip-chip solder bumps being capable of meeting the 
performance demands of semiconductor packages to date, packages in the future may 
require more advanced technologies in order to ensure the package itself does not limit 
the overall system performance. Three new packaging structures are gaining a lot of 
traction in order to meet this demands: copper pillars, gold stud bumps, and through-
silicon vias (TSVs). 
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Figure 1.9. Comparison of conventional solder bumps with copper pillars and gold stud bumps. 
 
A. Copper Pillars and Gold Stud Bumps 
As alluded to previously, a number of issues with conventional eutectic solders are driving 
research into alternative materials for flip-chip interconnects. These issues include health-
related concerns of lead-containing solders, their poor conductivity as compared to pure 
metal contacts, and limitations on dimension and pitch due to stencil printing processes 
used to fabricate eutectic bumps. The alternative materials most actively explored are 
copper and gold [6]. Each structure promises both improved conductivity as well as pitch 
and width, though there are significant differences in the structures and methods used for 
processing. Copper pillars are typically fabricated using additional masking and 
electroplating process steps and they are often capped with a small amount of eutectic 
solder in order to create bonds between the chip and package. On the other hand, gold 
stud bumps are simply wire bonds aborted immediately after the initial bond is created, 
and they do not contain any solder material. Figure 1.9 shows a comparison between 
conventional solder bumps and the two potential bump-replacement structures. 
 
These structural differences affect the processing requirements for bonding integrated 
circuits to packages. First, because of the solder present in the copper post process, 
conventional flip-chip bonding processes are still capable of creating robust bonds 
between the copper pillars and the package. Conversely, thermosonic bonding at much 
higher process temperatures is necessary for gold stud bumps to form reliable bonds. 
While both of these technologies have shown promise—with copper posts appearing to be 
better-positioned for widespread industrial adoption—neither technology has made the 
leap to fully replacing conventional solder bump processes for flip-chip bonds. 
 
B. Through-silicon Vias (TSVs) 
Finally, because the continued scaling of devices within integrated circuits has begun to 
slow while the demand for increased functionality in the same area has remained 
constant, one alternative to meet the demand for functionality is to begin stacking 
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integrated circuits on top of each other. Currently, integrated circuits are fabricated such 
that the electrical connections to the active layer are only available on one side of the die. 
Furthermore, if wire bonding is used, that active layer must be face up in order to make 
external connections within a package. Therefore, the challenge with chip stacking is 
making vertical interconnects which can successfully contact the two active layers of the 
separate, stacked die. 
 

 
Figure 1.10. Comparison of chip stacking methods using conventional wire bonding and using 
chip-scale through-silicon vias. 
 
Figure 1.10 presents a comparison of two chip stacking approaches. In the first process, 
multiple chips are stacked face-up, and wire bonds are extended outward from each chip 
down to the package substrate, where planar interconnections are used to connect each 
die. As is obvious in the diagram, the fan-out nature of this approach results in using more 
area than CSP. In order to realize CSP, a new structure called the through-silicon via 
(TSV) is being explored [7]. A TSV is a metal-filled trench which extends completely 
through a thinned silicon chip. They are typically created using a dry etching process to 
create a high aspect ratio trench in the silicon substrate, the trench is filled with 
electroplated copper, the silicon wafer is flipped and bonded to a temporary wafer, and 
the silicon is thinned to expose the bottom of the trench. While the TSV represents the 
most likely solution for enabling chip stacking of integrated circuits, the challenging 
processing and handling steps described have resulted in limited industrial use to date. 
 
Because these advanced packaging structures have yet to achieve widespread adoption 
at an industrial scale, there is still plenty of room to explore processes and materials 
outside of what are considered conventional. Namely, the potential indeed exists for metal 
nanoparticles deposited via inkjet printing to successfully fabricate such structures. The 
following section will elaborate on this potential with a discussion of the fundamentals of 
inkjet printing as well as the materials, such as metal nanoparticle inks, commonly used 
in inkjet printing. 
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1.3. Inkjet Printing 
As explained in the previous section, the semiconductor industry has advanced at an 
incredible pace since the 1960s, driven by a cycle of investment, performance 
enhancement, profit, and re-investment commonly referred to as Moore’s Law. While this 
cycle has undeniably driven integrated circuit performance up and costs down, one 
constraint has remained: all of the material- and process-related advances have been 
required to be compatible with silicon substrates. The result of this constraint has been 
the development of a series of subtractive process cycles (material deposition followed 
by photolithography followed by etching) which factor strongly in the overall cost of the 
final product. While these subtractive processes are generally still necessary for 
producing complex, sub-micron feature sizes at incredibly high yield, they may no longer 
be necessary or even appropriate when required feature sizes are greater than ten 
microns, desired substrates are no longer rigid silicon, or costs need to be minimized as 
much as possible. Alternative processes may indeed be the key to meeting these new 
demands. 
 
Inkjet printing, for example, is an additive process capable of producing features on the 
order of tens of microns and has long been used for material deposition onto non-rigid 
substrates. Because it is an additive process, whereby materials are deposited only where 
they ultimately need to be located, inkjet printing can offer potential cost savings due to 
both the minimization of materials needed and the minimization of process steps required 
for fabrication. Though inkjet printing was originally developed to produce images and text 
on paper via the controlled deposition of dyes, the progress of inkjet printing capabilities 
has led to a new research interest: the additive processing of functional electronic inks. 
From an industrial standpoint, this interest has been spurred by the minimization of inkjet 
nozzle diameters and the increasing parallelization of inkjet nozzles, e.g. modern inkjet 
printheads may contain over 1000 nozzles with diameters on the order of ten microns 
each [8]. Because the minimum feature size is roughly equivalent to the nozzle diameter, 
features on the order of tens of microns are now possible with inkjet printing. Today, much 
like the initial development for traditional semiconductor processes, the primary efforts in 
the inkjet-printed electronics arena are process control and reliability, material 
development and compatibility, and individual device fabrication and characterization 
rather than development of complete products. The following sections will describe the 
various components of modern inkjet printing systems, how different inkjet printers are 
classified, and the application of inkjet printing to the fabrication of electronic structures. 
 
1.3.1. Components of Inkjet Printer Systems 
Figure 1.11 depicts the physical hardware, control systems, and vision system commonly 
found in modern inkjet printers used for printed electronics applications. The heart of the 
system is the printhead/nozzle used to eject inks. An ink supply is directly attached to the 
printhead, and a pressure control system both forces the ink to the printhead and controls 
the shape of the ink meniscus at the nozzle orifice. Controlling the meniscus is critical for 
stable droplet creation, to be discussed in more detail in Chapter 2. Also attached to the 
printhead is a jetting control system that generates and delivers electronic pulses to the 
nozzle, causing droplet ejection. With regard to motion control, inkjet printing systems 
require at least three mechanical degrees of freedom: two translational (X and Y) and one 
rotational (Θ). These are important for two reasons. First, stage motion between or during 
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droplet ejection events allows one to create patterns on the substrate. Second, when 
multi-layer structures are needed, these degrees of freedom aid in alignment before 
beginning printing processes. In a fixed printhead printer (as shown in Figure 1.11), a 
motorized stage governs all three required degrees of freedom. In non-fixed printhead 
systems, the stage only assumes a single translational degree of freedom, usually Y, and 
a motorized printhead mount provides the X degree. A fourth translational degree (Z) is 
not required, but is usually also controlled using a motorized printhead mount, if desired. 
Most printers include a vision control system with at least two cameras to aid in substrate 
alignment as well as to observe ejected droplets mid-flight in order to guarantee stable 
jetting performance. In Figure 1.11 these are cameras CCD1 and CCD2, respectively. 
Finally, temperature control systems are commonly used to control the temperature of 
both the stage and nozzle as required by the process parameters. All of the control 
systems are typically controlled by a single computer system that converts an input 
pattern file into an output of stage movement and drop ejection commands. 
 

 
Figure 1.11. Block diagram of components of a fixed printhead inkjet printer. Blue blocks represent 
physical hardware, orange blocks represent control and vision systems, and green blocks 
represent the physical control system parameters. 
 
1.3.2. Inkjet Printer Classification 
Because there are so many components present in inkjet systems, many different and 
popular styles of inkjet printers have been developed as these components have 
progressed and intermixed. In order to classify the type of inkjet printing system used, 
three primary components are considered: the printhead, the jetting control system, and 
the motion control system. As previously mentioned, the heart of inkjet printing systems 
is the printhead. While there are many printhead designs, in general printheads are 
comprised of one or more nozzles and each nozzle is connected to the jetting control 
system described earlier. When actuated, each nozzle will produce a droplet, but the 
physical manner in which the droplet is created varies with printhead design. This is the 
first important characteristic of inkjet printing systems, droplet formation method. In 
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addition to triggering droplets, the jetting control system chosen dictates the second 
important characteristic, jetting frequency. Finally, because the motion and relative 
positioning of the actively jetting nozzle and the substrate dictates the pattern generated, 
different modes of operation for motion control systems will impose different limits on the 
types and shapes of patterns a printer will be able to create. Thus, the third characteristic 
is the motion control mode. These three characteristics will be discussed in further detail 
next. 
 
A. Droplet Formation Method 
The first characteristic used to classify inkjet printers is the formation mechanism for 
droplets. There are two common droplet formation methods: thermal and piezoelectric [9]. 
In thermal inkjet systems, a signal voltage is applied to a resistive film bordering the 
chamber. The resulting current increases the local internal temperature enough to cause 
the liquid in the chamber to boil. As a result, a small bubble of gas is created, which in 
turn forces a droplet of ink out of the nozzle and on onto the substrate. After the drop is 
ejected, the applied voltage returns to zero and the resistive film cools. The chamber refills 
and the process repeats. In contrast, piezoelectric nozzles are built with a film of 
piezoelectric material positioned along the wall of the chamber. When a signal voltage is 
applied across the piezoelectric material, it deflects inward at a distance proportional to 
the applied voltage [10]. This deflection creates an acoustic wave within the chamber that 
forces ink out of the nozzle. When the signal voltage returns to zero, the piezoelectric 
material relaxes and the acoustic wave attenuates. The chamber refills and the process 
repeats. 
 

 
Figure 1.12. a) Thermal, b) piezoelectric, and c) electrohydrodynamic drop formation 
mechanisms. Droplet sizes are comparable in thermal and piezoelectric printheads, while 
electrohydrodynamic printheads produce much smaller droplets. 
 
While both of these printhead designs are very effective at creating droplets, there are 
important differences to note between the two technologies. First, thermal inkjet heads 
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are generally cheaper than piezoelectric heads and are therefore more commonly used 
in commercial printers. Second, the boiling action within thermal inkjet heads typically 
creates larger droplets than piezoelectric heads and droplet size is typically harder to vary 
when compared to voltage-controlled piezoelectric printheads. This means resolution 
tends to be higher and more easily controlled in piezoelectric heads. Finally, the lower 
operating temperature of piezoelectric printheads generally leads to longer lifetimes. For 
commercial inks such as water-based dyes, thermal inkjet systems produce droplets at a 
high enough resolution that the cost savings is justified. However, for electronic inks, to 
be discussed in more detail later, the intense heat required to boil the solvent is often 
detrimental to the ink, meaning piezoelectric printheads are preferred for printed 
electronic applications.  
 
A third, less common droplet formation method based on electrohydrodynamic (EHD) 
forces is also worth noting. This technique is capable of producing sub-micron features 
and has shown potential for boosting the resolution of inkjet printing systems dramatically 
[11]. In EHD printheads, a large electric field is placed between the nozzle and the 
substrate. As a result, an ink containing even a small concentration of mobile ions forms 
what is called a Taylor cone at the end of the nozzle. With a high enough electric field, the 
tip of the cone inverts and ink will eject from the apex of the cone, accelerating toward the 
substrate in a very fine stream [12]. While this technique makes it possible to create very 
fine feature sizes, it has not yet been adapted to a high-throughput printhead and remains 
primarily a prototype-grade research tool. Figure 1.12 provides a comparison of the three 
droplet formation methods discussed here. 
 
B. Jetting Frequency 
The second characteristic used to classify inkjet printing systems is jetting frequency, or 
the rate at which droplets are ejected from the nozzle. The two primary classifications are 
called continuous and droplet-on-demand [9]. In a continuous inkjet (CIJ) printer, the 
jetting control system triggers a continuous, high frequency stream of electrically-charged 
droplets. In order to decouple the continuous jetting from the nozzle from the pattern 
generation on the substrate, a collection cup is placed between the nozzle and substrate 
and a second signal from the jetting control system creates a lateral electric field that 
either directs the charged droplets into the cup when active or onto the substrate when 
inactive. The benefit of a CIJ system is a more reliable jetting behavior due to undisrupted 
jetting. However, the main drawback of this method is the increased cost due to 
continuously jetting fluid which may not actually land on the substrate. 
 
Alternatively, in droplet-on-demand (DOD) inkjet printing, a discrete droplet is ejected 
from the nozzle whenever the nozzle is actuated. DOD printing inherently decouples 
pattern generation and droplet ejection, but the non-continuous jetting increases the 
potential for nozzle drying/clogging which results in less reliable jetting at low frequencies. 
However, because DOD systems are still capable of high frequency actuation, they are 
considered superior to CIJ systems and the potential clogging issues associated with low 
frequency jetting conditions are either mitigated with additional, non-jetting-inducing 
perturbations [13] or simply tolerated. 
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Figure 1.13 compares the differences between the two jetting technologies. In this 
example, only two droplets reach the substrate for each technology depicted. Note both 
the addition of a cup and the addition of a second control signal in the CIJ system. When 
the drop deflection signal is high, droplets are deflected into the cup instead of onto the 
substrate. 
 

 
Figure 1.13. Comparison of continuous inkjet (CIJ) and droplet-on-demand (DOD) inkjet printhead 
operation. 
 
C. Motion Control Mode 
The third characteristic often used to help differentiate inkjet printer type is the mode of 
stage motion used to create patterns on the substrate. This stage motion applies only to 
the X and Y directions. The two primary modes are called raster mode and vector mode. 
Figure 1.14 helps illustrate the differences in raster and vector mode printing for a simple 
slanted line connector. 
 
Raster mode printing treats and executes the two orthogonal degrees of freedom 
separately during pattern generation, and these degrees of freedom are typically referred 
to as the scan direction and the step direction. Conventionally, the X direction is treated 
as the scan direction and Y direction is treated as the step direction, though these roles 
can be switched if needed. Raster mode printers tend to rely on a non-fixed printhead to 
provide the scanning degree of freedom above the stage while the stage provides the 
stepping degree of freedom below the printhead, though fixed printhead designs are also 
used. In raster printing, the printhead initially moves to a corner of the desired pattern. 
Then, it moves along the scan direction, placing droplets along a single line of the desired 
pattern as needed. When the printhead reaches the end of a single line, it pauses jetting. 
Next, the nozzle returns to the original location along the scanning axis and the stage 
beneath the printhead steps to the next required position. This process repeats until the 
pattern is completed. 
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Figure 1.14. Raster mode versus vector mode printing. In raster mode printing, the total number 
of stage movements is greater and includes many non-jetting stage movements. In vector mode 
printing, all stage movements are active jetting movements. Also note the difference in naming 
convention for translational motion. 
 
In contrast, vector mode printing is a much simpler process. Vector mode printing treats 
and executes the two orthogonal X and Y movements simultaneously, as needed, to 
create patterns. Unlike raster printing, the printhead does not need to begin in any 
particular location of the desired pattern, but instead follows a set of motion commands, 
typically coordinates, as specified by the initial pattern file. In addition, like raster mode 
printers, vector mode printers can operate with either a fixed or non-fix printhead. 
 
The choice of raster over vector mode imposes a large number of constraints on pattern 
design and generation. The biggest constraint is that only lines parallel to the scanning 
axis can be printed continuously in raster mode. This means the interaction of ink droplets 
on a substrate will occur on different timescales depending on the orientation of the line, 
and this timescale difference can dramatically alter the overall morphology of the printed 
feature (to be discussed in detail later). In vector mode printing, there is no orientation 
dependence because the simultaneous movement of both the X and Y directions permits 
the continuous pattern generation along any direction. This orientation dependence also 
makes pattern generation of curved features much more difficult using raster mode 
printing. Finally, raster mode printing almost always operates at lower throughput than 
vector mode printing. The requirement of scanning entire lines in order to print only a 
subset of the line is very inefficient, and is completely avoided in vector mode printing. 
 
Despite the clear benefits of vector mode printing, the majority of inkjet printing systems 
are raster mode printers. In commercial dye-based printers used for text and photo 
creation, the need for precisely-timed ink interactions on a substrate is eliminated 
because the droplets absorb directly into the substrate instead of interacting with each 
other to form features on top of the substrate. In addition, because raster mode printers 
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operate with scan and step axes, the performance of the step axis generally does not 
need to be as high as the scan axis, which provides an opportunity for cost savings when 
manufacturing the printer. For printed electronics applications, however, because pattern 
fidelity relies strongly upon ink interactions on the substrate and because creating 
features along multiple orientations is generally desirable, vector mode printing is the 
superior technology. 
 
1.3.3. Electronic Inks for Packaging Applications 
While the printer design and operation plays a large role in realizing high quality printed 
features, it is the materials that both establish printed electronics and differentiate it from 
conventional inkjet printing. Namely, the inks used serve to provide specific electronic 
functions such as conducting, semiconducting, or dielectric behavior on the target 
substrate. In the case of packaging applications, the primary function of the ink should be 
to create highly conductive interconnects. Therefore, after a brief discussion of the 
general composition and properties of electronics inks, this section will focus on the 
properties and processes relevant to the most commonly used conductive inks used in 
printed electronics: metal nanoparticle inks. 
 
A. General Electronic Inks 
Electronic inks can be thought of as two-component systems comprised of 1) a functional 
solid and 2) a solvent that acts to carry the solid to the substrate. The functionality of these 
inks is provided by the solid material carried within the ink. Despite the existence of both 
organic and inorganic materials that provide either conducting [14, 15, 16, 17, 18, 19], 
semiconducting [20, 21, 22, 23, 24, 25], or dielectric behavior [26, 27, 28, 29], certain 
material types perform better than others with respect to electronic performance. (For 
example, inorganic conductors tend to be much better than organic conductors, as will be 
discussed in further detail next.) Therefore, both organic and inorganic materials are often 
used together in order to fabricate more complicated, multi-layer devices [30, 31, 32]. 
 
With regard to the solvent component of inks, the primary function is to successfully 
stabilize and suspend the solid material in order to carry it to the substrate. Depending on 
the chemical nature of the solid and solvent chosen, inks can be described as either 
solutions or colloidal sols, e.g. organic inks tend to be solutions whereas inorganic inks 
tend to be colloidal sols. In order to minimize costs, the more material dispersed per 
droplet, i.e. the higher the solubility, the better. However, in colloidal inks the solids do not 
physically dissolve in the solvent, making the term ‘solubility’ invalid. Therefore, the mass 
of solid dispersed in a given volume or mass of solvent, often called ‘solids loading’ or 
‘mass loading’, is the primary metric used to describe the amount of material dispersed 
per volume. These terms are often used interchangeably with ‘solubility’, though the 
physical difference in colloidal inks should be noted. 
 
Finally, regardless of the chemical or electronic nature of the solid, each ink must typically 
undergo some form of post-processing in order to drive out the solvent and realize the 
desired physical properties of the printed layer. Some examples of these post-processing 
treatments may include: 1) thermal or UV crosslinking of polymer dielectrics [33], 2) 
thermal, laser, microwave, or IR sintering of encapsulated metallic nanoparticles [34, 35], 
or 3) thermal annealing of organic semiconductors [36], to name a few. 
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B. Metal Nanoparticle Inks 
Despite the very wide variety of materials and inks used in printed electronics 
applications, perhaps the most commonly used types of inks are inorganic metal 
nanoparticle inks. These inks are widely used because conductive interconnects are 
necessary for virtually every electronic device. The most fundamental applications are 
printed planar interconnects [35] and printed passive circuit components such as 
resistors, inductors, and capacitors [37]. Additionally, printed metal nanoparticles have 
been used as source, drain, and gate materials in printed thin film transistors [38], as bus 
bars for solar cells [39], and as antennas for RFID tags [40], to name a few more advanced 
functions. 
 
In metal nanoparticle inks, the solid that is to be delivered to the substrate is a metal 
nanoparticle typically first synthesized using liquid-phase colloidal synthesis techniques. 
In general, colloidal synthesis allows for the fine control of nanoparticle size [16, 41], the 
importance of which will be explained shortly. Nanoparticles synthesized in liquid-phase 
techniques are typically comprised of a solid core of the metal surrounded by an 
encapsulant, which serves many functions. First, the encapsulant prevents the functional 
solids from interacting with each other, thereby preventing potential aggregation and 
precipitation within the ink. In addition, if synthesized properly, the encapsulant helps to 
guarantee that size distribution of the solids will be monodisperse. Monodisperse 
distributions are desirable because electronic inks often rely on material size effects in 
order to realize the ultimately desired electronic function. Therefore, the properties of the 
materials deposited should likewise be monodisperse. Finally, the encapsulant directly 
interacts with the solvent, thereby dictating the degree of ‘solubility’ of the material within 
the solvent. 
 
Due to their high expected electrical conductivity and their relatively simple synthetic 
procedures, two commonly synthesized metal nanoparticles are gold and silver [16, 17]. 
In each of these syntheses, as in many other syntheses, the encapsulant used is a 
carbon-based alkane chain with a functional group at one end. This functional group (a 
thiol for the gold synthesis and an amine for the silver synthesis) bonds to the metal core, 
leaving the long alkane chain to be exposed to the solvent. Because these chains are 
non-polar, these nanoparticles tend to show high solubility in non-polar, organic solvents. 
Therefore, metal nanoparticle inks used in inkjet printing can typically be described as 
colloidal suspensions of carbon-encapsulated metal nanoparticles in organic solvents. 
 
The reason metal nanoparticles are preferred over organic alternatives is the ability to 
achieve films with conductivities that approach bulk metal conductivities at processing 
temperatures below 200 °C. This is achieved by taking advantage of the phenomenon of 
melting point depression, whereby nanoscale materials exhibit dramatically lower melting 
temperatures than their bulk counterparts (see Figure 1.15 for the melting point 
depression curve of gold) [42, 43]. Melting point depression occurs in very small crystals 
because the surface area-to-volume ratio of the nanocrystal is so high that the bonds 
between atoms along the surface are significantly strained. This additional strain results 
in decreasing the energy needed to initiate melting of the material, thereby lowering the 
overall melting point. 
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Figure 1.15. Melting point depression of gold (adapted from [42]). 
 

 
Figure 1.16. Schematic representation of nanoparticle sintering in thin films. a) Suspended 
nanoparticles ink inks are printed, b) dried films still contain encapsulants bound to nanoparticles 
preventing coalescence and conductivity, c) sintered films contain little or no encapsulant 
materials and the nanoparticles have coalesced to form a continuous film. 
 
After metal nanoparticle inks are deposited and dried, they do not immediately exhibit 
high conductivity, i.e. they are not yet functional films. The lack of conductivity is due to 
the encapsulant bound to the nanoparticles. The encapsulant prevents the individually 
conductive particles from bonding to each other and forming a continuous film. Therefore, 
thermal treatments are often used in order to de-encapsulate the nanoparticles, allowing 
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them to coalesce and sinter together to form a continuous film. Figure 1.16 shows a 
schematic representation of the sintering process. 
 
During these thermal treatments, the encapsulant-nanoparticle bonds break and the 
unbound encapsulants act as a secondary solvent that permits unbound nanoparticles to 
move and coalesce with each other. The temperature at which these encapsulant-
nanoparticle bonds break is clearly an important process condition. The choice of thiol-
gold and amine-silver bonds are specifically selected because they result in binding 
energies low enough that moderate thermal treatments (less than 200 °C) are sufficient 
to break these bonds and create highly conductive films [44, 45]. Upon coalescing, the 
nanoparticles do not completely melt. Rather, the surface of the nanoparticles assumes 
a more liquid-like state in which atoms from one nanoparticle are more easily able to 
diffuse and bridge with nearest neighbors (see Figure 1.17) [46]. Because the 
nanoparticles do not completely melt, sintered films typically exhibit porosity. Films with 
higher porosity tend to have lower conductivity. In addition to porosity, unless thermal 
treatments are extreme, the carbon-based alkanes commonly used as encapsulants may 
not fully decompose. Residual carbon content in films is also cited as a reason for 
decreased conductivity. While extremely thin films do not typically suffer from residual 
carbon issues because the carbon has plenty of room to diffuse out of the very thin film, 
it is reasonable to expect that large volumes of trapped carbon content would more 
severely affect the conductivity attainable in very thick films. This issue will be discussed 
in greater detail in Chapter 4. 
 

 
Figure 1.17. Schematic representation of material transport during sintering between 
particles. Mechanisms I and II do not result in film densification, whereas mechanisms III 
and IV each result in film densification. Adapted from [46]. 
 
1.3.4. Ink-Nozzle and Ink-Substrate Interactions 
Beyond simply changing the materials being printed in a specific ink, the quality and 
performance of inkjet-printed electronics also rely strongly upon controllable and reliable 



Sadie Chapter 1 

26 
 

interactions between the ink and the nozzle as well as the ink and the substrate. While 
these interactions are critical for printing functional electronic materials, the interactions 
are primarily dictated by the solvents used as opposed to the functional materials being 
printed. Because that is the case, this section will describe the physical properties 
responsible for governing these interactions for general inkjet inks. 
 
A. Ink-Nozzle Interactions 
Let us first consider the interactions between the ink and the nozzle that govern droplet 
formation. In the nozzle, a narrow capillary containing a functional ink is supplied at one 
end and exposed to the environment at the opposite, open end. This ink must be ejected 
in a predictable, controllable manner from the open end with a high enough velocity such 
that air currents between the nozzle and substrate do not have enough energy to deflect 
the droplet and reduce the positional accuracy on the substrate. Also, the ink must refill 
from the supply end with sufficient speed in order to enable high frequency jetting to boost 
process throughput. At the open end, the surface tension of the ink prevents the fluid from 
simply dripping out of the nozzle. Within the nozzle, the ink viscosity must be low enough 
to allow the nozzle to refill before the next drop is ejected. In addition, the viscosity of the 
ink will determine both the amount of energy required to overcome the surface tension 
force in order to produce a droplet and the resulting volume and kinetic energy of the 
droplet. As such, surface tension are viscosity are the critical fluid properties that dictate 
the ink-nozzle interaction and jetting behavior of inks [9, 30, 47, 48]. In lieu of a detailed 
discussion now, this interaction will be discussed at length in Chapter 2. 
 
B. Ink-Substrate Interactions 
Assuming reliable droplet formation is established, let us now consider the ink-substrate 
interactions that govern pattern formation. The two primary concerns in pattern formation 
are resolution and pattern morphology. Increasing resolution is of interest because, like 
conventional electronics, it results in the ability to increase the function in a given area on 
a substrate. In printed electronic applications, substrates tend to be non-absorbing. 
Because of this, the spread of the droplet on the substrate will dictate the resolution of the 
printed feature—less spreading means higher resolution. Using Young’s Equation: 
 

 𝛩𝛩𝑐𝑐 = cos−1 �
𝛾𝛾𝑆𝑆𝑆𝑆 − 𝛾𝛾𝑆𝑆𝑆𝑆
𝛾𝛾𝑆𝑆𝑆𝑆

� (1.1)  

 
where Θc is the droplet contact angle and γSL, γSV, and γLV are the solid-liquid, solid-vapor, 
and liquid-vapor interface energies, respectively, it is possible to model the interaction of 
a droplet on the substrate [49]. 
 
The ideal contact angle (Θc) should be in the range of 70-110° to achieve high resolution 
features. This range is high enough to minimize spreading, but not so high that printed 
materials do not adhere to the substrate. Figure 1.18 helps illustrate how all three 
interfacial energies are related to each other and affect the ultimate contact angle. In this 
plot, both the independent variable, γSL, and the parameter, γLV, are normalized by γSV. 
This is representative of a situation in which the surface of the substrate is left unaltered 
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before printing. Therefore, the liquid-vapor surface energy, i.e. the ink’s surface tension, 
and the solid-liquid surface energy play the biggest roles in determining the contact angle 
of the ink. For example, following a single contour, as γSL increases with respect to γSV, 
the contact angle monotonically increases. Furthermore, an inflection point at a contact 
angle of 90° occurs, regardless of the ink’s surface tension, when γSL equals γSV. This can 
be interpreted as follows: Whenever the surface energy of the substrate is very high 
relative to the surface-liquid interface, the ink will wet prefer to wet the surface. Therefore, 
low energy surfaces are desirable for printed electronics because they improve the 
resolution of the printed feature. To achieve this surface energy reduction, surface 
modifications either applied in a blanket manner, applied directly beneath the intended 
printed pattern, or applied explicitly outside of the intended pattern area may be used 
Some examples of these modifications are UV/Ozone, surface roughening, and self-
assembled monolayer deposition, to name a few. 
 

 
Figure 1.18. Contact angle as a function of solid-vapor to liquid-vapor interface energy ratio 
(γSV/γLV) at a given surface-liquid to liquid-vapor interface energy ratio (γSL/γLV). Because both the 
independent axis and parameter values are normalized by γLV, or surface tension, this represents 
the range of possible contact angles after altering surface energies when the liquid chosen has a 
constant surface tension. The inset schematic defines the interface energies as well as contact 
angle. 
 
Alternatively, modifications may be made to the surface tension of the ink itself. Two 
common ways of achieving these modifications are adjusting the substrate temperature 
as well as including surfactants in the ink. As Figure 1.18 indicates, these modifications 
may either result in increased or decreased wetting, depending on the surface energy of 
the substrate. For example, for inks that already prefer to wet the substrate, increasing 
the surface tension pushes contact angle toward 90°, but the opposite is true for inks that 
do not prefer to wet the substrate. Furthermore, the surface tension of the ink has a strong 
effect on the effectiveness of surface modifications. For example, in the extreme case 
shown in Figure 1.18, when the surface tension is very high, the surface modifications 
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have little effect on the altering the contact angle. Therefore, similar to the way it impacts 
jetting from a nozzle, surface tension also plays an important role in the determination of 
printed feature resolution.  
 
The second concern for pattern formation is feature morphology. This may refer to the 
resulting cross-sectional shape of the printed feature after the solvent has dried and/or 
the line edge roughness of the feature. An ideal printed feature will have a hemispherical 
cross-section because this results in the minimum thickness variation across the width of 
the feature. However, due to the nature of many inks used in printed electronics, a 
phenomenon called the ‘Coffee Ring Effect’ often results in unevenly distributing printed 
material toward the edges of the desired features [50]. This redistribution of material is 
generally undesirable because it results in extremely thin and unstable films. For example, 
when printing dielectric layers to be used in electronic devices, thickness variations across 
the dielectric will degrade the performance of the device. 
 

 
Figure 1.19. The impact of the Coffee Ring Effect on printed feature morphology. a) As-printed 
droplet, b) ideal dried feature where coffee ring has no effect on morphology, and c) dried feature 
where the Coffee Ring Effect strongly alters the ultimate morphology. Light blue lines represent 
evaporation flux lines and dark blue lines represent flow of particulate matter within ink. 
 
The Coffee Ring Effect can be explained by non-uniform evaporation of the solvent and 
Figure 1.19 helps to illustrate this effect. In a printed feature that creates a hemispherical 
cap on the substrate, the evaporation rate is higher at the edge of the feature than at the 
center. This is due to the inherent thickness variation of the hemispherical cap. Because 
evaporation occurs more rapidly at the edge of the feature than the center, this causes an 
internal flow of material from the center to the edge as the feature dries, as shown in 
Figure 1.19c. If this flow is very strong, the cross-section of the fully-dried film will 
approach two distinct, nearly disconnected features as opposed to a single feature. 
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There are many ways to avoid the Coffee Ring Effect. One option is lowering the substrate 
temperature during printing [51]. Lower temperatures minimize the effect of the differential 
evaporation flux across the feature, resulting in more uniformly distributed films. A second 
method has been shown to combat this effect by altering the ink composition in order to 
produce what is known as a Marangoni flow [52, 53, 54]. In a Marangoni flow, surface 
tension gradients in fluids result in the flow of a fluid (and the particulate matter suspended 
in the fluid) from low to high surface tension. Therefore, in carefully-designed inks, an 
additional solvent may be added that helps to establish this Marangoni flow. Figure 1.20 
illustrates how this Marangoni flow reduces the Coffee Ring Effect. When compared to 
the primary solvent, an ideal secondary solvent will have a higher boiling point but lower 
surface tension. Therefore, after the low boiling point solvent preferentially evaporates at 
the edges of the feature, carrying particulates toward the edge, only the high boiling point 
solvent will remain. Because this solvent has a lower surface tension, a surface tension 
gradient exists from the edge of the feature toward the center. This gradient results in a 
flow of solvent back toward the center, which minimizes the effect of the initial outward 
flow. In this way, the evaporation rate and, again, surface tension of the ink are the key 
fluid properties that dictate feature morphology. 
 

 
Figure 1.20. The introduction of a co-solvent to introduce an inward Marangoni flow to counteract 
the Coffee Ring Effect. a) The typical outward flow driven by preferential evaporation of the low 
boiling point primary solvent, b) the inward Marangoni flow driven by the surface tension gradient 
between the low surface tension secondary solvent and high surface tension primary solvent, and 
c) the overall flow within the droplet.  
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1.4. Dissertation Outline 
While the primary interests in printed conductors have been planar applications to date, 
the material and process development for three-dimensional interconnects may prove to 
be a viable alternative to conventional packaging materials and processes. From ink 
design and optimization to process development and characterization, all aspects of this 
application will be explored in this dissertation, which will be organized in the following 
manner: 
 
Chapter Two will visit the issues required to successfully formulate nanoparticle-based 
inks with an emphasis on high performance jetting. Fluid properties of ink formulations 
will be used to develop a feasibility window for reliable jetting, and the influence of 
nanoparticle loading on these fluid properties will be considered. A general route for 
successfully formulating a metal nanoparticle-based inkjet ink will be presented. 
 
Chapter Three explores the effects of ligand composition on silver nanoparticle solubility 
in solvents amenable to inkjet printing. In order to identify high solubility nanoparticle 
formulations in such a sensitive system, a heuristic experimental procedure based on a 
genetic algorithm is used as opposed to traditional design of experiments techniques. In 
addition, the silver nanoparticle synthesis used is adapted to a robotically-controlled, high-
throughput synthetic procedure and high-throughput characterization techniques in order 
to accelerate the discovery of desirable nanoparticles. 
 
Chapter Four will discuss the process development of three-dimensional printing of metal 
nanoparticle inks for advanced semiconductor packages. This discussion will include 
three-dimensional printing of metal nanoparticle inks in order to fabricate freestanding 
pillars to act as replacement structures for conventional solder bumps. In addition, this 
chapter will describe the mechanical and electrical characterization of these nanoparticle-
based structures as a function of sintering condition and describe sintering mechanisms 
for such structures. 
 
Chapter Five will extend the process developed for solder bumps to through-silicon vias 
(TSVs). The process for filling and bumping TSVs in a single step will be described and 
characterized, and the electrical and mechanical performance of the TSVs will be 
explored. 
 
Chapter Six will revisit the advances made in designing reliable inks with metal 
nanoparticles, understanding nanoparticle solubility, and developing high performance 
processes for advanced packaging structures. The chapter will conclude with a discussion 
on the future outlook for these applications.
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Chapter 2. Controlled Jetting Performance 
of Nanoparticle-based Ink Formulations 

 
 
For the majority of inkjet-printed devices, the materials printed are commercially available 
ink formulations. While these inks tend to perform well under particular conditions, the 
proprietary nature of the inks means that the materials, solvents, etc. are more or less 
unknown. This makes the expansion/reduction of the process window and the 
characterization/failure analysis of printed features difficult. A clear alternative is the 
design of custom ink formulations that can be absolutely controlled with respect to their 
components and concentrations. Unfortunately, ink formulation is regarded more as an 
art than a systematic science, meaning there are no clear guidelines with regard to proper 
formulation. In this chapter, the fluid properties and performance metrics critical to reliable 
ink performance are discuss, a framework is developed using some of these properties 
as basic metrics for quantifying jetting quality, and a systematic ink design strategy is 
developed for formulating reliable inks loaded with metal nanoparticles. 
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2.1. Introduction 
As described in the introductory chapter, the two primary interactions of concern to ink 
design are the ink-nozzle interaction and the ink-substrate interaction. While both of these 
interactions are important to understand and control, the ink-nozzle interaction can be 
thought of as the limiting interaction because it determines the quality and reliability of 
fluid delivery to the substrate. In addition, many works have already considered this ink-
substrate interaction, [48, 50, 51] whereas relatively few have directly addressed ink 
formulation. Therefore, this chapter will emphasize only the development of reliable inks 
from the perspective of jetting performance. 
 
In order to develop inks for reliable jetting, both the ink’s response to actuation events 
within the nozzle must be understood and a clear, quantitative metric for jetting 
performance must be defined. Furthermore, this metric must in some way be normalized 
from one ink to the other, in order to fairly compare the performance of two different inks 
that will, necessarily, have different compositions. These fundamental nature of these two 
topics are discussed next, and the following section will describe the specific methodology 
used to formulate inks for jetting optimization. 
 
2.1.1. Fundamental Operation of Piezoelectric Inkjet Nozzles 
Although ink formulation is critical for all forms of solution processing, the inks discussed 
in this chapter will be developed with a specific solution processing method in mind: inkjet 
printing using piezoelectric nozzles. The non-contact, additive nature of inkjet printing and 
the precise control offered by piezoelectric nozzles are two important factors in focusing 
on this widely used subset of solution processing. In addition, the ultimate application of 
these processes to semiconductor packaging makes the selection of inkjet printing over 
other solution-processing methods a practical constraint, to be discussed in more detail 
in Chapter 4. 
 
A. Piezoelectric Nozzle Design 
All piezoelectric nozzle designs for inkjet printing incorporate a piezoelectric film that 
deforms directly against a fluid reservoir, forcing fluid out of a small orifice at the end of 
the reservoir. However, there are many different nozzle designs that depend mostly on 
the size of the piezoelectric material, the location of the piezoelectric material relative to 
the orifice and chamber, and the polarization direction of the piezoelectric material [10]. 
The most common designs are bump mode, bend mode, and shear mode. Although each 
of these designs will respond differently to applied voltages, the deflection distance of 
each of the designs is proportional to the applied voltage. This deflection distance is 
critical in determining the overall jetting behavior of the nozzle because it controls the 
energy imparted to the fluid to be ejected. Figure 2.1 shows the cross-section of a 
commonly used nozzle for inkjet prototyping (and the nozzle used for the entirety of this 
work), the MicroFab MJ-AT-XXX series of nozzle [55]. Other commonly used nozzles are 
manufactured by Dimatix [8], Konica Minolta [56], and Xaar [57]. 
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Figure 2.1. Cross-section of typical single piezoelectric nozzle, adapted from [55]. The inner and 
outer electrodes pictured each wrap around the glass tube completely. 
 
B. Principle of Operation 
In piezoelectric nozzles, the production of droplets is based on instantaneous pressure 
wave formation at the center of the chamber. Figure 2.2 helps to illustrate the theoretical 
process. First, an instantaneous pulse at the center of the chamber induces a negative 
pressure wave that immediately begins to propagate in either direction along the 
chamber. Due to the boundary conditions of the chamber geometry, i.e. the supply side 
can be viewed as an open end and the nozzle side can be viewed as a closed end, the 
reflections of the pressure waves at either end behave differently. The nozzle-side wave 
reflects with the same negative pressure, whereas the supply-side wave reflects with the 
opposite sign, creating a positive pressure. If a second wave with a positive pressure is 
introduced at precisely the time when the reflected waves intersect, the negative reflected 
wave now moving toward the supply side is annihilated while the positive reflected wave 
now moving toward the nozzle is amplified. This amplification allows for a droplet to form 
at the nozzle end [58]. The ejected fluid travels very quickly, but produces a tail that results 
in slowing for the velocity of the head. Nominally, this tail breaks off at the orifice of the 
nozzle and recombines with the head to produce a single droplet. 
 
In order to achieve this behavior, it is clear that two pressure impulses of opposite sign 
are necessary. The piezoelectric material lining the chamber can easily provide these 
pules. When a voltage is applied to the piezoelectric, it will rapidly expand/contract 
depending on the polarity of the voltage change. This will produce the initial pressure 
wave pulse. When the voltage is held constant, no changes in the film occur, and so no 
new waves are introduced. However, a return to the initial voltage will produce a second 
pressure pulse, but of opposite sign due to the change in polarity of the voltage change. 
As previously described, if this return pulse is timed properly, droplet formation should 
occur. 
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Figure 2.2. Illustration of pressure wave propagation, annihilation, and amplification in 
piezoelectric inkjet nozzles. 
 
As one might expect, the timing of the second pulse is critical to the successful ejection 
of the droplet. Because the timing is based on the propagation rate of the pressure wave 
induced within the chamber, both the geometric and fluid properties of the system must 
be taken into account when determining the ideal timing. Based on this model for pressure 
propagation within the chamber, the optimal pulse width, toptimum, is equivalent to the 
length of the chamber, l, divided by the speed of sound in the fluid being printed, cink. 
 

 𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =
𝑙𝑙

𝑐𝑐𝑜𝑜𝑖𝑖𝑖𝑖
 (2.1)  

 
 
C. Pulse Waveforms 
The time-dependent voltage described previously is often referred to as the pulse 
waveform. Multiple pulse waveforms have been investigated in order to assess which 
waveform results in the most reliable droplet production [59, 60]. The two most common, 
unipolar and bipolar, will be briefly discussed here. 
 
a. Unipolar Waveform 
The basic waveform described in the previous section is referred to as a unipolar 
waveform. That is, the voltage applied to the piezoelectric material at any given time never 
changes sign. This waveform is effective at producing droplets, but the residual wave 
within the nozzle after droplet ejection results in oscillations of the meniscus at the nozzle 
orifice. If not controlled, these oscillations may result in unintentional degradation of jetting 
performance via satellite formation [58]. 
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b. Bipolar Waveform 
In an effort to mitigate issues like satellites, bipolar pulse waveforms are commonly used. 
Figure 2.3 shows a conventional bipolar pulse waveform with the eight waveform 
characteristics clearly identified. They are tdwell and techo, the dwell and echo times 
between the delivery of pressure impulses, trise, tfall, and trise2, the time taken for each pulse 
delivery, and V0, V+, and V-, the voltages applied at steady-state and at each impulse. The 
addition of the second, oppositely signed, pressure impulse delivered by the dwell stage 
results in more rapidly annihilating the residual pulses within the chamber, thereby 
minimizing the likelihood of satellite formation and producing more stable droplets. For 
optimal jetting, typically the rise and fall times are kept very short and the echo and dwell 
are determined as follows: 
 

 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =
𝑙𝑙

𝑐𝑐𝑜𝑜𝑖𝑖𝑖𝑖
 (2.2)  

 𝑡𝑡𝑑𝑑𝑐𝑐ℎ𝑜𝑜 = 2 ∗  𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 (2.3)  

 
Figure 2.3. Components of a bipolar pulse waveform commonly used in inkjet printing. 
 
2.1.2. Droplet Formation in Piezoelectric Inkjet Nozzles 
As described in the previous chapter, there are a number of physical properties that 
dictate the production of reliable droplets from an inkjet nozzle [61]. Surface tension and 
viscosity are the two most important properties, and the effect of each will be discussed 
here with an emphasis on their effect on droplet formation. In addition, the effect of 
different jetting conditions, i.e. the pulse waveform, will be discussed due to its effect on 
the ejected droplet’s size and speed. First, the measurement of ink physical properties is 
discussed. 
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A. Measurement of Physical Properties of Inks and Droplets 
The two primary physical properties of concern for ink characterization are fluid properties 
and geometric properties. Fluid properties include surface tension, viscosity, density, etc. 
Geometric properties include drop size, drop volume, drop speed, etc. In order to measure 
fluid properties of inks, aliquots of the ink itself must be tested using separate equipment. 
These tests will be discussed more in the following section, but they include pendant drop 
testing for surface tension measurement, viscometry for viscosity measurement, and 
mass-based analysis to determine ink density. On the other hand, the geometric 
properties must all be determined in situ. This is accomplished by using high speed image 
acquisition during the drop ejection process. Recalling Figure 1.11, by using CCD1 it is 
possible to know the size, position, and velocity of droplets, thereby enabling the effective 
characterization of droplet quality based on ink and jetting conditions. Figure 2.4 shows a 
series of images taken of droplet formation as a function of time. 
 

 
Figure 2.4. a) Schematic diagram of image capture system and b) sample photograph of a droplet 
in flight. 
 
B. Surface Tension, Viscosity, and Density 
Surface tension and viscosity are the two primary physical properties that determine the 
shape and the break-off mechanism for the droplet tail that is produced during droplet 
ejection [61, 62]. Density is also important, though the effect of density is not as great as 
the other two properties, as will be shown. First, the ink viscosity determines the time 
scale of internal fluid flow within the droplet and tail. It also determines the length of the 
tail and the location of the thinnest part of the tail. The location of the thinnest part of the 
tail is critical in determining where the droplet will pinch-off. If pinch-off occurs at the 
meniscus, the tail and head remain connected and form a single droplet. However, if 
pinch-off occurs between the tail and the head of the droplet, multiple droplets may form. 
Surface tension is the force that drives this pinch-off. Therefore, together, viscosity and 
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surface tension dictate the droplet break-off mechanism. The characteristic time scale of 
this pinch-off is related to these fluid properties as shown in the following equation. 
 

 𝑡𝑡𝑜𝑜𝑜𝑜𝑖𝑖𝑐𝑐ℎ−𝑜𝑜𝑜𝑜𝑜𝑜 =
𝜂𝜂3

𝜌𝜌𝛾𝛾2
 (2.4)  

 
where η is the viscosity, ρ is the density, and γ is the surface tension. The surface tension 
is also partly responsible for the formation for a meniscus at the orifice of the nozzle (an 
applied negative pressure also aids in ensuring the meniscus is maintained). 
 
It is also important to note that both surface tension and viscosity will affect jetting 
performance as a function of nozzle orifice diameter. Inks with very high surface tension 
and/or viscosity simply will not jet from nozzles with very small orifices because the energy 
required to eject the droplet is too high for piezoelectric nozzles to produce. In addition, 
for large nozzle orifices, inviscid inks and/or inks with very low surface tension will fail to 
form a meniscus and droplet formation will fail. For typical nozzle diameters in the range 
of 30 – 60 µm, a tolerable viscosity range is 0.5 – 40 cP and a tolerable surface tension 
range is 20 – 70 dyn/cm [63]. Finally, the nozzle orifice also plays a strong role in the size 
of the droplet ejected. The relationship is approximately linear with respect to the area of 
the orifice [61]. 
 
C. Dwell/Echo Time and Pulse Voltage 
The pulse waveform is also capable of changing the behavior of the ejected droplet. 
Namely, the modulation of the dwell/echo time as well as the pulse voltage will change 
the size and speed of the droplet. Typically, the goal of tuning the pulse waveform is 
achieve higher droplet speeds, though size is also modulated. First, if the echo and dwell 
voltages are lengthened, the size of the droplet produced tends to increase. This is 
because the time during which the droplet is ejected is lengthened, allowing for more fluid 
to be removed from the nozzle. However, if the echo and dwell times are adjusted 
improperly, destructive interference between the pressure waves produced in the 
chamber will actually result in decreasing the droplet speed. For this reason, a peak in 
droplet velocity will be associated with the optimal dwell time of the ink [61, 62, 64]. In 
addition, in order to boost the speed of the droplets for non-optimal dwell times, an 
increase in pulse voltage is necessary. 
 
D. Dimensionless Physical Parameters 
As shown previously, the fluid properties and the nozzle dimension both strongly impact 
the drop formation of the ink and the pulse waveform has a strong effect on the size and 
speed of the droplets. However, because many inks are formulated using a wide variety 
of solvents, particulates, and additives, it is difficult to make direct comparisons between 
one ink’s jetting performance and another. Therefore, in an effort to create normalized 
scales to systematically determine which factors most strongly impact jetting 
performance, many dimensionless parameters are often used. The primary four 
dimensionless numbers are the Reynolds number (Re), the Weber number (We), the 
capillary number (Ca), and the Z number (Z) [47]. Re, We, and Ca all balance two forces 
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against each other, whereas Z balances three, as described in the following equations. 
Ca is the only number that does not depend on a characteristic length, which is often 
obtained from the nozzle orifice diameter, d (see Figure 2.5). 
 

 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙𝑅𝑅𝑅𝑅 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛𝑅𝑅𝑛𝑛,𝑅𝑅𝑅𝑅 =  
𝑖𝑖𝑅𝑅𝑅𝑅𝑛𝑛𝑡𝑡𝑖𝑖𝑖𝑖𝑙𝑙 𝑓𝑓𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅
𝑣𝑣𝑖𝑖𝑅𝑅𝑐𝑐𝑅𝑅𝑛𝑛𝑅𝑅 𝑓𝑓𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅

=
𝜌𝜌𝑣𝑣𝑅𝑅
𝜂𝜂

 (2.5)  

 𝑊𝑊𝑅𝑅𝑛𝑛𝑅𝑅𝑛𝑛 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛𝑅𝑅𝑛𝑛,𝑊𝑊𝑅𝑅 =  
𝑖𝑖𝑅𝑅𝑅𝑅𝑛𝑛𝑡𝑡𝑖𝑖𝑖𝑖𝑙𝑙 𝑓𝑓𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅

𝑅𝑅𝑛𝑛𝑛𝑛𝑓𝑓𝑖𝑖𝑐𝑐𝑅𝑅 𝑡𝑡𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅 𝑓𝑓𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅
=
𝜌𝜌𝑣𝑣2𝑅𝑅
𝛾𝛾

 (2.6)  

 𝐶𝐶𝑖𝑖𝐶𝐶𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑛𝑛𝑅𝑅 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛𝑅𝑅𝑛𝑛,𝐶𝐶𝑖𝑖 =  
𝑣𝑣𝑖𝑖𝑅𝑅𝑐𝑐𝑅𝑅𝑛𝑛𝑅𝑅 𝑓𝑓𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅

𝑅𝑅𝑛𝑛𝑛𝑛𝑓𝑓𝑖𝑖𝑐𝑐𝑅𝑅 𝑡𝑡𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅 𝑓𝑓𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅
=
𝜂𝜂𝑣𝑣
𝛾𝛾

 (2.7)  

 𝑍𝑍 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑅𝑅𝑛𝑛,𝑍𝑍 =  
�𝑖𝑖𝑅𝑅𝑅𝑅𝑛𝑛𝑡𝑡𝑖𝑖𝑖𝑖𝑙𝑙 ∗ 𝑅𝑅𝑛𝑛𝑛𝑛𝑓𝑓𝑖𝑖𝑐𝑐𝑅𝑅 𝑡𝑡𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅 𝑓𝑓𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅

𝑣𝑣𝑖𝑖𝑅𝑅𝑐𝑐𝑅𝑅𝑛𝑛𝑅𝑅 𝑓𝑓𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅
=
�𝛾𝛾𝑣𝑣𝑅𝑅
𝜂𝜂

 (2.8)  

 

 
Figure 2.5. Forces and dimensionless parameters often used to quantify jetting performance. 
 
The goal of using these dimensionless parameters is to determine a general window of 
feasible conditions whereby any ink, regardless of composition, should jet reliably. 
Because Z incorporates all of the forces into a single value, it has often been used as the 
primary metric to describe the boundaries of stable jetting performance, however those 
boundaries are not clearly agreed upon in the literature [47, 62, 65, 66]. The use of these 
parameters to empirically determine this feasibility is the primary focus of this chapter, 
and will be discussed at length in the following section.  
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2.2. Custom Ink Formulation for Jettability Experiments 
As previously described, ink formulation is often considered more of an art than a 
systematic process. For practical applications in inkjet printing, the objective of ink 
formulation is produce an ink that a) is capable of high mass loading and b) is produces 
stable droplets within and across printing processes. The two main parameters to adjust 
are the fluid properties of the solvent system chosen, as well as the loading level of the 
inks. It is critical to explore a wide range of fluid properties by selecting many different 
solvents and to characterize the jetting using a criterion that fairly compares inks to each 
other. Because commercial nanoparticle formulations are proprietary mixtures, the 
modulation of ink composition of commercial inks is much more difficult than the 
modulation of ink composition in custom inks. Therefore, in this section the framework for 
developing and characterizing custom nanoparticle inks will be discussed. Importantly, 
the parameters used to quantify jetting quality will be described in detail, and compared 
to the conventional practices seen in literature. 
 
2.2.1. Materials 
All of the inks used in this particular study were synthesized using a well-known gold 
nanoparticle synthesis [16]. This synthesis was chosen because it is robust with regard 
to repeatability, size distribution, and nanoparticle solubility. That is, the nanoparticles 
synthesized in this method are highly soluble in a number of non-polar organic solvents, 
which allows for the exploration of a wide range of solvent fluid properties without having 
to sacrifice the potential for loading the ink to practical levels. All of the particles 
synthesized in this work are encapsulated with hexanethiol and have a mean diameter of 
2 – 3 nm [31]. Appendix B describes the complete synthetic process. 
 
As mentioned, these nanoparticles are highly soluble in a number of nonpolar organic 
solvents. To study the effect of solvent selection on jetting quality, the following solvents 
were used in this work: cyclohexanol, decanol, octanol, hexanol, toluene, dodecance, 
tetralin, anisole, o-xylene, tetrahydrofuran, alpha-terpineol, and hexane. 
 
2.2.2. Ink Fluid Characterization Procedures 
The fluid properties of each ink were tested according to the following procedures. 
 
A. Viscosity 
Using a Brookfield LVDV III rheometer, all formulated inks were measured to determine 
their viscosity. The maximum shear rates capable of this tool approached 2x103 1/s, 
depending on the ink being tested. For comparison, shear rates observed in inkjet nozzles 
can be roughly two orders of magnitude larger, around 1x105 1/s. Therefore, shear 
thinning and thickening must be taken into account in order to properly identify the 
viscosity of the fluid being printing. The pure solvent systems tested were assumed to be 
Newtonian, i.e. they did not exhibit any shear thinning or thickening behavior, due to their 
simple molecular structure. Therefore, relatively low shear rate measurements obtained 
using this rheometer were assumed to accurately identify the viscosity of the ink for higher 
shear conditions present during inkjet printing. Further, while it is known that very high 
particulate loading levels (>60% by mass) may result in non-Newtonian behavior in 
loaded inks [67], the loading levels of the inks tested did not exceed 30% by mass, and 
therefore it was assumed that they are also Newtonian. 
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B. Surface Tension 
Surface tension measurements were taken using a pendant drop test [68, 69, 70, 71]. In 
this test, a drop of fluid is pushed out of a tube with a known diameter. Then, the equatorial 
diameter, de, of the droplet is determined. Next, the diameter of the droplet a distance of 
one equatorial diameter above the bottom of the droplet, called ds, is calculated. The ratio 
of these two diameters can be used to determine the surface tension (see Figure 2.6 for 
a schematic of this test). This is based on the radius of curvature of the drop and fitted 
using an analytical geometrical relationship. The surface tension can then be determined 
using well-established lookup tables based on the values for these two diameters Using 
this approach, it is important to ensure that the ratio of Ds/De is between 0.8 - 1, which can 
be accomplished by adjusting the diameter of the tube where the fluid is expelled from.  A 
custom apparatus was built and automated image processing scripts were written to 
calculate the surface tension of the ink being tested. 
 

 
Figure 2.6. Schematic diagram of important drop measurements associated with the pendant drop 
measurement protocol and sample images obtained from custom-built tool when measuring 
water.  
 
C. Density 
All density measurements were made by weighing different volumes of the same, well-
mixed ink on a scale. Fitting the mass versus volume with a line resulted in extracting the 
density of the ink. Multiple volumes were tested in order to avoid the potential error of a 
single measurement. 
 
2.2.3. Jettability Definition and Characterization Framework 
This section will discuss the particular details regarding the framework for comparing and 
quantifying ink jetting performance. The first step is to establish a definition and tolerance 
levels for ink jetting performance. This metric will be referred to as jettability. A simple 
definition of a jettable ink is one that can be jetted stably for long periods of time. For inkjet 
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printing applications, a number of constraints must be considered when determining the 
stability of the ink. 
 
A. Droplet Convergence Distance 
First, the droplets formed should converge into single droplets prior to reaching the 
substrate. Because the fly height of the nozzle is usually on the order of 2 mm, drop 
convergence prior to 1.3 mm was selected as the maximum tolerable distance. Satellite 
droplets may form during jetting, but as long as these droplets converge with the head 
droplet before this distance, the jettability was not impacted directly. 
 
B. Dwell Time Optimization 
Next, because multiple inks are being tested, the pulse waveform selected for a given ink 
will not be suitable for a different ink. Therefore, the pulse waveform should be optimized 
for each ink being tested prior to quantifying and comparing the jetting behavior. This 
waveform optimization is accomplished by adjusting the dwell time. Typically, the dwell 
and echo times are adjusted such that the maximum possible droplet velocity is achieved, 
however a new methodology is introduced here. 
 

 
Figure 2.7. a) Drop mass, b) velocity, and c) momentum versus dwell time. Mass and velocity do 
not show expected periodic trend, while momentum exhibits expected periodic behavior. 
 
Rather than used droplet velocity as the metric that determines the optimal dwell time, 
droplet momentum was chosen (see Figure 2.7). Momentum was selected for three 
reasons. First, because the applied pressure on the system will impact the ejected droplet 
volume, the speed of the droplets will change as a function of the applied pressure. This 
results in the degradation of the expected periodic velocity response as a function of dwell 
time, as shown in the Figure 2.7b. Second, because this applied pressure may vary both 
within the testing of a single ink and across the testing of multiple inks, it should be 
normalized. Finally, because this work inherently involves testing multiple fluid systems, 
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the expected droplet volume of each system will change simply due to the change in fluid 
properties. 
 
Because the density of the inks tested are already known and the volume of the droplet 
is easily determined via in situ image capture systems, the momentum of the droplet is 
easily derived. As shown in the Figure 2.7c, the momentum versus dwell time relationship 
aids in restoring the expected periodic trend with dwell time. As such, the dwell time that 
produced the maximum droplet momentum was selected as the optimal dwell time for 
each ink. 
 
C. Jettability Characterization Framework 
Combining the two constraints discussed above, it is now possible to develop a framework 
for testing the jettability of a particular ink. Figure 2.8 shows a schematic block diagram 
of the characterization framework. First, all of the fluid properties must be measured using 
ex situ testing. Next, each ink is loaded into an inkjet nozzle and jetting is initiated. Using 
the in situ image capture hardware and software, the optimal dwell time is determined for 
each ink by maximizing the momentum of the droplet. As per the initial constraint, any 
droplets that do not converge into a single droplet prior to 1.3 mm distance travelled from 
the nozzle are rejected as non-jettable inks. Finally, because the pulse voltage is directly 
responsible for adjusting the droplet velocity, as described earlier, the pulse voltage is 
modulated to determine the boundary of the jettable range of a particular ink. Any ink 
failure mechanisms due to droplet instability are noted as a function of voltage at the 
optimal dwell time. These failure mechanisms are discussed next. 
 

 
Figure 2.8. Process block diagram for jettability characterization. 
 
D. Jetting Failure Mechanisms 
There are three major failure mechanisms common to droplet formation. They are failure 
to form a droplet, satellite droplet production, and multiple droplet formation. 
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First, multiple conditions may lead to the failure to form a droplet. The primary cause is 
an insufficient pressure wave amplitude within the chamber. This may be the result of too 
low of a driving voltage for the pulse waveform, or too high of either surface tension or 
viscosity of the ink. The manifestation of this failure mechanism is only slightly perceptible 
perturbations in the meniscus of the ink at the nozzle. 
 
Satellite droplets, on the other hand, arise when the thinnest regions of the ejected drop’s 
tail are located at the center of the tail. This surface tension of the ink causes the tail to 
break in the center as opposed to the nozzle orifice, creating secondary droplets that may 
or may not follow the same trajectory as the head. This not only causes the drop volume 
to change but also may result in drop placement accuracy issues that will make pattern 
formation on a substrate impossible. These satellite droplets are more common in highly 
viscous inks being jetting with very high driving voltages. 
 
Finally, multiple droplets may form in inviscid inks that are subjected to wave-like 
instabilities during jetting [72]. When this occurs, multiple satellites are formed and the 
drop accuracy suffers even more than single satellite formation. Images of each of these 
failure mechanisms are shown in Figure 2.10.  
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2.3. Jettability Window and Ink Design Rules 
Jettability windows compare the effects of two non-dimensional parameters on jetting 
quality. Both the We-Re and the Ca-We jettability window have been proposed in 
literature [73, 74]. Using the framework presented in the previous section, it is possible to 
directly compare the jetting performance of multiple inks with each other by mapping the 
results to a jettability window. In this work, a Ca-We window was chosen. The selection 
of the Ca-We jettability space will be explained next, along with the results for pure solvent 
systems, binary solvent systems, and loaded nanoparticle inks. 
 
2.3.1. Ca-We Jettability Window 
A jettability window defined by Ca and We is chosen for this work for the following reasons. 
First, when considering each of the dimensionless parameters defined earlier, it is useful 
to observe that the surface tension force is the normalizing force for both Ca and We. 
Furthermore, the surface tension forces do not vary widely for all of the systems tested. 
The other fluid and geometric parameters not shared between the two dimensionless 
parameters are the nozzle diameter and the density. The nozzle diameter is kept constant 
for all of the tests and, similar to surface tension, there is very small variation in the density 
of the tested inks. Therefore, the effect of ink viscosity and drop velocity will be the two 
differentiating parameters. Because these two parameters are obtained from Ca and We, 
respectively, plotting ink Ca and We against each other will provide the most insight into 
the jettability of a particular system. 
 

 
Figure 2.9. Ca-We jettability window. 
 
A sample Ca-We jettability window is shown in Figure 2.9. Overlaid on the plot are Ca and 
We values for pure solvents tested as well as inks described in literature [58, 66, 75]. Both 
Ca and We vary many orders of magnitude in jettable inks, therefore plotting these values 
on a log-log scale is adopted. Each data point plotted in the window represents a single 
ink being printed at a particular velocity. The lines represent a single ink printed at multiple 
drop velocities. This drop velocity modulation is achieved by altering the pulse voltage, as 
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explained earlier. It is important to note that Ca has a linear drop velocity dependence 
while We has a quadratic dependence on drop velocity. Therefore, a log-log plot will 
produce contour lines with a slope of ½ for each ink tested. Plotted lines are terminated 
when no stable jetting condition was achieved at either higher or lower drop velocities, 
according to the jettability criterion previously defined. Therefore a longer line represents 
a wider jettability range for a given ink. Finally, because Ca is the only parameter that has 
a viscosity dependence, the lower and upper bounds of the window represent that 
minimum and maximum viscosity limits for printing. The boundaries of this window, 
therefore, should represent a universal window for jettability. 
 

 
Figure 2.10. Failure modes observed when attempting to jet outside of the boundaries of the Ca-
We jettability window. 
 
Outside of the established window, jetting fails according to one of the mechanisms 
described earlier. These failure modes are labeled I – IV on the window. Failure modes I 
and II are the failure to form a droplet. These occur on the left hand side of the plot due to 
either high viscosity, low perturbation energy, or both.  Failure mode III is satellite 
formation characteristic to high viscosity, high drop velocity conditions. Failure mode IV is 
multiple drop formation expected in low viscosity, high drop velocity conditions. Images 
of inks producing each of these failure modes are shown in Figure 2.10. 
 
2.3.2. Modulating Jettability via Co-Solvent Addition 
The results of jetting pure solvent systems are included in Figure 2.9. While these solvents 
may span a reasonable range with respect to their fluid properties, it is not possible to 
navigate the window to more stable regions with pure solvent systems alone. One option 
for modulating jettability, therefore, is to adjust the fluid properties based on co-solvent 
addition. Figure 2.11 presents a new jettability window that now includes contours for 
binary solvent systems identified in the legend. It is clear that these new mixtures allow 
for expansion to a wider range of jettable conditions, based strictly on the composition of 
the ink. 
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Figure 2.11. Ca-We jettability window with binary solvent mixtures included. 
 
This can be a technique very useful in ink formulation. For example, perhaps a 
nanoparticle system is particularly soluble in either a very inviscid or very viscous solvent, 
but this solvent lies outside of the jettability window. In order to impart jettability to the ink, 
one might consider adding a reasonable co-solvent that modulates the viscosity of the ink 
such that the resulting viscosity positions the ink in the center of the jettability window. 
Two examples of this technique are presented next. In each of the following examples, 
inks containing gold nanoparticles loaded to 10% by mass were prepared in different 
solvent systems. 
 
In the first example, shown in Figure 2.12, mixtures of 0%, 10%, 20%, and 30% alpha-
terpineol in hexane were prepared. For the pure solvent system, hexane, the mixture was 
too inviscid (0.3 cP) and the ink was not jettable. This condition is represented as a dashed 
contour on the jettability window in Figure 2.12. As the alpha-terpineol composition 
increases, the viscosity of the fluid increases. At 20% alpha-terpineol, the jetting is nearly 
stable, but it does not persist for a long enough time to satisfy the jettability criterion. It is 
likely that the very high evaporation rate of hexane causes the nozzle to “skin” and prevent 
stable droplet formation. However, once a 30% alpha-terpineol condition was tested, the 
viscosity (0.96 cP) was high enough that stable droplets were able to form. 
 
While this approach was successful, the inclusion of a large hexane component may still 
lead to poor stability over long time scales due to the skinning or clogging. Therefore, the 
opposite approach was also demonstrated. In this second example, hexane was 
incrementally added to alpha-terpineol.  Figure 2.12 shows the result of adding hexane. 
With as little as 10% added hexane, the viscosity of the ink drops from 36.5 cP (at 100% 
alpha-terpineol) to 23.4 cP and the ink resides well within the jettability window. 
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Figure 2.12. Ca-We jettability windows demonstrating the effect of co-solvent addition for 
moderately loaded (10% by mass) gold nanoparticle inks in hexane and alpha-terpineol. Systems 
highlighted in green are jettable inks whereas gray systems were not jettable. 
 

 
Figure 2.13. The effect of high viscosity on determining the optimal dwell time of an ink. Longer 
dwell times produce dramatically larger tails and shorter dwell times produce dramatically lower 
drop sizes, making dwell time optimization based on momentum challenging in high viscosity inks. 
 
However, a caveat in this example exists. Because the ink lies very close to the upper 
boundary of the jettability window (due to its high viscosity), viscosity-related effects made 
the determination of an optimal dwell time impossible. This is because high viscosity inks 
may inhibit the chamber from refilling completely after each droplet ejection event [76]. 
Figure 2.13 shows a series of images of the droplet formation of this high viscosity ink as 
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a function of dwell time. No clear optimum exists and therefore 10 µs was taken as the 
optimum condition. This viscosity-dependent dwell time optimization may be explained as 
follows. At high viscosities, may only flow into and out of the chamber is high amplitudes 
are used. However, this results in a large change in chamber volume. For long dwell 
times, the chamber is able to completely refill, but this results in an undesired increase in 
volume ejected during the next actuation event. Conversely, lower dwell times result in an 
incompletely filled chamber and, therefore, a single drop with reasonable volume is 
produced. 
 
2.3.3. Modulating Jettability via Nanoparticle Loading 
In the previous examples each of the inks tested were loaded to 10% by mass with gold 
nanoparticles. While this is useful at demonstrating the ability to print nanoparticle-based 
inks, a practical nanoparticle ink will actually have a mass loading much higher than 10%. 
Therefore, increasing mass loading is an additional practical constraint for ink formulation. 
As previously mentioned, at loading levels below 60% by mass, it is expected that the 
nanoparticles will not exhibit non-Newtonian behavior, however the increase of mass 
loading does have a direct effect on the ink viscosity. Therefore, the jettability can also be 
modulated by tuning the mass loading of the ink. 
 

 
Figure 2.14. Ca-We jettability window demonstrating nanoparticle loading effect on jettability. Pure 
solvent and mixture data grayed out. Systems highlighted in green are jettable inks whereas 
systems highlighted in gray were not jettable. 
 
In the previous example, hexane was added in order to decrease the ink viscosity and 
impart jettability. At 10% hexane, the ink was jettable. In order to demonstrate the effect 
of mass loading on jettability, the mass loading of inks made with binary mixtures with 
10% hexane in alpha-terpineol was increased until the ink was no longer jettable. Figure 
2.14 presents the new jettability window with the results of this experiment. As can be 
seen, the 10% and 20% mass loading conditions were jettable, though the 20% condition 
resides very near the upper boundary of the window. It should be noted that because each 
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data point collected still creates a line within the Ca-We space, this confirms that, as 
expected, high mass loading inks do not exhibit non-Newtonian effects at high drop 
velocities, i.e. high shear rates. Once the mass loading of the ink increases further, 
however, the ink no longer becomes jettable. This failure to jet was not due to nozzle 
clogging caused by high loading, however, because it was easy to purge the nozzle during 
experimentation. Rather, the viscosity at 40% mass loading (52.5 cP) is simply too high 
for droplet formation to be possible. 
 

 
Figure 2.15. Effect of nanoparticle loading in high evaporation rate solvents. 
 
Because the initial viscosity of the ink was very high in this last example, jettability 
worsened with increasing mass loading. Conversely, it may be more useful to impart 
jettability in inviscid systems by increasing the mass loading. This was attempted with 
pure hexane (see Figure 2.15) but jettability actually worsened in this system as mass 
loading increased. As previously mentioned, in addition to being very inviscid hexane has 
a very high evaporation rate. Therefore, as loading increased, the phenomenon called the 
‘first-drop problem’ became more pronounced [30]. This phenomenon is the clogging of 
the nozzle by partially dried ink. As mass loading increases, more the particles will dry on 
the nozzle at a faster rate, meaning that clogging will occur sooner. 
 
2.3.4. General Ink Formulation Design Rules 
Combining the results from the two previous sections describing the modulation of 
jettability, it is now possible to devise a general strategy for formulating reliable inks 
loaded with nanoparticles. The jettability window established represents a reliable 
guideline for ink design, and therefore an ink designer can use the interactions of the 
solvent systems and nanoparticles in order to design robust inks in the following manner. 
First, at least one of the solvents considered should be capable of achieving a high degree 
of solubility for the given nanoparticle system. It is preferable that both are capable of high 
mass loading, however. Next, the co-solvent chosen should be combined with the primary 
solvent such that the predicted viscosity would position the pure binary solvent system 
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safely within the jettability window. The primary solvent chosen should not exhibit too high 
of an evaporation rate, in order to avoid clogging issues related to the first-drop problem. 
Finally, the mass loading of the ink should be considered and increased until a practical 
threshold is reached. 30% mass loading represents a very practical mass loading for 
nanoparticle-based inks. According to this procedure, a general systematic route to 
formulating inks that exhibit reliable jettability is derived. 
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2.4. Summary 
In piezoelectric droplet-on-demand inkjet printing, the actuation of a piezoelectric material 
lining the chamber of the nozzle is directly responsible for creating droplets. The 
relationship between the actuation and ultimate droplet formation, however, is a balance 
between the fluid properties of the ink and the geometric properties of the nozzle. 
Oftentimes, the maximization of droplet velocity is a goal, and therefore the fluid 
properties of the ink as well as the shape of the pulse waveform are adjusted to achieve 
this goal. Furthermore, when comparing the performance of multiple inks, dimensionless 
parameters are often used in lieu of making direct comparisons of physical properties. 
While this is generally good practice, care must be taken to choose the correct 
dimensionless parameters to compare in order to determine a true metric of jetting quality. 
 
Using the dimensionless parameters, Ca and We, it is possible to decouple the effects of 
drop velocity and ink viscosity in order to develop a jettability window that guides ink 
formulation. This window is strongly driven by the viscosity of the inks chosen, and this 
viscosity can easily be modulated through both co-solvent addition as well as nanoparticle 
loading. With an understanding of how these two processes affect the ultimate viscosity 
of the ink, it is possible to develop a systematic procedure for developing reliable ink 
formulations.  
 
First, the fluid properties of the ink are determined using ex situ testing methods. Then, in 
situ characterization of droplet size, volume, and speed are used to determine the optimal 
jetting waveform for a particular ink as a function of maximum drop momentum as 
opposed to the more commonly used maximum drop velocity. Finally, the range of 
jettability for each ink is determined by varying the amplitude of the pulse waveform 
voltage and observing failure mechanisms common to droplet formation.
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Chapter 3. Metal Nanoparticle Solubility 
Enhancement via Heuristic Optimization 

 
 
As Chapter 2 highlights, one parameter that is useful for controlling the rheology and 
jetting conditions of a functional ink is the nanoparticle mass loading (often referred to as 
solubility) of the ink itself. For a given ink, a higher mass loading is desirable for two 
reasons. First, it expands the range available for moderating the rheological parameters 
of the ink in order to adjust the jetting performance. Second, in colloidal nanoparticle 
suspensions, a higher mass loading means more suspended material per droplet. This 
results in a higher overall process throughput because fewer droplets are necessary to 
deposit the same total amount of material. Because mass loading is such an important 
ink parameter, considerable efforts have been made to understand and optimize the mass 
loading potential for metal nanoparticles. While most efforts have been based on 
traditional experimental design, this chapter will describe a non-traditional approach to 
optimizing metal nanoparticle solubility via heuristic techniques. 
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3.1. Introduction 
The design of colloidal nanoparticle suspensions with high mass loading involves 
understanding complicated interactions between the nanoparticle encapsulant 
composition/arrangement and a given solvent system. Many observations have shown 
that controlled changes in synthetic conditions produce a response surface with many 
minima and maxima with respect to solubility, and this link between encapsulation and 
solubility is poorly understood overall. When optimizing materials with these responses, 
heuristic experimental design may both more rapidly discover an optimized condition and 
produce a valuable dataset that provides more insightful observations with regard to 
understanding the underlying interaction between structure and solubility. This 
introduction will describe the current understanding of solubility in metal nanoparticle 
systems and give a brief introduction to the heuristic experimental method employed to 
optimize nanoparticle silver nanoparticle systems. 
 
3.1.1. Metal Nanoparticle Solubility 
As previously described, the encapsulants bound to metal nanoparticles have multiple 
functions. First, during synthesis, enapsulants serve to stabilize and control the size and 
shape of the nanoparticles produced [77], which is important if size effects causing 
changes in thermal, electronic, or optical behavior are desired. Second, when in solution, 
the encapsulants are the materials that interface between the nanoparticle and a) the 
solvent, b) other encapsulated nanoparticles, or c) both. Thus, the encapsulants prevent 
the nanoparticle cores from aggregating and crashing out of solution and, therefore, play 
a strong role in determining the solubility of the nanoparticle. 
 

 
Figure 3.1. Schematic of particle-particle relationship in solution for two particles with identical 
encapsulation schemes and table with relationship of particle and medium parameters on strength 
of interaction forces. 
 
Generally, nanoparticle solubility can be thought of as a balance of three interactions: a) 
the repulsive osmotic interaction between nanoparticle encapsulant and solvent, b) the 
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repulsive elastic interaction between nanoparticle encapsulant with encapsulants on 
neighboring nanoparticles, and c) the attractive van der Waals interaction nanoparticle 
cores with each other [78]. Together, the repulsive interactions are often referred to as 
the steric interactions. Figure 3.1 shows a comparison of these forces. In general, the 
balance of steric and van der Waals forces depends most on the length of the encapsulant 
and the nanoparticle separation distance and properties of the medium in which the 
nanoparticles are located. 
 
The attractive van der Waals force depends most strongly on the inter-particle spacing 
and the dielectric properties of the medium, described by the Hamaker constant, A [79, 
80]. Since increasing solubility is the objective, the increase in steric forces in order to 
overcome the attractive van der Waals force is necessary. Therefore, it is important to 
consider the two components of steric repulsive forces and their dependence on the 
physical nature of the nanoparticles. 
 
Among these two forces, the osmotic force dominates. Further, the property considered 
most important in dictating the osmotic interaction is polarity. In many metal nanoparticle 
systems, encapsulants are alkane chains with functional groups that bind to the metal 
core [16, 17]. Therefore, the long, nonpolar hydrocarbon tail of the encapsulant interacts 
with the solvent system. Not surprisingly, nonpolar solvents are often the best solvents 
for these types of encapsulants. Water-soluble nanoparticles are, in contrast, often 
encapsulated with hydrophilic, polar materials such as polymers [81], peptides [82], 
phosphines [83], etc. The parameter that describes this interaction is the Flory-Huggins 
interaction parameter, which describes the quality of the solvent for a given encapsulant 
[84, 85]. A positive interaction parameter represents a good solvent and a negative 
parameter represents a poor solvent.  Second, the elastic interaction force is strongly 
determined by the encapsulant length and particle separation. This force is only strong 
when the nanoparticles are very close together. This can occur when the encapsulant 
length is very short or when the radius of nanoparticles is very large. Therefore, longer 
encapsulants and larger particles should aid in improving the solubility of the 
nanoparticles. 
 
While increasing the encapsulant length may aid in boosting solubility, the increase in 
encapsulant length tends to both increase the melting point of the encapsulant and 
increase the overall carbon content of the nanoparticle. Recalling from Chapter 1, the 
residual carbon content and porosity of sintered films are two issues responsible for 
degraded film conductivity. Therefore, in inkjet printing applications, this undesired 
increase in both required sintering temperature and residual carbon content should be 
avoided. As such, it is desirable to boost the solubility of the system while simultaneously 
reducing the encapsulant length. For single-encapsulant systems this is difficult, but the 
synthesis of mixed-encapsulant systems has been shown to boost the overall solubility 
[86]. The boost in solubility is typically explained as follows. In systems with multiple 
encapsulants of different lengths bound to the nanoparticle core, the exposed surface of 
the nanoparticle is disordered and no longer smooth, causing both the steric repulsion 
forces to increase as well as the van der Waals force to decrease. However, it has also 
been shown that the relationship between expected surface disorder and measured 
solubility is very difficult to predict [87, 88]. For example, in a two-encapsulant system 
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where the composition of the encapsulants was varied during synthesis, the resulting 
measure of solubility shows a strong dependence on solvent system selected and may 
often show a bimodal response with regard to composition [87, 89]. One possible 
explanation is that the encapsulants on the surface may spontaneously order into different 
arrangements that would either increase or decrease the ultimate solubility. Scanning 
tunneling microscopy was used to confirm this proposed phenomenon, but the validity of 
this measurement technique has been openly debated [90, 91, 92]. Despite the lack of 
consensus regarding the mechanism, the solubility dependence on encapsulant 
composition is indeed accepted as a real effect clearly meriting further investigation. 
 
3.1.2. Heuristic Optimization 
To date, the basis for the determination of experimental parameters has been a factorial 
design based on traditional design of experiments. According to this approach, the 
response to input conditions is determined after the experimental space is evenly divided 
across each of the input parameters, though the exploration of each combination of 
conditions is typically avoided due to resource limitations such as time and money. 
Therefore, a subset of the conditions is tested and the results are fitted to a response 
based on response surface methodology assumptions for linear, quadratic, or cubic fitting 
models [93]. 
 
While this approach has been proven to be very robust for many engineering applications, 
response surface methodologies are not effective when the true response cannot be 
accurately fitted to a second-order model [94]. This commonly occurs in systems with 
many local extrema and/or in systems with asymmetric extrema, such as the solubility 
response in metal nanoparticles. When these systems containing multiple extrema are 
tested with a limited number of experiments due to resource limitations, it is very easy to 
miss the extrema and to improperly predict the response to input parameters. Therefore, 
an alternative method must be used to discover the optimum condition in these systems. 
 
A heuristic technique based on a genetic algorithm is one such method commonly used 
to both obtain a truer response surface and more rapidly identify a system’s optimum 
condition [95]. In a genetic algorithm design, multiple sets of experimental conditions are 
derived and tested. Each set is derived from the previous set, whereby the best conditions 
in the previous set are given a strong influential weight, i.e. Darwin’s theory of natural 
selection is applied. The genetic algorithm used in this work is the non-dominated sorting 
genetic algorithm II (NSGA-II) and will be briefly described now [96]. 
 
First, the experimental space is similarly, though often more finely, divided across all of 
the input parameters and the possible parameters are encoded for subsequent selection. 
The encoding method chosen is typically a binary representation of the input parameter 
condition. Each encoded condition is analogous to a gene and the collection of a string of 
encoded conditions is analogous to a chromosome (see Figure 3.2). An initial generation 
of chromosomes is selected randomly for evaluation. During evaluation, a physical 
response(s) measured is mapped to a normalized score by use of a fitness function. 
Typically a higher fitness function output indicates a higher performing member of the 
population. Sometimes, fitness functions are referred to as objective functions, since they 
objective is to optimize the system based on the function’s output. After each response is 
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measured, the responses are divided into ranks based on their dominance over the entire 
population. If multiple characteristics of a system are being optimized simultaneously, this 
dominance is typically determined by the Pareto efficiency of the conditions [97]. The most 
Pareto-dominant members of the initial population are selected as the parents for the 
subsequent population. In order to determine the chromosomes of all subsequent 
population, two parent chromosomes are split and recombined to produce two children; 
this is called crossover. Random mutations, generated by the random flipping of bits in 
the resulting chromosomes, are included to reintroduce variation in the population. After 
crossover and mutation, the new chromosomes (a new set of binary-encoded genes) are 
now members of the next population. This process repeats until the experimental designer 
is satisfied that the global extrema has been found. 
 

 
Figure 3.2. Example of a) encoding schemes used in genetic algorithms and b) how conditions 
are represented in gene and chromosome format. 
 
Figure 3.3 describes the process steps involved in a single iteration of a genetic algorithm. 
The main benefit of this genetic algorithm is that, though it ultimately requires many more 
experiments than a conventional experimental design, the inherent randomness due to 
crossover and mutation aids in avoiding local extrema over the course of multiple 
generations. This results in a more rapid discovery of a true global extrema in complex 
systems, and is therefore well-suited to the problem of solubility enhancement for metal 
nanoparticles. In addition, this genetic algorithm is capable of optimizing for multiple 
objective functions. Therefore, not only can solubility be maximized, but the amount of 
required carbon-based encapsulant to effect this solubility can be simultaneously 
minimized. For inks used in printed electronics, optimizing these two properties should 
result in very high performing inks. 
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Figure 3.3. Procedure for genetic algorithm. 
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3.2. Metal Nanoparticle Synthesis 
The nanoparticle synthesis studied is based on a silver nanoparticle synthesis developed 
at the Xerox Research Centre of Canada [17]. The following section will discuss a) the 
standard synthetic process, b) the modifications made to the synthetic procedure in order 
to achieve a high-throughput synthesis amenable to genetic algorithm experimental 
design, and c) the characterization techniques used to evaluate nanoparticle solubility 
and bound carbon content. 
 
3.2.1. Standard Synthesis 
The silver nanoparticle synthesis used is a very robust, single-pot, reduction reaction that 
produces stable, sub-10 nm particles ideal for low-temperature printed electronics 
applications. The basic procedure is as follows. First, both 1-alkylamines and silver 
acetate in powder form are added to a round bottom flask. Toluene is added and the 
solution is heated to 60 °C and stirred until the solution is clear and fully dissolved. Next, 
phenylhydrazine is added to trigger the reduction of silver and the solution rapidly turns 
black. At this point, the total reaction volume is approximately 300 mL. After an hour, the 
reaction is quenched with acetone and removed from heat. In order to extract the 
nanoparticles, the toluene is first removed by evaporation at a reduced pressure using a 
rotary evaporator. The resulting slurry is collected and rinsed with a mixture of acetone 
and methanol. The nanoparticles crash out of solution and are collected in a frit filter to 
dry. For a reaction that began with 1 g of silver acetate, the typical yield of nanoparticles 
is approximately 750 mg. 
 

 
Figure 3.4. Silver nanoparticle TEM and size distribution. 
 
The primary control variables for the standard reaction are the choice of alkylamine, molar 
ratio of alkylamine to silver, and molar ratio of phenylhydrazine to silver. The alkylamines 
used in the standard reaction were dodecylamine, tetradecylamine, hexadecylamine, and 
octadecylamine. Because the standard reaction used only a single encapsulant, it was 
necessary to modify the reaction to also include multiple encapsulants with the added 



Sadie Chapter 3 

59 
 

synthetic control of alkylamine composition. Figure 3.4 shows TEM images of particles 
produced by the standard synthesis and the associated size distribution. The size of the 
nanoparticles is very monodisperse with a peak distribution in the 4 – 5 nm range. See 
Appendix C for a detailed description of the standard reaction procedure. 
 

 
Figure 3.5. Complete functional block diagram for high throughput silver nanoparticle synthesis 
developed for compatibility with WANDA and high throughput UV-Vis and TGA characterization. 
 
3.2.2. High-Throughput Robotic Synthesis 
While the standard procedure is capable of very reliably producing nanoparticles, it is not 
ideal for producing the large number of reactions required by genetic algorithm designs. 
The two main issues are the large volumes of materials (approximately 300 mL per 
reaction) and the low-throughput purification procedure due to the use of a rotary 
evaporator. Therefore the following modifications were made to the synthesis in order to 
more efficiently conduct a genetic algorithm-driven experiment. Figure 3.5 shows a 
complete block diagram for the high-throughput synthesis, purification, and 
characterization of the nanoparticles. 
 
A. Scaling and Adaptation to Robotic Control 
In order to both mitigate the issue of large reaction volumes and improve the process 
control, the synthesis was scaled and adapted to robotic control using the Workstation for 
Automated Nanoparticle Delivery and Analysis (WANDA) at Lawrence Berkeley National 
Laboratory. WANDA is a robot that typically produces semiconducting quantum dots via 
the controlled dispensation of liquid reactants, and this was the first metal nanoparticle 
reaction made compatible with WANDA (see Figure 3.6 for deck layout used in this 
synthesis). Typical reaction volumes for WANDA are 20 mL and below. Therefore, both 
scaling the synthesis and adapting it to use liquid precursors were necessary. 
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Figure 3.6. a) Deck layout of each bay used in automated nanoparticle synthesis. Bay 1 is heated 
to 70 °C and contains the alkylamine stock solutions. Bay 2 is made up of specialized low thermal 
mass reactors and is not used in this synthesis. Bay 3 is heated to 70 °C and holds the eight 
reaction vials. Bay 4 is kept at room temperature and holds all waste/rinse vials as well as the 
phenylhydrazine and acetone stock solutions. b) Photograph of WANDA deck. 
 
Scaling the synthesis down to less than 20 mL was accomplished by first scaling all of the 
reactants by a factor of 10 and subsequently boosting the concentration of the reaction 
by scaling the required volume further by a factor of 2 – 3. It was necessary to boost the 
concentration in order to guarantee that the total nanoparticle yield was large enough to 
perform subsequent characterization tests. (A factor of 10 scaling would still require too 
much solvent to successfully fit into a 20 mL reaction vial.) Figure 3.7 shows a comparison 
of nanoparticle size distribution for the standard, large volume reaction at the standard 
concentration and at concentration three times higher. This reaction was executed at high 
molar equivalencies of encapsulant to silver, and therefore is expected to show a slightly 
smaller average particle size than the original reaction conditions. Looking at the 
distributions, a few conclusions are clear. First, there is a slight shift toward smaller 
nanoparticle size (as comparted to Figure 3.4), which is expected. Second, the 
concentrated reaction results in shifting the distribution back to the 4-5 nm center. Despite 
the slight shift, the monodispersity of the concentrated reaction is still high, and therefore 
the effect of concentrating the reaction will be negligible to the overall optimization. 
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Figure 3.7. Comparison between non-scaled and scaled silver nanoparticle synthesis. 
 
Table 3.1. Standard silver nanoparticle synthesis versus WANDA-compatible synthesis 

 
 
Second, in order to adapt the synthesis to a liquid precursor form, each of the alkyamine 
encapsulants was dissolved in toluene and the phenylhydrazine was mixed in toluene to 
create stock solutions. Silver acetate stock solution were not used for two reasons. First, 
silver acetate only readily dissolves in toluene in the presence of amine and, second, at 
elevated temperatures the amine can trigger the reduction of silver without the presence 
of an additional reducing agent. Therefore, making a stock solution of the silver acetate 
would both impose unnecessary limitations on the process and potentially introduce error 
due to the premature reduction of silver. Ultimately, approximately 100 mg of powder 
silver acetate was added to each reaction vial before the reaction proceeded. Because 
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the total volume of the reaction needed to be limited to less than 20 mL, all of the stock 
solutions were prepared at concentrations of 1.5 M in order to minimize the total volume 
of added toluene when dispensing each stock solution. This concentration required the 
stock solutions containing the longest alkylamine (octadecylamine) to be prepared at 70 
°C in order to ensure the alkylamine dissolved. Therefore, the reaction temperature used 
for all of the reactions was increased to 70 °C. Table 3.1 shows a comparison of the 
standard and WANDA-compatible silver nanoparticle reaction. 
 
B. Purification 
In addition to modifying the synthetic procedure, modifications to the purification 
procedure were necessary. After the reactions completed, they were removed from 
heating plate and allowed to cool to room temperature. Each reaction was then poured 
into a 50 mL centrifuge tube pre-filled with 30 mL of acetone. All of the centrifuge tubes 
were then filled to 45 mL with addition acetone in order to account for variations in total 
reaction volume. After sitting for a few minutes, the reactions were centrifuged at 9000 
rpm for 10 minutes, causing the nanoparticles to crash out. The supernatant was poured 
out and the nanoparticles were allowed to dry. After drying, pentane was added to 
dissolve and collect the nanoparticles at the bottom of the centrifuge tube for subsequent 
characterization procedures, discussed next. 
 
3.2.3. Characterization 
As mentioned, the two responses tested in this study were nanoparticle solubility and the 
carbon content bound to the nanoparticles. Two separate procedures were developed to 
test each of these responses. 
 
A. Nanoparticle Solubility 
First, UV-Vis spectroscopy is useful in characterizing metal nanoparticle concentration 
because metal nanoparticles exhibit a surface plasmon resonance that falls in the UV-Vis 
spectrum characteristic to the material. Therefore, if the material and test parameters are 
known, the Beer-Lambert Law can be applied to determine the concentration of the 
nanoparticles in solution by extracting the absorption of the nanoparticle solutions at the 
plasmon resonance peak [98]. The Beer-Lambert Law is 
 

 𝐼𝐼 =  𝐼𝐼0𝑅𝑅−𝜀𝜀𝑆𝑆𝑐𝑐 (3.1)  

 
where I is the transmitted light intensity, I0 is the incident intensity, ε is the molar 
absorptivity of the analyte, L is the path length of light through the sample, and c is the 
concentration of the sample. Therefore, the absorption at the plasmon peak, Apeak, should 
be linearly proportional to the absorption coefficient, path length, and concentration: 

 𝐴𝐴𝑜𝑜𝑑𝑑𝑝𝑝𝑖𝑖 = ln�
𝐼𝐼0

𝐼𝐼𝑜𝑜𝑑𝑑𝑝𝑝𝑖𝑖
� =  𝜀𝜀𝜀𝜀𝑐𝑐 (3.2)  
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In order to test the maximum concentration of the nanoparticles synthesized, however, 
very high concentration samples need to be prepared. These samples would result in zero 
absorption using UV-Vis, and therefore dilutions of the concentrated samples were 
necessary to conduct the tests. A series of dilutions of each sample were prepared, with 
the dilution factor, cd, known for each sample. Now, the following relationships are used: 
 

 𝑐𝑐 =  𝑐𝑐𝑑𝑑𝑐𝑐0 ; 𝐴𝐴𝑜𝑜𝑑𝑑𝑝𝑝𝑖𝑖 = ln � 𝐼𝐼0
𝐼𝐼𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

� =  𝜀𝜀𝜀𝜀𝑐𝑐𝑑𝑑𝑐𝑐0 (3.3)  

 
Next, because the absorption is also linearly proportional to dilution factor, the slope of 
the absorption values versus dilution factor can be used to extrapolate the initial 
concentration: 
 

 𝑐𝑐0 =

𝜕𝜕𝐴𝐴𝑜𝑜𝑑𝑑𝑝𝑝𝑖𝑖
𝜕𝜕𝑐𝑐𝑑𝑑
�

𝜀𝜀𝜀𝜀
 (3.4)  

 
In order to prepare the dilution samples for testing, 1 – 2 mL of pentane was added back 
to the 50 mL centrifuge tubes containing dried nanoparticles and approximately 1 mL of 
concentrated nanoparticles were transferred to a pre-weighed 1.5 mL centrifuge tube and 
allowed to dry. The mass of nanoparticles in the tube was then measured, and 
tetradecane was added to each centrifuge tube such that the target mass loading of the 
nanoparticles (assuming complete dissolution) was 40%. The centrifuge tubes were 
vortexed and centrifuged at 10000 rpm for 15 minutes, twice. The supernatant was taken 
to represent the maximum solubility of the nanoparticles. 50 µL of the supernatant was 
removed and added to 450 µL to create a solution with cd = 1/10. This was repeated 
serially to create solutions of cd = 1/100, and 1/1000. Starting with the cd = 1/1000 solution, 
seven additional dilutions were then prepared serially at cd = 1/2333, 1/5444, 1/12704, 
1/29642, 1/69165, 1/161384, and 1/376563. These samples were all prepared at a 
constant volume of 180 µL in order to guarantee the path length was constant for each 
sample. Because the molar absorptivity depends most strongly on nanoparticle 
dimension and our nanoparticles were all nominally identical in size, the absorptivity was 
assumed to be constant within the limits of experimental error for this procedure. Using 
the BioTek Synergy 4 UV-Vis plate reader at Lawrence Berkeley National Laboratory, the 
spectra of each dilution was taken from 300 to 800 nm. Each scan takes approximately 1 
minute. Finally, the peak absorption values were extracted using a MATLAB script that 
performed blank subtraction of pure solvent spectra, machine offset correction, and 
automatic peak extraction (see Appendix  for complete MATLAB script). The slope of each 
sample was extracted and used to extrapolate the initial concentration based on baseline 
tests performed with calibrations samples prepared at known concentrations. 
 
B. Bound Carbon Content 
The second response measured was the bound carbon content on the nanoparticles. In 
order to measure this response, dried nanoparticles were tested with thermogravimetric 
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analysis (TGA). In TGA, the mass of a sample is measured as a function of applied 
temperature. During ramps from room temperature to 500 °C, the encapsulants bound to 
the dried nanoparticles will first break away from the nanoparticles, initiating sintering, 
and eventually they will decompose. The only remaining material will be the silver from 
the nanoparticle cores. Therefore, measuring the difference between the initial and final 
mass will indicate the mass of bound carbon on the nanoparticles, and this response 
should be minimized. Alternatively, the ratio of final to initial mass will be a measure of 
the silver content on the nanoparticles, which should be maximized. 
 
To conduct these tests, a small volume (~100 µL) of purified nanoparticles dissolved in 
pentane is added to an aluminum pan for analysis with a TA Instruments Q5000IR TGA-
MS. The pans are allowed to dry before being ramped from room temperature to 500 °C 
in air at 10 °C/min. The tool allows for 25 pans to be measured in serial fashion. Despite 
being allowed to dry, a small amount of either adsorbed water or pentane is present in all 
of the samples, causing a consistent mass loss to be present at the onset of the 
experiment. This is a common artifact of samples transferred using high evaporation rate 
solvents. The actual mass loss, however, only becomes significant beyond 125 °C in each 
sample. Therefore, the mass loss at 125 °C is taken to be the baseline mass, with any 
mass loss occurring before this temperature being strictly due to pentane or water loss 
instead of encapsulant decomposition. 
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3.3. Heuristic Optimization Study 
The following section will discuss the design of the genetic algorithm, baseline tests to 
confirm the reliability of the process described in the previous section, as well as the 
results of three iterations of the genetic algorithm. 
 
3.3.1. Parameter Space 
As described earlier, the primary experimental controls for the synthesis were the 
encapsulant to silver molar ratio, the encapsulant composition (of up to four 
encapsulants), the phenylhydrazine to silver molar ratio, and the overall concentration of 
the reaction. See Table 3.2 for the specific parameter limits used. These variables, 
ranges, and step sizes make up the parameter space for the genetic algorithm used in 
the study. Taking into account the range of Cxx:Ag and the nominal concentration of 
encapsulant stock solution (1.5 M), a minimum step size for each component of the 
encapsulant stock of 0.0025 was selected in order to guarantee that the volume of stock 
solution required for each reaction was at least 250 µL, or well above the tool limitation 
for reliable volume dispensation. To provide a more concrete sense of the breadth of 
potential conditions, considering only these composition variables, the parameter space 
includes over 10 million possible sample points. The full space is approximately 1 trillion 
possible conditions. This means that each generation of approximately 30 conditions 
covers only a billionth of the space. 
 
Table 3.2. Parameter space definition for genetic algorithm. 

 
 
3.3.2. Baseline Tests 
Before iterating through generations, two baseline tests in order to a) calibrate the UV-Vis 
analysis and b) confirm the repeatability of the process as a whole. The results are 
discussed here. 
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A. UV-Vis Calibration 
Because the concentration of each dilution series for UV-Vis testing is extrapolated from 
the slope of peak absorption versus dilution value, a calibration series of known 
concentrations of silver nanoparticles was prepared in order to create a calibration curve. 
The silver nanoparticles used were dodecylamine-encapsulated nanoparticles synthesis 
via the standard synthetic procedure. Six samples were prepared at target mass loading 
values of 5, 10, 15, 20, 25, and 30% in tetradecane. The nanoparticles used in each 
sample were the product of a single reaction, but the samples were prepared 
independently in order to introduce the potential (but ideally not observe) for error during 
the preparation of each sample. Each sample was diluted to produce twenty samples with 
cd = 1/1000, 1/2000, 1/2333, 1/4000, 1/4667, 1/5444, 1/8000, 1/9333, 1/10889, 1/12704, 
1/18667, 1/21778, 1/25407, 1/29642, 1/43556, 1/50815, 1/59284, 1/101630, 1/118568, 
and 1/237136. As Figure 3.8 indicates, each of the samples produced very linear 
responses with respect to cd, as expected. In order to map the extracted slope for each 
sample to a true mass loading value, TGA analysis was performed on each sample in the 
most concentrated condition (also shown in Figure 3.8), and the measured silver content 
was taken as the mass loading of the sample. Plotting the extracted mass loading versus 
slope yields a linear calibration curve that is used for subsequent tests. Figure 3.9 shows 
this calibration curve. 
 

 
Figure 3.8. a) UV-Vis and b) TGA calibration datasets for calibration curve determination. 
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Figure 3.9. a) Calibration curve used to relate extracted UV-Vis slope and silver mass loading and 
b) Photograph of UV-Vis sample plate prepared for calibration series. 
 
B. Process Reproducibility 
Finally, the entire process, from stock solution preparation for WANDA through UV-Vis 
analysis, was run to produce seven nominally identical reactions. Assuming all of the 
synthetic procedures, purification methods, and characterization techniques are 
repeatable, the resulting spectra of the nanoparticles tested with UV-Vis should be 
nominally the same. Figure 3.10 presents a plot of the average spectra with standard error 
bounds for the reaction, indicating that the reactions and process are indeed reproducible. 
Using this positive confirmation, the genetic algorithm experiment was initiated. 
 

 
Figure 3.10. UV-Vis spectra of reactions used for repeatability test. 
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3.3.3. Multi-generation Optimization 
Using WANDA, three generations of the genetic algorithm were produced. Each run on 
WANDA was limited to 8 reactions total, meaning 4 – 5 runs were necessary to fully 
prepare a single generation. Each generation was produced in a single day in order to 
avoid introducing error due to multiple-day processing. Purification and characterization 
were completed in 1 and 3 days, respectively. Therefore, a single generation of 
approximately 30 reactions was produced, characterized, and analyzed on the order of a 
week. 
 
Figure 3.11 plots the response results of each member of the generations produced (the 
final population count of each the generations were 28, 32, and 33). Because the goal of 
this optimization problem is to maximize both mass loading and the silver mass relative 
to bound carbon mass, the optimum corner is the top-right of each of the plots shown. 
Appendix E includes tabulated experimental conditions and results for each generation. 
It is important to note that, as expected for systems with non-smooth response surfaces, 
no first or second order effects were statistically significant. 
 

 
Figure 3.11. Results of three generations of genetic algorithm.  
 
In each plot shown in Figure 3.11, the red data point represents the champion condition 
for that generation, based on a generation score, Scoregen, calculated as follows: 
 

 𝑆𝑆𝑐𝑐𝑅𝑅𝑛𝑛𝑅𝑅𝑔𝑔𝑑𝑑𝑖𝑖 =  100 ∗ �
𝑀𝑀𝜀𝜀𝑠𝑠

𝑀𝑀𝜀𝜀max−gen
� ∗ �

𝑆𝑆𝑀𝑀𝑠𝑠

𝑆𝑆𝑀𝑀max−gen
� (3.5)  

 
where MLs is the sample mass loading, MLmax-gen is the maximum observed mass loading 
in the generation, SMs is the sample silver mass, and SMmax-gen is the maximum observed 
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silver mass in the generation. A global score can similarly be evaluated using MLmax-global 
and SMmax-global, which represent the maximum observed mass loading and silver mass, 
respectively, across all generation. 
 

 𝑆𝑆𝑐𝑐𝑅𝑅𝑛𝑛𝑅𝑅𝑔𝑔𝑑𝑑𝑜𝑜𝑔𝑔𝑝𝑝𝑑𝑑 =  100 ∗ �
𝑀𝑀𝜀𝜀𝑠𝑠

𝑀𝑀𝜀𝜀max−global
� ∗ �

𝑆𝑆𝑀𝑀𝑠𝑠

𝑆𝑆𝑀𝑀max−global
� (3.6)  

 
These scores each scale from 0 – 100 and are similar to the fill factor rating used to 
describe solar cells. The higher the score, especially the higher the global score, the 
better. 
 
Figure 3.12 shows three plots which help to summarize the effectiveness of the genetic 
algorithm used. In Figure 3.12a, the generation and global scores for the champion 
conditions of each generation are plotted. The generation scores are all very close to 100, 
which means that the genetic algorithm employed was successful in producing a clear 
champion per population. More importantly, though, is the strong improvement of the 
global score, which rises from 83 to 95 across three generations. This indicates that each 
iteration of the algorithm not only produces a clear champion but also successfully 
expands the response window toward the optimum corner. 
 

 
Figure 3.12. Improvement in a) score, b) mass loading, and c) silver mass as a function of 
generation. 
 
Figure 3.12b plots the maximum and average mass loading as a function of generation. 
The algorithm has clearly led to optimization with respect to the maximum mass loading. 
Indeed, the maximum mass loading increases with each generation and ultimately 
approaches the target maximum of 40% due to the preparation procedure described 
previously. It is worth noting that the nearly 40% mass loading achieved is at the upper 
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range of mass loading limits common to silver nanoparticle inks used in printed 
electronics. The peak mass loading of 37.9% from the third generation represents a 9% 
improvement from the initial peak mass loading observed in the first generation. 
 
When considering silver mass improvement (Figure 3.12c), it is clear that the average 
response is approaching the maximum response as a function of generation. This 
indicates that algorithm has likely found a maxima with respect to silver mass. It is not 
possible to determine whether or not this maxima is a local or global maxima without 
further testing, though it is likely that very little additional improvement in silver mass 
should be expected for the following reason. The current maximum silver mass achieved 
is 78%, which equates to a carbon:silver molar ratio of approximately 2.5:1. This ratio is 
near the lower limit of 2.2:1 described in the original synthesis (a molar ratio of 2.2:1 would 
indicate a silver mass of approximately 80%). 
 

 
Figure 3.13. a) Relationship between theoretical minimum silver mass percent versus synthetic 
input condition (drop line represents upper boundary of C:Ag input parameter of genetic algorithm) 
and b) box and whisker plot of observed molar ratio of bound carbon to silver as a function of 
generation (average identified by red marker). 
 
Figure 3.13 shows a box and whisker plot of the extracted carbon:silver molar ratio for 
each generation and a curve indicating the relationship between minimum mass and 
molar ratio (assuming all input carbon is ultimately bound to the nanoparticle). As the 
curve indicates, a molar ratio of 15:1 (nominally the maximum ratio possible due to the 
parameter space boundary definition) would produce particles with a silver mass of 
approximately 37.5%. Therefore, assuming our purification and characterization protocols 
are sound, we do not expect to observe any conditions with measured silver mass values 
less than 37.5%. Indeed, the lowest observed silver mass is 43%, further confirming the 
validity of the protocols developed. 
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In addition, it is interesting to note that the minimum observed molar ratio of 2.5:1 is 
significantly lower than the C:Ag input parameter for each sample. This indicates that the 
majority of the encapsulant material included in the synthesis is ultimately washed away 
during the purification step. One might expect that a lower initial molar ratio would result 
in a lower ultimate molar ratio, but this relationship was not statistically significant, as 
already stated. Despite this fact, the C:Ag input consistently decreased from 14.5:1 to 
12.3:1 to 10.1:1 for each generation’s champion condition. 
 
Finally, despite the probability that the algorithm has reached a global maxima with 
respect to silver mass, the consistent improvement in mass loading with each generation 
is an encouraging result. This indicates that, indeed, the genetic algorithm is successful 
in discovering new configurations of encapsulant compositions that both improve 
solubility and maintain a low residual carbon content. 
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3.4. Summary 
For printed electronic applications, inks composed of nanoparticles are more cost 
effective if the nanoparticles are more soluble, regardless of the cause for solubility. To 
date, metal nanoparticle solubility has been shown to most strongly depend on the 
composition of the encapsulants bound to the nanoparticle, but this dependence is poorly 
understood beyond the observation that it is very non-smooth as a function of encapsulant 
composition. Therefore, both the optimization as well as the discovery of the underlying 
cause for this response are interesting problems for the field of printed electronics. 
However, because of this unpredictable response, conventional experimental designs will 
not effectively elucidate the relationship between solubility and encapsulant structure, nor 
will they be very effective in identifying the global maximum within a given experimental 
space. Therefore, a non-traditional experimental design method based on a genetic 
algorithm was used to explore the experimental space. The goal was to both identify the 
optimum synthetic condition for practical applications as well as to generate a number of 
experimental observations inaccessible to conventional, limited designs that will 
ultimately lead to a deeper understanding of nanoparticle solubility. 
 
In order to achieve these goals, a standard, high-volume silver nanoparticle synthesis was 
adapted to a low-volume, robotically-controlled synthesis. In addition, measurement 
protocols were developed in order to conduct the genetic algorithm-driven experiment in 
search of synthetic conditions that produce highly soluble nanoparticles with minimal 
bound carbon content. Ultimately, the synthesis, purification, characterization, and 
analysis of a single-pot silver nanoparticle synthesis were successfully adapted to high-
throughput procedures that enabled rapid, reliable heuristic optimization. 
 
Though only 93 total conditions were tested, significant improvements with respect to both 
silver nanoparticle solubility and bound carbon content were observed after only three 
iterations of the genetic algorithm. It is not possible to claim a global maximum condition 
was discovered, however both of the expected response boundaries were approached. 
Therefore, the experimental conditions for a very practical nanoparticle condition were 
discovered. Due to the extremely high resolution parameter space created by the 
algorithm, the ultimate dataset includes observations that would have likely been missed 
using conventional experimental methods. This dataset will serve as the foundation for 
subsequent detailed analysis directed toward understanding the encapsulant and 
solubility relationship.  
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Chapter 4. Inkjet-printed Pillars for Solder 
Bump Replacement 

 
 
Advanced semiconductor packaging interconnects must meet increasing demands with 
respect to both interconnect size/density and mechanical/electrical performance. In 
addition, because many of these interconnects will either be used in chip-to-chip or chip-
to-package applications, they will inherently be three-dimensional in nature. While inkjet-
printed metal nanoparticles have long shown the potential to provide high-performance 
planar interconnects, the investigation into the three-dimensional printing of these 
materials has hardly been explored. This chapter will discuss the requirements for 
advanced interconnects and the process development of three-dimensional inkjet 
printing. The process parameters critical to successful printing of pillars with metal 
nanoparticle inks will be discussed, and the performance of these pillars as a function of 
process condition will be explored. 
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4.1. Introduction 
The successful adaptation of inkjet printing for advanced interconnects will rely on two 
key criteria. First, the structures fabricated using three-dimensional printing processes 
must overlap with the design requirements for interconnect structures of interest now and 
in the future. Second, the interconnect performance must be comparable to or better than 
performance achieved using conventional materials and processes. This section will 
describe both of these criteria in more detail. 
 
4.1.1. Pillar Critical Dimension and Pitch Requirements 
As previously mentioned, the resolution of inkjet printing is directly dependent on the 
wetting of inks on the substrate, which can be easily described by the contact angle, Θc. 
However, because inks do not absorb into the substrate, both the contact angle and total 
volume of the ink, Vdrop, are required to determine the critical dimension, dcritical, capable 
for inkjet-printed features. To first order, this ink volume is determined by the nozzle orifice 
diameter, dnozzle, which commonly range from 10-100 µm in modern inkjet nozzles. 
Assuming the droplet diameter is equivalent to the nozzle diameter and using the 
geometry of a hemispherical cap to model a droplet on a non-absorbing substrate, Figure 
4.1 depicts the critical dimension of printed features as a function of both nozzle diameter 
and contact angle. As expected, as the contact angle approaches 90° (minimal spreading) 
and the nozzle diameter decreases, the critical dimension of printed features decreases. 
For example, the minimum critical dimensions attainable with two common nozzle 
diameters, 30 µm and 60 µm, are ~35 µm and ~75 µm, respectively. 
 

 
Figure 4.1. Critical dimension of inkjet-printed features as a function of contact angle and nozzle 
diameter. 
 
Table 4.1 presents the pitch requirements for current and future packaging interconnects. 
The pitch is defined as the minimum spacing between fabricated features. Assuming the 
features cannot touch each other, the critical dimension (the maximum feature diameter) 
for a given pitch must be smaller than the pitch itself, and it is usually on the order of half 
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of the pitch. These critical dimension and pitch requirements must overlap with inkjet 
printing critical dimension and pitch capabilities in order for the application to be 
considered viable. For inkjet-printed features on flat substrates, the minimum pitch 
capable will be directly dependent on the spread of the ink on the substrate. This is 
because electrical shorting of interconnects must be avoided. However, as will be shown, 
the critical dimension of three-dimensional inkjet-printed features on flat substrates, i.e. 
pillars, may actually be smaller than the critical dimension of a single droplet on a 
substrate. When comparing these requirements with the critical dimension capabilities of 
inkjet printing outlined in Figure 4.1, it is clear that this range of sizes demanded is 
extremely well-matched with inkjet capabilities [99]. 
 
Table 4.1. Chip to substrate and substrate to board pitch requirements for packaging 
interconnects. 

 
 
4.1.2. Pillar Process and Performance Metrics 
The second key criterion for inkjet-printed three-dimensional interconnects to become 
viable alternatives to conventional interconnects is for the printed features and/or printing 
processes to exhibit comparable or improved performance over conventional alternatives. 
For packaging applications, performance is typically defined by mechanical strength as 
well as electrical conductivity. In addition to physical properties, improvements to the 
process throughput are also important to consider because they represent a potential cost 
savings. 
 
First, because pillar interconnects aim to replace conventional eutectic flip-chip solder 
bumps, any performance boost above conventional solder materials is desirable. Ideally, 
an inkjet printing pillar process would be a drop-in replacement for standard solder 
bumping and bonding processes. Since eutectic materials undergo reflow processes with 
peak processing temperatures of approximately 200 °C [100], it will be important to 
consider both the mechanical and electrical performance of inkjet-printed structures at or 
below these processing temperatures. As described earlier, gold metal nanoparticle inks 
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have shown conductivities approaching 70% of bulk gold conductivity in thin films 
processed at plastic-compatible (less than 200 °C) temperatures [31]. This conductivity 
level is nearly five times the conductivity of lead-tin eutectics [101]. Therefore, if pillars 
fabricated with metal nanoparticles exhibit conductivities comparable to thin films, these 
materials would offer a dramatic boost in interconnect electrical performance. With regard 
to mechanical performance, very little attention has been paid to the mechanical 
properties of thin films made with metal nanoparticle inks. Therefore, the elastic and shear 
performance of eutectic solders will serve as a threshold for mechanical performance of 
inkjet-printed pillars. Finally, because the conventional process flow for solder bump 
fabrication requires multiple blanket layer deposition steps as well as patterning, the 
additive nature of inkjet printing may provide a very large boost in throughput. Figure 4.2 
compares the conventional copper pillar process with a potential inkjet process, 
highlighting the clear benefit of additive processing. 
 

 
Figure 4.2. Comparison of conventional pillar fabrication process and potential inkjet process. 
Conventional process: a) aluminum pad passivation and under bump metallization (UBM), b) UBM 
passivation, c) copper electroplating and solder deposition, d) UBM passivation removal and UBM 
etch, e) solder reflow. Inkjet: f) bond pad metallization, g) pillar printing. Conventional process flow 
adapted from [102].  
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4.2. Three-dimensional Inkjet Printing Processes 
As previously described, colloidal inkjet inks can be thought of two-component systems 
containing 1) a functional solid and 2) a solvent to carry the solid to the substrate. Just as 
in inkjet printing of planar structures, the end goal in three-dimensional printing is to 
deposit the functional solid only where it is needed and to remove the solvent via drying 
and curing processes. In planar printing, because the goal is to create thin films, typically 
only one ink droplet per area is required. This means that the solvent deposited in a given 
area is limited to approximately the volume of a single droplet. In contrast, the primary 
challenge for three-dimensional inkjet printing is that it requires multiple droplets in the 
same area in order to build up a freestanding feature. Because multiple droplets will result 
in the repeated deposition of solvent in a particular area, it is critical to remove the solvent 
as quickly as possible in order to prevent subsequent droplets from re-dissolving and 
redistributing the material already deposited. The second challenge will be successful 
curing of the three-dimensional structures in order to realize their full functionality.  
 
For interconnect applications, the functional material of interest must be highly 
conductive. As such, the following discussion will focus solely on colloidal metal 
nanoparticle inks. To date, there have been very limited efforts toward three-dimensional 
inkjet printing of metal nanoparticle inks. Three-dimensional inkjet printing of molten 
solders has been pursued for many years by the MicroFab Company [103], but the added 
complexity of incorporating high temperature printheads in order to print materials with 
lower electrical conductivities than pure metals leaves much room for improvement. 
Within the metal nanoparticle community, both EHD printing and extrusion printing have 
been used to fabricate high aspect ratio features, though the efforts here have been 
limited to proof-of-concept demonstrations [104, 105]. In addition, the scale of EHD 
printing is much lower than the scale required for interconnect applications, making this a 
non-ideal technology for this application. Finally, there have been a few demonstrations 
of three-dimensional inkjet-printed metal nanoparticles, though little to no effort has been 
made to evaluate the performance of the successfully-printed structures [106]. 
 
This section will discuss the strategy employed in this dissertation to mitigate the issues 
of inkjet printing three-dimensional features using metal nanoparticle inks and provide a 
discussion regarding the fundamental sintering process for these materials. 
 
4.2.1. Printing 
The first challenge for three-dimensional inkjet-printed interconnects is to successfully 
create a high aspect ratio three-dimensional structure. To build pillar-like features, 
multiple droplets of ink at the same substrate location are necessary. However, because 
each droplet will introduce additional solvent to the substrate, unless the solvent volume 
on the substrate is minimized during the process, the resulting feature will be a puddle 
instead of high aspect ratio pillar. The goal of three-dimensional inkjet printing, therefore, 
is to either minimize the deposited solvent volume of each droplet or to dry the material 
deposited with each droplet before subsequent droplets impinge upon the substrate. For 
the purpose of simplification, this strategy will be referred to as a “solvent volume 
minimization strategy” in the remainder of the text. This section will describe the details of 
the solvent volume minimization strategy, as well as strategies to improve the overall 
throughput of the process. 
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A. Process Control Variables 
There are two primary process control variables available to control the minimization of 
as-deposited solvent volume, and it is useful to consider these process controls with 
respect to overall volumetric flow rate of the ink solvent. First, because the goal is to 
minimize the volume of solvent on the substrate, the volumetric flow rate of solvent on the 
substrate, Qsub, must be controlled. Two possible routes for the ink volume to flow is to 
absorb (Qabs) into the substrate or two evaporate (Qevap). However, because the process 
of interest takes place on non-absorbing substrates, the only way to control this flow rate 
is by controlling the evaporation rate, Qevap, of the solvent. For a given solvent, Qevap is a 
strong function of temperature, i.e. elevated temperatures will increase evaporation rate. 
Therefore, the main process control variable for controlling Qsub is Tsub. 
 
Now, because the solvent on the substrate originates from the nozzle, it is also important 
to control the volumetric flow rate from the nozzle, Qnozzle. This rate is dictated by the 
volume of the droplet, Vdrop, and the nozzle ejection frequency, fnozzle. Although Vdrop 
includes both the volume of nanoparticles, VNP, and solvent, Vsolv, it is safe to assume that 
the solvent Vsolv is much greater than VNP due to the need to maintain low ink viscosities 
for inkjet printing. Furthermore, assuming that Vdrop is constant throughout the printing 
process, the main process control for controlling Qnozzle is fnozzle. 
 
The following equations describe the relationships between the volumetric flow rates and 
the non-absorbing substrate and nozzle for inkjet printing of relevant nanoparticle inks: 
 

 𝑄𝑄𝑑𝑑𝑒𝑒𝑝𝑝𝑜𝑜 ∝ 𝑇𝑇𝑠𝑠𝑜𝑜𝑔𝑔 , 𝑄𝑄𝑝𝑝𝑔𝑔𝑠𝑠 = 0 , 𝑉𝑉𝑠𝑠𝑜𝑜𝑑𝑑𝑒𝑒 ≫ 𝑉𝑉𝑁𝑁𝑁𝑁 (4.1) 
 

 𝑄𝑄𝑠𝑠𝑜𝑜𝑔𝑔 =  𝑄𝑄𝑑𝑑𝑒𝑒𝑝𝑝𝑜𝑜 + 𝑄𝑄𝑝𝑝𝑔𝑔𝑠𝑠 =  𝑄𝑄𝑑𝑑𝑒𝑒𝑝𝑝𝑜𝑜 (4.2) 

 𝑄𝑄𝑖𝑖𝑜𝑜𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑 = 𝑉𝑉𝑑𝑑𝑑𝑑𝑜𝑜𝑜𝑜 ∗ 𝑓𝑓𝑖𝑖𝑜𝑜𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑 = (𝑉𝑉𝑠𝑠𝑜𝑜𝑑𝑑𝑒𝑒 + 𝑉𝑉𝑁𝑁𝑁𝑁) ∗ 𝑓𝑓𝑖𝑖𝑜𝑜𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑 = 𝑉𝑉𝑠𝑠𝑜𝑜𝑑𝑑𝑒𝑒 ∗ 𝑓𝑓𝑖𝑖𝑜𝑜𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑 (4.3) 

 ∴ 𝑄𝑄𝑠𝑠𝑜𝑜𝑔𝑔 ∝ 𝑇𝑇𝑠𝑠𝑜𝑜𝑔𝑔 , 𝑄𝑄𝑖𝑖𝑜𝑜𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑 ∝ 𝑓𝑓𝑖𝑖𝑜𝑜𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑 (4.4) 

 
Using these two process control variables, Tsub and fnozzle, it is important to maintain 
process conditions such that Qsub is greater than Qnozzle in  order to successfully fabricate 
three-dimensional structures. While Tsub is an important process control to use, the issues 
associated with increasing the substrate temperature are important to address. First, 
elevating the substrate temperature will negatively affect the morphology of printed 
droplets, resulting in increasing the coffee-ring effect. Because the goal is to create a solid 
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pillar, the effect of increasing substrate temperature should be monitored to avoid the 
fabrication of hollow cylinders instead. In addition, elevated substrate temperatures may 
adversely affect the ambient conditions at the nozzle, accelerating nozzle clogging and 
breaking the process entirely. When combined with moderately elevated substrate 
temperatures, the reduced jetting frequency will permit the solvent to dry on the substrate 
prior to subsequent droplets. However, the clearest drawback of reducing the jetting 
frequency is the overall reduction of the process throughput. 
 
B. Material Optimization 
As shown, fnozzle and Tsub are the two primary process controls available for three-
dimensional inkjet printing process. In addition to process controls, materials used can 
also be optimized to control feature formation. First, Qevap is both a temperature- as well 
as material-dependent control. Therefore, using inks with solvents that exhibit higher 
evaporation rates at a given temperature will allow for added control. Either the process 
temperature can be maintained and the overall throughput will increase, or the process 
temperature can decrease to avoid the negative impacts of elevated temperature printing 
while maintaining the same throughput. 
 
In addition to altering the ink solvent, altering the ink composition such that the 
nanoparticle volume, VNP, assumes a higher fraction of the overall drop volume will also 
improve the process control. A higher nanoparticle volume means that fewer droplets will 
be required to deposit the same amount of material onto the substrate and that individual 
droplet will deposit a smaller overall solvent volume onto the substrate. Increasing the 
volume fraction of nanoparticles in the ink is accomplished by increasing the mass loading 
of colloidal nanoparticles. This is a nontrivial challenge, but the benefits with respect to 
process throughput are likewise nontrivial. For this reason, the entirety of Chapter 3 of 
this dissertation is dedicated to understanding and increasing the mass loading of these 
colloidal nanoparticle inks. 
 
C. Throughput Optimization 
Finally, because an important metric for industrial viability is process throughput, both the 
process controls and material optimizations discussed are consistently evaluated with 
respect to their ability to increase throughput. In addition to altering the process control 
variables or materials printed, there also exists room to improve overall throughput via 
parallelization of the printing process. Multiple nozzle printheads are the easiest way to 
accomplish this task, however, it is also possible to accomplish throughput improvement 
with single nozzle systems. 
 
To this point, it has been assumed that the nozzle is stationary above a pillar being printed. 
However, parallelization of the process can be achieved by moving to other substrate 
locations to print multiple pillars. As long as the nozzle returns to the original location at 
the appropriate time (as dictated by Tsub and fnozzle for the fabrication of an individual pillar), 
it is now possible to create multiple features within the same timeframe. This behavior is 
also beneficial because the actual jetting frequency of the nozzle is increased beyond the 
frequency required to fabricate a single pillar. This reduces the likelihood of nozzle 
clogging, improving the overall process stability in addition to the throughput. 
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4.2.2. Sintering 
The second challenge for three-dimensional inkjet-printed interconnects is to successfully 
achieve structures with high electrical and mechanical performance. In general, the peak 
electrical and mechanical performance will only be realized after curing processes are 
complete. In metal nanoparticle inks, these curing processes are typically thermal in 
nature, and they result in the sintering of metal nanoparticles to create a continuous, 
conductive film. As mentioned earlier, very little effort has been put toward studying the 
fabrication of three-dimensional nanoparticle-based structures, let alone studying the 
sintering behavior and mechanisms of these structures. However, as described in 
Chapter 1, metal nanoparticle sintering of thin films as a function of processing conditions 
and materials has been studied fairly extensively. Therefore, using the three-dimensional 
features fabricated in this study, it will be possible to study and gain insight into the 
sintering mechanisms in these inherently think-film systems. 
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4.3. Three-dimensional Inkjet Printing Freestanding Pillars 
The first objective of three-dimensional inkjet printing for semiconductor packaging 
applications is to create freestanding pillars that would act as drop-in replacements for 
solder bump and copper pillar processes. This section will describe the materials and 
characterization procedures used to fabricate pillars using the fabrication process 
described previously. 
 
4.3.1. Materials 
Two inks were used to develop the three-dimensional inkjet printing process: 
commercially-available gold nanoparticle inks and custom silver nanoparticle inks. 
 
A. Commercial Gold Nanoparticle Ink 
Commercial inks were initially used because they provide stable and reliable jetting 
conditions, minimizing the impact of jetting condition on the overall process being 
developed and studied. The commercial ink chosen was a gold nanoparticle ink produced 
by the Harima Chemicals Group, called NPG-J [107]. While this ink provided reliable 
jetting conditions, the prescribed sintering treatment for thin film applications is 250 °C, 
which is higher than the thermal budget of standard solder ball processes. In addition, 
due to the proprietary nature of the ink, materials such as the specific solvent(s) and 
additive(s) used in the ink are unknown to the user, making process development via 
material optimization very difficult. 
 
B. Custom Silver Nanoparticle Ink 
Because of these reasons, a simple custom-synthesized silver nanoparticle ink was 
formulated in order to demonstrate process control via material optimization. The custom 
ink was a simple colloidal suspension of dodecylamine-encapsulated silver nanoparticles 
in dodecane. As will be shown, the use of this ink enabled both the reduction of required 
thermal treatments for sintering as well as an increase in process throughput. 
 
4.3.2. Characterization 
In order to quantify the printing process as well as sintering-dependent pillar properties, 
morphological, mechanical, electrical, and compositional properties of pillars are studied. 
The following sections describe the tests used in further detail. 
 
A. Morphological 
Both scanning electron microscopy (SEM) and laser confocal microscopy are used to 
image pillars as a function of both the printing and sintering controls. The height and width 
of pillars are extracted in order to determine the aspect ratio of pillars as well as to study 
the compaction of the pillars as a function of sintering condition. 
 
B. Mechanical 
In order to characterize the mechanical properties of printed pillars, two techniques are 
used. First, nanoindentation of pillars is used as a means of extracting the elastic modulus 
of the structures as a function of sintering process conditions [108]. The particular tool 
used was a Hysitron TI 750 Series TriboIndenter. Nanoindentation tests involve forcing a 
diamond tip into a material with a controlled load while monitoring the depth of the 
diamond tip in the material. After the maximum desired load is reached, the load is 
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released and the material elastically responds by forcing the now-embedded tip upward. 
Measuring the force and displacement upon unloading allows for the extraction of the 
reduced elastic modulus, Er, of the material according to the following equation: 
 

 𝐸𝐸𝑑𝑑 = 𝑘𝑘
𝑅𝑅𝑑𝑑

𝑅𝑅ℎ�

�𝐴𝐴𝑜𝑜(ℎ𝑐𝑐)
 (4.5) 

 
where k represents a material- and geometry-related constant, dP/dh represents the 
slope of the unloading segment of the load, P, versus displacement, h, curve, and Ap(hc) 
represents the projected tip contact area at the contact depth, hc. 
 
The second mechanical test used is a solder ball bond test via a Nordson Dage 4000 
bond tester. This shear test follows JEDEC standard, JESD22-B117A, and allows for both 
the quantification of bump and/or pillar shear strength as well as qualification of shear 
failure mode [109]. In bond testing, a flat tip is forced at constant lateral velocity onto the 
bond/pillar. During the test, the force at the tip is recorded until the structure breaks, 
indicated by a sudden drop in measured force. Optical inspection post-failure reveals the 
failure mode of the structure. The nominal failure mode is crack propagation through the 
bump/pillar because the force measured in this failure mode will directly correlate to the 
property of the material, which is the desired output of the test. 
 
C. Electrical 
The ideal property to test with regard to electrical characterization of interconnect 
structures is conductivity. In order to test conductivity in freestanding pillars, a special 
four-point probe setup was used (see Figure 4.3). In this setup, pillars were first printed 
directly onto gold pads with room for landing two probe tips, one to force current and one 
to measure the voltage at the base of the pillar. Then, two additional probe tips were 
carefully landed on the top of the pillar. One of these probes acted as the current source, 
Isource, and the other acted as the voltage measurement probe for the top of the pillar, Vtop. 
Using the following equations (and modeling the pillar as perfect cylinder with known 
height, hpillar, and radius, rpillar), the pillar resistance, Rpillar can be measured and the 
conductivity, σpillar, can be extracted: 
 

 𝑅𝑅𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑𝑝𝑝𝑑𝑑 =
𝑉𝑉𝑔𝑔𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜

𝐼𝐼𝑠𝑠𝑜𝑜𝑜𝑜𝑑𝑑𝑐𝑐𝑑𝑑
 (4.6) 

 𝜎𝜎𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑𝑝𝑝𝑑𝑑 =
1

𝑅𝑅𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑𝑝𝑝𝑑𝑑
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ℎ𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑𝑝𝑝𝑑𝑑
𝜋𝜋 ∗ 𝑛𝑛𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑𝑝𝑝𝑑𝑑2

� (4.7) 
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Figure 4.3. Schematic representation of pillar electrical testing setup and cylinder-based model 
for resistivity extraction. 
 
D. Compositional 
Finally, because residual carbon content and porosity in sintered structures may each 
degrade mechanical or electrical performance, both the composition and structure of 
pillars as a function of sintering condition are studied. Using a focused ion beam (FIB), 
pillars are milled in half in order to first provide insight on the internal structure. Then, 
energy-dispersive x-ray (EDX) analysis is used to observe the relative concentration of 
metal and carbon as a function of both position and sintering condition. In this way, the 
compositional and structural properties of the sintered pillars can be related to the 
mechanical and electrical properties, permitting the development of a sintering 
mechanism model for these three-dimensional inkjet-printed structures. 
 
4.3.3. Process Development with Commercial Gold Nanoparticle Ink 
In order to avoid confounding complications related to poor jetting performance, nozzle 
clogging, complex ink formulation, etc., a stable, commercially-available nanoparticle ink 
was first used to develop the process for three-dimensional printing. Using Harima 
Chemical’s NPG-J gold nanoparticle ink, the solvent volume minimization strategy was 
studied and characterized. It is important to note that the structures sintered in the study 
are sintered using thermal sintering techniques on a hotplate. The results are described 
next. 
 
A. Morphology, Aspect Ratio, and Compaction 
Using the solvent volume minimization strategy, the two primary controls are jetting 
frequency and substrate temperature. For this ink, the frequency and temperature ranges 
tested were 0.167 – 0.500 Hz and 80 – 100 °C, respectively. Figure 4.4 shows SEM images 
of the resulting structures as a function of printing condition. Each image is the product of 
50 droplets and was taken after the printed structures were sintered. As expected, higher 
temperatures and lower frequencies result in facile fabrication of pillar structures whereas 
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low temperatures and high frequencies result in puddles. For example, at 0.500 Hz, 
fabrication pillars is only possible with substrate temperatures at 100 °C. In contrast, at 
0.167 Hz, fabrication bumps/pillars is possible at temperatures spanning the entire range. 
 

 
Figure 4.4. Pillar fabrication as a result of modulating substrate temperature and jetting frequency. 
Higher temperatures and lower frequencies result in higher aspect ratio pillars. All pillars printed 
with 50 total drops and all scale bars represent 100 µm. 
 
It is worth noting that the bounds of this range were expanded and tested in all directions, 
though pillar fabrication became unreliable outside of this window and therefore they are 
not pictured. Lower temperatures simply required too much time for the solvent to dry, 
and so the fabrication of pillars rapidly became impractical. At higher temperatures, 
ejected droplets became unstable and nozzle clogging due to solvent evaporation in the 
nozzle became an issue. With regard to jetting frequency, higher frequencies required 
higher temperatures, and so the boundary could not be expanded significantly. Lower 
frequencies were used as well, though primarily to extend the process for lower substrate 
temperature as opposed to higher substrate temperatures. This is because lower 
frequencies require longer pauses between droplet ejections. The longer the wait, the 
higher the likelihood of nozzle clogging, especially at higher substrate temperatures. 
 
By inspecting Figure 4.4 further, it is clear that the aspect ratio of the pillars is a strong 
function of printing condition. This true because both the height and width are affected by 
printing condition. Figure 4.5 shows the dependence of width, height, and aspect ratio as 
a function of printing condition. In high temperature, low frequency conditions, pillars are 
much narrower and taller than low temperature, high frequency conditions. At a constant 
frequency, the width of the pillar narrows as the temperature increases, likely due to the 
decreased amount of spreading seen at higher temperatures. In contrast, at a constant 
temperature, the width of the pillar increases as with increasing frequency. It is likely this 
is because the increased solvent volume forces the spread of the ink because it is cannot 
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evaporate as rapidly. Figure 4.5 shows that with just 50 droplets, pillars with aspect ratios 
approaching 6:1 are possible using these moderate printing conditions. 
 

 
Figure 4.5. Pillar a) width, b) height, and c) aspect ratio as extracted from SEM images (see Figure 
4.4). 
 

 
Figure 4.6. Pillar growth regimes (spreading, tapering, linear growth) for sample pillars printed at 
a) 0.500 Hz and b) 0.250 Hz. Plot created by using white light interferometry to measure a series 
of pillars printed with an increasing number of total droplets. Scans were stacked in the plot, using 
substrate as common reference. 30 total drops used to print tallest pillars. 
 
Further, Figure 4.4 also offers insights into the pillar growth process. Regardless of 
printing condition, there exist three primary regimes of pillar growth, as described by 



Sadie Chapter 4 

86 
 

Figure 4.6. First, the initial droplet that lands on the substrate spreads to form a wide, thin 
layer. Like most thin film printing processes, this spreading can be described and 
controlled by the wetting interaction of the substrate and ink. After this initial drop, 
however, the subsequent drops begin landing on the dried/drying ink rather than the initial 
substrate. Therefore, the wetting conditions have changed. Under these new conditions, 
the subsequent drops land within the previously-deposited droplet and exhibit 
progressively decreased spreading. Because the drop volume is constant, but the 
spreading is diminished, this results in a tapered growth regime. Finally, when the 
structure has narrowed enough, subsequent droplets land and spread around the 
structure as opposed within the structure. This results a regime of linear pillar growth and 
typically occurs when the width of the pillar approaches the diameter of the printed 
droplets. 
 
Applying the principles of pillar growth described above, it is actually possible to create 
three-dimensional structures with more complicated geometries. Figure 4.7 shows three 
such examples. All structures printed in this figure were printed at the same substrate 
temperature. However, the jetting frequency was modified during the process in order to 
modulate the structure width. In each structure, high frequency printing was first used to 
create the wide base of the structure. Then, using lower frequencies and very slight (5 
µm) steps between drop ejections, narrow branches can be extended upward and 
outward from the central base. In this way, both hexagonal and cactus-like structures were 
fabricated. 
 

 
Figure 4.7. Complex three-dimensional shapes fabricated using principles learned from simple 
freestanding pillar fabrication. Scale bar represents 200 µm. 
 
For packaging applications, the pillars printing must exhibit high aspect ratios and 
therefore take advantage of the linear pillar growth regime. However, these structures 
generally need not exceed more than 100 µm for practical applications. While taller 
features are certainly possible using this process, the linear growth regime does not 
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always exhibit constant width. In fact, at extremely tall pillar heights, the width of the 
printed pillars begins to widen and approach widths seen when printing at lower substrate 
temperatures. There may be two reasons for this widening. First, at extremely tall pillar 
heights there likely exists a non-trivial temperature gradient from the base to top of the 
printed pillar, which may cause the printing behavior to approach behaviors observed at 
lower printing temperatures. In addition, if the nozzle fly height is constant, the travel 
distance between the nozzle and pillar is consistently decreasing. If even a small amount 
of solvent evaporation occurs mid-flight, which is possible due to the increased substrate 
temperatures, then the reduction of the travel distance will also reduce the mid-flight 
evaporation and result increasing the drop volume deposited on the top of the pillar. Both 
of these effects may be at play for extremely tall structures (see widening at the top of the 
structures shown in Figure 4.7), though neither have been observed to affect the pillar 
morphology for structures printed within the necessary limits for packaging applications. 
 

 
Figure 4.8. a) Schematic representation of coplanarity and b) coplanarity measurements of pillars 
printed in multiple arrays. In the schematic representation (a) non-coplanar bonds may fail due to 
gaps between the top and bottom die during bonding. 
 
Coplanarity is a key concern for process reliability for packing applications. Coplanarity 
refers to the variation of bump height across a die, and this must be minimized as much 
as possible. Non-coplanar bumps may result in incomplete bonds during the flip chip 
process, as depicted in Figure 4.8. This non-coplanarity is especially critical in CSP 
because stresses may cause the package to warp [110]. In order to assess the overall 
process reliability as well as coplanarity, arrays consisting of 20 pillars each were printed 
with a 0.125 Hz jetting frequency, 110 °C substrate temperature, and with 30 drops each. 
The height and width of these printed arrays was tested for three separate arrays prior to 
any sintering, and the results are also shown in Figure 4.8. (As opposed to SEM imaging, 
confocal laser microscopy was used in this study due to the rapid nature of the testing 
process.) Both the height and the width of these structures are very uniform, indicating a 
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very robust process with a high degree of coplanarity suitable for package interconnect 
applications. 
 

 
Figure 4.9. Effect of sinter time (a) and temperature (b) on pillar compaction as determined from 
fractional factorial design. Center time and temperature conditions shown without error bars due 
to no replicates on the center point. The effect of sinter time is insignificant, whereas the effect of 
sinter temperature is much stronger. 
 
Finally, in order to understand the effects of sintering on pillar morphology, the same 
arrays used to test coplanarity were sintered under varying conditions and the height and 
width changes were measured. Similar to thin film nanoparticle sintering, the sintering of 
three-dimensional structures comprised of carbon-encapsulated nanoparticles should 
exhibit volume compaction as the encapsulant diffuses. From these measurements, the 
pillar volume was extracted using a perfect cylinder as a model. The experimental 
conditions were determined using a fractional-factorial design with a single center point. 
The two treatments were sinter time and temperature. Figure 4.9 shows the effect of both 
treatments on pillar morphology, described in terms of percent change from the initial 
morphology. As Figure 4.9 shows, the treatment with the strongest effect is the sinter 
temperature (neither sinter time alone nor the interaction of sinter time and temperature 
show strong effects). In the highest sinter temperature condition, 350 °C, pillar volume 
compaction of up to 53% was observed, with both pillar height and width compaction 
providing significant components to the overall pillar compaction. Despite the significant 
compaction of the pillars, the intra-array variation across all tested arrays was as low as 
1.27 µm and 0.95 µm for height and width, respectively, indicating that the pillars both 
pre- and post-sinter treatments exhibit highly uniform, coplanar geometries. 
 
B. Mechanical and Electrical Properties 
Having demonstrated that printed pillar morphology is suitable for packaging applications, 
the next most important properties to consider are the mechanical and electrical 
properties of the structures as a function of sinter condition. It is imperative these 
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properties are comparable to solder bump properties with similar thermal treatments if 
inkjet-printed structures aim to be a drop-in replacement for solder bump materials and 
processes. 
 

 
Figure 4.10. Nanoindentation testing as a function of sinter time and temperature. Left plot shows 
sample load-displacement data collected for multiple pillars sintered at 200 °C for 75 minutes and 
right plot shows entire dataset. 
 
First, the mechanical properties tested are the elastic modulus as well as shear strength. 
Arrays of printed pillars were first subjected to sinter treatments ranging from 15 – 75 
minutes and 140 – 200 °C and then tested via nanoindentation in order to probe the elastic 
response. (It important to note these tests probe only the top of the pillars. This will be 
discussed further in the sintering mechanism section.) Figure 4.10 presents the results of 
the nanoindentation test. As shown, for sinter treatments less than 170 °C, moderate to 
no improvement in pillar modulus is observed. However, for treatments above 170 °C, 
significant increases of elastic modulus are observed, and a linear relationship with sinter 
time becomes clear. This linear time dependence is likely related to the 
compaction/densification of the pillars previously discussed. The most extremely sintered 
pillar exhibited a modulus of approximately 30 GPa, which is approximately 35% of the 
bulk gold modulus and a comparable modulus to lead-tin eutectics commonly used in 
solder balls. 
 
Next, the shear strength and failure mechanisms of printed pillars were studied, likewise 
as a function of sinter condition. Figure 4.11 presents a schematic for failure mechanisms 
observed, the shear strength response as a function of pillar sinter temperature (all sinter 
times were one hour), failure mechanism distribution. All pillars tested were printed on 
thermally-evaporated gold pads. Below 150 °C, no improvement beyond as-printed pillars 
is observed and the primary failure mechanism at 150 °C was interfacial failure. This may 
be caused by a number of reasons, though it is most likely due to residual carbon-content 
present at the interface preventing the metal nanoparticles from forming a solid bond with 
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the metal pads. At higher sintering conditions, this carbon-based material will likely both 
out-diffuse further as well as being to decompose, resulting in improved adhesion. Indeed, 
at 200 °C and above, the shear strength increases and the failure mechanism distribution 
begins to shift toward through-pillar failures as opposed to interfacial failures. At 200 °C, 
the shear strength observed, approximately 2.5 mg/µm2, is comparable to eutectic shear 
strength, meaning that both elastic and shear responses at 200 °C, i.e. temperatures 
under typical peak reflow conditions, provide comparable performance. In addition, sinter 
treatments at 300 °C result in shear strengths (approximately 7.8 mg/µm2) nearly 
equivalent to shear strengths guaranteed by industrial copper and gold pillar processes. 
 

 
Figure 4.11. Shear failure modes, failure mode distribution, and shear strength versus sinter 
temperature for inkjet-printed gold pillars. Lead-tin, copper, and gold shear strengths plotted for 
reference. All samples sintered for one hour. 
 
Figure 4.12 shows a comparison of pillar shear interfaces. It is clear there is a radial 
porosity dependence in the structures. As described, in pillars sintered at low 
temperatures, interfacial failures dominate. As the sinter temperature increases, however, 
ductile shear interfaces become more evident and dominant. In the case of sloped ductile 
failures (common at moderate sinter temperatures), the shear interface through the pillar 
is initially ductile, but the lack of densification and/or cracks present within the structure 
result in the shear interface sloping downward to the interface. Flat ductile failures, on the 
other hand, are more common in pillars sintered at higher temperatures, and are 
characterized by shear interfaces being mostly or completely flat across the structure. 
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Figure 4.12. SEM images of shear interfaces as a function of sintering temperature and their 
failure modes: a) interfacial, b) sloped, c) flat, and d) flat. Panel e) is an enhanced view of the 
image in panel d). Scale bars in a) – d) are 40 µm and scale bar in e) is 5 µm. 
 

 
Figure 4.13. Pillar resistance measurements as a function of a) drop count and b) sinter time and 
temperature. All measurements made with HP-4155 semiconductor parameter analyzer. Inset of 
panel (a) adds 1 hour sinter condition in order to demonstrate clearly non-linear resistance as a 
function of drop count. 
 
Next, the electrical performance of sintered structures is considered. Figure 4.13 presents 
a plot of measured pillar resistance as a function of drop count and sinter time. Similar to 
the nanoindentation test, electrical testing probes the bottom and top of the pillars, not the 
center of the structure. Therefore, if there exists a gradient in the pillar’s electrical 
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properties such that at some point throughout the pillar there is a non-conductive 
segment, this will manifest itself as a non-conductive pillar. Using a perfect cylinder as a 
model for the geometry of the pillar and assuming the structure has uniform electrical 
properties, the measured resistance through the structure should be a linear response of 
height. While the electrical properties of the structure are not uniform at the onset of 
sintering, it is reasonable to assume the properties will be uniform upon the completion of 
sintering. Also, as described earlier, the linear growth regime will result in a linear 
response in pillar height as a function of drop count, therefore the measured pillar 
resistance should exhibit a linear response with drop count if the pillar is sintered 
completely. As expected, pillars with fewer drop counts exhibit lower measured 
resistance, however the response is not linear as a function of drop count until the total 
sinter time reaches four hours. At this point, it is safe to assume the pillars are sintered to 
completion, and the resistivity can be extracted using the geometry of the pillar. 
 
Although the confirmation of complete sintering is important, the measured resistance as 
a function of sinter condition is the most important response for practical applications. 
Figure 4.13 also shows this response for the same pillars used in the nanoindentation 
experiment described previously. Similar to this experiment, the response at low sinter 
conditions is minimal. In fact, the 140 °C sinter condition is not even shown on the plot 
because the resistance of these pillars was above the measurement capability of the 
parameter analyzer used for testing. Above 150 °C, however, there is a clearly conductive 
pathway and the resistance exhibits an exponential response as a function of sinter time. 
This is likely due to the exponential nature of encapsulant diffusion. As the temperature 
increase, this diffusion rate accelerates and the time to achieve high conductivity 
decreases. Using the perfect cylinder geometric model, the peak conductivity observed 
in nanoparticle-based pillars is 13.2 µΩ-cm, or 16% of bulk gold conductivity and, 
importantly, higher than conventional eutectic conductivity. Thus, at sintering 
temperatures of 200 °C, printed nanoparticle pillars have been shown outcompete 
conventional eutectic materials in the two most critical metrics to interconnect 
performance, mechanical and electrical performance. 
 
C. Composition 
As already observed during the inspection of the shear test failure modes, the sintered 
pillars exhibited non-homogenous structure. Namely, the exterior of the pillars were 
denser than the interior, and this observation was used to explain the shear strength 
response as a function of sintering conditions. However, in order to gain further insight 
into the nature of these mechanical and electrical responses, pillars were milled using a 
focused ion beam (FIB) in order to inspect the internal structure throughout the pillars as 
opposed to solely at the interface. 
 
Three pillars were milled with FIB. The first was sintered at 150 °C for 15 minutes, the 
second was sintered at 175 °C for 45 minutes, and the third was sintered at 200 °C for 75 
minutes. Figure 4.14 shows each of these pillars after milling was complete. Qualitatively, 
the appearance of the milled interfaces were very different as a function of sintering 
condition. In the 150 °C and 175 °C samples, pillars exhibit a typical “waterfall effect” 
which commonly occurs in composite materials with highly disparate atomic masses 
[111]. Because the main components of these pillars are carbon and gold, not only are 
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the conditions needed for the observation of the waterfall effect met, but the severity of 
the effect may also be indicative of the residual carbon content in the sintered structures. 
That is, a higher residual carbon content should manifest itself in a more pronounced 
waterfall effect. In addition to the waterfall effect, the 150 °C pillar showed evidence of 
many cracks throughout the structure. These cracks diminished as the sintering condition 
became more extreme, consistent with increased compaction as well as improved 
mechanical/electrical performance. 
 
 

 
Figure 4.14. SEM images of printed gold pillars after cross-sectional FIB milling. From (a)-(c), as 
pillar sintering becomes more extreme, the presence of cracks and the Waterfall effect diminish, 
qualitatively indicating a lower residual carbon concentration. 
 
In addition to the qualitative observations provided from FIB milling, energy dispersive x-
ray (EDX) analysis was used to map the chemical composition of the sintered pillars in 
various locations. Due to the fact that rough surfaces are not amenable to reliable EDX 
scans, only the smooth, 200 °C pillar was tested. Prior to testing, additional FIB polishing 
processes in five locations were performed. Figure 4.15 shows the five polished sections 
and the corresponding EDX scans for the polished areas. Each scan shows two peak 
signals, one for carbon and one for gold. Using the relative peak heights for the carbon 
and gold signals, it is possible to gain a quantitative perspective on the chemical 
composition of the sintered structure. In the two lower locations and the center location, 
the gold signal dominates the scan, however the two areas at the top of the pillar show 
comparable carbon and gold signals. This indicates the pillar has a higher residual carbon 
content near the top of the pillar than at the bottom. In addition, the colored scans shown 
in Figure 4.15 provide additional qualitative insight. The colored scans indicate that the 
residual carbon content in topmost areas is primarily located toward the center of the 
structure. Using the quantitative and qualitative results observed from the FIB and EDX 
analysis, it can be concluded that as sintering processes proceed, the residual carbon 
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content both decreases in quantity and the centroid of this residual carbon content shifts 
upward and toward the center of the structures. 
 

 
Figure 4.15. a) SEM image of milled and polished pillar with five scan locations labeled. b) Top 
row: average EDX scans of locations 1 – 5 showing carbon (left) and gold (right) peaks; bottom 
row: colors scans showing concentration gradient of carbon (red) and gold (green). 
 
D. Sintering Mechanism in Three-dimensional Structures 
Combining the morphological, mechanical, electrical, and compositional responses to 
sintering, it is possible to describe a sintering mechanism for three-dimensional structures 
composed of carbon-encapsulate metal nanoparticles. Similar to thin films, sintering is 
associated with the removal and redistribution of the carbon-based encapsulant. Figure 
4.16 presents a schematic cross-section view of this process. The primary focus should 
be placed on the movement of the sintering front, which represents the boundary between 
densely-packed sintered nanoparticle material and more porous, non-sintered regions 
containing large amounts of carbon. 
 
Because heat is applied at the base of the pillar during sintering, sintering initiates at the 
base of the pillar and progresses upward. Also, because the free carbon at the center of 
the structure will require more time to diffuse out of the system, it is expected that the 
exterior of the structures will sinter more quickly. As Figure 4.16 indicates, while this 
processes is proceeding, both the width and height of the structure are compacting. In 
addition, as sintering proceeds, the thermal conductivity of the dense material will be 
higher than non-sintered material, allowing for more rapid heat transfer through this 
material. This will serve to enhance the preferential sintering along the outside of the pillar 
as the front progresses upward. Ultimately, the sintering front will reach the top of the 
pillar and this results in the onset of electrical conductivity as well as the decrease of 
elasticity, consistent with electrical and mechanical observations discussed. This dense 
exterior will also serve as an additional barrier to internal carbon diffusion, causing the 
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residual carbon to be trapped near the center and top of the structure, consistent with both 
shear strength failure analysis and EDX analysis. 
 

 
Figure 4.16. Sintering front progression in cross-sectional view of nanoparticle pillars accounting 
for height compaction, width compaction, and residual carbon entrapment. Darker shading 
represents sintered material and lighter shading represents non-sintered material. 
 
According to this model, the breaking and subsequent diffusion of the encapsulant 
material plays the most significant role in the determination of the structure’s ultimate 
morphology and material properties at a particular sintering condition. This general 
understanding provides invaluable insight for the design and optimization of nanoparticle 
inks when three-dimensional structures being the target application for these inks. Both 
the minimization of carbon content as well as the reduction of required process 
temperatures will be the primary thrusts of nanoparticle ink design, and the next section 
will describe advances made with a custom silver nanoparticle ink. 
 
4.3.4. Process Advancement with Custom Silver Nanoparticle Ink 
In order to achieve improved mechanical and electrical performance at either equivalent 
or reduced process temperatures, custom nanoparticle inks with limited carbon 
encapsulation were formulated. As described earlier, the only components in this ink are 
dodecylamine-encapsulated silver nanoparticles in dodecane. These inks were also used 
to demonstrate effective die-to-die bonding using metal nanoparticle interconnects as a 
proof of concept for direct solder bump replacement materials/processes. 
 
A. Pillar Fabrication 
Arrays of custom silver pillars were fabricated using the same technique as that used to 
create pillars with the commercial gold ink, however the difference in ink formulation 
required a shift in the process control window. Specifically, the use of dodecane as the 
primary solvent resulted in the reduction of required process temperature (from 
approximately 100 °C down to 60 °C) and an increase in jetting frequency (from 0.167 Hz 
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up to 2.75 Hz) for this ink as compared to the commercial ink. Figure 4.17 presents SEM 
images of the pillars fabricated as a function of temperature and frequency for the most 
reliable printing range: 70-80 °C and 0.25-1.00 Hz. Figure 4.18 shows a table of the entire 
range tested and the associated failure modes when pillar fabrication was not possible.  
 

 
Figure 4.17. Pillars printed using custom silver nanoparticle ink. Substrate temperatures that result 
in the most reliable pillar formation for this ink are between 70 °C (a – c) and 80 °C (d – f). Jetting 
frequencies between 0.25 – 1.00 Hz shown in images. All pillars fabricated with a total of 40 drops 
and all scale bars represent 50 µm. 
 

 
Figure 4.18. Process control window tested for silver nanoparticle ink. a) Success of failure modes 
as a function of substrate temperature and jetting frequency. Colors match failure modes shown 
in (b). Grey blocks were not tested. 
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Similar to printing with the commercial ink, failures at low temperature, high frequency 
conditions are due to the inability to remove solvent quickly enough to produce pillar 
structures. At higher temperatures, nozzle clogging caused yield issues due to unreliable 
jetting accuracy as well as satellite droplet formation. 
 
B. Die Bonding 
After the reliable process window was successfully defined for this ink, four by four arrays 
of silver pillars were printed onto pre-fabricated gold bond pads. After printing, flip-chip 
thermocompression bonding was used to attach these die to larger die with 
complementary gold bond pads in order to create daisy-chained structures for the 
purposes of both mechanical and electrical testing. The image shown in Figure 4.19 
represents the nominal cross-section between two die and the printed interconnect as 
well as a successfully bonded array of silver nanoparticle pillars. 
 

 
Figure 4.19. Die-to-die bonding schematic and sample. 
 
The primary process controls available during bonding are bond time, bond temperature, 
and bond pressure. In all of the tests the minimum tool bond pressure of 2N was used in 
order to minimize the likelihood of over-compressing and collapsing the printed 
interconnects. Collapsed bonds would likely result in the electrical shorting of the bond 
pads and result in unreliable electrical characterization. During die bonding, cross-
sectional views of the die were obtained in order to determine the gap height pre- and 
post-bonding. A non-zero gap height after bonding was complete is indicative of a non-
collapsed bond. Finally, using the previously described elastic characterization and 
sintering mechanism of freestanding pillars, moderate sintering treatments were 
performed on some of the die before bonding in order to impart mechanical rigidity to the 
pillars and reduce the likelihood of collapsed bonds. The following section will refer to this 
sintering step as a pre-bond sinter process. 
 



Sadie Chapter 4 

98 
 

C. Mechanical and Electrical Properties 
The mechanical properties of the bonded die were tested using the same Nordson Dage 
4000 bond tester used to characterize the shear strength of individual pillars. Using the 
die shear module, the shear strengths of bonded die as a function of pre-bond sintering 
condition as well as bonding conditions. The results are listed in Table 4.2. The peak 
performance of 196 gf was achieved in case where the pillars were pre-sintered at 200 °C 
for 5 minutes and then bonded at 200 °C for 15 minutes. This shear strength value 
indicates an average of approximately 12 gf per bond. Upon optical inspection with SEM 
(shown in Figure 4.20), the diameter of the bond tested was observed to be approximately 
50 µm. This geometry and measured shear strength equate to a bond strength of 
approximately 6.23 mg/µm2, which is approximately two times greater than both the 
observed bond strengths in conventional lead-tin eutectic flip-chip bonds and the bond 
strength measured in commercial nanoparticle pillars sintered at comparable 
temperatures [112]. 
 
Table 4.2. Die shear strength for arrays of silver nanoparticle pillars as a function of pre-bond 
sinter condition and bond profile. 

 
 
The cause for the non-monotonic response to pre-bond sintering and bond parameters 
seen in Table 4.2  was better understood after the post-shear optical inspection shown in 
Figure 4.20. Figure 4.21 presents a histogram of bond shear failure locations for each die 
tested. As the histogram shows, the low shear strength sample had no bonds while high 
shear strength samples each exhibited intra-bond failures. The primary difference 
between Bond 9 and Bond 7 is that the interfaces in Bond 9 were much smaller areas 
than Bond 7.  In die exhibiting low shear strength, little to no material was transferred from 
the print-side die to the bond-side die (see Figure 4.20). For example, some pillars simply 
compressed rather than transferring any material to the bond-side die. This lack of 
material transfer resulted in poor mechanical robustness during shear testing. While this 
explains the measured shear strength response, a full root-cause analysis of why certain 
pillars bonded while others did not bond has been left for future work. Likely contributors 
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to the inconsistent bonding may be insufficient bond pressure, bond pad cleanliness 
issues, and insufficient control over the pre-bond sintering process, to name a few. 
 

 
Figure 4.20. Post-shear SEM inspection of bond failures as a function of pre-bond sintering 
condition. Top row of images is the residue of transferred material from the printed pillar to the 
bond pad. Bottom row of images in the remainder of the printed pillar after bonding was complete. 
Force listed at the bottom of each column of figures is the shear force required for the full die. All 
scale bars represent 10 µm. 
 

 
Figure 4.21. Die shear strength and shear failure modes for silver nanoparticle arrays. Each array 
contained 16 printed and bonded pillars. 
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Finally, the electrical properties of the sintered pillars were tested using the daisy-chained 
structures of the bonded die. Pad-to-pad resistances were measure to eliminate the effect 
of contact resistance from the probes. For single rows including four bonded pillars, the 
extracted average resistance of the best bonds was approximately 200 mΩ. 
Unfortunately, this resistance is higher than anticipated (translating to a resistivity of 590 
µΩ-cm). It is likely that this high resistance is dominated by contact resistances between 
the pillars and pads as opposed to the pillars themselves, though additional work is 
necessary to ascertain the true cause of the unexpectedly high resistance.  
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4.4. Summary 
Two fundamental aspects of inkjet printing processes help to establish the overlap 
between printing processes and packaging applications: 1) the additive nature of the inkjet 
printing and 2) the facile incorporation of novel, high-performance materials such as metal 
nanoparticles. In addition, while interconnect scaling will continue, inkjet printing 
resolution and pitch capabilities are well-matched to the current and future demands for 
advanced interconnects. However, because inkjet-printed interconnects have primarily 
been confined to planar applications, the key remaining challenge is the development and 
characterization of processes for three-dimensional interconnect applications. 
 
Because inkjet printing of metal nanoparticle inks has largely been applied only to thin 
film applications, both fabrication processes for three-dimensional features and properties 
of sintered structures need to be studied. A simple fabrication approach called the solvent 
volume minimization strategy has been described. It is based on minimizing the residual 
solvent volume on a substrate prior to subsequent droplets landing and it offers a 
controllable and tunable approach to printing high aspect ratio features. 
 
Using this strategy, the three-dimensional inkjet printing of freestanding interconnects 
using both commercial as well as custom nanoparticle inks has been demonstrated. 
Substrate temperature and jetting frequency act as the primary process controls during 
fabrication. Upon characterizing the mechanical and electrical properties, it is clear that 
the nanoparticle-based features outcompete conventional materials and processes. In 
addition, using a combination of optical, mechanical, electrical, and compositional 
characterization techniques, a model for sintering in these large structures was developed 
and verified. While these results are indeed very promising, additional materials 
optimization as well as the characterization and understanding of bonding processes will 
prove vital to the adoption of this process in an industrial setting. 
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Chapter 5. Inkjet-printed Through-silicon 
Vias for Chip Stacking 

 
 
Advanced packaging interconnects need not be limited to features such as pillars that rest 
on the surface of a chip or board. Indeed, interconnects that extend through the chip or 
board may facilitate the integration of numerous technologies into a single, thin, small-
footprint structure. Stacking multiple layers of logic, memory, sensors, communication 
networks, etc. into a single stack would be a powerful advancement for the semiconductor 
industry, and the technology viewed as the most likely to achieve this goal is the through-
silicon via (TSV). Similar to Chapter 4, this chapter will describe the unique process 
development for fabricating functional TSV structures using metal nanoparticles and inkjet 
printing. Comparisons will be made to both the conventional TSV fabrication process as 
well as the inkjet-printed pillar process, and the electrical and mechanical characterization 
for arrays of printed TSVs will be presented. 
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5.1. Introduction 
As described in Chapter 1, the TSV is a high aspect ratio, highly conductive interconnect 
that extends entirely through a thinned silicon chip. As opposed to stacked chips with 
fanned out wire bond interconnects, TSVs offer the ability to stack thinned chips without 
increasing the overall footprint of the stack. Because of this, the TSV is considered the 
most attractive option for realizing chip stacking in future applications. However, the 
development of TSVs is still in the early stages and both the materials and processes 
used for TSV fabrication have yet to be firmly established. This section will discuss the 
conventional pathway for fabricating TSVs and, similar to Chapter 4, establish the 
potential for inkjet printing to serve as an alternative process for TSV fabrication. 
 
5.1.1. TSV Critical Dimension and Pitch Requirements 
TSVs serve a number of purposes within the packaging landscape. As the following 
section will describe in further detail, TSVs can be easily scaled from 10–100 µm in 
diameter. Indeed, a demand exists for TSVs that span this entire range. Table 5.1 
presents the critical dimension and pitch requirements for both pillars and TSVs for near- 
and long-term interconnect structures. 
 
Table 5.1. Interconnect metrics for current and future package substrates. Interconnect methods 
defined as: WB = wire bonding, FC = flip chip, TSV = through silicon via. All data extracted from 
2012 Tables of [99]. 

 
 
In contrast to fabricating freestanding structures, when inkjet printing is used to fill pre-
fabricated trenches similar to those used in TSVs, the critical dimension for this 
application will depend primarily on the drop diameter and placement accuracy. In other 
words, the smaller the droplet and the higher the placement accuracy, the smaller the 
TSV able to be filled using inkjet printing. Combining the inkjet printing capabilities and 
the design requirements for pillar and TSV applications highlighted in Table 5.1, it is easy 
to see that inkjet printing is capable of producing feature sizes and pitches that directly 
overlap with low- to medium-density TSV applications. 
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5.1.2. TSV Process and Performance Metrics 
While inkjet printing processes appear compatible with TSV processes due to an overlap 
in dimensional capability, the question that remains is whether or not inkjet-based 
materials and processes will outperform conventional TSV processes and materials. 
However, unlike the electroplated copper pillars and gold stud bump processes that are 
widely accepted as the next generation of highly-scaled interconnects, the standard 
processes and materials to be used in TSVs are still being explored. Therefore, the 
introduction of inkjet printing and novel materials to TSV process flows may indeed be a 
significant contribution. 
 
There are four main process steps in TSV fabrication process flows, highlighted by Figure 
5.1 [113]. First, a trench must be fabricated. Next, the trench must be lined with an 
insulator and filled with a conductive material. Then, in order to interconnect the TSV with 
another chip or board, vertical interconnects similar to solder bumps or pillars must be 
fabricated. Finally, the chip containing the TSV must be thinned in order to expose the 
bottom of the TSV and enable the electrical interconnection through the chip, once 
stacked. 
 

 
Figure 5.1. The four steps common to all TSV process flows: a) trench fabrication, b) trench filling, 
c) bumping, and d) wafer thinning. 
 
To date, a number of different materials and processes have been proposed for 
fabricating TSVs.  With respect to trench fabrication, the most commonly used technique 
is a deep reactive ion etch (DRIE) process known as the Bosch process [114]. In this 
process, an alternating SF6 and C4F8 plasma produces a highly anisotropic etch through 
silicon, creating trenches with nearly vertical sidewalls. For many TSV process flows, this 
is the method used to create the trenches, although laser drilling is also being explored 
[115]. An additional design consideration for trench fabrication is the timing relative to the 
fabrication of the logic layers in the silicon chip. Figure 5.2 highlights the three 
approaches, named via-first, via-middle, and via-last. While each of these approaches 
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have both positive and negative attributes [116], the common thread with each is the 
fabrication of trenches using the Bosch process or laser. 
 

 
Figure 5.2. Comparison of a) via-first, b) via-middle, and c) via-last TSV process flows. FEOL 
refers to front-end-of-line logic processes, BEOL refers to back-end-of-line metallization 
processes. Adapted from [117]. 
 
Furthermore, because inkjet printing will not be used to etch vias, the focus of inkjet-based 
processes should be placed on TSV filling and bumping, the second and third steps in 
traditional TSV process flows. The most common processes for TSV filling are copper 
electroplating and tungsten CVD [118, 119]. Isolated, highly-doped silicon columns have 
also received some attention [120]. The conventional material used for TSVs is copper, 
which has a higher conductivity than even bulk gold. Because of this, inkjet-printed 
materials are unlikely to outperform the electrical performance of conventional TSVs. 
However, TSVs are typically capped with conventional flip-chip bumps in order to 
interconnect multiple chips. This serial process flow involving lithography-dependent 
electroplating or CVD, electrochemical polishing to remove excess copper or tungsten, 
and stencil-printed solder bumping leaves much room for improvement with respect to 
process throughput. Because inkjet printing is additive, if three-dimensional printing 
processes are successfully developed, the potential to fill and bump a TSV in a single 
process step becomes a possibility. 
 
The final step in TSV fabrication typically involves thinning the chip, which is usually 
accomplished using chemical mechanical polishing. The purpose of this step is to expose 
the bottom side of the vias prior to stacking. Again, because inkjet-printed materials and 
processes, do not have a place in optimizing this aspect of the TSV process flow, attention 
will be paid to the filling and bumping process. Indeed, a via filling strategy that 1) scales 
well for medium- to high-density TSV layouts, 2) requires minimal materials, 3) maintains 
thermal budget restrictions established for back-end-of-line processing, and 4) enables 
both die-scale and wafer-scale fabrication compatibility will be a particularly impactful 
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achievement. Figure 5.3 compares a conventional TSV process flow with an ideal inkjet 
printing TSV fill and bump process flow, clearly demonstrating the throughput 
improvement possible with inkjet printing processes. 
 

 
Figure 5.3. Comparison of conventional versus inkjet-printed TSV fill and bump process. In 
conventional process (a – f), trenches in silicon are first coated with a dielectric barrier layer to 
prevent conduction (a), they are subsequently coated with a seed layer for electroplating (b), 
electroplated (c), polished to remove excess electroplated metal (d), bumped (e), and thinned (f). 
In contrast, inkjet-printed processes (g – i) also start with trenched coated with barrier layers (g), 
but are then filled and bumped in a single step with inkjet printing (h), and thinned (i). Conventional 
process adapted from [117].  
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5.2. Three-dimensional Inkjet Printing Through-silicon Vias (TSVs) 
Therefore, building on the success of three-dimensional printing of freestanding 
structures, the same principles were used to develop a process to fully fill and bump pre-
existing TSVs. The following discussion will describe the materials and characterization 
techniques employed as well as the demonstration and evaluation of successfully stacked 
die. 
 
5.2.1. Materials 
A. Inks 
The only ink used in the process development for TSVs was Harima NPG-J gold 
nanoparticle ink. Because the filling of pre-existing TSVs requires both precise and 
accurate jetting performance, Harima NPG-J was used exclusively rather than using a 
custom nanoparticle ink with less reliable jetting performance. 
 
B. Substrates 
Two different substrates were used for filling pre-existing TSVs: silicon and silicon-on-
insulator (SOI). In each case, TSVs were first fabricated using conventional DRIE Bosch 
processes at wafer scale followed by wafer dicing in order to obtain individual die for 
printing targets. In the silicon wafers, target etch depths were 100 µm deep. The SOI wafer 
etch stopped at the 2 µm thick buried oxide (BOX), resulting in an etch depth equal to the 
device layer thickness which was also 100 µm. 
 

 
Figure 5.4. TSV mask layout samples. a) Variable shape and size for square and round TSVs 
ranging from 10 µm to 100 µm in side length and diameter, respectively. b) 12 x 12 array of 50 µm 
radius TSVs with a pitch of 250 µm. 
 
For initial tests, both square and circular trenches were fabricated and filled. The critical 
feature dimension (square side length and circle diameter) for these trenches ranged from 
10 – 100 µm. The trenches were fabricated in square arrays with pitches equal to 1.5, 2, 
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and 2.5 the critical feature dimension. Figure 5.4 is a sample layout from the mask used 
for TSV etching. 
 
5.2.2. Characterization 
In order to qualify the filling and bumping performance, optical, mechanical, and electrical 
tests were used. In some instances, described further below, additional fabrication steps 
were necessary for successful testing. For the purpose of investigating the electrical and 
mechanical performance of bonds, all bonding processes were performed at 250 °C 
according to the prescribed sinter temperature of the Harima NPG-J ink. Similar to the 
work with freestanding pillars, we expect to only see reasonable electrical and mechanical 
performance after the printed features have had an opportunity to sinter. All bonding was 
performed using the same Finetech Fineplacer Lambda flip-chip bonder used for die 
bonding with freestanding pillars. 
 
A. Morphology 
Both optical and electron microscopy were used for the qualification of the printing 
process as well as the investigation into bond quality. First, these techniques were 
necessary for determining the number of drops required for filling and bumping TSVs at a 
given jetting frequency, substrate temperature, and trench dimension. Second, using a 
dicing saw to create cross sections, SEM images were taken in order to investigate the 
nature of filling within both un-bonded and bonded samples. Finally, optical microscopy 
was used to investigate the surface of die after mechanical testing. 
 

 
Figure 5.5. Bonding schemes used for TSV processes. 
 
B. Mechanical 
Both die-to-die and die-to-wafer bonding were used. See Figure 5.5 for cross-sections of 
these bond schemes. Using the die shear capability of the Nordson Dage 4000 bond 
tester, successfully bonded die were subject to die shear testing in order to determine the 
average shear strength of the bonds after bonding and sintering. Die shear tests were 
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performed at a shear rate of 300 µm/s. In order to accurately test the bond strength of the 
bonds between the two stacked die, the bottom die was affixed to a large carrier wafer 
using a cyanoacrylate adhesive and allowed to dry overnight before testing. 
 
C. Electrical 
Finally, electrical testing of the confined TSVs structures required additional fabrication 
processes (see Figure 5.6). First, only SOI samples were used for the preparation of 
electrical test structures. After printing and bonding, the handle of the SOI die were 
removed using an isotropic SF6 dry etch process. The exposed BOX was then patterned 
and etched with a buffered oxide etch in order to access the bottom of printed TSVs. 
Finally, an additional photolithography step was used to pattern an Al-Si metal layer 
deposited via sputtering, resulting in a daisy-chained structure similar to the one used for 
electrical testing of freestanding pillars. 
 

 
Figure 5.6. Post-bonding microfabrication steps taken in order to produce electrical test structures 
with inkjet-printed TSVs. 
 
5.2.3. Process Development with Commercial Gold Nanoparticle Ink 
Based on the process developed for printing freestanding pillars, the following discussion 
details the process used for filling and bumping TSVs as well as bonding and 
characterizing the TSVs. 
 
A. Comparison with Freestanding Pillar Process 
While the process developed for filling and bumping TSVs is based on the freestanding 
pillar process, i.e. using the jetting frequency and substrate temperature to control the 
solvent evaporation during the process, there are a few notable differences. 
 
First, because filling TSVs involves depositing the liquid ink into a confined trench, the ink 
should not spread on the substrate during the beginning the printing process. This is 
beneficial with regard to scaling of the process, because the pitch and feature size 
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achievable will be dependent on the etched TSV size and pitch rather than the wetting 
properties of the ink. The caveat with this, however, is that if the droplet diameter is larger 
than the trench diameter, unintended spreading on the surface of the substrate may result 
in inadvertent shorting between trenches. Because the droplet diameter is roughly the 
same dimension of the nozzle orifice diameter, this means that the minimum diameter 
accessible for inkjet-printed TSV filling will be on the order of the smallest nozzle diameter 
which provides reliable jetting performance. For modern inkjet nozzles, this limit is near 
20 µm in diameter. 
 
Another implication of this nozzle and TSV diameter relationship is that the overall 
process throughput will be affected by the selection of nozzle diameter. Because 
throughput is directly dependent on the total number of droplets required for fabrication, 
the minimization of droplets per TSV is important. This can be achieved by matching the 
droplet diameter to the TSV diameter as closely as possible. If the droplet diameter is too 
large, there exists a risk of droplets landing on the substrate surface, as described earlier. 
If the droplet diameter is too small, the unnecessary reduction in drop volume will require 
an increased number of droplets and reduce the throughput. 
 
Finally, the confinement of the droplets in an enclosed trench makes the removal of 
solvent even more critical for the TSV process than the planar pillar process. If the solvent 
is does not evaporate quickly enough, residual solvent may be trapped inside the pillar by 
subsequent drops. This may result in porosity in the final structure, and potentially result 
in electrically open interconnects. 
 
B. Filling and Bumping 
Initial filling experiments involved determining the process conditions amenable to dense 
TSV filling. The process controls explored were jetting frequency, substrate temperature, 
total number of droplets, and droplet burst count. Droplet burst count, a metric unexplored 
in pillar printing, refers to the number of droplets ejected consecutively during drop 
ejection events. Because TSVs are confined structures where initial spreading does not 
adversely affect the scaling of the process, increasing the number of droplets ejected per 
event was explored in order to potentially boost the overall throughput of the process. 
 
Figure 5.7 shows the initial results of the droplet burst count effect on filling quality. In this 
experiment, all of the TSVs used were 60 µm deep and 100 µm in diameter. The substrate 
temperature was 130 °C and the jetting frequency is 0.167 Hz between droplet bursts. 
The droplet burst count is varied from 2 drops per burst to 4 drops per burst. As droplet 
burst count increases, the quality of the filling degrades rapidly as evidenced by the 
increasing roughness and porosity of the filling. This is likely due to the inclusion of solvent 
in the trench which eventually evaporates after being trapped in the structure. In addition, 
more droplets per burst resulted in overflow of the trenches, which is not an acceptable 
result. Ultimately, because droplet burst counts of greater than two resulted in extremely 
adverse effects, all subsequent experiments were performed with only a single droplet 
ejected per burst. 
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Figure 5.7. Effect of drop burst count during printing on TSV filling. All scale bars represent 20 µm. 
 

 
Figure 5.8. Jetting frequency effect on TSV filling. All scale bars represent 20 µm. 
 
Next, the jetting frequency was modulated in order to establish the optimum condition for 
solvent evaporation between droplet ejection events. Figure 5.8 shows that, like 
freestanding pillars, lower jetting frequency results in higher aspect ratio features. 
However, because the features are confined within the TSV trench rather than being 
printed on a planar surface, higher aspect ratio printing in TSVs manifests itself as pillars 
forming inside the trench rather than the deposited liquid expanding to fully fill the 
diameter of the trench. Trenches shown in Figure 5.8 are all printed with 90 µm deep 
wells, 100 µm diameter trenches, 70 total droplets, and 140 °C substrate temperature. At 
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a 0.333 Hz jetting frequency, the entire diameter of the trench is filled. In contrast, 0.200 
Hz, and 0.143 Hz printing results in visible pillars within the trenches. 
 

 
Figure 5.9. Drop count effect on TSV filling. All scale bars represent 20 µm. 
 

 
Figure 5.10. Cross-section SEM images of printed TSVs as a function of drop count. In the 70 and 
90 drop conditions, pillars that formed were broken during dicing. All scale bars represent 20 µm.  
 
A similar experiment was run with smaller, 80 µm diameter trenches (see Figure 5.9). 
However, rather than modulating drop frequency, the total number of droplets was varied 
to understand the progression of filling and pillar formation. In this experiment, the jetting 
frequency was held at 0.143 Hz and the substrate temperature held at 140 °C. As can be 
seen in the angled-view SEM images, the 50 drop condition appears to fill the trench 
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evenly without producing pillars. However, the 70 and 90 drop conditions both produce 
bumps that extend beyond the surface of the trench. Figure 5.10 provides cross-sectional 
images of the same die. For the 70 and 90 drop conditions, pillars formed and extended 
beyond the trench surface, as observed in the top-down images, but were broken off 
during cross-section sample preparation. 
 
Regardless of the presence of pillars, the cross-sectional samples prepared in the 
experiment confirm that TSV filling via inkjet printing can result in dense filling of the TSV 
trench. As described earlier, this is an important quality to confirm as porous TSVs may 
result in both poor mechanical and electrical performance. As shown in the 90 droplet 
sample, the filled TSV does show a few sidewall voids near the bottom of the trench. In 
these trenches, no post-etch processing was performed, i.e. no additional insulating 
layers were deposited and no surface modification procedures were performed to alter 
the wetting of the ink along the trench walls. In the future, these films and processes can 
be explored to help reduce the presence of sidewall voids. 
 

 
Figure 5.11. Laser confocal images of filled and bumped TSVs as a function of drop count for a) 
90 µm TSVs and b) 100 µm TSVs. c) Extracted heights plotted as the center height of the printed 
TSV with respect to the silicon surface. 
 
Finally, because the desired structure is a fully-filled TSV with a moderately-sized bump 
rather than a large pillar extending far beyond the surface, additional tuning experiments 
were performed to determine the most appropriate printing conditions for achieving this 
structure. Using laser confocal microscopy to scan the height difference between the top 
of filled TSVs and the top surface of the trench, it is possibly to rapidly determine the 
optimum drop count for given trench diameters and printing conditions. Figure 5.11 
highlights this process for both 90 µm and 100 µm diameter TSVs. These TSVs were 
printed at a slightly lower substrate temperature (120 °C) and jetting frequency (0.125 Hz) 
in order to avoid pillar formation initiating far below the silicon surface. In the plot shown, 
negative values represent incompletely filled TSVs and positive values represent fully 
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filled and bumped TSVs. As shown, roughly 35 and 40 drops total resulted in bump 
heights of 30 µm for the 90 µm and 100 µm TSVs, respectively. These conditions confirm 
the ability to successfully fill and bump TSVs in a single process step using inkjet printing. 
 
C. Bonding 
With successful filling and bumping established, die were next bonded to each other and 
to pre-patterned wafers to confirm the ability to use this process in chip stacking 
applications. Figure 5.12 shows two side-view optical images of die before and after die-
to-wafer bonding as well as a cross-sectional SEM of die-to-die bonds. As the two side-
view images indicate, the bumped TSV die creates an alignment gap before bonding, but 
this gap almost completely disappears during the bonding process. This is similar to the 
compression observed during the bonding of pillar arrays. This redistribution of material 
is similar to reflow observed in conventional eutectic solder bumps. Although complete 
collapse between die is not ideal due to the potential for electrical shorts between pads, 
this analog to reflow is useful property of the bonding process as it helps mitigate potential 
non-coplanarity issues if all of the filled and bumped TSVs do not have the same bump 
height. 
 

 
Figure 5.12. Images of a) die-to-wafer bonds before and after bonding and b) cross-sectioned die-
to-die TSV bond. The arrows in a) identify the pre- and post-bond alignment gap. Scale bar in b) 
represents 20 µm. 
 
Figure 5.13 shows top-down optical images of filled and bumped TSVs after their die-to-
wafer bonds were broken. These are the same die printed and described in Figure 5.11. 
As expected, as drop count and therefore bump height increases, the wider the 
subsequent spreading of material during flip-chip bonding. In the 35 and 40 drop case, a 
considerable amount of spreading on the surface of the bond pad wafer is observed, but 
the 30 drop condition resulted in minimal to no spreading on the bond pads. While 
minimizing the spreading is important, especially for higher density TSV applications, the 
degree of spreading observed was not sufficient to cause shorting in these die. Therefore, 
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both mechanical and electrical testing were possible without further process 
development. 
 

 
Figure 5.13. Post-shear bond interfaces for die-to-wafer bonded TSV arrays. 
 
D. Mechanical and Electrical Properties 
As described earlier, mechanical and electrical tests were conducted using die shear tests 
and probing daisy-chained structures, respectively. In order to extract the average shear 
properties of a single filled, bumped, and bonded TSV, arrays of TSVs were printed and 
bonded to pre-patterned bond pads on a silicon wafer. Figure 5.14 shows the die shear 
test schematic and the results of shear testing multiple 12-by-12 arrays. The best 
performance achieved was 1.9 kgf for the entire array, or an average pillar shear 
resistance of 13.2 gf per bond or approximately 1.68 mg/µm2 per bond. 
 
Finally, electrical tests were performed using the daisy-chain structures described 
previously. Figure 5.15 shows intermediate and complete processing results for post-
bonding processes. The ultimate structure was intended to have daisy-chained bonds 
along the entire perimeter of the die. However, as can be seen, the metal deposition 
process was not perfectly optimized, resulting in incomplete bonds along the perimeter. 
Despite this shortcoming, it was possible to measure bonds pairwise. The highest 
performance achieved in the bumped and bonded TSVs was 35 mΩ per bond. Using a 
100 µm tall, 50 µm diameter cylinder as a model for the geometry of the TSV, this is 
equivalent to approximately 300 µΩ-cm, or roughly ten times lower conductivity that 
freestanding pillars. 
 
The table in Figure 5.15c summarizes a comparison of measured results for mechanical 
and electrical performance of both pillars and TSVs fabricated with Harima NPG-J. While 
the overall shear strength of the die is high, the shear strength per bond is much lower 
than shear strength observed in printed pillars, similar to the lower electrical performance 
observed in the TSVs. There are a few likely explanations. First, due to bond profile 
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restrictions, only 10 minute bond profiles were used for simultaneous bonding and 
sintering at 250 °C. Second, because the TSV is a confined structure, sintering within this 
structure will likely not proceed in the same manner as sintering in freestanding pillars. 
Namely, there is a higher likelihood that diffusion of the encapsulant material will be 
further restricted by the geometry of the structure. This may result in lower performance 
at similar sintering time and temperature profiles. 
 

 
Figure 5.14. Die-shear testing of die-to-wafer bonded TSV arrays. 
 

 
Figure 5.15. Optical images of fully-processed TSVs used in electrical testing. 
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5.3. Summary 
TSVs represent the most likely route to heterogeneous chip stacking, a technological 
capability that promises to continue advancing the performance of integrated circuits while 
maintaining thin profiles and small footprints. However, because the TSV process and 
materials development is still in the early stages, plenty of room exists for the exploration 
of applying inkjet printing processes to TSV filling and bumping process flows. 
 
Using a process based on the same three-dimensional printing process developed for 
freestanding pillars, robust TSVs have been demonstrated using a commercial gold 
nanoparticle inkjet ink as the interconnect metal. While the performance of the printed 
TSVs described is not as high as printed pillars fabricated with the same ink, the ability to 
use inkjet printing and metal nanoparticle inks to successfully fill and bump TSVs in a 
single process step is a significant result. As will be discussed in the final chapter of this 
dissertation, there are many areas primed for improvement. However, this process, when 
combined with low density TSV arrays, has the potential to dramatically reduce the 
process costs for integrating and stacking multiple chips onto each other.
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Chapter 6. Conclusions and Outlook 
 

 
This dissertation has thoroughly explored many aspects of inkjet printing as well as the 
direct application of inkjet printing material and processes to the semiconductor 
packaging industry. This final chapter will review the primary results and conclusions of 
each of the main subjects addressed within this dissertation as well as include a brief 
discussion on the future outlook of each subject. 
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6.1. Nanoparticle-based Ink Formulation 
 
6.1.1. Review 
The first subject of this work is the development of a systematic protocol for design custom 
nanoparticle-based inks. As opposed to commercial inks, custom inks provide the benefit 
of a) having complete control over the contents of the ink and b) the potential for 
introducing new materials to the inkjet printing arena. Unfortunately, the design of 
nanoparticle inks has long been considered an art, and therefore a protocol for even basic 
ink formulation was not readily available until this work was completed. 
 
While ink designers should consider the interactions of the ink with both the nozzle 
(jetting) and the substrate (wetting), the ink design strategy presented focused only on the 
jetting aspect of ink formulation. This is primarily because jetting can be considered a 
limiting function, i.e. without a reliably jetting ink, modulation and design of the wetting 
characteristics of the ink on a substrate is not possible. 
 
In order to develop this strategy, both the ink formulation and ink characterization required 
standardization. With regard to ink formulation, all inks must be thoroughly tested with ex 
situ methods to determine the critical fluid properties that affect jetting, viscosity, surface 
tension, and density. Special care must also be taken to be aware of any shear rate 
viscosity dependence, i.e. non-Newtonian behavior. With regard to characterization, the 
pulse waveform of each ink tested should be first optimized to maximize the drop 
momentum as opposed to drop velocity because this normalizes for any issues related to 
pressure difference within and across ink formulations. Then, the drop velocity and 
volume must be measured in order to derive two dimensionless parameters, Ca and We, 
which can be used to describe the jetting behavior of one ink relative to another. 
 
Finally, methods for modulating the jettability of an ink were introduced based on co-
solvent addition and nanoparticle loading. Both of these methods prove to be very useful 
in altering an inks jettability, and are therefore the primary means of adjusting an inks 
composition in a systematic manner aimed at creating reliable jetting. This systematic 
procedure is the main product of this body of work. 
 
6.1.2. Future Work 
As described earlier, the procedure developed is a powerful tool for ink formulation and 
may have a large impact in guiding the design for custom inkjet inks in research and 
development level settings. However, this procedure focuses primarily on the 
development of ink formulations based on the interactions of the ink with the nozzle alone. 
Future work in this area should extend ink development to include the interaction between 
the ink and the substrate as well. Due to the nature of printed electronics, various 
substrates should be considered, including rigid silicon as well as plastics commonly used 
to fabricate flexible electronic devices. 
 
Furthermore, the ink formulation procedure developed thus far knowingly excludes 
additional components such as surfactants and other additives that are common in 
commercial ink formulations. These components may be added for a number of reasons, 
some of which may be more related to the ink-substrate interaction as opposed to the ink-
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nozzle interaction. Regardless of their application, it is widely accepted that additional ink 
components are necessary for deriving optimal ink performance. Therefore, an additional 
extension to this body of work which includes the incorporation of these components is 
logical next step. 
 
Finally, the work included here is limited to strictly metal nanoparticle inks. A clear 
expansion of this work would include the investigation of alternative materials relevant to 
printed electronics, such as metal oxide nanoparticles for semiconductors or dielectrics 
as well as alternative conductive materials such as carbon nanotubes. 
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6.2. Heuristic Optimization of Nanoparticle Solubility and Chemistry 
 
6.2.1. Review 
The second body of work presented in this dissertation is related to a subset of the ink 
design process, metal nanoparticle solubility. Both increasing metal nanoparticle solubility 
as well as understanding the how nanoparticle solubility is affected by the encapsulant 
composition were the goals of this work. In order to achieve this practical goal and gain 
this insight, however, a large number of experimental observations are necessary. 
 
Therefore, a heuristic search algorithm based on a genetic algorithm called NSGA-II was 
applied to the discovery of desirable metal nanoparticles. One of the benefits of the 
NSGA-II algorithm is its inherent capability to optimize systems based on multiple criteria. 
For the nanoparticle optimization described, the two criteria selected were nanoparticle 
solubility and nanoparticle carbon content. The goal was to increase solubility while 
decreasing carbon content. 
 
Because metal nanoparticle syntheses are not very fast processes, the silver nanoparticle 
synthesis targeted for optimization was first adapted to a high-throughput, robotically-
controlled synthesis. In addition, high-throughput protocols based on UV-Vis and TGA 
were developed in order to successfully produce large populations of synthetic conditions 
in a very short period. In this way, the combination of high-throughput synthesis and 
analysis was responsible for enabling the practical application genetic algorithm to this 
synthetic optimization.  
 
Ultimately, in only three generations, the nanoparticle system exhibited a maximum boost 
in solubility of nearly 10%, and the minimum bound carbon content was also decreased 
to approximately 25% of the total nanoparticle mass. 
 
6.2.2. Future Work 
These optimized results are very exciting because they both indicate that genetic 
algorithms are an effective means of nanoparticle discovery and they produced a very 
practical nanoparticle system for inkjet printing applications. Unfortunately, though, further 
investigation into the cause for solubility was not completed. These types of studies often 
require low-throughput or challenging techniques such as TEM, STM, and NMR. It is not 
practical to include these techniques in a high-throughput process because they would 
act as a bottleneck. Therefore, developing models for solubility as a function of 
encapsulant composition and structure would be an exciting next step. 
 
Initial studies based on observations of individual synthetic conditions that produce very 
different solubilities may help guide initial results. For example, understanding if 
encapsulant composition shifts result in changes in encapsulant organization on the 
nanoparticle surface is an important relationship to understand. Furthermore, while the 
nanoparticle size distribution should nominally not be strongly affected by the synthetic 
conditions tested in this work, it is possible that even slight changes in nanoparticle size 
(and therefore radius of curvature and encapsulant organization) may affect the ultimate 
solubility. 
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Finally, extending the solubility study to include alternative solvents as well as alternative 
encapsulants may help elucidate the relationship between encapsulant composition and 
nanoparticle solubility. For example, solvents such as toluene and short-chain alkanes 
are highly successful at suspending these nanoparticles. In addition, branched alkyl 
chains may also improve the solubility of nanoparticles while helping further reduce the 
total carbon content. Performing these studies using the same genetic algorithm approach 
may yet again result in the rapid identification of high performing materials. 
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6.3. Three-dimensional Inkjet Printing for Semiconductor Packages 
 
6.3.1. Review 
The final two chapters of this dissertation explored two new applications for inkjet printing 
within the arena of semiconductor packaging: solder bump replacement and TSV filling. 
The expected benefits of introducing inkjet printing to packaging are twofold. First, inkjet 
printing may present a cost reduction due to the additive nature of the process. Second, 
inkjet printing allows for the direct incorporation of novel materials such as metal 
nanoparticles. The challenges for this project were the process development for three-
dimensional printing of these metal nanoparticles as well as the characterization of these 
materials with regard to their electrical and mechanical performance when compared to 
conventional processes. 
 
The process developed for three-dimensional printing is a very useful contribution to the 
inkjet printing community because it identifies the fundamental controls for three-
dimensional printing of inks: substrate temperature and jetting frequency. The 
identification of these important controls will inform the future design of inks more 
amenable to three-dimensional printing, and were sufficient to permit the custom design 
of inks described within this dissertation. 
 
With regard to the applications targeted, both pillar and TSV structures were successfully 
fabricated and characterized. For pillars, the electrical and mechanical properties 
achieved outperformed conventional materials. The TSV performance presented was is 
acceptable for initial process development, but further work in either process or material 
optimization is needed to improve TSV performance. Finally, this body of work included 
the first in-depth study of the mechanics of sintering in very thick structures comprised of 
metal nanoparticles. A basic model for sintering was presented based on advanced 
characterization techniques for pillar sintered on hotplates. The results indicate there may 
be a performance limitation of the materials due to an unavoidable inclusion of carbon-
based encapsulant within the structures. 
 
6.3.2. Future Work 
With regard to both the pillar printing process as well as the TSV filling and bumping 
process, there are many avenues for future research and development. With respect to 
the pillar process, although the process proved to be very repeatable, a study 
investigating the underlying mechanism that dictates the growth of three-dimensional 
features using these materials would be of huge interest to the community. While the 
jetting frequency and substrate temperature are clearly important process parameters, a 
deeper exploration into the material and fluid properties of the ink may help generalize 
the process to other inks. Indeed, establishing a pillar process for copper nanoparticle 
inks would also be an industrially-relevant material system worth pursuing. 
 
For both the pillar and TSV processes alike, alternative sintering techniques such as laser 
or microwave processes and their effects on the electrical and mechanical performance 
of the structures should be considered. Furthermore, investigation into the bonding of the 
features is also necessary. Because these structures contain both metal and carbon, the 
development of robust bonding techniques and advanced analysis of the bonds created 
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will be very important to understand. Investigating the relationship between the already-
deposited metallization layer and the printed structure as a function of bond conditions 
such as time, temperature, and force would be solid initial study. 
 
Finally, with respect to the TSV process alone, the current process was pushed to only a 
70 µm critical dimension as the most extreme process attempted. Further scaling of the 
process to smaller critical dimensions should be possible through scaling of the nozzle 
dimension, though this work has yet to be completed. In addition, the application of 
custom inks should also be considered in order to further boost performance of these 
structures. 
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6.4. Conclusion 
An ever-present motivation for this entire work is the exploration of inkjet printing and 
metal nanoparticles as alternative processes and materials for electronics manufacturing. 
Much like the historical progression of the electronics industry, the advancement of these 
processes and materials require specific advances in a broad set of subjects such as 
chemistry, materials science, electrical engineering, etc. While this may seem to be a 
daunting task on the surface, the potential for printed electronics to have a large impact 
on the electronics industry as a whole is still very high. The key to realizing this impact, 
however, is in the narrowing of the applications and materials targeted for advancement. 
Metal nanoparticle inks represent perhaps one of the simplest inks to be applied in printed 
processing because their goal and optimization is always the same: to be conductive. In 
addition, the application of inkjet printing as a potentially disruptive process for the 
electronics industry will require that resolution of inkjet printing should overlap strongly 
with the processes it should replace. In that way, packaging applications make a strong 
case for the call to new, cheaper processing via inkjet printing. Though it will take focused 
efforts on many fronts, the future of printed electronics remains bright. 
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Appendix B 
Gold Nanoparticle Synthesis Procedure 

 
 
Chemicals 
Hydrogen tetrachloroaurate(III) hydrate (HAuCl4⋅xH2O) 
1-Dodecanethiol (C12H26S) 
1-Octanethiol (C8H17SH) 
1-Hexanethiol (C6H13SH) 
1-Butanethiol (C4H9SH) 
Sodium borohydride  (NaBH4) 
Tetraoctylammonium Bromide (C32H68BrN) 
Toluene (C7H8) 
Deionized water 
Ethanol (C2H5OH) 
Acetone((CH3) 2CO) 
 
Laboratory Equipment 
Rotary Evaporator 
High-frequency sound wave generator 
Glass filtration frit 
 
Synthesis Process 
The synthesis procedure consists of three main steps, of which different conditions yields 
different-sized nanocrystals.  The reaction steps and the respective conditions are as 
follows:  (1) temperature of the NaBH4 reduction step (2) the mole ratio of dodecanethiol: 
HAuCl4⋅xH2O (3) the rate of addition of NaBH4. 
 
• Add 12.10g of tetraoctylammonium bromide to a vigorously stirred solution of 645mL 

toluene.  (Organic phase) 
• Add 2.5g of HAuCl4⋅xH2O to 200mL of deionized water.  This should be a yellow 

solution.  (Aqueous phase) 
• Mix the aqueous phase in the vigorously stirred organic phase.  The aqueous phase 

should now be clear and the organic phase should be orange-brown. 
• Isolate the organic phase and add the desired molar ratio amount of thiol.  The 

solution must be stirred for 10 minutes at room temperature.  The solution should 
become pale yellow or colorless if the mole ratio is greater than 2. 

• Adjust the solution to the desired reduction temperature.  (Use room temperature) 
• Mix NaBH4, 3.065g in 200mL of deionized water. (Reduction solution) 
• Vigorously stir the organic phase as the reduction solution is added in.  The 

reduction solution can be added over a period of 10s, 2min, or 15min.  (Use 10s)  
The solution should now become very dark. 

• Stir the solution for 30min at the reduction temperature, then for 3hr. at room 
temperature. 
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(Murray Method) 
• Isolate the organic phase and remove all the solvent in a rotary evaporator.  Do not 

allow the temperature to exceed 500C to prevent partial decomposition of large gold 
cluster. 

• Suspend the particles in 241.2mL of ethanol and sonicate the suspension briefly for 
complete dissolution of byproducts. 

• Collect particles on a glass filtration frit.  Wash with at least 645mL of ethanol and 
1.210mL of acetone. 

• Air dry particles or dry in vacuum. 
 
Physical properties of Reactants 
 

Chemical Formula Molecular 
Weight (g/mol) 

Melting Point 
(°C) 

Boiling Point 
(°C) 

Density 
(g/mL) 

Hydrogen tetrachloroaurate(III) 
hydrate HAuCl4⋅xH2O 339.79   3.900 

1-Octadecanethiol C18H39SH 286.5582 29-31 204-210 0.847 
1-Dodecanethiol C12H25SH 202.40  266-283 0.845 
1-Octanethiol C8H17SH 146.30  197-200 0.843 
1-Hexanethiol C6H13SH 118.24  150-154 0.838 
1-Butanethiol C4H9SH 90.19  98 0.842 
Sodium borohydride NaBH4     
Tetraoctylammonium Bromide (C8H17)4BrN 546.82 97-99   
Toluene C6H5CH3 92.1402 -93 110.6 0.867 
Deionized water H2O 18.0152 0 100 0.955 
Ethanol C2H5OH 58.0798 -94.3 56.2 0.7857 
Acetone C3H6O 46.0688 -114.1 78.3 0.789 

 
Mole Ratio of Thiol:Gold 
 
Hydrogen tetrachloroaurate(III) hydrate = 2.5g (0.00736 mol) 
 

Chemical 1:1 3:1 4:1 1/12:1 
Octadecanthiol 2.109068g 2.4900mL 6.327205g 7.4701mL 8.436273 9.9602mL 0.175756g 0.2075mL 
Dodecanethiol 1.489664g 1.7588mL 4.468992g 5.2763mL 5.958656g 7.0350mL 0.124139g 0.1466mL 
Octanethiol 1.076768g 1.2713mL 3.230304g 3.8138mL 4.307072g 5.0851mL 0.089731g 0.1059mL 
Hexanethiol 0.870246g 1.0274mL 2.610739g 3.0823mL 3.480986g 4.1098mL 0.072521g 0.08562mL 
Butanethiol 0.663798g 0.7837mL 1.991395g 2.3511mL 2.655194g 3.1348mL 0.055317g 0.06531mL 
 
Materials 
 

Chemical CAS Supplier Catalog Number Purity Volume (L) / Mass (g) Cost 
Hydrogen tetrachloroaurate(III) 
hydrate 16903-35-8 Strem 79-0500 99.9 25 g 1298 

Tetraoctylammonium bromide 14866-33-2 Sigma 294136 98 25 g 113 
Sodium borohydride 16940-66-2 Strem 93-1118 98 50 g 29 
Sodium borohydride 16940-66-2 Sigma 71321 99 25 g 47 
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Appendix C 
Silver Nanoparticle Synthesis Procedure 

 
 
Chemicals 
Silver acetate (AgC2H3O2) 
1-Dodecylamine (C12H27N) 
1-Tetradecylamine (C14H31N) 
1-Hexadecylamine (C16H35N) 
1-Octadecylamine (C18H39N) 
Phenylhydrazine (C6H8N2) 
Toluene (C7H8) 
Acetone (C3H6O) 
 
Laboratory Equipment 
1000 mL round-bottom flask for synthesis 
Beakers for purification 
Heated oil bath 
Rotary Evaporator 
 
Synthesis Process 
The synthesis involves three steps: nanoparticle formation in organic solution, 
nanoparticle extraction via rotary evaporation, and nanoparticle purification and washing. 
The synthesis involves using phenylhydrazine as a reducing agent and the appropriate 
alkyl amine as an encapsulant. The main variable condition is the molar ratio of alkyl 
amine to silver. 
 

• Measure desired mass of silver acetate for reaction (typically 1 g or 5.99 mmol) 
• Measure appropriate mass of alkyl amine to achieve desired molar ratio of alkyl 

amine:silver (typically on order of 5-10 mmol alkyl amine: 1 mmol silver) 
• Add both materials to round-bottom flask and pour in 40 mL toluene per 1 mmol 

of silver 
• Dissolve solution in oil bath at 60 °C. The solution should appear clear when 

dissolution of silver acetate and alkyl amine is complete. 
• Measure appropriate mass of the reducing agent, phenylhydrazine, to achieve 

the desired molar ratio of reducing agent:silver (typically on order of 0.5-2 mmol 
reducing agent: 1mmol silver) 

• Dissolve reducing agent in toluene with a ratio of ~1 mmol reducing agent: 100 
mmol toluene 

• Mix dissolved reducing agent to stirring solution over the course of 5 minutes and 
allow to react for one hour at 60 °C. The solution should appear black. 

• After one hour, quench reaction with 3 mL acetone. 
• Use rotary evaporator to remove solvents from solution. A brown slurry will result 
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• Crash NPs with acetone. Use 100 mL acetone per 1 mmol silver. Allow NPs to 
settle for at least 10 minutes, and then decant supernatant. 

• Repeat wash step above until supernatant appears perfectly clear. 
• Add approximately 100 mL acetone to washed NPs and transfer to Buchner 

funnel with P5 filter paper for final washing and collection. 
• DO NOT pull vacuum through Buchner funnel until all of the acetone has passed 

through (only pull vacuum to aid in drying nanoparticles after solvent has passed) 
• Collect NPs and store in cold environment. 

 
Physical Properties of Reactants 
 

Chemical Formula Molecular Weight 
(g/mol) 

Melting Point 
(°C) 

Boiling Point 
(°C) 

Density 
(g/mL) 

Silver Acetate AgC2H3O2 166.91 --- --- 3.26 
1-Dodecylamine C12H27N 185.35 ~30 ~248 0.806 

1-Tetradecylamine C14H31N 213.40 ~39 162 0.8571 
1-Hexadecylamine C16H35N 241.46 44 330 0.813 
1-Octadecylamine C18H39N 269.51 51 232 0.86 
Phenylhydrazine C6H8N2 108.14 19.5 243.5 1.0978 

Toluene C7H8 92.1402 -93 110.6 0.867 
Acetone C3H6O 46.0688 -114.1 78.3 0.789 
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Appendix D 
MATLAB Automated UV-Vis Analysis 

 
 
%% UVVis_Combine 
% This script will run the UVVis_Import command multiple times in order to 
% combine multiple plates into a collective dataset 
  
function [Plate,Spec,Data] = UVVis_Combine(count) 
  
%Define Plate and Spec stucts 
Plate = struct('tot',[],'well_row',[],'well_col',[],'well_tot',[]); 
Spec = struct('start',[],'step',[],'stop',[],'length',[],'spec',[]); 
Data_temp = struct('plate_no',[],'well_no',[],'well_ID',[],... 
    'well_row',[],'well_col',[],'well_data',[]); 
  
%Initialize local variables 
files = repmat({''},count,1); 
rows = zeros(count,1); 
cols = zeros(count,1); 
  
rows_tot = 0; 
cols_tot = 0; 
well_tot = 0; 
  
%Ask user which files to select 
for i=1:count 
    fprintf('File #%d. Enter name: ',i); 
    files(i) = cellstr(input('','s')); 
    fprintf('\tRows:\t\t'); 
    rows(i) = input(''); 
    fprintf('\tColumns:\t'); 
    cols(i) = input(''); 
    rows_tot = rows_tot + rows(i); 
    cols_tot = max(cols_tot,cols(i)); 
    well_tot = well_tot + rows(i)*cols(i); 
end 
fprintf('Hit 0 to join by column. 1 to join by row.: ') 
  
%Update Plate struct based on user input 
Plate.tot = count; 
Plate.well_row = rows_tot; 
Plate.well_col = cols_tot; 
Plate.well_tot = well_tot; 
  
%Define Data struct 
Data(well_tot) = struct('plate_no',[],'well_no',[],'well_ID',[],... 
    'well_row',[],'well_col',[],'well_data',[]); 
  
%Import data, fill out Data struct, and extract Spec struct 
wells_start = 1; 
for i=1:count 
    [~,Spec,Data_temp] = UVVis_Import_2(files{i},rows(i),cols(i),i); 
    wells_final = wells_start + rows(i)*cols(i)-1; 
    Data(wells_start:wells_final) = Data_temp; 
    wells_start = wells_final+1; 
end 
  
%Update values in Data struct 
for i=1:Plate.well_tot 
    Data(i).well_no = i; 
    if Data(i).plate_no > 1 
        Data(i).well_row = Data(i).well_row + (Data(i).plate_no-1)*rows(Data(i).plate_no-1,1); 
    end 
end 
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%% UVVis_Import_2 
% This function will import tab-delimited UV-Vis spectra and place into 
% three structs defining Well count, Spectrum details, and Data 
  
function [Plate, Spec, Data] = UVVis_Import_2 (FileToRead,rows,cols,plate) 
%% Open file and determine well count, scan parameter, and header size 
  
% Clear variables, set scan strings to search for, and grab first line 
well_match = 'Plate Type'; 
scan_match = 'Spectrum ['; 
fid = fopen(FileToRead); 
tline = fgets(fid); 
HeaderLines = 0; 
  
%Define plate struct 
Plate(1) = struct('plate_no',[],'well_row',[],'well_col',[],'well_tot',[]); 
  
%Define spectrum struct 
Spec(1) = struct('start',[],'step',[],'stop',[],'length',[],'spec',[]); 
  
while ischar(tline) 
    %Quit when end of header reached 
    if strfind(tline,'Wavelength') ~= 0 
        break 
    end 
     
    %Increment header counter 
    HeaderLines = HeaderLines + 1; 
     
    %Extract number of wells 
    if strfind(tline,well_match) ~= 0 
        div = textscan(tline,'%s'); 
        div_length = length(div{1,1}); 
        div_num = str2double(div{1,1}); 
        div_finite = isfinite(div_num); 
        for i=1:div_length 
            if div_finite(i)==1 
                wells_total = div_num(i); 
            end 
        end 
    end 
     
    %Extract scan parameters 
    if strfind(tline,scan_match) ~= 0 
        [~,remain] = strtok(tline,'['); 
        div = textscan(remain,'%s'); 
        start_length = length(div{1,1}{1,1}); 
        spectrum_start = str2double(div{1,1}{1,1}(2:start_length-2)); 
        end_length = length(div{1,1}{3,1}); 
        spectrum_end = str2double(div{1,1}{3,1}(1:end_length-2)); 
        step_length = length(div{1,1}{5,1}); 
        spectrum_step = str2double(div{1,1}{5,1}(1:step_length-1)); 
    end 
     
    %Grab next line 
    tline = fgets(fid); 
end 
  
%close file 
fclose(fid); 
  
%Output all important extracted data to struct 
Plate.plate_no = plate; 
Plate.well_row = rows; 
Plate.well_col = cols; 
Plate.well_tot = rows*cols; 
if rows*cols ~= wells_total 
    warning('Extracting data from partial plate'); 
end 
Spec.start = spectrum_start; 
Spec.stop = spectrum_end; 
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Spec.step = spectrum_step; 
Spec.length = (spectrum_end - spectrum_start)/spectrum_step + 1; 
Spec.spec = transpose(spectrum_start:spectrum_step:spectrum_end); 
  
%% Read data into array. Treat empty wells as empty cells in array. 
  
%Define Data struct based on total number of wells 
Data_temp(96)=struct('plate_no',[],'well_no',[],'well_ID',[],... 
    'well_row',[],'well_col',[],'well_data',[]); 
  
Data(Plate.well_tot)=struct('plate_no',[],'well_no',[],'well_ID',[],... 
    'well_row',[],'well_col',[],'well_data',[]); 
  
%Create formatSpec variables for reading files, including skip end of line 
%for scans shorter than the whole length of the line 
formatSpec_text = '%s'; 
formatSpec_data = '%s'; 
for i=1:96 
    formatSpec_text = strcat(formatSpec_text,'%s'); 
    formatSpec_data = strcat(formatSpec_data,'%f'); 
end 
formatSpec_text =strcat(formatSpec_text,'%*[^\n]'); 
formatSpec_data =strcat(formatSpec_data,'%*[^\n]'); 
  
%Open file and read in data to temp arrays 
fid = fopen(FileToRead); 
text = textscan(fid,formatSpec_text,1,'delimiter','\t','HeaderLines',HeaderLines); 
data = textscan(fid,formatSpec_data,Spec.length,'delimiter','\t','TreatAsEmpty','?????'); 
  
%Assign well_no, well_ID, well_col, and well_row values 
for i=1:96 
    Data_temp(i).plate_no = plate; 
    Data_temp(i).well_no = i; 
    Data_temp(i).well_ID = ['P',num2str(plate),'_',text{1,i+1}{1,1}]; 
    col_ind = mod(i,12); 
    if col_ind == 0 
        Data_temp(i).well_col = 12; 
    else 
        Data_temp(i).well_col = col_ind; 
    end 
    Data_temp(i).well_row = floor((i-1)/12+1); 
end 
  
%Rewrite data into final array 
for i=1:96 
    for j=1:Spec.length 
        Data_temp(i).well_data(:,1)=data{1,i+1}; 
    end 
end 
  
%Transfer desired data to final struct 
count = 0; 
for i=1:96 
    if Data_temp(i).well_row <= rows && Data_temp(i).well_col <= cols 
        count = count + 1; 
        Data(count).plate_no = Data_temp(i).plate_no; 
        Data(count).well_no = Data_temp(i).well_no; 
        Data(count).well_ID = Data_temp(i).well_ID; 
        Data(count).well_col = Data_temp(i).well_col; 
        Data(count).well_row = Data_temp(i).well_row; 
        Data(count).well_data = Data_temp(i).well_data; 
    end 
end 
  
%% Close file 
fclose(fid); 
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%% UVVis_Analysis_7 
%This version should be used with MATLAB 2014b and newer due to updated 
%commands for graphics objects. Removes plot functionality and places it in 
%a different program. Calls importUVVis2, which has different struct 
%format. 
  
%This version is a stripped down version of UVVis_Analysis whereby only one 
%offset-correction algorithm is used. The algorithm used is identical to 
%the third offset-correction algorithm (Alg 3) used in the original code. 
  
%This version now calls UVVis_Combine in order to ask the user if they need 
%to combine multiple plates into a single dataset. Also adds sample 
%rejection based on peak OD value extracted. 
  
%This version now performs only one linear fit rather than linear fits 
%between multiple subsets of peak data 
  
%% Clear Workspace and Declare Global Variables 
clear all; 
close all; 
global Plate; 
global Spec; 
global Data; 
  
%% Call UVVis_Import function to bring in data 
fprintf('----IMPORT RAW DATA----\n\t'); 
plate_count = input('Enter number of plates you wish to combine: '); 
[Plate, Spec, Data]= UVVis_Combine_2(plate_count); 
fprintf('\t\t\t\t\t\tCOMPLETE\n'); 
  
%% Ask user which columns of spectra are samples 
fprintf('----SAMPLE SPECTRA----\n'); 
fprintf('\tEnter which column numbers contain sample spectra.\n\t'); 
temp_in = input('Separate by comma: ','s'); 
temp_in_cell = textscan(temp_in,'%f','Delimiter',','); 
col_sample_list = transpose(temp_in_cell{1,1}); 
col_sample_tot = size(col_sample_list,2); 
  
%% Ask user which columns of spectra are blanks 
fprintf('----BLANK SPECTRA----\n'); 
fprintf('\tEnter which column numbers contain blank spectra.\n\t'); 
temp_in = input('Separate by comma: ','s'); 
temp_in_cell = textscan(temp_in,'%f','Delimiter',','); 
col_blank_list = transpose(temp_in_cell{1,1}); 
col_blank_tot = size(col_blank_list,2); 
  
%% Ask user which rows should be grouped as replicates 
row_rep_list = []; 
fprintf('----REPLICATE DATASETS----\n'); 
fprintf('\tEnter which rows numbers should be grouped as replicates.\n\tNote: All rows 
automatically grouped into a single ''All'' Dataset\n\t'); 
fprintf('Replicate dataset 1: '); 
temp_in = input('Separate by comma or enter 0 to quit: ','s'); 
while temp_in(1,1) ~= '0'; 
    temp_in_cell = textscan(temp_in,'%f','Delimiter',','); 
    row_rep_tot = length(temp_in_cell{1,1}); 
    row_rep_list = [row_rep_list;transpose(temp_in_cell{1,1})]; 
    fprintf('\tReplicate dataset %d: ',size(row_rep_list,1)+1); 
    temp_in = input('Separate by comma or enter 0 to quit: ','s'); 
end 
row_rep = size(row_rep_list,1); 
col_rep = size(row_rep_list,2); 
  
%% To Do: Make sure columns not accidentally marked as both sample and blank 
  
%% Create list (array) of datasets (including replicate sets) and the sets legend 
sets_tot = Plate.well_row + row_rep + 1; 
sets_list = zeros(sets_tot,Plate.well_row); 
for i=1:Plate.well_row 
    sets_list(i) = i; 
    sets_list(sets_tot,i) = i; 



Sadie Appendix D 

144 
 

end 
sets_list((sets_tot-row_rep):sets_tot-1,1:col_rep) = row_rep_list; 
  
sets_legend = repmat({''},sets_tot,3); 
for i=1:sets_tot 
    temp_in = num2str(sets_list(i,:)); 
    temp_in = regexprep(temp_in,' 0',''); 
    temp_in = regexprep(temp_in,' ',''); 
    sets_legend{i,1} = temp_in; 
    sets_legend{i,2} = ['Rxn ',temp_in]; 
    sets_legend{i,3} = ['Rxn ',temp_in]; 
    if i==max(sets_tot) 
        sets_legend{i,2} = 'Rxn All'; 
        sets_legend{i,3} = 'Rxn All'; 
    end 
end 
  
%% Ask user to define column x values 
fprintf('----COLUMN DILUTION FACTORS----\n'); 
fprintf('\tEnter the dilution factor for each of the following columns.\n'); 
col_labels = repmat({''},Plate.well_col,2); 
col_labels_sort = col_labels; 
col_x = zeros(col_sample_tot,2); 
for i=1:col_sample_tot 
    fprintf('\tColumn %d: ',col_sample_list(i)); 
    temp_in = input('','s'); 
    col_labels{col_sample_list(i),1}=col_sample_list(i); 
    col_labels{col_sample_list(i),2}=['1/',temp_in]; 
    col_x(i,1) = col_sample_list(i); 
    col_x(i,2) = 1/str2double(temp_in); 
end 
for i=1:col_blank_tot 
    col_labels{col_blank_list(i),1}=col_blank_list(i); 
    col_labels{col_blank_list(i),2} = 'Blank'; 
end 
%Sort col_x and col_labels in ascending order (with blanks last) 
col_x = sortrows(col_x,2); 
for i=1:col_sample_tot 
    col_labels_sort{i,1} = col_x(i,1); 
    col_labels_sort{i,2} = col_labels{col_labels_sort{i,1},2}; 
end 
for i=1:col_blank_tot 
    col_labels_sort{i+col_sample_tot,1}=col_blank_list(i); 
    col_labels_sort{i+col_sample_tot,2} = 'Blank'; 
end 
col_labels = col_labels_sort; 
  
%% Ask user to rename sets 
fprintf('----RENAME DATASETS---\n\t'); 
temp_in = input('Enter 1 to rename set: '); 
for i=1:sets_tot 
    if temp_in == 1 
        fprintf('\tDataset #%d is "%s". Rename to: ',i,sets_legend{i,2}); 
        sets_legend{i,3} = input('','s'); 
    end 
end 
  
%% Initialize struct for individual well analysis 
%Include imported name, real name, flags, plot data, corrected plot data, 
%peak intensity, peak wavelength, fwhm 
fprintf('\n----IND_ANALYSIS STRUCT INITIALIZATION:'); 
Ind_Analysis(Plate.well_tot,1)=struct('plate_no',[],'well_no',[],'well_ID',[],... 
    'well_name',[],'well_col',[],'well_row',[],'well_blank_flag',[],... 
    'well_NaN_flag',[],'well_dil_frac',[],'well_dil_fact',[],'well_plot_color',[],... 
    'datasets',[],'series',[],'well_data',[],'well_data_oc',[]); 
for i=1:Plate.well_tot 
    %Copy initial data directly from imported spectrum data 
    Ind_Analysis(i).plate_no = Data(i).plate_no; 
    Ind_Analysis(i).well_no = Data(i).well_no; 
    Ind_Analysis(i).well_ID = Data(i).well_ID; 
    Ind_Analysis(i).well_name = {}; 
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    Ind_Analysis(i).well_col = Data(i).well_col; 
    Ind_Analysis(i).well_row = Data(i).well_row; 
    Ind_Analysis(i).well_blank_flag = 0; 
    Ind_Analysis(i).well_data = Data(i).well_data; 
    Ind_Analysis(i).well_NaN_flag = ismember(1,isnan(Ind_Analysis(i).well_data)); 
    Ind_Analysis(i).well_dil_frac = col_labels{col_x == Ind_Analysis(i).well_col,2}; 
    Ind_Analysis(i).well_dil_fact = col_x(col_x == Ind_Analysis(i).well_col,2); 
    Ind_Analysis(i).well_data_oc = zeros(Spec.length,1); 
    Ind_Analysis(i).peak = struct('I',NaN,'lambda',NaN,'FWHM',NaN); 
     
    %Set datasets 
    if ismember(Ind_Analysis(i).well_col,col_sample_list)==1 
        [row,~]=find(ismember(sets_list,Ind_Analysis(i).well_row)); 
        if isempty(row) == 0; 
            Ind_Analysis(i).datasets=transpose(row); 
        end 
    end 
     
    %Update series list 
    for j=1:length(Ind_Analysis(i).datasets) 
        sets_index = Ind_Analysis(i).well_row; 
        dataset_search = Ind_Analysis(i).datasets(j); 
        Ind_Analysis(i).series(j) = find(sets_list(dataset_search,:)==sets_index); 
    end 
     
    %Update blank flag 
    if ismember(Ind_Analysis(i).well_col,col_blank_list)==1 
        Ind_Analysis(i).well_blank_flag = 1; 
        Ind_Analysis(i).well_dil_fact = NaN; 
    end 
     
    %Rename Sample_IDs 
    if isempty(Ind_Analysis(i).well_name) 
        Ind_Analysis(i).well_name = Ind_Analysis(i).well_ID; 
    end 
end 
fprintf('\t\t\t\tCOMPLETE\n'); 
  
%% Initialize struct for dataset analysis 
fprintf('----SET_ANALYSIS INITIALIZATION:'); 
Set_Analysis(sets_tot,1) = struct('number',[],'name',[],'rep_tot',[]); 
for i=1:sets_tot 
    Set_Analysis(i).number = i; 
    Set_Analysis(i).name = sets_legend{i,3}; 
    Set_Analysis(i).rep_tot = nnz(sets_list(i,:)); 
    Set_Analysis(i).series(Set_Analysis(i).rep_tot,1) = struct('number',[],... 
        'set_number',[],'name',[],'data',[],'data_oc',[]); 
    for j=1:Set_Analysis(i).rep_tot 
        Set_Analysis(i).series(j).number = j; 
        Set_Analysis(i).series(j).set_number = sets_list(i,j); 
        Set_Analysis(i).series(j).name = sets_legend(Set_Analysis(i).series(j).set_number,3); 
        Set_Analysis(i).series(j).data = nan(Spec.length,col_sample_tot); 
        Set_Analysis(i).series(j).data_oc = nan(Spec.length,col_sample_tot); 
        Set_Analysis(i).series(j).peak(col_sample_tot) = 
struct('col',[],'I',[],'lambda',[],'FWHM',[]); 
    end 
    Set_Analysis(i).stat_spec = struct('min',[],'max',[],'avg',[],... 
        'stdev',[],'stderr',[],'n',[]); 
    Set_Analysis(i).I_peak(col_sample_tot) = struct('col',[],... 
        'min',[],'max',[],'avg',[],'stdev',[],'stderr',[],'n',[]); 
    Set_Analysis(i).I_peak_fit = struct('ind_start',[],'ind_stop',[],... 
        'slope',[],'intercept',[],'rsq',[],'n',[]); 
    Set_Analysis(i).lambda_peak(col_sample_tot) = struct('col',[],... 
        'min',[],'max',[],'avg',[],'stdev',[],'stderr',[],'n',[]); 
    Set_Analysis(i).FWHM(col_sample_tot) = struct('col',[],... 
        'min',[],'max',[],'avg',[],'stdev',[],'stderr',[],'n',[]); 
    Set_Analysis(i).Plot = NaN(2,1); 
end 
fprintf('\t\t\t\t\tCOMPLETE\n'); 
  
%% Reorganize Ind_Analysis struct columns 
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% Re-order columns by increasing dilution fraction and with blank spectra 
% at end 
fprintf('----IND_ANALYSIS STRUCT RE-ORGANIZATION:'); 
fields = fieldnames(Ind_Analysis); 
Ind_Analysis_cell = struct2cell(Ind_Analysis); 
sz = size(Ind_Analysis_cell); 
Ind_Analysis_cell = reshape(Ind_Analysis_cell,sz(1),[]); 
Ind_Analysis_cell = Ind_Analysis_cell'; 
Ind_Analysis_cell = sortrows(Ind_Analysis_cell,10); 
Ind_Analysis_cell = reshape(Ind_Analysis_cell',sz); 
Ind_Analysis = cell2struct(Ind_Analysis_cell,fields,1); 
fprintf('\t\t\tCOMPLETE\n'); 
  
%% Perform offset-correction for all wells 
% Offset-correction algorithm: 
%   Assume upper end of the spectrum should have zero absorption 
%   Average final section of spectrum and shift entire spectrum toward zero 
%   by the magnitude of the average 
fprintf('----OFFSET CORRECTION:'); 
for i=1:Plate.well_tot 
    offset = mean(Ind_Analysis(i).well_data(Spec.length-20:Spec.length,1)); 
    Ind_Analysis(i).well_data_oc(:,1) = Ind_Analysis(i).well_data - offset; 
end 
fprintf('\t\t\t\t\t\t\t\tCOMPLETE\n'); 
  
%% Find Blank Spectrum 
% Blank Spectrum algorithm: 
%   Sum all values of blank spectra at each step in spectrum 
%   Exclude NaN values 
%   Take average over total blank wells present 
fprintf('----BLANK SPECTRUM AVERAGE CALCULATION:'); 
spec_blank_avg = zeros(Spec.length,1); 
for i=1:Plate.well_tot 
    if Ind_Analysis(i).well_blank_flag==1 
        for j=1:Spec.length 
            if isnan(Ind_Analysis(i).well_data_oc(j,1))==0 
                spec_blank_avg(j,1) = spec_blank_avg(j,1) + Ind_Analysis(i).well_data_oc(j,1); 
            end 
        end 
    end 
end 
spec_blank_avg = spec_blank_avg/(col_blank_tot*Plate.well_row); 
fprintf('\t\t\t\tCOMPLETE\n'); 
  
%% Perform blank-subtraction with average blank spectrum 
%Blank-subtraction: 
%  Subtract spec_blank_avg from entire well_data 
fprintf('----BLANK SUBTRACTION:'); 
for i=1:Plate.well_tot 
    Ind_Analysis(i).well_data_oc(:,1) = Ind_Analysis(i).well_data_oc(:,1) - spec_blank_avg(:,1); 
end 
fprintf('\t\t\t\t\t\t\t\tCOMPLETE\n'); 
  
%% Extract Peak Properties 
% Extract I_peak, lambda_peak, and FWHM for each well with sample data using 
% both offset corrected algorithms. Also determine if the well has NaN data 
fprintf('----INDIVIDUAL WELL ANALYSIS:'); 
for i=1:Plate.well_tot 
    if Ind_Analysis(i).well_blank_flag == 0 
        %Determine I_peak and lambda_peak 
        [I,lambda_index]=max(Ind_Analysis(i).well_data_oc(:,1)); 
        lambda = Spec.start + (lambda_index-1)*Spec.step; 
         
        %Only accept data if peak located in center of measured spectrum 
        if (lambda > Spec.start + 50) && (lambda < Spec.stop - 100) 
            %Accept I_peak and lambda_peak 
            Ind_Analysis(i).peak.I = I; 
            Ind_Analysis(i).peak.lambda = lambda; 
             
            %Determine FWHM 
            I_halfmax = I/2; 
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            spec_halfmax_below = zeros(lambda_index,1); 
            spec_halfmax_above = zeros(Spec.length-lambda_index+1,1); 
            for j=1:lambda_index 
                spec_halfmax_below(j) = Ind_Analysis(i).well_data_oc(lambda_index-j+1,1); 
            end 
            for j=1:Spec.length-lambda_index+1 
                spec_halfmax_above(j) = Ind_Analysis(i).well_data_oc(j+lambda_index-1,1); 
            end 
            [~,fwhm_below_loc] = min(abs(I_halfmax-spec_halfmax_below)); 
            [~,fwhm_above_loc] = min(abs(I_halfmax-spec_halfmax_above)); 
            Ind_Analysis(i).peak.FWHM = (fwhm_below_loc + fwhm_above_loc - 2)*Spec.step; 
        end 
    end 
end 
fprintf('\t\t\t\t\t\tCOMPLETE\n'); 
  
%% Sample Rejection 
%Reject samples with peak OD values not within accepted range 
fprintf('----SAMPLE REJECTION:'); 
tol_min = 0.075; 
tol_max = 1.2; 
for i=1:Plate.well_tot 
    if Ind_Analysis(i).peak.I > tol_max || Ind_Analysis(i).peak.I < tol_min || 
isnan(Ind_Analysis(i).peak.I) 
        if Ind_Analysis(i).well_blank_flag == 0 
            Ind_Analysis(i).well_data_oc = NaN(Spec.length,1); 
            Ind_Analysis(i).peak.I = NaN; 
            Ind_Analysis(i).peak.lambda = NaN; 
            Ind_Analysis(i).peak.FWHM = NaN; 
        end 
    end 
end 
fprintf('\t\t\t\t\t\t\t\tCOMPLETE\n'); 
  
%% Transfer analyzed data into sets struct 
fprintf('----TRANSFER ANALYZED DATA TO DATASET STRUCTURE:'); 
for i=1:Plate.well_tot 
    for j=1:length(Ind_Analysis(i).datasets) 
        sets_index = Ind_Analysis(i).datasets(j); 
        series_index = Ind_Analysis(i).series(j); 
        %[~,col_index] = find(col_sample_list == Ind_Analysis(i).well_col); 
        [col_index,~] = find(col_x == Ind_Analysis(i).well_col); 
        %Overwrite nan data if it is available 
        Set_Analysis(sets_index).series(series_index).data(:,col_index) = 
Ind_Analysis(i).well_data(:,1); 
        Set_Analysis(sets_index).series(series_index).data_oc(:,col_index) = 
Ind_Analysis(i).well_data_oc(:,1); 
        if isempty(Ind_Analysis(i).peak.I)==0 
            Set_Analysis(sets_index).series(series_index).peak(col_index).col = col_index; 
            Set_Analysis(sets_index).series(series_index).peak(col_index).I = 
Ind_Analysis(i).peak.I; 
            Set_Analysis(sets_index).series(series_index).peak(col_index).lambda = 
Ind_Analysis(i).peak.lambda; 
            Set_Analysis(sets_index).series(series_index).peak(col_index).FWHM = 
Ind_Analysis(i).peak.FWHM; 
        end 
    end 
end 
fprintf('\tCOMPLETE\n'); 
  
%% Perform analysis on sets 
fprintf('----DATASET ANALYSIS:'); 
for i=1:sets_tot 
    %Calculate statistics for each series within a dataset 
    temp_dataset = zeros(Set_Analysis(i).rep_tot,col_sample_tot); 
    for j=1:Spec.length 
        for k=1:Set_Analysis(i).rep_tot 
            temp_dataset(k,:) = Set_Analysis(i).series(k).data_oc(j,:); 
        end 
        for k=1:col_sample_tot 
            Set_Analysis(i).stat_spec.min(j,k) = min(temp_dataset(:,k)); 
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            Set_Analysis(i).stat_spec.max(j,k) = max(temp_dataset(:,k)); 
            Set_Analysis(i).stat_spec.avg(j,k) = nanmean(temp_dataset(:,k)); 
            Set_Analysis(i).stat_spec.stdev(j,k) = nanstd(temp_dataset(:,k)); 
            Set_Analysis(i).stat_spec.stderr(j,k) = 
Set_Analysis(i).stat_spec.stdev(j,k)/sqrt(sum(~isnan(temp_dataset(:,k)))); 
            Set_Analysis(i).stat_spec.n(j,k) = sum(~isnan(temp_dataset(:,k))); 
        end 
    end 
    %Initialize temp datasets as nan matrices 
    temp_dataset_1 = nan(Set_Analysis(i).rep_tot,col_sample_tot); 
    temp_dataset_2 = nan(Set_Analysis(i).rep_tot,col_sample_tot); 
    temp_dataset_3 = nan(Set_Analysis(i).rep_tot,col_sample_tot); 
    %Calculate aggregate statistics for each dataset 
    for j=1:Set_Analysis(i).rep_tot 
        %Copy I_peak, lambda_peak, and FWHM data to temp_datasets 
        for k=1:col_sample_tot 
            temp_dataset_1(j,k) = Set_Analysis(i).series(j).peak(k).I; 
            temp_dataset_2(j,k) = Set_Analysis(i).series(j).peak(k).lambda; 
            temp_dataset_3(j,k) = Set_Analysis(i).series(j).peak(k).FWHM; 
        end 
        %Perform min, max, mean, std, and stderr analysis for each series 
        for k=1:col_sample_tot 
            % I_peak 
            Set_Analysis(i).I_peak(k).col = k; 
            Set_Analysis(i).I_peak(k).min = min(temp_dataset_1(:,k)); 
            Set_Analysis(i).I_peak(k).max = max(temp_dataset_1(:,k)); 
            Set_Analysis(i).I_peak(k).avg = nanmean(temp_dataset_1(:,k)); 
            Set_Analysis(i).I_peak(k).stdev = nanstd(temp_dataset_1(:,k)); 
            Set_Analysis(i).I_peak(k).stderr = 
Set_Analysis(i).I_peak(k).stdev/sqrt(Set_Analysis(i).rep_tot); 
            Set_Analysis(i).I_peak(k).n = sum(~isnan(temp_dataset_1(:,k))); 
            % lambda_peak 
            Set_Analysis(i).lambda_peak(k).col = k; 
            Set_Analysis(i).lambda_peak(k).min = min(temp_dataset_2(:,k)); 
            Set_Analysis(i).lambda_peak(k).max = max(temp_dataset_2(:,k)); 
            Set_Analysis(i).lambda_peak(k).avg = nanmean(temp_dataset_2(:,k)); 
            Set_Analysis(i).lambda_peak(k).stdev = nanstd(temp_dataset_2(:,k)); 
            Set_Analysis(i).lambda_peak(k).stderr = 
Set_Analysis(i).lambda_peak(k).stdev/sqrt(Set_Analysis(i).rep_tot); 
            Set_Analysis(i).lambda_peak(k).n = sum(~isnan(temp_dataset_2(:,k))); 
            % FWHM 
            Set_Analysis(i).FWHM(k).col = k; 
            Set_Analysis(i).FWHM(k).min = min(temp_dataset_3(:,k)); 
            Set_Analysis(i).FWHM(k).max = max(temp_dataset_3(:,k)); 
            Set_Analysis(i).FWHM(k).avg = nanmean(temp_dataset_3(:,k)); 
            Set_Analysis(i).FWHM(k).stdev = nanstd(temp_dataset_3(:,k)); 
            Set_Analysis(i).FWHM(k).stderr = 
Set_Analysis(i).FWHM(k).stdev/sqrt(Set_Analysis(i).rep_tot); 
            Set_Analysis(i).FWHM(k).n = sum(~isnan(temp_dataset_3(:,k))); 
        end 
    end 
    % Calculate linear fit parameters for I_peak values in aggregate 
    % datasets 
    temp_dataset_4 = transpose([Set_Analysis(i).I_peak.avg]); 
    fit_ind_start = find(~isnan(temp_dataset_4),1,'first'); 
    fit_ind_stop = find(~isnan(temp_dataset_4),1,'last'); 
    [slope,intercept,rsq] = 
lin_fit_rsq(col_x(fit_ind_start:fit_ind_stop,2),temp_dataset_4(fit_ind_start:fit_ind_stop)); 
    Set_Analysis(i).I_peak_fit.ind_start = fit_ind_start; 
    Set_Analysis(i).I_peak_fit.ind_stop = fit_ind_stop; 
    Set_Analysis(i).I_peak_fit.slope = slope; 
    Set_Analysis(i).I_peak_fit.intercept = intercept; 
    Set_Analysis(i).I_peak_fit.rsq = rsq; 
    Set_Analysis(i).I_peak_fit.n = fit_ind_stop-fit_ind_start+1; 
end 
fprintf('\t\t\t\t\t\t\t\tCOMPLETE\n'); 
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Appendix E 
Complete Heuristic Optimization Dataset 

 
 

Generation 1 

Reaction C:Ag xC12 xC14 xC16 xC18 RA:Ag [Ag+] 
mM 

Mass Loading Silver Mass 
[%] [%] 

1 14.5343 0.2250 0.3450 0.0850 0.3450 1.2310 0.0663 34.85 71.22 
2 13.1175 0.1625 0.1500 0.2975 0.3900 1.1695 0.0398 29.83 51.87 
3 13.6784 0.2875 0.2825 0.3850 0.0450 1.0497 0.0638 30.75 58.61 
4 14.4756 0.2550 0.2600 0.2600 0.2250 1.1356 0.0522 29.20 73.60 
5 13.4857 0.1875 0.3675 0.0000 0.4450 1.1889 0.0401 31.62 47.91 
6 10.9988 0.3025 0.3000 0.3025 0.0950 1.3353 0.0552 27.01 43.97 
7 14.6302 0.0475 0.0400 0.4375 0.4750 1.2432 0.0517 23.67 63.41 
8 13.2546 0.3250 0.4175 0.1675 0.0900 1.3088 0.0614 28.89 54.69 
9 11.3872 0.3700 0.0925 0.3875 0.1500 1.0336 0.0408 27.86 67.64 

10 14.7976 0.2350 0.2725 0.4050 0.0875 1.1837 0.0586 24.42 68.46 
11 11.7935 0.2875 0.1525 0.1500 0.4100 1.3292 0.0520 29.20 47.42 
12 14.5873 0.2450 0.0325 0.2575 0.4650 1.1534 0.0721 23.92 57.87 
13 12.8040 0.2950 0.2950 0.1825 0.2275 1.2854 0.0628 23.00 61.46 
14 11.5544 0.1750 0.0000 0.3375 0.4875 1.3621 0.0541 26.20 65.94 
15 14.5084 0.3000 0.2250 0.3000 0.1750 1.4624 0.0647 27.02 71.47 
16 12.3897 0.1975 0.1350 0.1875 0.4800 1.1221 0.0699 32.32 68.50 
17 13.6673 0.2200 0.1125 0.2200 0.4475 1.3210 0.0565 25.96 66.51 
18 12.0166 0.0325 0.2200 0.2275 0.5200 1.1929 0.0808 22.29 60.73 
19 11.8809 0.2100 0.3175 0.2100 0.2625 1.1818 0.0465 24.37 59.86 
20 10.1136 0.2250 0.2375 0.3900 0.1475 1.0321 0.0709 27.35 68.19 
21 10.1019 0.3675 0.6200 0.0125 0.0000 1.3034 0.0561 32.43 55.05 
22 13.4270 0.1250 0.0000 0.3250 0.5500 1.0012 0.0543 26.60 67.23 
23 13.6104 0.3625 0.1525 0.0250 0.4600 1.0887 0.0845 29.71 64.67 
24 12.3467 0.1300 0.1750 0.3525 0.3425 1.4681 0.0689 23.71 51.41 
25 12.8366 0.0300 0.4075 0.4750 0.0875 1.2187 0.0410 28.94 65.38 
26 12.5365 0.3900 0.3925 0.0300 0.1875 1.0949 0.0386 28.81 65.79 
27 12.5841 0.1875 0.2575 0.2775 0.2775 1.3062 0.0556 25.94 64.35 
28 12.2183 0.0350 0.1425 0.3000 0.5225 1.4181 0.0554 25.83 69.19 

Generation 2 

Reaction C:Ag xC12 xC14 xC16 xC118 RA:Ag [Ag+] 
mM 

Mass Loading 
[%] 

Silver Mass 
[%] 

1 14.3967 0.2325 0.4575 0.0750 0.2350 1.1587 0.0586 30.92 76.59 
2 10.3000 0.4225 0.1075 0.2225 0.2400 1.2981 0.0696 32.25 78.16 
3 13.3298 0.1800 0.0825 0.3175 0.4200 1.2841 0.0525 26.96 74.09 
4 12.7002 0.2500 0.1775 0.2800 0.2925 1.2136 0.0538 27.65 75.28 
5 14.5314 0.2575 0.3350 0.1425 0.2650 1.1389 0.0584 25.13 74.30 
6 14.4785 0.2225 0.2700 0.2050 0.3025 1.2277 0.0601 40.11 70.34 
7 13.0427 0.2000 0.3400 0.1500 0.3100 1.1841 0.0443 31.14 75.64 
8 13.5997 0.2500 0.4275 0.3025 0.0200 1.2443 0.0569 25.11 75.55 
9 11.3048 0.3675 0.4525 0.1075 0.0675 1.2428 0.0579 22.24 70.92 

10 13.2274 0.2050 0.1325 0.2825 0.3800 1.0639 0.0653 28.53 74.27 
11 12.8432 0.3025 0.3225 0.2825 0.0900 1.1079 0.0684 19.75 71.26 
12 14.2522 0.3550 0.3500 0.0950 0.2000 1.2534 0.0525 27.17 75.03 
13 12.7927 0.3300 0.2775 0.2250 0.1675 1.3039 0.0509 29.39 70.70 
14 11.3667 0.2150 0.2100 0.3375 0.2350 1.1146 0.0701 26.93 72.32 
15 11.1391 0.2075 0.1650 0.2425 0.3850 1.0396 0.0707 30.41 75.43 
16 13.2506 0.2375 0.2350 0.1425 0.3850 1.1641 0.0684 30.98 73.72 
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17 12.3962 0.3025 0.3450 0.2250 0.1250 1.2668 0.0630 26.68 72.55 
18 12.8107 0.3600 0.2025 0.1950 0.2425 1.2338 0.0621 22.77 69.79 
19 12.8336 0.1875 0.3275 0.1625 0.3225 1.1971 0.0693 28.39 74.25 
20 13.1328 0.2000 0.2250 0.3325 0.2425 1.4311 0.0559 27.66 70.44 
21 13.6895 0.1850 0.2100 0.2825 0.3225 1.1726 0.0652 23.17 73.42 
22 10.9416 0.3850 0.3525 0.2550 0.0075 1.2138 0.0624 29.22 73.11 
23 12.8387 0.2925 0.5075 0.1600 0.0400 1.1393 0.0575 28.77 76.51 
24 13.6104 0.3625 0.1525 0.0250 0.4600 1.0945 0.0845 32.26 73.43 
25 13.4857 0.1000 0.2075 0.3550 0.3375 1.1889 0.0401 29.70 74.24 
26 14.5084 0.3000 0.2250 0.3000 0.1750 1.4624 0.0763 21.97 74.47 
27 13.1175 0.1825 0.1650 0.3275 0.3250 1.1695 0.0398 30.34 78.67 
28 11.5544 0.1075 0.0000 0.4975 0.3950 1.3621 0.0541 34.09 76.38 
29 11.3872 0.3700 0.0925 0.3875 0.1500 1.0336 0.0813 32.73 74.61 
30 11.0387 0.325 0.4175 0.1675 0.09 1.3088 0.0614 27.09 75.46 
31 10.1136 0.1225 0.4575 0.2975 0.1225 1.0321 0.0709 29.35 77.81 
32 12.2183 0.0325 0.205 0.2775 0.485 1.4181 0.0554 25.00 74.50 

Generation 3 

Reaction C:Ag xC12 xC14 xC16 xC118 RA:Ag [Ag+] 
mM 

Mass Loading 
[%] 

Silver Mass 
[%] 

1 14.0893 0.4250 0.1400 0.2000 0.2300 1.2550 0.0669 21.52 75.05 
2 10.4679 0.3550 0.3075 0.1250 0.2125 1.2965 0.0552 28.71 76.09 
3 14.4408 0.1875 0.2400 0.2600 0.3125 1.2112 0.0599 31.89 74.17 
4 13.2110 0.2025 0.2575 0.1075 0.4325 1.1893 0.0462 35.24 67.92 
5 13.0902 0.1675 0.2550 0.2200 0.3575 1.1770 0.0408 28.78 72.46 
6 12.3512 0.2200 0.2525 0.1650 0.3625 1.1791 0.0414 33.54 71.17 
7 13.2635 0.1550 0.2950 0.2075 0.3425 1.1887 0.0429 20.66 73.71 
8 13.2649 0.1450 0.2600 0.2925 0.3025 1.1843 0.0415 25.55 62.50 
9 12.9485 0.2500 0.4100 0.2625 0.0775 1.2968 0.0580 26.56 74.61 

10 11.6924 0.3275 0.4325 0.2050 0.0325 1.2563 0.0603 28.07 77.01 
11 12.0422 0.1650 0.4200 0.2500 0.1650 1.0426 0.0621 25.33 74.17 
12 12.4681 0.1900 0.4925 0.1175 0.2000 1.1482 0.0674 28.31 72.14 
13 12.7035 0.2275 0.1700 0.2225 0.3800 1.1473 0.0402 24.04 75.02 
14 12.8037 0.1625 0.1400 0.2850 0.4125 1.1444 0.0695 25.61 73.87 
15 14.4307 0.2525 0.4025 0.0850 0.2575 1.2247 0.0598 28.91 75.09 
16 14.5028 0.2100 0.3900 0.0775 0.3225 1.1650 0.0651 32.15 74.62 
17 10.4059 0.3100 0.0200 0.3425 0.3275 1.3237 0.0656 33.99 76.29 
18 11.4510 0.1650 0.1300 0.3800 0.3225 1.3365 0.0581 19.55 74.60 
19 12.0928 0.1600 0.0650 0.4550 0.3175 1.3510 0.0572 21.40 75.66 
20 12.3028 0.2350 0.4250 0.2175 0.1225 1.1504 0.0544 29.80 71.69 
21 12.9383 0.2500 0.4400 0.1400 0.1700 1.1493 0.0586 28.56 74.25 
22 13.1560 0.2825 0.2875 0.1650 0.2600 1.1541 0.0674 20.61 73.96 
23 13.5664 0.1975 0.4625 0.0875 0.2525 1.1666 0.0464 28.09 76.06 
24 13.9478 0.2175 0.1650 0.3100 0.3075 1.1616 0.0520 30.10 70.33 
25 13.6104 0.1800 0.0850 0.3950 0.3400 1.0945 0.0845 35.34 72.60 
26 10.1136 0.1400 0.4100 0.3175 0.1325 1.0321 0.0709 27.77 76.14 
27 13.1175 0.1525 0.1425 0.2850 0.4200 1.1695 0.0398 28.22 74.56 
28 10.1019 0.2175 0.3850 0.0100 0.3875 1.3034 0.0561 36.72 76.93 
29 11.8930 0.1625 0.1500 0.2950 0.3925 1.1695 0.0398 33.06 74.69 
30 12.8387 0.2900 0.5050 0.1650 0.0400 1.1393 0.0813 20.42 75.64 
31 11.3872 0.3325 0.0875 0.435 0.145 1.0336 0.0813 26.71 75.92 
32 11.3872 0.315 0.2025 0.34 0.1425 1.0336 0.0813 26.23 76.06 
33 10.1136 0.0975 0.3575 0.2625 0.2825 1.0321 0.0709 37.89 75.11 
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