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ABSTRACT OF THE DISSERTATION

Building Intelligent IoT Agents Using Personality-Based Service Models

By

Zahraa Marafie

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Irvine, 2021

Professor Kwei-Jay Lin, Chair

In the fast-paced world of technology, life is transforming into a connected universe of

Internet-of-Things (IoT), assisting human needs and creating a better world. United with

AI, IoT technologies that once could only be dreamed of have become a reality. This work in-

troduces AutoCoach, an IoT-based intelligent agent categorizing drivers into various driving

personalities and providing individualized feedback through machine learning models. Au-

toCoach is intended for improving automobile drivers’ performance by applying persuasive

technology. System models like Advanced driver-assistance (ADAS) and some Usage-based-

Insurance (UBI) aim to increase road safety. However, most prior models do not consider

the differences between driving habits. When feedback is offered through those systems, not

everyone may respond to them.

While many of those systems look into driving behavior as a single event (e.g., lane-change),

a driving behavior may be judged based on the historical data to create a personalized ex-

perience leading to better feedback. We created AutoCoach, Cloud-based Android software

that collects, analyzes, and learns from a driver’s previous driving data to deliver individu-

alized, effective feedback. The AutoCoach design includes two unique components to build

an effective persuasive system. The first component is the personality classification, which

recognizes drivers’ personalities by analyzing driving behavior patterns and habits. At the

xii



same time, the second component is the rewarding system, which determines the current

driving behavior’s risk score based on some immediate past behavior. Once we have iden-

tified the driver’s personality and risk scores, when to offer feedback to the driver becomes

a critical question. We propose the memory factor model, which decides when to provide

feedback to drivers based on their personalities. This memory factor identifies the most

critical behaviors within a flexible period. AutoCoach then decides on feedback to maintain

safe driving or improve awareness for risky driving habits. By applying means of persuasive

technology, friendly feedback and suggestion services can be given to drivers to help them

improve their behaviors. The system interacts with the users through its GUI interface that

provides real-time user feedback for warnings and rewards through its simple yet effective

design.

To test the success of the AutoCoach v1.0 design, we have created an event identification

model using data collected from 10 drivers driving different car models. Moreover, we created

the personality model based on data collected from 50 drivers driving in different cities.

Each driver was assigned to a personality group based on his past driving behavior. Then,

we conducted a user study to evaluate the feasibility and acceptability of AutoCoach by

comparing a personality-based model with a non-personality model. The purpose of the

study is to understand the drivers’ level of acceptance of personalized personality-based

driving behavior management systems compared to non-personalized systems by considering

how feedback frequency plays a role in sending more effective feedback to drivers. Evaluations

used the within-subject mixed design method where 8 participants (2 from each group)

participated. The study found that the frequency and timeliness of feedback play a role in

creating more perceived intelligence. Lowering feedback and giving it only when truly needed

reduces drivers’ stress caused by frequent feedback. When we have assigned different policies

to drivers, we found that riskier drivers have noticed AutoCoach more and were more grateful

for the feedback offered by AutoCoach. Our study findings show that our approach is feasible

and beneficial in improving the user experience when utilizing a personality-based driving

xiii



agent, with 61% agreement that the personality-based model is more intelligent than the

non-personality-based systems. We have upgraded the agent (AutoCoach v1.1) to improve

the feedback and rewards engines when driving under different contexts. The improved

version detects the road type and conditions and decides other feedback and rewarding

strategies. The new improvement allowed assigning a more responsive policy to all drivers,

allowing higher sensitivity to risk and more frequent feedback. We have conducted another

user study requiring drivers to test different agent versions on local roads and highways

to evaluate our system. From the user’s point of view, v1.1 is 19% more accepted as an

intelligent driving behavior management system than v1.0. Results indicate that AutoCoach

successfully executes new AI algorithms and capabilities and is a promising concept that can

be extended to other fields.
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Chapter 1

Introduction

1.1 Motivation

Intelligent IoT (IIoT) systems are guiding the way in many fields like healthcare [56, 53],

smart cities [2], smart living [22], and transportation [66]. From the business perspective,

adopting IoT and AI brings new revenue sources from risk and non-risk-based information.

Over time, AI learns from the environment and clients and might become more productive

than humans. It also utilizes data assets and creates valuable information. Because of the

increasing sophistication of its decision-making capabilities, AI Moreover, adopting tech-

nologies increases new product speed-to-market as AI techniques are speeding up decision-

making. Computers can make decisions and give advice faster than a human can do. It

also can support existing advisors and bring direct-to-consumer solutions. Furthermore, IoT

provides remote access and data capture. The ability to collect and analyze vast amounts

of data will allow businesses to shift from protection models (i.e., reactive) to more sophis-

ticated prevention models by developing a more granular view of the risk (i.e., proactive),

thus enabling personalization. Further, it gives new business opportunities as personalized

1



solutions. For example, connected health devices reduce the costs of future health compli-

cations happening because of patients neglecting regular checkups and proper healthcare.

Medical advice builds trust between consumers and the enterprise. Health IoT-based ser-

vices offer to support customers’ health and prevent future health complications by alerting

them when signs of illness are present. Furthermore, ride-sharing will offer different pre-

mium options where there will be self-driven and auto-driven cars, and this can bring more

business opportunities, for instance, companies. Customers who show they take good care

of themselves or showed good behavior are of higher value and can get rewards or premium

discounts. AI improves the efficiency of customer interaction and conversion ratios, reducing

quote-to-bind. Customers will be happy about having to pay only for how much they use.

One emerging IoT trend in the field of transportation is the automobile Usage-based Insur-

ance (UBI) services [57, 70]. It is an IoT-based business innovation that aligns the driving

behavior with the premium charges through data generated by the On-Board-Diagnostics

(OBD) and telematics devices [6]. Pay-how-you-Drive (PHYD/PHUD) is the most promis-

ing UBI model [45] that is growing in demand due to the IoT revolution [48, 5]. However,

currently available PHYD models mostly present feedback passively during or after the trip

in the form of scores, issues, or monetary costs [13]. Services like PHYD can serve as

driving behavior management systems and support drivers in improving their driving habits

over time through persuasion. Improving behavior increases road safety and reduces traffic

fatalities. According to the WHO, about 1.25 million traffic deaths occur worldwide every

year [49], making the need for solutions to eliminate the road risks a necessity. We believe

that by providing proper feedback through driving behavior management systems at the

right time, we can support drivers’ proactive response under high-risk situations, supporting

drivers’ actions and ultimately saving lives. Therefore, we design an agent who understands

the differences between drivers’ personalities and provides proper feedback based on their

needs.
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Designing such feedback systems requires collecting and analyzing motion sensed data in

order to detect and analyze behaviors. With smartphones’ mature sensing capabilities [9],

researchers have been intensively studying their use to provide solutions to driving-related

problems [16]. Although driving behavior detection has been studied, less attention has been

paid to providing adequate feedback about driving behavior. In this work, we propose an

innovative solution that understands people’s driving style differences. Such style differences

may be used to offer personality-based personalized feedback to improve driving safety.

Most smart driving behavior monitoring systems on the current market do not use person-

ality to offer such personalized feedback that is more useful for drivers. On the other hand,

some IoT systems try to monitor each user individually, but that may require very complex

human behavior analysis to offer helpful feedback. Using the personality group models, we

create a simple yet effective system’s smartness that simplifies the human behavior mod-

eling to give group-based feedback. Assigning a standard policy for each group creates an

efficient system design that reduces processing time compared with complex system policies

for many different drivers. It has been found that several driving behaviors are affected by

emotions linking aggression to accidents [36]; this indicates that riskier drivers are usually

those who are angry, anxious, or simply careless. This work presents AutoCoach, a person-

alized personality-based driving behavior management system to coach drivers to improve

their driving behavior over time. We have implemented cloud-based systems that collect

actual driving information to learn about user driving behavior styles, including accelera-

tions, brakes, and turns, and use them to detect similarities and differences between drivers

in a personality model. Our project has designed a driver-personality model to be used by

machine learning algorithms to cluster drivers into different risk groups according to drivers’

personalities. We then use a driver’s personality attribute in a feedback policy model that

decides how personal feedback should be given when aggression is detected. Our policy de-

sign also tries to give gradual positive-behavior support based on the drivers’ differences and

personality assignments.

3



In this work we propose several concepts applied in our project to enhance the currently

available models by presenting personality into such systems. We summarize the concepts

in the upcoming sections.

1.2 Improving Driving Behavior

An intelligent IoT system can be designed to discover the root cause of the score depletion

and offer advice based on sensor-collected data. Advice may be as simple as requesting less

over-speeding and improving braking habits. It may also decide if it is due to the road traffic

condition or surrounding cars’ speed. More elaborate consideration could be performed

by Cloud Analytics using the current car’s location and other context information such as

weather, traffic conditions, accident reports, and others. An intelligent system should reduce

its warning output or frequency if the causes were not within the driver’s control.

Usually, drivers’ scores tend to fluctuate within certain levels.By understanding the causes

of score drops, the system can be designed to improve the driving habits on a gradual basis

by offering positive feedback from time to time. With conditional and positive feedback,

drivers can become more aware of their driving habits and may improve driving skills over

time to reduce risks. This is the goal of our work; to make the system more friendly yet

persuasive.

We believe that feedback should not only be given for showing current driving status but

also provide feedback to protect drivers from unforeseen driving behavior issues. Drivers

tend to show worse driving habits with longer trips. It may be because drivers are getting

tired and no longer willing to perform better driving habits due to the length of the trip.

Proactive FinTech may use this information to understand drivers and increase their scores

by giving proactive feedback. The system may inform the driver of the additional risk when
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the trip duration exceeds his normal range.

1.3 Abnormal Behavior Identification and Assessment

In our proactive feedback system design, drivers become aware of the reasons for risk levels

to rise or decline, making it possible for the system to notify the driver about the conditions

and situations affecting their risk levels. The on-board system communicates with the Cloud

Analytics server reporting the current driver’s behavior. Cloud Analytics can help decide if

current drive reports are considered normal driving behaviors for the specific driver. If any

behavior shows an abnormality, then the system becomes aware of it and points out that

issue to the driver positively. We can design a proactive feedback system that uses historical

data of the abnormal events to predict when similar conditions are present. Those certain

inopportune situations and driving behaviors might occur; therefore, providing feedback

allows drivers to respond to similar events proactively. Cloud Analytics considers learning

from the combination of factors affecting driving behavior. During a trip, if it has been

seen that some factors are close to causing similar situations that have happened in the

past and the current drive is showing poor driving behavior, the system needs to send out

recommendations. Those recommendations entitle the driver to be perceptive that certain

conditions or behaviors affect his drive or trip and may positively respond to the event.

1.4 Designing Proactive User Feedback

Based on research, UBI policyholders showed improvement in drive score throughout the

time when feedback is offered [55]. Also, it has shown that when drivers know that they

are being monitored, they tend to drive better. Then, when drivers are confronted about

their driving behavior after the event, there had been seen a 20% improvement in driving
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Figure 1.1: Components of Proactive FinTech Architecture

patterns [64]. Simulations to study different user interfaces showing rewards gained, driv-

ing behavior performance, and speed limits have been tested for comparison with non-UBI

models [14]. Besides, the rational-economic model proposes that humans usually respond to

cost minimization and rewards maximization [20].

According to those findings, we believe that presenting a proactive feedback model to lower

risk levels can support drivers’ behavior improvement over the long term and reduce road-

associated risks. We propose a personality-based feedback system design that supports driv-

ing behavior-centric models and utilizes the use of sensor data for cyber-physical connections

through IoT technologies.

In Figure 1.1, we show the overall architecture of the proactive feedback system. Through

monitoring, IoT devices and actuators sense and collect driving behavior data, road condi-

tions information. Then, the fog server receives the securely transmitted data and calculates

the drive scores based on drivers personality characteristics. The cloud server acquires the

data for storage and further analysis. Data analytics uses well-known machine learning tech-

niques on the long-term historical data for assessing risk levels. The Recommendation Unit

generates recommendations according to individual drivers risk levels. Recommendations are

transmitted to the system’s Feedback Unit to show drivers the suggested actions proactively.
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We propose adriving behavior-centric model that includes the following components, and

which will be described in further detail in the chapters of this dissertation:

1. Monitoring Unit: The car’s installed telematics devices or mobile-phones are the pri-

mary data sources for behavior-centeric usage-based models. Data collection and anal-

ysis systems are installed in vehicles and set up (either by its built-in connection or via

smartphones) to send the recorded data to the cloud database via mobile networks [62].

The collected data includes a wide range of variables that can be selected to be included

in offering the Recommendation.

2. Event Manager: The Event Manager controls the monitoring and the feedback noti-

fication unit. When the system records a sufficient amount of data for processing, it

sends them to the Fog Analytics Server for score calculation, personality analysis and

recommendation policies decisions.

3. Proactive Feedback Unit: The Event Manager submits the calculated scores and Cloud

analysis results to the Proactive Feedback component to define what measures should

be followed to depress or keep acceptable scores and risk levels. IoT communication

technologies can be used to communicate with the driver. The driver has the decision

of whether to follow the given advice or not. Following recommendations results in

earning rewards.

4. Fog Analytics Server: Since our system requires real-time data analysis to sustain a

proactive system and the Fog Analytics technology was created to provide data analysis

promptly, using the Fog as a component in our system provides a suitable environment

for punctually offering services.

5. Scoring Engine: The Scoring Engine uses the recorded data to calculate scores [13]. The

scores can be calculated based on single or multiple factors. For example, trip scores

could use factors such as congestion rates, accidents rates, driven kilometers, road
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types, time, and location information. Driving behavior scores could apply variables

such as the number of times of hard accelerations, hard brakes, over-speeding, and

aggressive lane changes. Our current scoring engine is based on the scoring model

presented in [39]. Our system uses the speed score, brakes score, acceleration score,

and swerve maneuver score. The scores are used to give an insight into the drivers’

performance, and based on that, monetary rewards or penalties are given.

6. Cloud Computing Server: The Cloud Server receives the sensor collected data and the

calculated scores from the Fog Server for storage and further analysis.

7. Risk Analysis Unit: Risk level information is available in the Cloud for risk analysis.

The scores and other traditional and usage-based variables are used as inputs in the

risk level formula to calculate the personalized risk levels for individual drivers.

1.5 AutoCoach Agent as a Proposed Solution

In this work, we propose AutoCoach, an IoT-based driving behavior management agent.

AutoCoach is designed to improve drivers’ behavior by understanding the differences between

drivers to offer personalized feedback. AutoCoach classifies drivers into different personality

groups based on their driving style. It then uses the classification to determine how to reward

drivers and give valuable feedback as a means of persuasion.

Our agent software operates using the real-world collected and machine-learned personality

models and a prototype feedback engine. This prototype has given us a useful platform to

experiment with many machine-learning models, policy designs, and user experience studies.

The experience of building, testing, and running IIoT in a real-world setting is essential for

many future smart IoT trainer applications that aim to be user-specific and rewarding.

To our knowledge, our project is among the first to adopt machine learning capabilities to
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(a) Normal driving with current score. (b) Feedback on unsafe action.

(c) Behavior improvement notice. (d) Reward coin issued.

Figure 1.2: AutoCoach feedback and rewards.

classify drivers into different risk groups to provide intelligent feedback supporting behavior

adaptation. Our software architecture collects and analyzes real-time data between users’

smartphones and a cloud-based server to update the user personality model and personal

scores in real-time, allowing instant drivers’ model updates. AutoCoach’s feedback engine

design includes a personalized, proactive feedback-triggering feature. AutoCoach under-

stands the drivers’ differences in this feedback model and identifies their needs for support

and encouragement.

To test the success of AutoCoach, we conducted a pilot study allowing drivers to engage with

AutoCoach through an informative GUI (Figure 1.2). We have used a within-subject design

for this study, where all participants tested a personalized personality-based version and

a non-personalized version of AutoCoach. We conducted a semi-structured interview right
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after each participant completed the experiment. We analyzed qualitative and quantitative

data to study several aspects from the participants’ points of view, including timeliness,

sensitivity to risky behavior, correctness, level of intelligence, and others. Based on the

personality group design, the user study results have shown that 69.8% of test users report

that the group-based version exhibits higher correctness in event detection, and 54.2% found

that the group-based version is more timely in offering feedback. In terms of feedback

sensitivity, 53.1% found that the group-based version is more sensitive to their driving events,

71.9% of participants found it is more accurate in identifying risk, and 81% found it more

accurate in identifying safe driving. Participants also noticed that the group-based version

is more interactive with their driving performance if they are in the higher risk groups,

supporting our goal of more intense feedback for riskier drivers.

1.6 Summary and Dissertation Organization

In summary, this work presents AutoCoach, an Android-based mobile application that

presents the personalization into machine intelligence for coaching drivers. It uses phone-

embedded motion sensors, including accelerometers, gyroscopes, and magnetometers, to

sense motion and identifies the events while driving. This information is then further ana-

lyzed and integrated with personality-based policies to offer more helpful feedback to drivers.

Our contributions in this work are summarized as follows:

1. This project is one of the first works to improve IoT intelligence by classifying human

users into different personality groups using machine learning models. Such intelligent

personality grouping capability can be adopted in many smart IoT applications to offer

more personalized service and more precise personal coaching.

2. We have built a working prototype that implements an intelligent real-time user feed-
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back engine based on a user’s past driving behavior and personality group associa-

tion.The platform is used to propose and study new machine learning models and

user policies, utilizing important user data in both time and space dimensions. The

platform is very powerful to facilitate new AI algorithms and capabilities.

3. We have conducted an on-the-road user study involving 50 users in different cities to

show the system’s performance. Our user study has shown very positive responses

from users. We have also conducted a repeated one-way ANOVA study to prove the

driver’s gradual behavior improvement over time.

4. We have improved our agent based on the results we obtained from the previous study

to offer adjustments on the strategies assigned to drivers under different road types

and conditions and conducted other studies to prove the success of the new version.

The rest of the dissertation is organized as follows: Chapter 2 shows some related work to our

project. Chapter 3 discusses the basic system architecture of AutoCoach. In Chapter 4, we

present details about the driving behavior detection and identification methods and models.

Chapter 5 discuss details about the driving behavior risk analysis unit. In Chapter 6 we

describe the personality group features, model design and analysis. Chapter 7 describes the

rules and decisions models for feedback and scoring. The user interface for AutoCoach agent

is discussed in Chapter 8. AutoCoach’s performance evaluation through usability testing is

reported in Chapter 9. Chapter 10 discusses the improvements made on AutoCoach and an

assessment of it’s performance through a user study. Conclusions and future works are given

in Chapter 11.
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Chapter 2

Background and Related Work

2.1 Usage-Based-Insurance Models

The advancements of IoT made it possible for automobile businesses and system develop-

ers to collect massive data that gives insight into drivers driving behavior. Sensors, like

accelerometers, gyroscopes, magnetometers, GPS can teach us so much about how drivers

behave. Similarly, On-board-diagnostics (OBD) devices communicate with the car’s CAN-

Bus to tell us even more about driving behavior when fused with IoT technologies.

Customer value is significantly improved when linking FinTech and InsurTech with IoT [47].

PwC [57] has investigated and shown that self-service and UBI models exhibit the highest

business opportunities. Self-directed services provide simplicity, functionality, transparency,

where the fulfillment of customer needs will be with ease and speed. In UBI, customers will

be happy to have to pay only for how much they use. Many insurance service providers are

now in the process of adapting to these business opportunities.

Traditional automobile insurance services rely on static data [70] collected from empirical
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studies and statistics to define risk factors, such as age, gender, level of education, driving

record, insurance records, and others [63]. However, one model does not fit all, and indi-

viduals’ risk of loss is not equivalent. Traditional insurance strategies are inefficient because

they do not consider the differences between individuals’ driving behavior, trip context, and

road situations [62]. Hence, many auto insurance providers are currently working on switch-

ing from traditional insurance business models to UBI models [52][3] to compete with the

disruptive InsurTech startups [44].

Throughout the past decade, several UBI models were created [62]. Models started as

simple as pay-per-mile models, which relied on offering premiums per number of distance

units [38]. Nowadays, IoT-based behavior-centric models are gaining popularity [26][4], such

as the Pay-How-You-Drive (PHYD) [11][45]. In those models, telematics devices are used

to collect dynamic data about drivers’ behavior and trip context [4][50][70]. This data is

aggregated and analyzed either on the driver’s mobile phone or the server-side of the service

provider. Weighted scores, penalties, and drivers’ risk of loss are calculated to be used with

the premium rate formula to determine drivers insurance cost [63]. In PHYD, insured users

pay a dynamic premium based on real-time data collected from telematics.

Most PHYD models provide analysis and feedback after events. Drivers may see their driving

score information at the end of each trip [4][27][32]. Some models show driving behavior

information for aggressive brakes, accelerations, swerve maneuvers, and over-speed in real-

time on mobile phones [13], and others display alerts when specific driving behaviors exceed

the acceptable limits [61]. Feedback can be presented in different models, such as scores,

alerts, or monetary rewards.

However, we believe there remains a need to keep drivers aware of potential individual

driving behavior improvements by offering personalized feedback about their specific driving

styles. Proactive feedback also includes providing real-time knowledge about unexpected

road situations or weather conditions. Under different contextual situations, the feedback
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should be issued early enough to allow drivers to have the chance to respond and avoid

falling into situations that could cause drivers to misbehave or get into high-risk situations.

2.2 Drivers Personality Characteristics

Research has shown that drivers carry different personalities according to [59]. Some drivers

are considered angry drivers; others are reckless, anxious, or careful drivers. Anxious driving

style: “has commonly been examined in studies on driver stress and reflects feelings of

alertness and tension as well as ineffective engagement in relaxing activities during driving.”

[59] Angry and Hostile driving style: “refers to expressions of irritation, rage, and hostile

attitudes and acts while driving, and reflects a tendency to act aggressively on the road,

curse, blow the horn, or “flash” to other drivers.” [59] Reckless and careless driving style:

“reckless and careless driving style refers to deliberate violations of safe driving norms, and

the seeking of sensations and thrill while driving. It characterizes persons who drive at high

speeds, race in cars, pass other cars in no-passing zones, and drive while intoxicated, probably

endangering themselves and others.” [59] Careful and Patient driving style: “reflects a well-

adjusted driving style that has received less attention in previous studies. This style refers to

planning; attention, patience, politeness, and calmness while driving; and keeping the traffic

rules.” [59]

Drivers naturally combine those personalities but tend to bend more towards one or another,

making it hard to specify a particular personality to each driver. Therefore, we rely on those

personality definitions to extract the degree of risk-driving behavior patterns are showing.

By this, we can monitor what happens during a drive in real-time and help drivers proactively

respond to risky situations. Furthermore, understanding what represents each personality,

we can learn each driver’s personality to help support their different needs.
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Researchers found that individual automobile drivers carry different personalities, and spe-

cific behaviors characterize each. Drivers’ personalities have been summarized in four per-

sonalities: cautious, anxious, angry, and reckless drivers personalities [59]. Each of those

personalities is described by showing some features or driving behavior patterns, which is

discussed in detail in Section 6.

Many studies seek to classify drivers into different groups based on their driving styles using

sensor readings. However, we do not find works that have clearly defined the different driver’s

personalities. For example, [28] has designed a system that classifies levels of hazardous

driving , while [17] classifies driving behavior for safe/unsafe.

Angry drivers show more frequent and more intense aggressive behavior. Hard brakes and

sudden acceleration reports higher G-force readings within a very short interval. On the

other hand, reckless drivers are careless drivers. They have sudden, unpredictable behavior.

They show sporadic, sudden brakes and accelerations within long intervals. Anxious drivers

show much hesitation; hence, they are recognized by how many actions they take within

short periods.

We use those personality characteristics to set the learning criteria for which behaviors

should be considered risky or not. Eventually, this supports our goal of offering personalized

feedback to drivers based on their habits and borders.

2.3 Driving Events Detection

Mobile phone built-in sensors, such as accelerometers, gyroscopes, and compasses, grant

massive amounts of motion sensor data. This data is analyzed to obtain driving behavior

information (e.g., [17, 37]). Some works incorporate data from CAN-Bus along with the

mobile sensors data [30], Others only rely on the vehicle’s electronic stability control system
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Table 2.1: Accelerometer Data

Factor Axis G-force Range (g)

Hard Acceleration gx 0.3 - 0.4

Hard Brake gx -0.6 - -0.7

Swerve Maneuver gy left 0.5 - 0.6
gy right -0.5 - -0.6

to characterizes drivers based on driving style [41], and some depend on smartphones [42].

Driving behavior can be detected using in-vehicle accelerometer information [42]. Acceler-

ation and brakes can be detected by using the lateral acceleration (x-axis), and the swerve

maneuvers are detected by using the longitudinal acceleration (y-axis) readings [51]. Some

thresholds have been defined in [15] to detect hard accelerations, hard brakes, hard swerve

maneuvers (Table 2.1).

Let the dataset A = {r1, r2, r3, ... , rm} be a set of continues data stream. and ri is a record

containing accelerometer data: ri = {axi, ayi, spi}, where ax is the lateral acceleration, ay is

the longitudinal acceleration, and sp is the driving speed. Let k be the size of the sampling

window, then Simple Moving Average (SMA) is defined by:

SMA = ax(i)
2+ax(i−1)2+...+ax(i−k−1)2

k
(2.1)

Using SMA [30][67], we can find the numbers of hard accelerations, brakes, and swerve

maneuvers.

When SMA for lateral acceleration ax ranges between 0.3g and 0.4g, we count the event as

hard acceleration, and when it is between -0.6g and -0.7g, we count the event like a hard

brake. For Swerve Maneuver, when SMA for longitudinal acceleration ay range is between

0.5g and 0.6g, it is counted as a left swerve maneuver and -0.5g to -0.6g for right maneuver.
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Similar methodology is used to detect overspeeding events. Let nosp be the number of events

being in overspeed, then:

nOsp =
∑

spi∈A


SMAi >120 1

otherwise 0

(2.2)

When the average speed within the sampling window is greater than 120 km\h, then the

event is counted as overspeeding.

2.4 Driving Behavior Feedback

There had been a discussion on when and how to offer drivers feedback, as presented by [12].

To our knowledge, many current UBI systems provide feedback passively. As in current

models, latent feedback is provided at the end of the trip or day. Other schemes offer

real-time feedback in the form of negative behavior counts displayed on a mobile phone

application. These are some examples of some seen works. Some works use positive feedback

by providing incentives that include reducing insurance premiums for the vehicle driver [23].

Others designed a system that detects driving behavior events using mobile-phone build-in

sensors, where they score individual driving behavior events based on the intensity [29].

Some works allow users to access their driving behavior feedback and share it with other

registered profiles [51]. Others score driver trips compared to other drivers using the trip’s

comfort level [69].

We observe that there is no insight given on how to improve and prevent certain behaviors

from reoccurring. AutoCoach offers personalized feedback when drivers when hazardous

actions are detected by understanding individuals’ differences and needs.
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Many researchers have been actively studying possible solutions for better estimating driving

risks. Some tackled the event detection problems, and others went with driving behavior

analysis, while some proposed feedback models. In [18], authors studied the detection of

the events, where they compared the performance of the event detection of aggressive and

safe events when using different ML algorithms on different mobile phones. They concluded

that some combinations of algorithms and phone models perform better. Ref. [65] presented

a novel driving behavior recognition system that can detect brakes, accelerations, turns,

and lane change with high accuracy. Health Driving [37] is a mobile-based application that

detects driving events and conditions when accelerometer axis values pass predefined thresh-

olds. It assigns classes of safe/unsafe to detected events. Another paper proposes a strategy

based on bag-of-words to model accelerometer information associated with aggressive driving

maneuvers [7]. D3 [10] is another mobile application that uses its built-in sensors to detect

and classify driving behaviors, such as swerving, side-sliding, weaving, and sudden braking.

Other research projects focus on the studies of the classification of driving behavior patterns

described by the sequence of events [31]. Additional studies seek to classify drivers into

different groups based on their driving styles using sensor readings. For example, [29] has

designed a system that classifies hazardous driving levels, while [16] classifies driving behav-

ior drivers to be either safe and unsafe. DrivingSense [42] identifies dangerous behaviors,

including speeding and failing to control the car properly. SenseFleet [8] is another mobile-

based application that identifies risky maneuvers, accelerating, and braking and provides a

score reflecting the driver’s overall score. All of the above provide a good foundation for our

personality-based user model.

Some studies proposed ideas for scoring and providing feedback to drivers. The authors of [33]

provide an application to monitor, analyze, and offer recommendations to drivers based on

detected unsafe behaviors. Join Driving [69] is another smartphone-based driving behavior

evaluation system. Join has two components: driving event detection and the evaluation

part. It passes the detected events information to a scoring mechanism to quantitatively
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evaluate the events and comfort levels in real-time. The identified behavior can be used to

provide feedback and recommendations to drivers. Our system architecture has a similar

structure but supports more sophisticated user models.

Behavior adaptation (BA) occurs in many different ways as people become more mindful

of the risks associated with their driving [58]. While BA is possible, user experience (UX)

design is the top way to BA. How people feel while using a product and how well it serves

their purpose defines UX [1]. Factors like trust are one of the main components of reliable

UX design. Trust leads to customer satisfaction, loyalty, and patience [35] conceiving a

successful product. Our project aims to build a smart driver behavior management agent to

enable BA in drivers.
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Chapter 3

AutoCoach System Architecture

The accelerating growth of intelligent technologies is leading the way for smart innovations

in diverse fields. That is making the appearance of a smart world more evident every day.

We believe that intelligent IoT models can greatly enfold the idea of penalization by recog-

nizing the characteristics of humans’ responses in different environments and settings. This

behavioral understanding allows us to investigate computer-based approaches for identifying

particular personalities represented by habits, emotions, or lifestyle choices. By acknowledg-

ing human differences, we can provide more dependable, trustworthy services. We present

AutoCoach as an innovative Intelligent personality-based solution for driving behavior man-

agement. In this chapter we discuss the details of AutoCoach’s system architecture. Our

current work uses built-in mobile phone sensors to detect driving behavior events and send

them for analysis and feedback on-board and on-cloud. In Figure 3.1 we explain AutoCoach’s

design.
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Figure 3.1: AutoCoach System Architecture

3.1 Data Sensing and Event Detection Component

Mobile phone built-in sensors, such as accelerometers, gyroscopes, and compasses, grant

access to massive amounts of motion sensor data. This data is analyzed to obtain driving

behavior information (e.g., [17, 37, 42]). Some works incorporate more data from CAN-
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Bus [30], while others only rely on the on it to characterizes drivers based on driving style

[41].

AutoCoach starts once the driver clicks the start button. The mobile phone continuously

senses the driving data in the Data Sensing Unit as shown in Figure 3.1. Some of the data

is collected from the phone’s accelerometer, gyroscope, magnetometer, and GPS. The data

is then sent to the Driving Event Detection Unit (EDU).

EDU holds a model identifying driving behavior classifications (e.g., average acceleration,

hard brake). The events are continuously detected, and the consecutive sets of events are

segmented into windows. The window w is a fixed-time window of size n events. A window

w represents what we call a driving behavior pattern. Those segmented patterns are passed

to the Driving Risk Analysis Unit (RAU). Further information about the EDU are discussed

in Chapter 4.

3.2 Rewards and Feedback Component

RAU receives those sets of events. By using Latent Dirichlet topic modeling, we derive a

model representing the pattern’s risk levels. The model holds the pattern-risk probabilistic

distribution for how much each pattern (i.e., a word in the LDA’s original representation)

holds risk (i.e., a topic in the traditional LDA representation). The different risk-clusters

are ranging from safe to risky. The details of RAU are presented in Chapter 5.

RAU decides for each pattern its probabilistic risk level. When a pattern is detected in

real-time, its risk probabilities are sent to the Scoring Engine (SE). SE calculates the pat-

tern’s score and and event scores. The scores are used as threshold values to define drivers

personality characteristics in order to make feedback and rewards decisions. Furthermore,

the system scores the driving events (e.g., brakes) to identify whether the event is within
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the driver’s normal threshold. If not, then feedback might be required based on some rules

and decisions made by the system. The scores are sent to the Rewards and Penalty Decision

Unit (RPD) to determine feedback, rewards or penalties for the driver. The mechanism is

presented in more detail in Chapter 7.

3.3 Personality Analysis Component

The Personality Decision Unit (PDU) defines the driver’s personality risk group using K-

Means clustering. Each group will carry a risk level ranking from safe to high-risk. When

drivers use the system for the first time, they are placed into the safest risk group. Later,

when the system learns more about the driver, he will be put into a more representing group.

We discuss more details on the personality model and design in Chapter 6

The personality classifications are used to adjust the risk scores in the RAU. It is also used

to improve the rewarding and penalization criteria in the RPD Unit. Further, based on the

personality, the feedback offered by the Feedback Engine is defined. The system provides

personalized feedback and recommendation using our innovative idea of Memory Factor

(MF) (Details in Section 7.3).

The system architecture is implemented in AutoCoach, an android-based intelligent driving

behavior management system, that applies the concepts of personalized personality-based

feedback and rewards. Details on the design and implementation of the user interface and

the GUI is discussed in Chapter 8.

The AutoCoach agent supports driving behavior management and behavior improvement

over time. It may also support actuarial services in insurance contexts by providing them

with driving behavior habits. It may also assist the car control system by sending signals to

the brakes system and other parts to prevent accidents and reduce risks.
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Chapter 4

Driving Event Detection

The EDU receives the sensor readings to detect and identify events. It analyzes the data,

finds the type of the event, how aggressive it is, and then records the frequencies of events

occurrences. We define four types of events: brakes, accelerations, right- or left-turns, and

side-slides/lane-changes. Lane-changing, swerving, and driving on a curved road are all

detected as side-slides in the current design. The risk level of each of those events depends

on its aggressiveness. It can be either a safe, medium, or high-risk event. We use Support

Vector Machine (SVM) supervised learning to analyze the collected raw data and generate

a model to classify each event into one of the twelve classifications.

4.1 Sensor Calibration

Sensor calibration is an essential step for sensor data accuracy as the mobile phone will

be moving and placed at different angles and in different positions. It becomes difficult to

collect consistent data. For this purpose, we ask the drivers to set the mobile phone on a

phone holder in a landscape view. Once the phone is placed, the drivers’ car had to remain
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in zero motion before starting the application. Once the start button is clicked, then the

sensors will be calibrated.

We use the automatic calibration method [46] to align the sensor’s Cartesian frame of refer-

ence with the vehicle’s Cartesian frame of reference. We generate a transformation matrix

to convert the accelerometer reference frame axes to the car reference frame axes. The

accelerometer is very sensitive; a running car can create much noise making the readings

inaccurate. Therefore, we also use a Low Pass Butter-Worth filter with cutoff = 0.4 to filter

out the noise as shown in the examples in Figure 4.1. The blue lines are the unfiltered

signals. We can see many signal fluctuations due to noise. When smoothing out the signal

(red line), we get a cleaner signal that we can use to determine the severity of the driving

behavior event.

4.2 SVM Ground Truth Labeling

We collect ground truth data to define the event classes. We rely on human perception

of force to determine the ground truth based on how much lateral and longitudinal force

the driver or passenger senses for different events. The aggressiveness levels are labeled as

normal-risk, low-risk, medium-risk, and high-risk levels.

As we progressed through the project, our data set kept growing, and we kept retraining the

model to improve it. We collected the ground truth data from many trips on a Toyota Rav4

and a BMW M2 for our initial model. During the ride, we start recording a video by stating

the date and time of the trip. Then, at the occurrence of events, the driver indicates the

event type and his perception of the aggressiveness level. Once the trip has ended, the driver

says the time of the trip. In the lab, the data labels recorded in the video are matched with

the detected beginnings and ends of events. We defined the combination of event types and
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(a) Safe turn. (b) Safe lane-change. (c) Safe acceleration. (d) Safe brake.

(e) Mid-risk turn. (f) Mid-risk lane-
change.

(g) Mid-risk accelera-
tion.

(h) Mid-risk brake.

(i) High-risk turn. (j) High-risk lane-
change.

(k) High-risk accelera-
tion.

(l) High-risk brake.

Figure 4.1: Events Risk Levels Examples
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labeled it with a letter representation, as shown in Table 5.1.

4.3 Events Model Training

We follow the work in D3 [54] to build the detection mechanism as we found it to be of the

best accuracy among other works. We have selected 12 features from their list of features

and defined seven more features, as shown in Table 4.1, to help us identify different risk

levels.

Table 4.1: SVM Features

Features Description

Accx Std Accelerometer Xaxis Std
Accy Std Accelerometer Yaxis Std
Accx Range Accelerometer Maxx - Minx
Accy Range Accelerometer Maxy - Miny
Gyrox Std Std of Gyroscope Xaxis values
Gyroy Std Std of Gyroscope Yaxis values

D3 Accx Mean Mean of Accelerometer Xaxis values
Accy Mean Mean of Accelerometer Yaxis values
Gyrox Mean Mean of Gyroscope Xaxis values
Gyroy Mean Mean of Gyroscope Yaxis values
Speed Mean Mean of Speed
Speed Std Std of speed

GyroMax Max Gyroscope value
Acc xMax Maximum Accelerometer Xaxis value

AutoCoach Acc yMax Maximum Accelerometer Yaxis value
Acc xMin Minimum Accelerometer Xaxis value
Acc yMin Minimum Accelerometer Yaxis value
Speed Difference Difference between start & end speed
Time End of event - Start of event
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4.4 Initial Event Detection Model

For the first version of the SVM model, We trained three different models, one for each of

the cars we used in our study. The initial model was to classify the events to be either safe or

risky using the 12 features we selected from the D3 paper and seven other features we added

to satisfy our goal of detection, as shown in Table 4.1. Training data are described in Table

4.2. For this model, we collected a total of 186 events divided as 44 safe accelerations, 14

unsafe accelerations, 52 safe brakes, 17 unsafe brakes, 41 normal turns, seven unsafe turns,

12 safe swerves, and six unsafe swerves on the BMW car. We split the data into 80% training

data and 20% testing data. The training accuracy for the 2-levels model was 100%, while

the test accuracy was 92.1%.

Table 4.2: SVM Training for Two Risk Levels

Car Model Risk Brakes Acceleration Turns Side-slide

BMW Safe 51 42 41 11
Risky 16 13 6 5

Accuracy Training 100% Test 92.1%

Then, we further improved our model to classify events into three risk levels. In Table 4.3,

we labeled some trips taken on the Toyota Rav4 car. We had 56 brakes, 33 accelerations, 43

turns, and eight side-sliding of normal risk. We also recorded seven brakes, eight accelera-

tions, four turns, and one side-sliding of medium risk. Moreover, there were six brakes, 13

accelerations, nine turns, and three side-slides of high risk. We tested the model and got a

training accuracy of 96% and test accuracy of 76.9%.

We have also trained based on four risk levels using data for several trips on the Rav4 car.

The training accuracy was 90.1%, and the test accuracy was only 61.5%. We noticed that the

more risk levels we have, the lower the accuracy is. We realized that having small amounts

of data is one of the biggest reasons for failing to get better results. Therefore, we used the
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Table 4.3: SVM Training for Three Risk Levels

Car Model Risk Brakes Acceleration Turns Side-slide

Rav4 Normal 56 33 43 8
Medium 7 8 4 1
High 6 13 9 3

Accuracy Training 96% Test 76.9%

BMW Normal 89 108 59 12
Medium 3 12 1 0
High 14 17 6 5

Accuracy Training 100% Test 86.36%

oversampling method to balance the data on the Rav4 3-levels data and retrained the model.

The training and test accuracy improved to 98% and 89%, respectively.

4.5 Generalized Detection Model

To expand our work for this study and allow many drivers to use our application, we create

a generalized model that could work on different SUVs and Sedans. To train the model, we

explored a series of ML algorithms. We found that SVM and KNN, which are applied to

many areas, such as pattern recognition and regression, are the most suitable ML algorithms

to classify signals. Since SVM and KNN are supervised algorithms, the input data requires

labeling. We collected raw sensor data from ten cars of different models and sizes and under

different road conditions (Table 4.4). Our team has manually labeled 1350 driving events into

the twelve classifications. The data was collected and labeled at several stages throughout

the phases of our work.

Then, we further investigated the addition and removal of several features displayed in

Table 4.6. We tested non-weighted features 1–13 and 18–23, which resulted in 83.6% for

SVM and 72.62% for KNN. We identified that many of the false classifications were falling
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Table 4.4: SVM Training Data for the Generalized Model.

Risk Brakes Acceleration Turns Lane-changes

Safe 322 278 183 77
Medium 113 50 54 35
High 72 72 57 43

Sum. 400 507 294 155

in the minority classes. Therefore, we examined using weighted SVM [25] to solve the

problem of unbalanced data. The accuracy of SVM successfully improved to 85.2%. We

further investigated new features that could help get even better results. We found that

the addition of Feature 14 significantly increased the classification accuracy to 93.4% (SVM)

and 81.4% (KNN). This feature uses the sensor data to detect when an event occurs when

the signal exceeds a certain threshold. When the accelerometer x-axis signal is responsible

for triggering the detection, the event is likely to be a turn or a lane change; otherwise, it is

an acceleration or a brake.

Table 4.5: SVM and KNN accuracy results.

Features SVM Accuracy KNN Accuracy

Weighted Features 1–13, 18–23 85.20%
Non-weighted Features 1–13, 18–23 83.60% 72.62%
Features 1–14,16–23 85.20% 78.26%
Features 1–14,18–23 93.40% 81.40%
Features 1–17 93.40% 83.70%
Features 1–17 with Relief weight [34] 86.80% 79.10%
PCA-3D, Features 1–17 75.40% 82.00%
PCA-4D, Features 1–17 80.30% 85.32%

Table 4.5 shows a summary of our event detection experimental results. We concluded that

SVM performed best in identifying twelve driving events with the features 1–17, and we got

similar results when using the 19 features 1–14 and 16–23 with an accuracy of 93.4%. We

used the model with 17 features because it is of lower dimensionality.
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Table 4.6: SVM features.

No. Feature Description

v1.0 1 Max accelx The maximum value of the accelerometer’s x-axis
2 Min accelx The minimum value of the accelerometer’s x-axis
3 Max gyrox The maximum value of gyroscope’s x-axis
4 Speed differ-

ence
The subtraction of the event’s end speed and start
speed

5 Time duration The time duration of the whole event

v1.1 6 Range of accelx Subtraction of max. and min. values of the ac-
celerometer’s x-axis

7 Range of accely Subtraction of max. and min. values of the ac-
celerometer’s y-axis

8 Std accelx The standard deviation of the accelerometer’s x-axis
9 Std accely The standard deviation of the accelerometer’s y-axis
10 Mean accelx The mean value of the accelerometer’s x-axis
11 Mean accely The mean value of the accelerometer’s y-axis
12 Mean gyrox The mean value of the gyroscope’s x-axis
13 Speed mean The mean value of speed within the event window

v2.0 14 Axis direction States whether it is an event occurring on the x-axis
or the y-axis

15 Max accely The maximum absolute value of the accelerometer’s
y-axis

16 StartEndAccx The sum of the start and end values of the accelerom-
eter’s x-axis

17 StartEndAccy The sum of the start and end values of the accelerom-
eter’s y-axis

v1.1 ex-
cluded

18 Std gyrox The standard deviation of the gyroscope’s x-axis

19 Std gyroy The standard deviation of the gyroscope’s x-axis
20 Mean gyroy The mean value of the gyroscope’s y-axis
21 Min accely The minimum value of accelerometer’s y-axis
22 speed Std The standard deviation of the speed
23 Max accely The maximum value of the accelerometer’s y-axis
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Chapter 5

Driving Behavior Pattern Analysis

In our model, a set of events happening within a fixed time window defines a driving behavior

pattern. Some of those patterns frequently occur through a trip driven by people with

particular habits. For instance, one driver may often have stronger brakes, accelerations,

and lane changes within short periods. Another driver who drives carefully is more likely to

drive carefully every time. It does not mean that a riskier driver will never drive safely, or

a safe driver will never drive risky. Nevertheless, we can see similar patterns from different

people.

We can use this information to understand and to offer the drivers feedback. In this model,

we look for those patterns with similar features and group them.

Our study applies Latent Dirichlet Allocation (LDA) topic modeling to classify the patterns

into their matched risk groups the same way words are matched with topics. LDA is an

unsupervised machine learning algorithm that uses probabilistic modeling to output two

models: the word-topic and document-topic models. In traditional LDA, a set of documents

defines the corpus.
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LDA’s word-topic model defines how much a word is related to a topic, and the document-

topic model defines how much a topic represents a document. Because LDA is a text-based

model, we have transformed our input patterns into a form of text. The events and intensities

model defined in Table 5.1 represents the letters of the words. The combination of letters

becomes the words of a document, and in our case, we call it a pattern. Our topics are the

risk groups.

5.1 Driving Behavior Patterns Definition

Table 5.1: LDA Driving Behavior Letters

Event Normal Medium-Risk High-Risk

Brake a b c
Acceleration h i j
Turn o p q
Lane-change v w x

We have 12 classes of events, each represented by the combination of an event type and its

associated risk level (e.g., brake: low risk, turn: high risk). In our definition, a pattern may

contain a series of events or a ”no events” pattern happening within a fixed-time window.

A trip is a combination of many patterns happening within it. The input to the LDA model

is many trips, and each trip is input, such as shown in the following example:

ahhva, aav, oavov, va, vaav, ho, o, h, vooi, hxvvvq, oa, oha, va, oovoohv, ohh, vo,

hhhva, h, av, hoh, hvav, c, vaaaaa, vh, aahaa, hqh, ah, vvaav, ooo, vvovv, hv, hv,

oovhvo, hh, hhhooaa, vaaao, vhv, oho, av, avhv, ovv, vooo, oao, o, hh, av, joha, hahoo,

vho, vav, oh, hvh, oo, hvaho, ohv, av, vhaov, va, ooh, hho, va, o, hahv, avaaohh, oooav,

hoa, v, oh, oahah, h, ahvh, haaho, avh, va, avvha, ao, h, va, vo, ahhv, ooavva, aa,
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This trip was on a local road with lots of turns, stop-lights, and intersections. It shows many

events within each of its patterns. Each pattern happens within a window of 20 seconds.

As shown in the example in Figure 5.1, if we look at pattern oavov, it means that within a

window, the driver has performed: a normal turn, followed by a brake, normal lane-change,

normal brake, and another normal lane-change. This pattern can tell us that this driving

behavior is safe and that the agent will not worry about it.

Figure 5.1: Trip Example

5.2 LDA Patterns Model

In order to train the LDA model, we needed at least a few hundred trips datasets to represent

different trips. We collected data from actual trips driven with different driving styles;

however, it was not easy to collect many datasets. Therefore, we used 200 simulated trips

created concerning the actual trips we have taken. The data is used to classify the patterns
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into four risk groups, where each group has similarities in driving behavior. For example,

aggressive drivers tend to have more aggressiveness in their driving behavior, and thus, those

aggressive patterns tend to appear together. Events of specific intensities highly coexist in

some patterns, and those patterns coexist in the same class. Figure 5.2 shows the final

output of the trained LDA model.

Figure 5.2: Patterns Distribution

5.3 Patterns Distributions

For each pattern, the LDA gives the probabilities for belonging to each of the four risk levels.

For example, the system detected the pattern ”hcpah” and sent it to the RAU; the output

is:

Result = (0, 0.1254097), (1, 0.6228426), (2, 0.1262365), (3, 0.1255111) (5.1)

where (1, 0.6228426) belongs to ”1: Low-Risk Group” with probability 0.62284267. We

conclude that the pattern has a higher probability of posing ”Low Risk” with a probability
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of 0.62.

5.3.1 LDA Patterns Model Evaluation

Looking at the individual events risk classifications shown in Table 5.1, we know that if

there are multiple events from the same risk group within a pattern, then this pattern fully

represents that specific risk-group. Based on this concept, we selected the top 30 most

relevant patterns to be judged by a human to tell whether each one of those 30 patterns

represents the same risk group or not. Table 5.2 shows a binary decision whether a pattern

perfectly represents Risk Group 3 or not.

Table 5.2: Risk Group 3 (Cluster 2) Evaluation

P y/n P y/n P y/n P y/n P y/n

q y jc y qq y qc y qx y
c y w n cj y qqj y jqj y
x y xj y cc y qj y xcq y
j y i n xx y xc y b n
cq y jq y jj y cx y jcj y
xq y p n jx y qqq y qxx y

We found 29 relevant patterns out of 30 classified patterns in Cluster 1 (Risk Group 1), 26

out of 30 in Cluster 2 (Risk Group 3), and 45 out of 60 in Clusters 3 and 4 (Risk Group 2).

Then, we applied Recall, Precision, and F-score measures to the top 30 most relevant results

to each of the 3 risk groups. Results are shown in Table 5.3

Precision requires looking at the false negatives, which could be patterns that strongly rep-

resent a specific cluster but are represented falsely in other clusters. In Clusters 2, we found

false positives: ”i,” ”p,” and ”b,” which strongly represent Clusters 3 and 4, but they are

also true positives in Clusters 4 and 3. We also found that in Cluster 4, there exist a pattern

”vba,” which partially represents Cluster 1. However, as mentioned previously, we exclude

those patterns with partial representation. Therefore, by looking at all 120 patterns, we
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found 29 relevant patterns to Cluster 1, 27 are relevant to Cluster 2, and 45 are relevant to

Cluster 3 and 4. Results in Table 5.3 show reasonable results for the pattern classification.

Table 5.3: LDA Results Evaluation

Risk Group Recall Precision F-Score

R1 0.966 1 0.9827
R2 0.733 1 0.8459
R3 0.766 0.963 0.8532
R4 0.866 0.963 0.9119

We use 200 simulated trips to train the LDA model to classify the patterns into four risk

groups. The simulated trips were created concerning the actual trips we have taken. When

training the LDA model, the output has given out four clusters, as shown in Figure 5.2.

Our system must match the patterns detected in real-time with patterns in the patterns

dictionary to find their risk level. Not all patterns could exist in the trained dictionary;

therefore, the closest match represents the pattern risk level. We use an Edit Distance

pattern matching algorithm to find the closest pattern. When a pattern is detected and is

not found in the dictionary to directly find the risk level, Levenshtein Distance Algorithm,

a pattern matching algorithm, is used to match the patterns to the closest available pattern

in the model and use that closest pattern to represent the detected pattern.

5.3.2 Pattern Analysis Unit

The pattern analysis unit is responsible for assessing the behavior risk. Each pattern is

represented by letters, where a letter represents a combination of event type and risk level

(Table 5.1). Our model uses 12 letters and a pattern length ranging from 1 to approximately

ten letters, creating a great number of possibilities. An example of a trip pattern would look

like: [a, bah, hhbp, aoaaib, a, bh, aihb, bxaah...] , where a pattern is a window of 40 s, and

the many patterns represent a trip.

37



Using this data, we would like to create a cluster model based on the similarities in risk

between the patterns to group them. The model should create a well skewed scored data

set with high variance to represent many possible combinations of events scores. We assume

that the more high-risk events present in a pattern, the higher the risk is.

In order to find relationships between patterns, we considered several semi-supervised and

unsupervised algorithms. Because unsupervised learning draws the inference from a dataset

without labels, it could work for our dataset of unknown similarities between patterns. On

the other hand, semi-supervised learning allows introducing a hint of knowledge about the

dataset, which can be even more meaningful. We believe that, for example, the pattern “a”

cannot be together with “b”, and either cannot be with “c” as each belongs to a different

risk group. However, when it comes to combinations of patterns, decisions become more

challenging, and this is when machine-learning can figure out such complicated decisions.

5.4 Further Improvements on Patterns Model

We explored K-means and mean-shift from the list of the unsupervised clustering algorithms.

We first converted the collected patterns to a fixed-length vector as the input data should be

of equal length. The vectors include 12 features concerning the number of safe, medium-risk,

and high-risk event types. We trained models using K-means and mean-shift. In K-means,

we strictly assign numbers of clusters, while mean-shift decides the number of clusters the

output will have. We found it could not show meaningful relevance for within-clusters data

points when we looked through the results obtained. We found patterns such as “a” closest

to “x”, for example, which does not imply our purpose. As when converting the pattern into

a vector, the sense of sequence and risk levels were gone.

Using a semi-supervised algorithm for such data format is more meaningful as we can, as
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humans, provide insightful information about the degrees of risk patterns represent. We

used the same features presented in K-Means to upgrade it to the COP K-means algorithm.

COP K-means allows semi-supervision by adding must-link and cannot-link pairs of data,

which helps direct the algorithm to represent the clusters based on initial decisions. Results

from COP K-means were not successful either.

Therefore, we thought of moving back to our initial probabilistic LDA model and extended

it to configure a Guided-LDA model to create a semi-supervised version of the LDA. LDA

is a probabilistic model that views driving behavior patterns as words assigned to topics.

The topics are viewed as groups of patterns with similar risk levels. Each pattern is given a

combination of probabilistic values belonging to four defined risk groups.

Table 5.4: Semi-supervised algorithm statistics.

AlgorithmMean Median Std Max Min VarianceKurtosis Skewness

COP-K 83.202 89.86 19.892 99.96 40.12 395.693 0.286 −1.206
LDA 63.956 58.19 22.795 97.04 28.39 519.630 −1.091 −0.006
Guided
LDA

61.008 59.405 12.780 96.63 37.49 163.330 2.623 1.145

On the contrary, in Guided-LDA, we set seeds for each cluster and allow the model to revolve

around them. A seed is a pattern we believe should belong to a specific topic. The proba-

bilities derived from the LDA model are used to generate scores for the detected patterns to

determine the risk level the driver is showing at that moment. We scored the clustered pat-

terns using the scoring engine presented in [43] where higher risk probabilities are multiplied

by lower weights, while lower-risk probabilities are multiplied by higher weights. Statisti-

cal comparison was conducted on randomly selected sample data and is shown in Table 5.4.

Results show that LDA and Guided-LDA are closer means to the data medians than COP K-

means. LDA showed the highest standard deviation and variance (Std = 22.79 and variance

= 519.62) and most asymmetric data based on skewness measures (skewness = −0.0056).

Furthermore, the minimum and maximum values are widely separated in LDA (minimum =
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28.39 and maximum = 97.04). We concluded that LDA results are most significant for the

patterns analysis model and for scoring the behavior patterns.
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Chapter 6

Personality-Based Driver Model

6.1 K-Means Clustering for Personality Groups

It is known that from different perspectives, groups of people may share similar habits and

behaviors. In the same way, some drivers have similar driving habits. Unsupervised ML

algorithms can help us identify the similarities of risks shown by drivers to classify them into

multiple ranked risk groups. Such ranking allows us to set practical feedback methods based

on how risky a driver is. We have explored the possible algorithms and found that the best-

known algorithms for such a problem are K-means clustering. Therefore, we use K-Means

to model different personalities groups. K-means is an unsupervised learning algorithm used

to partition n observations into k clusters where observation belongs to the cluster with the

nearest mean. As mentioned previously, drivers hold a combination of all those personalities,

and therefore, cannot be given a specific title to a group. K-Means allows us to discover rules

that describe large portions of driver’s behaviors and habits. Thus, we can create personality

groups based on the features we assume that represent specific behaviors.

Personality features can include information about habits, behaviors and emotional aspects.
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Using events and risk levels detected in the Event Detection Unit (Section 4), we can de-

fine habit-related features, while patterns discussed in Section 5 can define behavior-related

features. Emotionally, as defined by [59], authors propose that driving style personalities

can be divided into four main types: reckless and careless, anxious, angry and hostile, pa-

tient and careful. All drivers have a combination of those emotion-induced personalities, but

they tend to show one more than the others. We follow all those habitual, behavioral, and

emotional characteristics to define features for classifying drivers into different personality

groups.

In order to classify drivers into different clusters, we need to collect large amounts of data.

The data includes events types and risk levels, patterns, scores, and time duration of patterns

and events, and emotional-induced patterns. Our initial study collected about 300 minutes

of actual driving under different personality characteristics. We created from those trips 400

simulated driver profiles, where each record contains 100 − 200 patterns, and each pattern

is a window of 40 seconds. To test if the data is suitable for representing several groups, we

check the similarities and differences to make sure many clusters are created. We used the

heat map for the euclidean distances to confirm present differences. Figure 6.1 calculates

the Euclidean Distance between the data records and illustrates the similarities differences,

where red is for significant differences and blue is for somewhat similar data records. We

found from the results that the data we have has significant amount of similarities and

differences, making it a well-balanced data set to create multiple clusters.

6.1.1 Personality Group Feature Selection

In the first model we created for the system prototype, we defined eight features to represent

the characteristics of the drivers and used the previously created data for training the model.

Suppose a driver has historical event sequence E = {e1, e2, ...en}, which are divided into
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Figure 6.1: Euclidean Distance

window patterns C = {c1, c2, ...cm} with window scores S = {s1, s2, ...sm}. We use the

event-level classifications from the EDU to decide which event is safe-, medium-, or high-
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risk. Each event ei ∈ E is assigned a value:

ei =



1 safe event

2 medium risk

3 high risk

(6.1)

We use λ = 75 as a threshold to consider a window pattern score si as a high score. Using

Iverson Brackets Formula, [P] is given the value of 1 or 0 depending on proposition P:

[P ] =


1 if P is true;

0 otherwise;

(6.2)

The features for driver personality are defined as follows:

1. Percentage of Safe Events (Es): Careful drivers show more safe events than other types

of drivers. The percentage of safe events Es for a driver with a history E of n events

is given by:

Es(E) =

(∑n
i=1 [ei = 1]

)
n

× 100 (6.3)

2. Medium-Risk Events Percentage (Em): Reckless and anxious drivers show worse than

normal patterns but better than completely aggressive patterns. We can get the

medium-risk events percentage Em by:

Em(E) =

(∑n
i=1 [ei = 2]

)
n

× 100 (6.4)
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3. High-Risk Events Percentage (Eh):

Eh(E) =

(∑n
i=1 [ei = 3]

)
n

× 100 (6.5)

4. High Score Patterns Percentage (Sh): This feature detects safe driving behavior since

safe drivers tend to have a high percentage of safe driving patterns. We can get the

High Score Pattern Percentage by:

Sh(S) =

(∑m
j=1 [sj ≥ λ]

)
m

× 100 (6.6)

5. Low Score Percentage (Sl):

Sl(S) =

(∑m
j=1 [sj < 75]

)
m

× 100 (6.7)

6. Aggressive Behavior Density (Da): As shown in Figure 6.2, for angry drivers, we

may observe a cluster of consecutive risky events in a fixed window. The density of

aggressive behavior can be decided by the length of time a driver has a certain type of

behavior repeatedly. We can check the duration l of an aggressive cluster from those

consecutive events with a high risk of longer than ta. In addition, we check if such

clusters make the window to have a low score (sck < λ).

Figure 6.2: Personality Analysis Example
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Then the density of aggressive behavior Da is:

Da(C) =

(∑m
k=1[sck < λ and ta < lck ]

)
m

× 100 (6.8)

7. Reckless Behavior Density (Dr): We observe reckless drivers have lower density risky

events. Reckless driving behaviors show shorter and sparse aggressive patterns and are

determined by checking if ta < l.

Dr(C) =

(∑m
k=1[ta > lck and sck < λ]

)
m

× 100 (6.9)

8. Anxious Behavior Density (Dx): Anxious drivers are those drivers who show hesitation

and have low scores due to the high number of occurring normal events within a

window:

Dx(C) =

(∑m
k=1[lck = 0 and sck < λ]

)
m

× 100 (6.10)

The features are summarized to which personality classifications they mainly target in Ta-

ble 6.1. Each of those features generally tells us something about drivers’ aggressiveness.

The density of risky events tells us how long the driver remains in higher aggressiveness

patterns periods, giving us insight about angry drivers. While, high and medium risk events

frequency represent how often one would go into reckless manners, which in return is telling

us the driver could be careless. Those drivers who would be doing all sorts of risky and

non-risky behaviors might be anxious.
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Table 6.1: K-Means Features and Personality Representation

No. Feature Personality
Character-
istics

1 Percentage of Safe Events (Es) Careful
2 Medium-Risk Events Percentage (Em) Reckless and Anxious
3 High-Risk Events Percentage (Eh) Angry and Reckless
4 High Score Patterns Percentage (Sh) Careful
5 Low Score Percentage (Sl) Anxious, Reckless and Angry
6 Aggressive Behavior Density (Da) Angry and Reckless
7 Reckless Behavior Density (Dr) Reckless
8 Anxious Behavior Density (Dx) Anxious

6.1.2 Personality Groups Clusters Model

In order to find that these are the optimal clusters for our data, we have evaluated the

K-Means clustering results for different k values using three statistical measures: Average

Silhouette, Gap Statistics, and Total-Within Sum of Squares (TWSS). We have run the

clustering for k = 2 up to k = 10 to find the optimal number of clusters. The final results of

the clustering we have settled on are shown in Figure 6.3.

In the Average Silhouette, we try to find the cluster where an elbow is created, and we can

clearly see in Figure 6.4 that at 4 clusters, this is the optimal number of clusters based on

this method. However, for Gap Statistics, the optimal number of clusters is at the point

where the curve stops rising, and we can see from the results in Figure 6.5 that 5 clusters

are the optimal number of clusters. Based on the TWSS results shown in Figure 6.6, the

optimal number of clusters is 3. The results from those methods are not exact, and we can

go a little lower or higher around the results ranges. Therefore, we take the average of the

three results and decide that 4 is our optimal number of clusters (Figure 6.7).
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Figure 6.3: Clusters k=2 to k=11

6.2 Improved Personality-Based Driver Model

Later in the study, after we have completed setting up the whole system, we had to initiate

a user study to test the success of our intelligent agent. Therefore, the system had to be

personalized for different actual groups of people, and in order to get that, we had to collect
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Figure 6.4: Average Silhouette

Figure 6.5: Gap Statistics

Figure 6.6: WSS

data from real drivers.
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Figure 6.7: Personality Clusters

6.2.1 Real Users Data Collection

We have recruited 50 android users (29 males and 21 females, mean = 33.8, Std = 5.3) in

several cities to collect data at two stages. In the first stage, we recruited ten users to collect

events data to train the SVM model. They were assigned a task to run a simple version of

AutoCoach to collect 200 events each. The GUI displays a counter, and every time an event

is detected, the counter is incremented. It took about 1.5–2 h to collect 200 events when

driving on local roads.

We needed more real users to build the personality model using the K-means clustering

algorithm in the second stage of our project to let actual users test it. We recruited 40

more drivers from different cities to drive under different road conditions and different rules.

We have introduced the drivers to the project, and this time drivers got to experience the

actual GUI. We explained the setup directions (e.g., how to run the application and what to

expect) and requirements (e.g., phone holder, android version). We tasked the participants

to run the application whenever they could drive to collect at least two hours of driving data.

While we closely monitored the collected data to make sure it was correct and valid. The

collected dataset includes over 350 trips, 12K events, and 7K patterns collected by 50 users
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over two months. We used the K-Means clustering algorithm to train the personality model.

For accuracy reasons, we selected only 36 drivers who had more than 2 hours of driving data

to train the model.

6.2.2 Extended Personality Features Selection

Many features could be included to be part of a personal risk-assessment model. This study

considers features associated with habits and emotions to be part of the personality model.

In this context, habits are defined by all those features associated with driving events and

behaviors. Emotions, on the other hand, are those feelings contributing to the aggression or

recklessness of drivers. In [59], authors propose that driving style personalities can be divided

into four main types: reckless and careless, anxious, angry and hostile, patient and careful.

We believe that drivers have a combination of those personalities. We follow habits and

personality characteristics to define features for classifying drivers into different personality

groups. We assume that the groups we would like to study are distinguished by how much

risk they present. The collected data included information regarding the following:

• Events types;

• Events risk levels;

• Events time duration;

• Events Scores;

• Behavior patterns;

• Behavior patterns scores;

• Angry, reckless, and anxious behaviors.
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Table 6.2 describes the features we have selected to train our model using the previously

mentioned data. Eight of those features (1–8) were used in our earlier study of AutoCoach.

We collected and analyzed more data for this current study, which helped us better estimate

drivers’ personalities and created more features (9–21).

Features 6, 7, and 8 summarize the emotion-related features. In density of angry behavior

(feature 6), we detect a cluster of sequential risky events in a fixed time window. The amount

of time a driver exhibits a particular behavior repeatedly determines the density of angry

behavior. We recognize that reckless drivers have a lower density of risky events, where less

risky events are found in a pattern (feature 7). In contrast, for density of anxious behavior

(feature 8), we comprehend that anxious drivers are those drivers who present hesitation

and have low scores due to the high number of occurring safe events within a window. Other

features presented in Table 6.2 represent the habits of drivers.

Because we are considering the risks, we collected information about driving habits, which

are defined by how aggressive brakes, accelerations, turns, and lane changes are. Drivers

respond to some situations with emotions, and those emotional aspects of driving pose a

risk. We use anger, recklessness, and anxiousness as measures in defining the personality

groups. Other characteristics for the groups are how their overall driving is seen from the

scoring engine’s perspective. This feature represents the level of safety of the drivers.

6.2.3 Personality-Based Cluster Analysis

In the personality model, we would like to create multiple clusters to define our customer

groups. An unsupervised learning algorithm would work best because of the data’s na-

ture and the uncertainty about the probable classifications. Because drivers combine many

characteristics represented by anger, anxiousness, recklessness, and other driving habits, a

cluster cannot be given a particular name. The K-means algorithm allows us to discover
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rules that describe large portions of driver’s behaviors and habits. Consequently, it can

create personality groups based on the features we assume that represent specific behaviors.

AutoCoach has a daemon on its servers, and it is responsible for automatically retraining

the K-means model every time 200 events are uploaded to the cloud-based database. The

Personality Cloud Daemon provides the necessary functionality to support the personality

analysis of the drivers. It does not directly interact with the AutoCoach Android app.

Instead, it gathers information from the Firebase database and writes the results back to

it. Decoupling the Daemon with the app allows more sophisticated analytical models and

algorithms while reducing the workload of mobile devices. Asynchronous inference also

means that the personality analysis happens in the background so that the users do not

have to wait for it to be done. The daemon listener knows when new data is added to

the database and re-clusters the groups every now and then makes sure the groups are up-

to-date. When retraining is triggered, AutoCoach considers adding only those users with

sufficient data in the trained model. Users with no data for specific events will be excluded,

for accuracy purposes, from the model and will remain in their initial group assignment.

With a large number of features, we face the problem of high dimensionality. The higher the

dimensionality, K-means becomes less effective at distinguishing between examples [21]. To

eliminate the problem, we apply the rule stating that the correlation of magnitude between

0.7 and 0.9 is considered high [68]. Therefore, we decide that highly correlated features with

coefficients greater than 0.7 will be excluded. This exclusion will also eliminate the possibility

that those features with similarities give more weight than other features. (Figure 6.8)

We use the same statistical measures to examine and find the optimal number of clusters

for our current data set. As shown in Figure 6.9, we have tested the average silhouette, the

Total Within-Cluster Sum of Square (WSS), and the gap statistics. Each method suggested

a different optimal number of clusters (6, 4, and 3). We use the average of the three methods

to find that four clusters are about a good number of clusters for the current model. We
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Figure 6.8: Correlation Matrix

label the four clusters in order of safety as follows:

1. Best Drivers: Group A (GA);

2. Good Drivers: Group B (GB);

3. Average Drivers: Group C (GC);

4. Worst Drivers: Group D (GD).
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(a) Silhouette. (b) Total WSS.

(c) Gap statistics.

Figure 6.9: Statistical methods to determine the optimal number of Kmeans clusters.

When a new model is trained, the Daemon automatically labels the clusters from the safest

to the riskiest using the silhouette factor. Silhouette refers to a method of interpretation

and validation of data consistency within clusters. We calculate a silhouette score for each

feature as if the dataset has only one single feature. We do this for all features selected

for training. Then, AutoCoach compares the silhouette scores. The feature with the most

significant silhouette score will be chosen to rank and name the clusters. It means that the

same cluster samples are similar to each other, and thus, this is a well-separated feature that

could create solid boundaries between the clusters. When a driver is assigned to a group,

the system will automatically know which associated policies and rules apply to this driver.

Every time the model is retrained, the driver will move or stay within the same cluster.

Moving from a safe group to a riskier group will result in stricter rules, while the opposite

55



results in more relaxed rules.

Figure 6.10: Drivers classified into groups using 20 features. Groups are in order from safer
to riskier: 1, 2, 4, 3.

Figure 6.10 shows 36 drivers with sufficient data clustered into four personality groups. The

numbers on the figure match the following group labels: Best (1), Good (2), Average (4),

and Worst (3) drivers. The groups were labeled in this model based on the highest risk

turns feature, which had the most significant silhouette score in this trained set. Based on

the high-risk turns’ cluster values, they will be ranked from safest to riskiest. Those clusters

with higher high-turns will be put in the more dangerous group, and as it goes down, they

will be labeled as safer. This model was used in our usability study to offer personalized

feedback to drivers, which will be explained in further detail in Section 9.
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Table 6.2: Personality groups K-means features.

No. Feature Description

1 Percentage of safe events The number of safe events divided by the total number of
all recorded events.

2 Percentage of medium-risk
events

The number of medium-risk events divided by the total
number of all recorded events.

3 Percentage of high-risk
events

The number of high-risk events divided by the total num-
ber of all recorded events.

4 Percentage of high score
patterns

The number of high score patterns where scores ≥ 75
divided by the total number of all recorded patterns.

5 Percentage of low score pat-
terns

The number of low score patterns where scores ≤ 40 di-
vided by the total number of all recorded patterns.

6 Density of angry behavior The number of patterns a driver has been in angry behav-
ior divided by the total number of patterns.

7 Density of reckless behavior The number of patterns a driver has been in reckless be-
havior divided by the total number of patterns.

8 Density of anxious behavior The number of patterns a driver has been in anxious be-
havior divided by the total number of patterns.

9 Density of Carefulness The number of patterns a driver has shown safety based on
patterns scores divided by the total number of patterns.

10 Percentage of safe brakes Number of safe brakes divided by the number of all brakes.
11 Percentage of medium-risk

brakes
The number of medium-risk brakes divided by the total
number of all brakes.

12 Percentage of high-risk
brakes

The number of high-risk brakes divided by the total num-
ber of all brakes.

13 Percentage of safe accelera-
tion

The number of safe accelerations divided by the total num-
ber of all accelerations.

14 Percentage of medium-risk
acceleration

The number of medium-risk accelerations divided by the
total number of all accelerations.

15 Percentage of high-risk ac-
celeration

The number of high-risk accelerations divided by the total
number of all accelerations.

16 Percentage of safe turns Number of safe turns divided by the total number of all
turns.

17 Percentage of medium-risk
turns

The number of medium-risk turns divided by the total
number of all turns.

18 Percentage of high-risk
turns

Number of safe turns divided by the total number of all
turns.

19 Percentage of safe lane-
changes

The number of safe lane-changes divided by the total num-
ber of all lane-changes.

20 Percentage of medium-risk
lane-changes

The number of medium-risk lane-changes divided by the
total number of all lane-changes.

21 Percentage of high-risk
lane-changes

The number of high-risk lane-changes divided by the total
number of all lane-changes.
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Chapter 7

Feedback and Scoring Engines

AutoCoach is designed to offer feedback, rewards, and penalties to drivers to persuade them

to follow the feedback and recommendation given by the system. There are several factors

to be considered when designing how to offer those rewards and penalties. How often, how

much, what form, and when should they be given are big questions we consider to support

our goal of providing positive feedback to support better-driving behavior.

AutoCoach applies persuasive technology [19] to change drivers’ behavior by employing

means of influence. AutoCoach acts as a coach. It understands if certain personality-

related aggression is happening by looking into the current driving behavior pattern score

and the driver’s personality group. Then, it applies effective measures (i.e., feedback) to di-

rect drivers towards better choices. We implement several concepts of persuasion represented

in the Rewards and Feedback Component shown in Figure 3.1. It includes:

1. Real-time behavior scoring

2. Personalized reward and penalty decisions

3. Visual and audible feedback
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4. Interactive feedback

In our system definition, we have drivers of various personalities, and those personalities

reflect varying risk levels. Hence, we may define distinct functions to determine the rewards,

penalties and decide when it is essential to trigger feedback. AutoCoach, at this point,

understands the differences between drivers and knows the risks different behavior patterns

pose. Therefore, those patterns (20 seconds period of driving behavior) and driving events

(e.g., brakes or turns) are given scores ranging from 0 to 100 and based on that risk level.

7.1 Patterns Scoring Engine

Many works score drivers based on the frequency (e.g., [40]) and the aggressiveness (e.g., [29])

of driving behavior events. We designed our Scoring Engine to score the driving behavior

based on the historical data. According to the recorded driving behavior pattern and the

driver personality, a score is calculated and sent to the Feedback Engine to decide the driver’s

feedback needs.

The Patterns Scoring Engine has four Scoring Factors. Those factors are parameters in the

scoring formula. When the Engine receives the patterns probabilistic distribution from the

RAU, it calculates the score for the pattern. We have set our system to have four driving

behavior risk levels with scoring factors: R1 = 100, R2 = 75, R3 = 50, R4 = 25, respectively,

from the safest to highest risk. Using those definitions, the higher the pattern probability of

occurring within a safer risk group is, the higher the score is. For example, pattern ”hcpah”,

the pattern probabilities are multiplied by the scoring factors:

Si = 100× 0.12540978 + 75× 0.62284267 + 50× 0.12623651 + 25× 0.12551107

= 68.7
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where Si is the score of current pattern i. The result represents that the driver has shown

more of a low-risk behavior with a score of 68.7. If a time window has detected no events at

all, then a ”no events” pattern is considered ”perfect behavior.”

7.2 Events Scoring Engine

We have defined scores to identify risks associated with driving patterns. Nevertheless, when

we want to give the driver recommendations about his driving behavior, we would like to

specify which specific event (e.g., brake, turn, acceleration, or lane change) is where he needs

improvement at that time. Therefore, we create a simple event scoring engine that defines

a score ranging from 0-100 for every performed driving event, and the value of the score

depends on the event’s risk level and duration.

Table 7.1: Driving Behavior Scoring Factors

Risk Level Minimum Score Maximum Score

Safe events 75 100
Medium-risk events 74.9 50
High-risk events 49.9 0

Given that the maximum scoring threshold is T , where T = MAX is the highest time

duration for scoring, anything greater than T will be given the value of T . The score

variables are determined based on the event’s risk level obtained from the Event Detection

Unit. Table 7.1 shows the minimum and maximum score variables used for the scoring

equations. Once the risk level is determined, if the event is safe, then the score F :

F = (100− 75) ∗ (1−min(duration, T )/T ) + 75 (7.1)
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If it’s a medium-risk event, then:

F = (75− 50) ∗ (1−min(duration, T )/T ) + 50 (7.2)

For high-risk events:

F = 50 ∗ (1− (min(duration, T )/T )) (7.3)

This way, we allow scoring safer events to be between 75 and 100, medium-risk events between

50 and 75, and higher risk events to be between 0 and 50. This will create a scoring range

from 0 to 100 for any detected events to propose a reliable and fair scoring engine.

7.2.1 Average Event Time Duration

Figure 7.1: Event scoring window size decision data.

When scoring the events, we have set a maximum duration for variable T to set scoring

thresholds based on the risk associated with each event (based on its risk level). Any event

time duration beyond that maximum threshold will keep the final score the same. We have
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decided the threshold window by looking at a sample of randomly selected 150 events from

several trips (Figure 7.1). We calculated the median of the events data set, which turned

out to be 6 seconds. The average event time duration is 6.77 seconds. We decided to set the

scoring window size to be 10 seconds, given that the average event would last for 7 seconds

and could go even longer.

7.3 Memory Factor

Figure 7.2: Memory Factor

The main contribution to the personalized feedback is what we call a Memory Factor (MF).

This factor helps in the decision of when to offer feedback based on the different drivers’ per-

sonalities. The MF remembers the driving behavior scores recorded from previous patterns.

Then it decides how the current score is affected by what’s been done in the past. In the

MF, we would like to use the idea that the most recent data point is weighing more than the

older data. For example, for an angry driver who shows short episodes of anger, the most

recent behavior represents aggressiveness. If we consider older data to weigh as much as the

current data, then the aggressiveness will be diluted. The S-shaped curve of the Gompertz

model is sufficient to be used as a filter on the driving behavior scores. The higher side of

the curve gives higher weight to the most recent behaviors, and the lower side of the curve
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is used to neglect older data.

We selected Modified Gompertz Equation [60] because it has clear set parameters to describe

its curve. Three main characteristics are representing the function. β represents the initial

lag. γ represents the period of rapid exponential growth. δ is the period of reduced growth-

rate. The Modified Gompertz Equation is as follows:

f(x) = αe(−e
β−γ×x+δ×x) (7.4)

The model is applied to the dataset [X : x1, X2, .., x6], where X is a function of time.

Since δ represents the later reduced growth rate period, it counts as insignificant for our

model. Since we have a small data set consisting of six windows, and we would like to have

a considerable difference in the weights for each time window wi, δ’s value is negligible.

Similarly, γ represents the period of rapid exponential growth, and with a small dataset, we

find that setting it to 1 is sufficient. Therefore, the equation is modified to the following:

6∑
x=1

αe−e
β−x

= 1 (7.5)

where x ∈ X : {1, 2, 3, 4, 5, 6} and x is data point of time, then:

α[e−e
β−6

+ e−e
β−5

+ .....+ e−e
β−2

+ e−e
β−1

] = 1 (7.6)

In Table 7.2, we show the variables we used to set four MF functions. We set the initial lag

β = 5 for the riskiest drivers, β = 4 for the medium-risk drivers, and β = 3 for the low-risk

drivers. For the safe drivers, we set β, γ to equal 0, as we are looking for a linear average.

As an example, we calculate the value of α that satisfies the equation for Personality risk
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group 4 by solving 7.6 as a weighted moving average filter for β = 5:

α[e−0.37 + e−1 + e−2.72 + e−7.4 + e−20.07 + e−54.6] = 1 (7.7)

α[0.69 + 0.37 + 0.06 + 0.0008 + 109 × 1.9 + 1024 × 1.9] = 1 (7.8)

α = 0.88756 (7.9)

Those MFs decide how much historical data to neglect and how much to remember. We

have set different functions to be distinctive for different personalities. Those functions

represent how much weight past information is affecting the current state for four risk groups.

Figure 7.2 shows a separate curve for each diverse personality risk group, respectively, from

safest to riskiest: blue, red, yellow, green.

Table 7.2: Memory Factor Equations

Equation (α) (β) (γ) (δ)

α[6/e] = 1 0.16667 0 0 0

α[1/e+ e−1/e
3

+ e−1/e
2

+ e−1/e + e−e + e−e
2

] = 1 0.33881 3 1 0

α[1/e+ e−1/e
2

+ e−1/e + e−e + e−e
2

+ e−e
3

] = 1 0.49997 4 1 0

α[1/e+ e−1/e + e−e + e−e
2

+ e−e
3

+ e−e
4

] = 1 0.88756 5 1 0

The MF functions represented by the points shown in Table 7.3 are applied to the pattern

scores as a moving weighted average window [24] for every six historical scores. In order to

decide the actual feedback score FSi for pattern i:

FSi = wk × si−5 + .....+ wk−5 × si (7.10)
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Table 7.3: Memory Factor Functions

Age (k) Safe (R1) Low (R2) Medium (R3) High (R4)

1 0.167 0 0 0
2 0.167 0.011 0 0
3 0.167 0.134 0.014 0
4 0.167 0.251 0.201 0.036
5 0.167 0.295 0.362 0.394
6 0.167 0.31 0.424 0.57

where k is the number of the weights representing MF (i.e., k = 6) and si is the score of

pattern at time window i. For example, by referring to Table 7.3, a safe driver’s current

feedback score would be the average of the past six pattern scores (linear average):

FSi = 0.167× si−5 + .....+ 0.167× si (7.11)

A high risk driver’s current feedback score is based on MF’s weighted average, where at

k = 1, 2, 3, wi = 0:

FSi = 0.57× si−2 + 0.394× si−1 + 0.036× si (7.12)

Figure 7.3: Individual Pattern Scores History

In Figure 7.3, we give an example of 26 patterns score history for a trip. The green bars

show the triggered ”Good” Behavior feedback when scores are higher than 90, and the red

bars are for the triggered ”Bad” Behavior feedback when scores are lower than 75. During
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(a) Safest

(b) Somewhat Safe

(c) Somewhat Risky

(d) Riskiest

Figure 7.4: Feedback Score History
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time windows 6 to 10, the driver has shown some poor driving behavior and thus received

low pattern scores. By applying the R1 to R4 MF functions, in Figure 7.4, we can see how

older scores are affecting the current state of the feedback score. The riskier drivers will be

given feedback starting at window seven, while the safest drivers do not get feedback until

window 10.

Feedback is delayed giving the driver more chances to perform better. If he/she is a safe

driver, sometimes some situations can cause the driver to drive badly. Safe drivers are

generally aware of their driving behavior and tend to fix their mistakes after the event of

danger. While riskier drivers might be reckless or angry and thus, might show more aggressive

behavior and needs to be offered some feedback sooner than later. Therefore the idea of MF

allows us to weigh newer patterns more for the riskier driver so that the feedback to be

triggered earlier than for safer drivers under the same circumstances.

7.4 Feedback Engine

Feedback is essential to deliver what issues the drivers need help with. We defined several

components in the Feedback Engine to trigger proper and significant feedback. AutoCoach

applies persuasive technology [19] to change drivers’ behavior by employing means of influ-

ence. Designed to act as a coach, AutoCoach detects if certain personality-related aggression

is happening by looking into the current driving pattern score and the driver’s personality

group from his past behavior. Then, it applies measures (i.e., feedback) to direct drivers

towards better actions. We have designed several concepts of persuasion represented in the

Rewards and Feedback Component shown in Figure 3.1. It includes:

1. Real-time behavior scoring

2. Personalized reward and penalty decisions
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3. Visual and audible feedback

4. Interactive feedback

Due to the differences among all individual’s unique driving habits, one feedback model

does not fit all. AutoCoach offers a personalized personality-based model to address this

problem. Personality-based models group people with similarities and then decide when

and how feedback should be given to drivers in different groups. In the current design of

AutoCoach, two levels of personalization are used. The first level looks at personal habits,

and the second level considers each personality group’s common issues. Those two aspects

together are used to determine drivers’ feedback needs.

Specifically, the first level of personalization looks at a driver’s history to identify how the

driver usually brakes, accelerates, turns, or changes lanes. The historical data of events are

analyzed and given scores ranging from 0 to 100. Historical event scores are averaged to

develop a final score representing the drivers’ typical behavior for each event. Accordingly,

each driver has four personal scores (P-scores):

1. Brakes P-score;

2. Acceleration P-score;

3. Turns P-score;

4. Lane-changes P-score.

At the second level, we rely on the Personality Model described in Section 6 to associate a

driver to some group of people exhibiting similar risks and use a common strategy to help

them. Using this model, group assignments, policies, and memory factors [43] applied to

different personality groups, group policies decide the overall feedback strategy, while the
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individual P-scores decide the personal adjustment. The group assignments could show us

what issues are seen within the specific groups and can be used to adjust the policies and

what to focus on. The P-scores scores are used through the feedback policies to adjust

feedback triggering thresholds for each event type.

7.5 Feedback Strategies and Policies

We believe drivers should be trained gradually to improve their driving habits. As discussed

in [58], drivers can show behavior adaptation after being exposed to feedback, recommen-

dations, and support—there are many possible mathematical and practical models to create

successful policies that can influence behavior adaptation.

Figure 7.5: Policies Model

In AutoCoach, we offer a deeper level of personalization to the current personality model

defined in 6. As described previously, we have clustered drivers into four personality groups:

Best (GA), Good (GB), Average (GC), and Worst drivers (GD). Each driver is assigned

to a group, but the driver scores could be closer to the group’s mean or farther within the
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group. We use those within-group differences to define policies to supporting the following

rationale:

1. Best drivers are given more relaxed checking, as long as they will self-correct their

driving behavior.

2. Average drivers are encouraged to improve by setting a higher standard above their

current and group norm.

3. Bad drivers are monitored closely and given warnings to prevent them from falling

even further.

We define two general feedback strategies. The first strategy is outlined for the best drivers

in the group GA, where those drivers are in the best possible group and do not need further

improvement; therefore, thresholds are more relaxed. The second strategy applies to the

drivers who need improvement. The strategy is set to trigger feedback at slightly higher

scores than their standard behavior scores. When the driver shows progress over time, he

will be pushed slightly more again. Those strategies push drivers for gradual improvement

by helping them either stay within their group range or move up to better groups.

Based on the drivers’ group assignments and personal scores, we consider six options in order

to create flexible feedback threshold adjustments to push drivers gradually through behavior

adaptation:

1. Driver’s group assignment is GA and P-score is within the average of the assigned

group

2. Driver’s group assignment is GA and P-score higher than the average

3. P-score is at the lower edge of the assigned group and closer to the assigned group

than the worse group
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4. P-score is at the lower edge of the assigned group and closer to the worse group

5. P-score is at the higher edge of the assigned group and closer to the group than the

better group

6. P-score is at, the higher edge of the assigned group and closer to the next better group.

According to the options above, we define the personalized feedback policies. The policies

define when and how often feedback should be administered according to the group assign-

ments and P-scores. Those thresholds are set differently for drivers based on their P-scores

and their group scores.

The two feedback strategies are shown in Figure 7.5. The first strategy is outlined for the

best drivers in the group GA, using two policies (Policy 1 and 2), where those drivers are

in the best possible group and do not need further improvement. The second applies to

the drivers in the rest of the groups using four policies (Policies 3, 4, 5, and 6). Table 7.4

describes the mathematical model behinds the policies.
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Table 7.4: Personality Groups Policies

Policy Condition Rules Threshold Equation (δ)

Policy 1 P < GA δ <= P > GB

δ = max[(GA +GB)/2, P ] (7.13)

Policy 2 P >= GA GA < δ < P

δ = min[(GA + max)/2, P ] (7.14)

Policy 3 P < Gn ,
|P −Gn| < Y

X = 1 ,
Y = [[Gn+1 −Gn]/2] ,

δ = Gn (7.15)

Policy 4 P < Gn ,
|P −Gn| > Y

0 < X < 1 ,
P < δ < Gn ,
X = [[GA −Gn]/[GA −GD]] ,
Y = [[Gn+1 −Gn]/2]

δ = P + [Gn − P ] ∗X (7.16)

Policy 5 P >= Gn ,
|P −Gn| < Y

0 < X < 1 ,
P < δ < Gn−1 ,
X = [[GA −Gn/[GA −GD]] ,
Y = [Gn−1 −Gn]/2

δ = P + [Gn−1 − P ] ∗X (7.17)

Policy 6 P >= Gn ,
|P −Gn| > Y

δ = Gn−1 ,
X = 1 ,
Y = [Gn−1 −Gn]/2 δ = Gn−1 (7.18)
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7.5.1 Best Drivers Strategy

We want drivers in GA to stay within the group score ranges and be given a more flexible

threshold when triggering feedback when they are better thanGA’s average. Because drivers

in this group have moderately high scores, the feedback threshold should not be a solid

boundary but must be more flexible as long as the behavior scores do not get too low to

reach group GB. We define two policies for this strategy.

1. Policy 1: Threshold is set to keep drivers within-group range. If the driver’s P-score

(P ) is below GA, then the feedback triggering threshold (δ) should be either δ = P or

δ = (GA +GB) / 2; whichever is greater. This allows keeping the driver closer to GA’s

average. This is defined by using Equation 7.13.

2. Policy 2: It is designed for those best drivers in GA, whose scores are higher than

average. Thus, no more improvement is needed. Threshold is set using Equation 7.14

to be either δ = P or δ = (GA + MAX) / 2; whichever is smaller. Since this driver’s

performance is greater than the best group’s average, scores are more flexible and

should remain where he is.

7.5.2 Drivers Improvement Strategy

For drivers in (GB, GC , GD), we want drivers to keep up within the group if the driver’s

P score is below the group’s average; otherwise, try to improve to the higher group if

the score is above the current group’s average. In Figure 7.5, Gn represents the driver’s

assigned group average score, and Gn−1 is the higher group’s average score (E.g. if Gn = GB,

then Gn−1 = GA). The value of Y is a measure of the difference between the driver’s

assigned group and the ”better” or ”worse” group averages. It is used to compare how close

P − score to the assigned group score is compared to another neighboring group. We use
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X = [[GA −Gn/[GA −GD]], where 0 < X < 1 as a factor to slightly adjust scores.

1. Policy 3: In this policy we help drivers get closer to group average by setting the

threshold strictly equal to the assigned group average. If P < Gn and Y = [Gn+1 −

Gn]/2 indicates that P is closer to Gn than the worse group, then, we want the driver

to stay within his group average Gn, so we try to push him closer to Gn. We use

Equation δ = Gn 7.15 to set the threshold closer to Gn.

2. Policy 4: In this policy the system finds drivers fallen behind and got to be closer

to the worse group, therefore, threshold is set slightly higher to issue more proactive

feedback. If P < Gn and Y = [Gn−1 − Gn]/2 indicates that P is closer to the worse

group, then we want to give the driver a little push closer to Gn by applying Equation

δ = P + [Gn − P ] ∗X. 7.16.

3. Policy 5: This policy is used when a driver is performing better than the average and

thus, can be pushed to do event better by setting a slightly higher threshold than

group average. If P >= Gn and Y = [Gn−1 − Gn]/2 indicates that P is closer to

Gn than the better group, we expect the driver to do slightly better than his current

behavior by setting the threshold closer to Gn−1 via using applying the equation δ =

P + [Gn−1 − P ] ∗X 7.17.

4. Policy 6: This policy is used when a driver is performing better that the group average,

and is found to be closer to the next better group, therefore, the new threshold is set

to be equal to the new group threshold. if P > Gn, Y = [Gn−1 −Gn]/2 indicates that

P is closer to the better group, then we set δ = Gn−1. as shown in Equation 7.18.

Those policies push drivers for gradual improvement by helping them either stay within

their group range or move up. When drivers are ready, they get a slight adjustment in the

feedback threshold to create a more sensitive feedback engine.
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7.5.3 Rewards Engine

AutoCoach could be used as an application in the Auto Insurance business, where collected

coins can be applied towards rewards, coupons, and discounts in real life. On the human

side, we follow gamification concepts in non-game contexts to reward drivers as a positive

reinforcement measure. Rewards are represented by golden coins popping on the screen with

sound effects as a definition of achievement. Much like many current smart fitness tracker

products (e.g., Fitbit), such positive feedback does help individuals make even more efforts

to improve their behaviors.

We have designed the Rewards Engine to reward drivers in two conditions:

1. Rewards for behavior improvement

2. Rewards for good behavior

In our model, the ”Rewards for Good Behavior” is the main scoring mechanism for safe

drivers. Safe drivers can earn many coins as long as they are driving safely (e.g., every 40

seconds). On the other hand, risky drivers can also earn coins but only when it is clear

that they have improved. Risky drivers may not receive as many coins, yet they can receive

”Rewards for Improvement” coins as means of encouragement.

For the first mechanism: Rewards for Good Behavior, the behavior score is calculated every

40 seconds by the Pattern Scoring Engine as described in Figure 7.6. The current pattern

score is adjusting using the memory factor (6-window moving average) to consider the history

from the previous five windows [43]. Whenever this score is greater or equal to the personal

threshold, the driver is given a reward coin. Safe drivers can easily earn good behavior coins.

For the second condition: rewards for behavior improvement, the reward engine is triggered

when an event is detected, scored by the Events Scoring Engine, and adjusted by the memory
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Figure 7.6: Rewards Engine Diagram

factor. The event score is compared with the event’s p-score to decide whether the feedback

is needed or not. If feedback is required, then AutoCoach issues the feedback, stores the

feedback status, and waits until the score is improved. The improvement is time-based. As

long as the driver does not make another risky event of the same type, they will notice the

event bar will decline every 10 seconds until it reaches below the personal threshold arrow.

This is when rewards should be deserved.

Algorithm 1 shows the Pseudocode for how the Feedback and Rewards Engines are working

together in AutoCoach.
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Algorithm 1: Feedback/Rewards Engine Algorithm

Result: Display Feedback on GUI
// Initialize driver personality group and personal information to

match current driver feedback engine setup

FeedbackEngine = new FeedbackEngine();
while Feedback Engine Thread is Active do

if Event is detected then
Calculate event score;
Adjust score based on the assigned strategy;
Update event bar on the GUI;
Check if driving behavior requires recommendation;
if Recommendation is suggested then

Save recommendation information for later behavior improvement check;
// If there is feedback running, and driving behavior is

improved or been safe for a while, do not reward right

away, wait some time for recommendation box to disappear

feedbackTimer = 0; // Rest FeedabckTimer

getRecommendationEvent();
if There is a running recommendation then

if new recommendationEvent = current recommendationEvent then
if Current running RecommendationEvent score > New
RecommendationEvent score then

Replace recommendation with new;
else

Ignore new recommendation;
end

end
else if new Recommendation ! = current Recommendation then

Display Glow on event Bar
end

end
else if There is NO running recommendation then

Set new Recommendation on GUI;
end

end
else if No Recommendation is suggested then

Check if the driver deserves rewards
end

end
Check behavior improvement based on previously given feedback for rewards;

end
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Chapter 8

AutoCoach 1.0

8.1 AutoCoach GUI Components

Figure 8.1: AutoCoach Application

We have implemented AutoCoach, an Android-based application designed with a friendly

GUI with minimal text but more color variations to reduce distraction and allow easy tracking

of driving performance. AutoCoach GUI has several components on the screen as described

in Figure 8.2:
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Figure 8.2: Main screen components.

1. Event meters: those meters represent the scores of the individual events (accelerations,

brakes turns, and lane changes) within the last 10 seconds moving average window.

2. Personal event thresholds: are red arrows next to each bar. Those represent the

driver’s personalized thresholds calculated based on the drivers’ habits and personality

group scores.

3. Recommendation component: This is where recommendations, improvements, and

rewards icons are presented in the center of the GUI.

4. Total earned coins: The total earned coins for this specific trip.

5. Behavior score: The score for the driver’s behavior in the last 40 s window.

6. Trip score: The average score of all behavior scores from the beginning of this spe-

cific trip.

The majority of the previously summarized components have been described in detail in the

previous chapters. The recommendations component and the Events bar components will

be discussed in further detail in this chapter.
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8.1.1 Recommendations Component

The recommendation component is where the drivers receive feedback regarding their driving

behavior. As described in Figure 8.4, once AutoCoach starts, the heart badge will always

be displayed in the recommendation box. As events and patterns are detected and scored,

the system makes decisions whether to issue a recommendation or not. There will be rec-

ommendations for brakes, accelerations, turns, and lane changes, and they will be identified

by the icons shown in Figure 8.3.

Figure 8.3: Events Icons on AutoCoach’s GUI

If a recommendation is needed, then it will show an icon with the event type, like a brake,

as shown in the figure. The background of the event image will glow either red or yellow.

Red means high-risk, while yellow means low-risk. If the behavior is improved, then a green

glow will show along with the icon of the improved event, followed by an Earned Coin icon.

Coins are earned in two ways, as discussed in Section 7.5.3. They can be either behavior

improvement coins or good behavior coins. Behavior improvement coins are given when

behavior is improved following a given recommendation. Drivers who are issued recommen-

dations will no longer earn coins as long as the recommendation is on. The good behavior

coins are given when the following conditions are true:

1. Current speed > 0 or the car is not idle.

2. Pattern (window) score ≥ personal threshold.
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Figure 8.4: Feedback Options

3. No recommendation is displayed (no outstanding warnings).

8.1.2 Event Bar Component

Each event bar component is used to display the score of the detected events in real-time.

The events scores are in the format shown in Figure 8.5. In our context, these scores are

calculated based on the risk level of the detected event. The higher the risk, the lower the

score. Then, the score is compared to the driver’s event P-score, and when the score <

P-score, feedback is triggered. We use a weighted moving-average window to calculate a new

score every 10 seconds. The decision was to use a 10 s window because we found from the

collected data that the average event duration is 6 seconds and to make sure at least one

event is recorded every window, we set the window size to 10. Whenever no event occurs in

a window, then the window score = 100.

Given that the maximum score s = 100, the maximum events detection window size w = 10

s and the system can detect three-risk-levels (safe, medium-risk, high-risk) for each event
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Figure 8.5: Events scoring.

type. We have segmented scoring rules into three divisions. For safer events, score ≥ 74, for

medium-risk events, 74 > score ≥ 49, and for high-risk events, score < 49. We selected these

parameters according to the users’ scores of single-event patterns obtained by the patterns

scoring engine. We learned that medium-risk single-event patterns are scored on average 74,

while high-risk single-event patterns are scored 49.

If the Event Detection Unit detects a safe event with time duration t, then, The Events

Scoring Engine scores it as follows:

s = (100− 74)× (1−min(t, w)/w) + 74 (8.1)

If the detected event was classified as a medium-risk event, then:

s = (73− 49)× (1−min(t, w)/w) + 49 (8.2)
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Otherwise, if it is a high-risk event, then:

s = 48× (1−min(t, w)/w) (8.3)

These equations allow scores to vary between 0 and 100, giving safer events higher scores

while riskier events lower scores. Each bar on the GUI is personalized based on the policies

and memory factors assigned to the drivers based on their personality group.

There are many possible ways to design the scoring model to trigger feedback. The focus can

target improving personal habits, group habits, current trip performance, or driving history-

related performance. We could build a weakness-based scoring engine, where it checks the

worst among brakes, accelerations, turns, or change lanes, and then use this information to

focus on that one specific event for personal improvement. We also could build a history-

based model that monitors the p-score trends (e.g., from the past ten trips). Then, classify

a driver to whether he is improving or worsening and set policies accordingly; i.e., if a driver

is already improving, we would not set thresholds to push them so much anymore. We also

consider scoring under different road and weather conditions; i.e., rainy, we care more when

the driver drives more aggressively.

8.2 Application Screens

In Figure 8.6, we describe AutoCoach application screens. When AutoCoach is installed and

run, users will be asked to log in. The users should create a username and password if they

were first-time users; otherwise, they can log in with their previously created credentials.

Once logged in, they will be taken to screen with the ”Start AutoCoach” button. This

screen allows users to place their phones on the car phone holder in a landscape view. Once

the driver starts a trip, AutoCoach will calibrate the sensors right away and continuously
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Figure 8.6: GUI screens.

collect and analyze sensor data to generate intelligent, personalized decisions about real-time

driving behavior.

8.3 System Components

AutoCoach consists of three integrated components as described in Figure 8.7: AutoCoach

App, Google Firebase, and Personality Analysis Daemon. AutoCoach application is the user

interface where driving behavior is detected, analyzed, and responses to driving behavior

are shown. Once the user opens the AutoCoach application, he will be prompted to enter

a user name and password or create one. This is used for authentication and associating

stored data with each user to create a personalized experience. Once logged in, the user

will be taken to the start AutoCoach screen (Screen (5) in Figure 8.6). The purpose of this

screen is to allow the driver to place the phone on the phone holder in a landscape view for

calibration as we have the axis set for calibration in that position. If this was the first time
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Figure 8.7: GUI functional diagram

the user installed AutoCoach, the system will start downloading the model files from the

Firebase server. There files that will be downloaded:

1. SVM model file

2. LDA model files

3. K-Means model file

4. Personality groups data file

Google Firebase is where all the model files are stored and where the collected data is sent

after every trip. Once the driver is read, he will click ”Start AutoCoach.” Then, the sensors

will immediately calibrate, and the system is ready for use. We will discuss the main screen

further in the following sections. Whenever a driver clicks the ”End” button, the locally

85



stored data is segmented into small portions and sent to Google Firebase servers in the

background whenever no other processes are running. The Personality Analysis Daemon is a

background application that runs on a server. It remains asleep and awakens whenever new

data is added to the Google Firebase database. The daemon waits for at least 200 events to

be added; then, it will pull the newly added data, retrain the personality model, and send a

new version to the Firebase server. Therefore, whenever a user logs in for his/her next trip,

the new model will be downloaded, and the personality assignment decision will be updated.

8.4 Feedback Risk-Level Decision

(a) (b) (c)

Figure 8.8: Feedback event risk level compared to driver’s personal threshold. (a) Risky–Red
glow. (b) Medium-risk–Yellow glow. (c) Safe–Green glow.

In this section, we look at how we decide the risk level of the feedback:

1. High-Risk (Red Glow).

2. Medium-Risk (Yellow Glow).

3. Safe (Green Glow).

The background glow represents how risky the feedback event is compared to the driver’s

personal threshold.
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When feedback is triggered, and a decision is made on which event is responsible for the given

feedback. Then, given T , a value that represents the maximum score difference between the

current event score Cx and the average of personal score Px and group score Gx for the

feedback event, the decision will be made based on Algorithm 2. In the current model, we

set T = 10.

Algorithm 2: Feedback Risk Level Decision

Result: Decide feedback event’s risk-level
// Determine the behavior risk-level to decide glow color

// Px is the driver’s personal score for the feedback event

// Gx is the driver’s group score for the feedback event

// Cx is the current event’s score

// T is the maximum difference value to switch from one risk level to

the other

if Feedback is triggered then
if Feedback event is decided then

Difference = |(Avg (Px,Gx) - Cx)|;
if Difference ≥ T then

Display red glow;
end
else

Display yellow glow;
end

end

end

8.5 Behavior Improvement Decision

Rewards is one of the important pieces of AutoCoach. Determining when to offer drivers

rewards is a critical task. As mentioned in Section 7.5.3, there are two ways to earn re-

wards; one of them is through behavior improvement. Figure 8.9 describes the behavior

improvements model. As long as the system is running, it will be checking whether feedback

displaying is triggered. If there is feedback that needs to be shown to drivers, then the

system should decide how risky this behavior is compared to the driver’s normal driving
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Figure 8.9: Behavior Improvement Design

according to Algorithm 3.
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Algorithm 3: Behavior Improvement Decision

Result: Decide if behavior has improved and issue rewards for improvement
// Determine the behavior risk-level to decide glow color

// currentEventScore = the event type score in the current window

// timer = 2 minutes duration for behavior improvement in order to

receive rewards coin

if Feedback is decided then
while Wait 2 minutes for behavior improvement do

if new pattern is received then
Diff = (Avg(Px, Gx) - Cx);
if currentEventScore ≥ personalThreshold then

Display green glow;
Wait(2 seconds);
Display rewards coin;
Increment rewards coins counter;

end

end

end

end

8.6 Feedback and Rewards Engine Functional Diagram

Description

Feedback and rewards solely depend on the detected events and patterns. Based on the

model shown in Figure 8.10, AutoCoach waits for an event to be detected. When an event is

detected, there are two paths that the system will take. The first path is related to pattern

analysis and good behavior rewards. The event will be added to the patterns list. Once

the 20-second window is complete, the behavior pattern is sent to the Patterns Analysis

Unit (Section 5) to analyze the behavior, then send to the Scoring Engine to find the score

for the behavior. The score is adjusted based on the memory factor assigned to the driver

(Section 7.3). The Rewards function checks whether the adjusted behavior score is greater or

less than the personal threshold. If it is greater, then the driver deserves a reward. However,

the reward will not be issued if the car is not in motion. If the car has stopped, then issuing

the reward will seem confusing. Also, if there was a recommendation displayed on the screen
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Figure 8.10: Feedback Engine

regarding some risky behavior, then issuing the reward, in this case, is not logical; therefore,

in both cases, the system will wait for the next window, where the behavior score is greater

than the threshold to offer a new reward.

The second path the system will take when an event is detected is associated with the

feedback engine and behavior improvement rewards. If an event is detected, the event will

be scored and adjusted based on the memory factor. Then, the score will be compared with

the driver’s personal scores (e.g., Brakes personal score). The system will decide whether

feedback should be issued or not based on the decisions made (Algorithm 1). Then, the

system will wait for behavior improvement. If improvement is detected, check whether the

car is in motion or any recommendations are displayed; if not, then give the driver a rewards

coin.
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8.7 AutoCoach Use Case Model

A use case (UC) diagram is a graphical view of all the possible interactions between the

system components and the user. In Figure 8.11 we explain in detail the interactions between

the users and the system. In AutoCoach, several actors interact with the system:

1. Google Firebase Authentication

2. System’s Local Database

3. Google Firestore Database

4. User (Driver)

The system initially waits for the user to Create an Account (UC1) if he was a first-time

user and logs in (UC2). If a user has forgotten his password (UC3), he may reset it. Once

logged in and ”Start AutoCoach” button is clicked (UC7) (Further details in Section 8.2).

Then it waits for actions from the user in order to make decisions. User actions may include:

• Perform a brake

• Perform an acceleration

• Perform a turn

• Perform a lane-change

The system then detects the event and assigns a type and risk level to make other decisions

(UC9). The events bar will change to reflect the score of the identified event (UC20) on the

screen. The event information will be stored in the local database (UC8). The event details

will also be sent to the Pattern Analysis Unit (UC10). Then, feedback decisions will be made
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Figure 8.11: AutoCoach use case diagram.
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(UC14), and if there is a feedback that should be given, it will be displayed on the screen

(UC15) according to the decisions that were made as discussed in the previous sections.

In the Pattern Analysis Unit, once the pattern window duration has elapsed (UC12), create

a pattern (UC11) and store its details into the local database (UC8). Then, the pattern

score will be calculated in the Scoring Engine (UC13), and the ”Previous Behavior” score

and the ”Trip Score” will be updated on the screen (UC16, UC17). AutoCoach will check for

good behavior in order to issue rewards (UC18). Also, if there had been a feedback issued,

AutoCoach will check for behavior improvement (UC21). Whether it was an improvement

in brakes, accelerations, turns, or lane-changes (UC22, UC23, UC24, UC25), the system will

display the improvement notification on the screen (UC26) and will reward the driver by

given a rewards coin (UC27) (Further details in Section 8.5).

Once the driver has arrived at his destination, he will click on the ”End Trip” button (UC28),

and the locally stored data will be sent to the Firebase Database.

8.8 Database Design

AutoCoach’s local and Cloud databases are one of the most important pieces that holds

all driver’s information locally and universally. Figure 8.12 shows the Entity Relationship

Diagram for AutoCoach’s local database which it’s data is also sent to the Cloud where all

driver’s data are collected. We have designed AutoCoach’s database to collect information

about:

• Driver

• Trip

• Event
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Figure 8.12: Entity Relationship Diagram

• Pattern

• Recommendation

• Personality

Every time the driver logs in, a record is created for the new trip storing its start timestamp

and the user’s id. The driver’s personality information is also pulled from the Cloud database

and is stored locally. Because every time the daemon retrains the model, there is a possibility

of changing the driver’s personality group. Hence, we update this information in real-time to

make sure the system is up-to-date. The driver’s personal scores are also calculated by the

daemon and are updated at every run of the system. When AutoCoach is running, it keeps
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track of all detected events, patterns, recommendations. At the end of the trip, AutoCoach

calculates the trip scores and total numbers of events, frequencies, risk tolerances, and total

numbers of earned coins as listed in Entity ”Trip in the Figure. The data is sent to Firebase

Cloud Database, where AutoCoach’s Daemon wakes up when listening to new data added.

The daemon recalculates the driver’s personal scores and re-clusters the model if required,

and updates the Firebase Database with the new data. Whenever AutoCoach runs again, it

pulls the new data from Firebase servers for an updated model.
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Chapter 9

AutoCoach v1.0 User Study

In this section, we present a pilot study to evaluate the feasibility and acceptability of Au-

toCoach. Evaluations used the within-subject mixed design method. This study aims to

understand the drivers’ level of acceptance of personalized personality-based driving be-

havior management systems compared to non-personalized systems. Considering drivers’

differences and needs, AutoCoach identifies those differences and offers personalized feed-

back that matches their needs. For the user study, we have two purposes. First, we would

like to understand how feedback frequency plays a role in sending more effective feedback

to drivers. Second, we would like to identify the strengths and weaknesses of AutoCoach for

further improvements.

9.1 Participants Selection

For selecting participants, we use convenience sampling due to time constraints. We have

randomly selected three users from each personality group to participate in this study out

of the 50 participants who participated in the data collection phases. Those users have
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already used the system previously to collect SVM and Personality Analysis data but have

not seen the GUI before. This collected data establishes our initial personality model shown

in Section 6.2.3. All drivers participating in this study have accumulated at least two hours

of driving data. This rule allows us to make sure all drivers are ready for the Personalized

Feedback User Study.

Two users did not complete the study, and another two failed to place the phone in the

car adequately, thus collected false data. We had them removed from our participants’ list.

Eight participants are left in the usability study (five males and three females, mean = 36,

Std = 3.12). Figure 9.1a displays the differences between the participants, where drivers are

arranged from safest to riskiest personality groups, and where User 1 is the safest driver and

User 7 is the most dangerous.

(a) (b)

Figure 9.1: Test participants and groups scores. (a) Participants P-scores from safest to
riskiest, where User 1 is the safest and User 7 is the riskiest driver. (b) Personality groups
average scores: extracted from the Personality Model Groups. Details about the personality
group model are in Section 6.

9.2 Experimental Setup

For this user study, we have set up AutoCoach to have two different versions to test the

acceptance and feasibility of the personalized AutoCoach compared to a version running no

personalization. On the user GUI screen, we show two buttons: Version NP and Version P.
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Figure 9.2: Usability test GUI components.

To validate that the drivers have selected the correct model when experimenting, we save

the version information with the driver’s data on the servers at the end of the trip. In this

test, we asked each driver to experiment with both versions. The first version (NP) has

the personalization feature turned off. All drivers have equal thresholds for all feedback

components (δ = 80). The second version (P) uses the personalized model. Each driver

will be treated based on their personal scores (P-score) and assigned group scores. In this

experiment, participants were introduced to AutoCoach days before the test to give them

time to explore it. We provided the drivers with detailed information about what AutoCoach

does and what each component represents. We also provided them with the test task details.

Then, we scheduled a time for the experiment for each driver individually. Before starting

the test, we verbally explained to drivers the test tasks shown in Table 9.1. Throughout

this chapter, we will be referring to the non-personalized version as Version NP and the

personalized version as Version P.
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Table 9.1: User study task list.

No. Task List

1 Assume you are going out on a short trip around your neighborhood, drive for 2
minutes safely

2 Observe how the 3 areas are changing shown in Figure 9.2
3 Drive for 2 minutes more aggressive than your normal as if there is some risky

event around you or you are avoiding some danger
4 Observe how the three areas are changing while driving
5 Drive for 2 minutes safely again drive as you normally do again as if the danger

is gone
6 Observe how the three areas are changing while driving
7 Stop driving as if you reached your destination, and click ”End Trip”
8 Repeat the same steps for Version P

9.3 Quantitative Results

9.3.1 Recommendations vs. Improvement Coins

From the results shown in Figure 9.3a,d, we notice that drivers were given much more

recommendations in the NP version than in the P version. The riskier the driver, the more

feedback offers he seemed to get. When comparing the number of recommendations proposed

with the number of improvement coins earned, we find that drivers could not improve their

behavior for all given recommendations in the NP version. On the other hand, when we look

at the P version results, we can see that the offered recommendations seem pretty consistent

among all drivers. Therefore, safer and riskier drivers were offered relatively similar feedback

as the system created a personal model for each of them. Furthermore, most drivers can

catch up with the number of recommendations offered and earn behavior improvement coins.
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(a) (b)

(c) (d)

(e) (f)

Figure 9.3: User study statistics. (a) Version NP—recommendations vs. improvement
coins. (b) Highways—recommendations. (c) Highways—earned coins. (d) Version P—
recommendations vs. improvement coins. (e) Local roads—recommendations. (f) Local
roads—earned coins.

9.3.2 Highways vs. Local Roads

We asked drivers to drive around local roads and repeat the same trip for both versions;

however, participants 4, 5, and 7 had to go through a highway for part of their trip. From the
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collected data shown in Figure 9.3b,e, we noticed that when drivers went through highways,

they were issued more recommendations in the NP version compared to drivers who remained

within local roads. This increase is because the higher the speed, the more likely an event is

to be considered risky. However, in the P version, the number of recommendations seemed to

be consistent. As the P version uses the two levels of personalization, it can decide whether

this is a true emergency to offer a recommendation or not.

9.4 Qualitative Results

When a participant completes his experiment, we conduct a semi-structured interview right

after to make sure the information is still fresh. We ask the participants 24 questions,

followed by a discussion comparing the two versions. The questions covered many aspects,

including:

1. Event detection correctness: tests if the system correctly identifies or misses events.

2. Feedback timeliness: tests how timely the were the proposed recommendations.

3. Feedback sensitivity: tests how sensitive the system is in identifying risky behaviors.

4. Risk identification accuracy: are the identified risky events hazardous?

5. Safety identification accuracy: are the detected safe events truly safe?

6. Level of intelligence: asks questions on how a driver rates the intelligence is AutoCoach.

9.4.1 Feedback Timeliness and Sensitivity

As mentioned earlier, we assume riskier drivers need to be offered feedback sooner rather

than later while ensuring that those more dangerous drivers’ “normal behavior” usually is
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worse than those of safer drivers. We asked drivers questions regarding the timeliness of

each version. As shown in Figure 9.4a, 67.5% of drivers found that version P was more

timely in offering the feedback for brakes, accelerations, and turns, while 37.5% found those

were neutral for both versions. Because version P is set, most drivers belonging to groups

GB, GC , GD will be getting faster feedback, and the higher the risk group, the quicker the

feedback.

In regards to sensitivity, the same concepts of timeliness apply. Results have shown that

participants found that version P is more sensitive than version NP when detecting riskier

behavior.

9.4.2 Level of Intelligence

Through the interview, we asked drivers to rate the level of intelligence of version NP and

Version P. Results are shown in Figure 9.4e exhibits that all participants highly believe that

Version P is more intelligent than NP. We notice that the riskier the drivers, the less they

believe Version NP is more intelligent. This belief is because the memory factor is more

proactive for higher-risk drivers. Results are shown in Figure 9.4c,d state that drivers also

find participant agrees that Version P is better in estimating the risks and safety of their

driving behavior.

9.5 Overall Level of Acceptance of Version NP vs. Ver-

sion P

The acceptance level indicates how much a participant accepts AutoCoach as an intelligent

driving behavior management application in terms of frequency, timeliness, correctness, sen-
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(d) (e)

Figure 9.4: (a) Feedback timeliness. (b) Feedback sensitivity. (c) Risk identification accu-
racy. (d) Safety identification accuracy. (e) Level of intelligence.

sitivity, accuracy, and intelligence overall, and that is considering the feedback components

presented in the three areas shown in Figure 9.2. Out of the 24 interview questions, we

included the eleven 10-point Likert-scale question ratings, where question (q)’s ratings are

averaged and converted to a percentage:

Acceptance level =
n∑
q=1

rating

n
∗ 100 (9.1)

Questions compare between Version NP and Version P, where “1” indicates that a partic-

ipant strongly agrees that Version P is more accurate than version NP. In contrast, “10”

indicates the opposite. Results in Figure 9.5 show the means of Likert-scale ratings of the 8

participants.

The results have shown that the personality-based model is found to be 61% more accepted

103



as an intelligent model compared to non-personality based models. Results indicated high

acceptance for our assumption that Version P is more intelligent and helpful.

Figure 9.5: Results from questions about the overall level of acceptance of Version P com-
pared to Version NP.

9.6 Success Assessment

We designed six policies to help drivers in better behavior adaptation. The policies allow

threshold adjustments based on the driver’s driving performance. During the phases of

data collection, we exposed some of our drivers to the AutoCoach system without prior

knowledge that we are monitoring their driving behavior changes. We have re-clustered the

drivers throughout the study to evaluate the historical change in drivers’ groups. We select

results from three points of time over eight weeks to identify whether behavioral change is

significant.

Figure 9.6 shows the 21 drivers’ group placements at three different points of time. We notice
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that many drives in higher-risk groups have transitioned to less risky groups over time.

Given the null hypothesis that people will not show behavioral changes at any time, we

believe that the policies support drivers to improve their driving behavior under significance

level α = 0.05. The dataset is structured as a Likert scale ranging from 1 to 4 where drivers’

groups are represented as follows: “Worst Drivers” = 4, “Average Drivers” = 3, “Good

Drivers” = 2, and “Best Drivers” = 1).

In order to test that the policies have a positive effect on influencing behavior adaptation,

a one-way repeated measures ANOVA was conducted to determine whether there was a

statistically significant difference in behavior adaptation using AutoCoach’s proposed policies

over a period of 8 weeks. There were no outliers, and the data violated the normality of

distribution at each time point, as assessed by boxplot and Shapiro–Wilk test (p ¡ 0.001,

0.001, 0.01), respectively.

Mauchly’s test of sphericity indicated that the assumption of sphericity had been violated,

x2(2) = 13.103, p = 0.001. Epsilon (ε) was 0.664, as calculated according to Greenhouse and

Geisser, and was used to correct the one-way repeated measures ANOVA. There has been

statistically significant election for behavioral change at the different time points during the

study, F (1.335, 26.698) = 5.231, p = 0.022, η2p = .207, with group ranks decreased from 3.05

± 0.973 at the first point of time to 2.13 ± 1.121 into the second point of time to 2.14 ±

0.854 at the third point of time. Results indicate successful behavior improvement.

9.7 User Experience Discussion

AutoCoach proposed the first feedback-model design that considers the idea of penalization

to driving behavior feedback engines. We built a mobile application with our innovative

personality-based model and feedback design. Then, we allowed drivers to experience it
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(c)

Figure 9.6: (a) Clustering results 1. (b) Clustering results 2. (c) Clustering results 3.
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and compare it with the same application with the personality option turned off. Results

discussed in Section 9.4 show that participants noticed that a personalized version could

understand their driving style. During our after-driving discussion, User 4 remarked:

“When I used the P version, it gave me “behavior improvement” coins after I

improved my driving when I was somewhat braking or swerving harsher than

usual. It knows it is my driving style. However, in the NP version, it gave me

coins all through it.”

The “behavior improvement” coins, as discussed in Section 7.5.3, are given to drivers after

feedback is initiated and improvement is detected. What User 4 was saying proves that the

personalized version knew the driver’s standard driving style and only issued feedback and

improvement coins when he truly needed the feedback. On the other hand, Version NP has

given feedback throughout the trip, not knowing that aggressiveness is part of the driver’s

typical driving style. As seen in the results shown in Section 9.3.1, the personalization has

given much less feedback because it knew what is genuinely a risky behavior and what is not

the driver’s habit and personality group assignment.

In regards to the feedback sensitivity and frequency, User 2 stated:

“Version P has a less aggressive screen with fewer feedback and outputs. Version

NP does give too much information. It feels like version P does not consider

everything, and it understands how I usually drive.”

In our design, sensitivity is defined by what the system considers risky. In version NP,

the system knew events are dangerous when they exceeded the pre-set threshold. However,

participants disagreed that this is an actual risk. While in the personalized version, some

events could have been seen as risky, but they were the drivers’ normal as part of the

individual behavior. As User 2 said, the system understood how they usually drive.
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In terms of feedback timeliness, we designed the feedback to be more proactive for higher-risk

drivers. User 7, assigned to the riskiest personality group, sensed these features and stated:

“Version P was faster in offering recommendations. It offered coins in a more

timely fashion. I felt it more accurate and was able to understand my driving

better.”

In AutoCoach, we purposely delay feedback for safer drivers while sending it much quicker to

riskier drivers assuming that they exhibit a high risk and need to be notified. In comparison,

safer drivers should be treated less aggressively. From the interview and discussion with

drivers, we found that drivers sensed the personalization by stating that Version P knew

who they are as drivers.

As we have mentioned earlier, this study’s primary purpose was to understand the level

of acceptance of personalized feedback compared to non-personalized ones. AutoCoach has

successfully gained the trust of drivers as we hoped to achieve. The frequency and timeliness

of feedback play a role in creating more perceived intelligence. Lowering the amounts of

feedback and giving it only when truly needed reduces drivers’ stress caused by frequent

feedback. When we have assigned different policies to drivers, we found that riskier drivers

have noticed AutoCoach more and were more grateful for the feedback offered by AutoCoach.

This acceptance could help them follow the feedback and adapt to newer and safer habits

with time. AutoCoach has been shown to give a successful feedback design. We, therefore,

believe that the personality-based feedback design can be applied in many other fields to

provide a more pleasant UX.
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Chapter 10

AutoCoach v1.1 and User Study

After conducting the first study, we identified some problems we believe improving them

will enhance the performance and usability of AutoCoach. We found that scoring on local

roads was lower than expected, while unnecessary feedback was issued to drivers. On the

other hand, some drivers experience low or no feedback when driving on highways, while

we believe that AutoCoach should be more responsive because of how quickly risky events

happened there.

10.1 Improved AutoCoach Design

Therefore, we decided to improve the version of AutoCoach, by allowing AutoCoach to

identify the road type and road condition and change the feedback strategy accordingly. The

improved version includes the design model shown in Figure 10.1. AutoCoach continuously

detects the speed through the GPS readings, where reading is recorded every 5 seconds. We

use a moving average window that passes through every 24 readings. The purpose of this

study is to compare v1.0 of AutoCoach with the upgraded v1.1, wherein v1.1 we have added
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new features that automatically change the applied policy based on the road type and road

conditions.

There are four possible scenarios in our model:

1. Clear Local Road

2. Clear Highway

3. Busy Local Road

4. Busy Highway

We assume that local roads are those roads where drivers could drive at lower speeds and

could commit more brakes, accelerations, turns and lane changes than they would on high-

ways. The initial state when AutoCoach starts is set to Clear Local Roads.

In our original version of AutoCoach v1.0, each driver has a policy assignment based on his

personality group decision. In this version (v1.1) we assume that assigning a safer strategy

for the drivers will allow improved scoring and less responsive feedback; therefore, we set the

strategic decision to the following:

1. Clear highway: apply Strategy 2 - policy 5 or 6 (high proactivity) - the drivers are

most likely braking and accelerating lightly. The drivers who brake harder or accelerate

harder tend to either be reckless or angry. Therefore applying memory factor 4 will

proactively respond to aggression.

2. Clear local road: apply Strategy 1 - Policy 1 or 2, because, in this model, we already

had seen issues when drivers complained of too much feedback when they did not really

drive risky, but due to too many events, the system was highly responsive to driving

events. Also, update the pattern scoring engine- because long patterns are scored low,

but this is the normal driving for some local roads.
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3. There are no changes for busy highways and busy local roads. Apply the same policy in

terms of responsiveness and sensitivity. However, the scoring engine should be updated

for busy and free local roads due to the high number of events in short periods.

For selecting the participants, we have requested the same users who have participated in

the previous study to join this study. We have sufficient information about each participant

allowing the personality-based model to run for each of them.

In this study, we would like to achieve the following:

1. Increase number of earned coins for safer drivers when driving on clear local roads.

2. Decrease the number of recommendations the drivers receive on clear local roads.

3. Improve the scoring when drivers drive on clear local roads.

4. Higher responsiveness to risk and increase the number of recommendations the driver

receives on a clear highways.

The scoring engine factors described in Section 7.1 are adjusted whenever the system detects

a clear local road. We have set the four scoring factors to: R1 = 100, R2 = 80, R3 = 60,

R4 = 40, respectively, from the safest to highest risk behaviors. This adjustments results in

higher scoring results for patterns to solve the problem drivers have mentioned about lower

scores than expected.
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Figure 10.1: Improved AutoCoach Design

10.2 Experimental Setup

10.2.1 Experiment Task List

We have verbally explained the following task list to the participants and sent them a copy.

We informed the users that in this study, we would like to compare the old version of

Personalized AutoCoach with an upgraded version of it. There are four components to this

experiment. The participants were required to test two versions of the AutoCoach application

(Version 1.0 and Version 1.1). Participants have to test each application twice: two times

on local roads and another two times on highways. For local roads: each test will take

approximately 6 minutes. After that, participants will be asked some interview questions

to be answered and hear more about their experience. Then, participants can do the two

highways tasks with each, followed by an interview. We set the time duration to complete

the tasks to be one week. The tasks are listed as follows:
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Task 1: Driving on a local road using Version 1.0

We would like you to drive on Local Road (somewhere around where you live or the main

roads of your city where turns, bumps, or traffic lights exist). Run Version 1.0 and drive for

a total of 6 minutes: 2 minutes safely, 2 minutes risky, and 2 minutes safely again. Notice

the feedback and scores while driving only when you feel it is safe to look at the screen.

Right after completing the task, please fill out the interview questions for Task 1.

Task 2: Driving on a local road using Version 1.1

We would like you to drive on Local Road (somewhere around where you live or main roads

of your city where turns, bumps or traffic lights exist). Run Version 1.1 and drive for a total

of 8 minutes: drive for 2 minutes until the text shown in the top center of the screen changes

from ”Road condition” to either ”busy/clear highway or local road, then, 2 minutes safely,

2 minutes risky, and 2 minutes safely again. Notice the feedback and scores while driving

only when you feel it is safe to look at the screen. Right after completing the task, please

fill out the interview questions for Task 2 from the usability test form.

Task 3: Driving on a highway using Version 1.0

We would like you to drive on a Highway (Maybe sometime when you are going to work

or any other trip as long as you get to drive on a highway for at least 10 minutes. Run

the application, and drive as you normally do, and then about halfway, drive a bit more

aggressively than you normally do while maintaining safety. Notice the changes of feedback

and scores on the screen. Please fill out the interview questions for Task 3 right after

completing the task.
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Task 4: Driving on a local road using Version 1.1

We would like you to drive on a Highway (Maybe sometime when you are going to work

or any other trip as long as you get to drive on a highway for at least 10 minutes. Run

Version 1.1, for the first two minutes, you should notice the top center text showing ”Road

Conditions”. After driving for about two minutes, the road conditions will change to either

”bust/clear local road or highway. Then you may drive as you normally do. Sometimes

halfway through, please drive a bit more aggressively than you normally do for a couple of

minutes only when you feel it’s safe to do so. We just want to see how the system responds

to your change in driving habits. Notice the feedback and scores while driving if you feel it

is safe to look at the screen only. Right after the trip, please fill the Task 4 page from the

usability test form.

Task 5: Interview

After you are done with the experiment, please meet me so I can ask you some questions

about your overall experience. During the interview, you will be asked questions to compare

the two versions of AutoCoach. This information will help us test the usability of AutoCoach

and allow us to improve it to understand the user needs better.

10.3 Quantitative Data Analysis

In this dataset, some participants failed to complete the assigned tasks correctly, therefore,

we do not have data for participants in Group C. All data shown in this study will compare

drivers belonging to groups GA, GB, and GD only.
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10.3.1 Earned Coins Results

Participants have driven on the same road for both version 1.0 and version 1.1 for a fair

comparison in the local roads experiment. Due to the differences between drivers and the

locations where they have done the tasks, between group comparison is not a reliable measure,

therefore, comparisons will be made based on the change within group (e.g., Group A v1.0

and v.1.1 experiments). For the local roads experiment, results shown in Figure 10.2(a)

have shown an increase of 37.52%, 33.35%, and 18.71% in earned coins for groups GA, GB,

and GD, respectively. This increase confirms that AutoCoach has successfully improved

the rewarding mechanism on local roads, which seemed to be a problem the participants

mentioned in the previous version. On the other hand, drivers also have shown an increase

of 51.12% and 23.98% for groups GB and GD when driving on highways (Figure 10.2(b)).

(a) (b)

Figure 10.2: Total number of earned coins in each group within 6 minutes trip. (a) Local
Roads. (b) Highways.

10.3.2 Recommendations

Drivers’ trips on highways varied in length. Therefore, to fairly compare the data, we

calculated how many recommendations on average the driver got per minute. We multiplied

it by six minutes to get the number of recommendations drivers received in a six-minute
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trip. Referring to Figure 10.3(a) results indicate an increase in recommendations of 31.13%,

46.08%, and 18.71% for groups GA, GB, GD, respectively, in recommendations when driving

on local roads. When driving on highways, there was also an increase of 36.35%, 104.46%, and

41.7%, as shown in Figure 10.3(b). Based on the improved model we designed, we expected

a decrease in the number of recommendations when driving on local roads. However, the

outcome did not meet our expectations. We found out that due to the adjustments in

the strategy, where safer driving policies were applied, it did not work with riskier drivers

resulting in further recommendations. While for highways, the upgrade has successfully met

the expectations. We will discuss the qualitative results to back up the results we have

obtained in the Section 9.4.

When driving on local roads and highways, we found rewards coins average increase of 29.8%

and 25.03% in v1.1 compared to v1.0. We also found an average increase of 26.4% in the

number of given recommendations when driving on highways.

(a) (b)

Figure 10.3: Total number of recommendations in each group within 6 minutes trip. (a)
Local Roads. (b) Highways.

10.3.3 Scores Results

According to our previous study, drivers indicated that the scores did not seem fair when

driving on local roads, and safer drivers were getting fairly low scores for their safe driving.
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(a) (b)

Figure 10.4: Trip scores for participants when driving on local roads and highways (a)
Version 1.0. (b) Version 1.1.

Therefore, in version v1.1, we have adjusted the scoring engine parameters. Whenever drivers

are driving on clear local roads, the strategy is adjusted. The scoring engine parameters will

be adjusted. According to the collected trip scores shown in Figure 10.4(a), local roads scores

showed an overall increase of 7.4% in v1.1 compared to v1.0. While on the other hand, scores

have a 3.1% decrease in v1.1 comparing to v1.0 when driving on highways. This is a healthy

decrease in scores as we want the system to be more responsive to risk and thus, increase

recommendations and decrease scores.

10.3.4 Feedback Frequency

Feedback frequency is a measure used to indicate the risk associated with driving behav-

ior; the more feedback means, the more risky behavior is. In our previous study, drivers

indicated that they received too much feedback on local roads and too little on highways.

Therefore, this version is meant to fix this problem. According to the study results displayed

in Figure 10.5(a), there shows an increase in the amount of recommendations. Based on the

improved model, drivers who drove on clear local roads, whether they were safe drivers or

risky, will all be assigned to the safest group. Therefore, scoring criteria will be adjusted to

offer higher scores. With that, we should expect less recommendations, however, there had
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(a) (b)

Figure 10.5: Feedback frequency (a) Local Roads. (b) Highways.

been an increase in number of recommendations (shown as light blue dots on the figures).

When we look further into the example presented in Figure 10.6, which shows the series of

scored driving behavior pattern in one of the recorded trips, where the red line represents

the memory factor-based scores. We find that the threshold (Yellow line) that is responsible

for triggering the feedback was adjusted along with the scoring engine memory factor. This

resulted in higher expectations, and some behaviors which would not be considered risky in

v1.0 started to be considered as risky in v1.1 resulting in more feedback. AutoCoach did not

reduce the feedback amount in this case but increased it, while it still improved the scoring

based on the results discussed previously in Section 10.3.3.

On the other hand, AutoCoach v1.1 has successfully increased the number of issued recom-

mendations when driving on highways and resulted in a more responsive feedback system in

all personality groups. The new improvement allowed assigning a more responsive policy to

all drivers, allowing higher sensitivity to risk and more frequent feedback. Figure 10.7 shows

an examples of another trip, where the blue line represents the memory factor-based scores.

We can compare the right column of figures to the left ones and see that, for each group, the

number of recommendations has increased. We have completed the analysis of our results by

hearing from participants. Further supporting data on the feedback frequency is discussed

in Section 9.4.
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(a) (b)

(c) (d)

(e) (f)

Figure 10.6: Local Roads Feedback and Scoring Example. (a) Group B–v1.0. (b) Group
B–v1.1. (c) Group C–v1.0. (d) Group C–v1.1. (e) Group D–v1.0. (f) Group D–v1.1.

10.3.5 Risk Tolerance

Risk Tolerance is a variable representing the system’s willingness to tolerate risky behaviors.

It is calculated by the average differences between the personal threshold and the original
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(c) (d)

(e) (f)

Figure 10.7: Highways Feedback and Scoring Example. (a) Group B–v1.0. (b) Group
B–v1.1. (c) Group C–v1.0. (d) Group C–v1.1. (e) Group D–v1.0. (f) Group D–v1.1.

score at which events have triggered feedback. The higher the value, the more tolerant the

system is on local roads. For example, if the personal threshold P − Score = 90 and Event

Score = 80, then, Risk Tolerance = P-Score - Event Score = 10. If a policy is adjusted

during a trip due to a detected highway, P-Score could be lower (e.g., P-Score=80), resulting
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(a) (b)

Figure 10.8: Risk Tolerance (a) Local Roads. (b) Highways.

in Risk tolerance = 5 < 10. This means that the currently applied policy allows the system to

tolerate risky behavior less than previously. When driving on highways, the system becomes

more proactive and more responsive to risky driving. Risk tolerance allows us to identify the

success of the new adjustments by comparing its results on v1.0 and v1.1.

Results in Figure 10.8 show the average risk tolerance for all triggered feedback. When

driving on Local Roads as shown in Figure 10.8(a), Group A drivers have not shown much

difference due to no change in policy, while group B shows that v1.1 created higher tolerance

compared to v1.0. For Group D, fewer recommendations were triggered due to driving at

low events road; however, v1.1 slightly increased risk tolerance. We noticed that for riskier

groups, risk tolerance is generally tolerated less than safer groups. While when driving on

highways, we expect the system to tolerate risky behavior less. Results in Figure 10.8(b)

show that Risk tolerance has decreased for all risk groups in v1.1 compared to v1.0, while

risk tolerance was gradually decreased as we move from safer to riskier groups (from GA to

GD) in general.

The new version of AutoCoach has successfully given increased risk tolerance when driving

on local roads, reducing the amount of produced feedback. While it also has successfully

reduced the risk tolerance when driving on highways creating a more responsive system to
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detect risky situations quickly.

10.4 Qualitative Data Analysis

We have interviewed each of the participants after experimenting with both versions on local

roads and highways to collect qualitative data. The qualitative data is then analyzed to back

up the system-collected quantitative data.

10.4.1 Local Roads Experiment

We asked the drivers to rate the system components on a scale from 1-10, where 1 indi-

cates totally disagree, and 10 indicates totally agree. They were covering the following four

components:

1. Frequency of feedback: when driving on local roads, AutoCoach offered feedback very

frequently.

2. Correctness of feedback: when driving on local roads, the recommendations offered by

AutoCoach were correct.

3. Sensitivity of the system: when driving on local roads, AutoCoach was very sensitive

to your driving behavior in terms of scores and events bar changes (events scores).

4. Timeliness of feedback: when driving on local roads, the recommendations offered by

AutoCoach were given in a timely fashion (not late or too early).

Throughout this study, we will refer to drivers in groups GA and GB as “safe drivers” and

drivers in groups GC and GD as “risky drivers”.
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Feedback Frequency

(a) (b)

(c) (d)

Figure 10.9: Local roads: personality-based users point of view. (a) Frequency. (b) Correct-
ness. (c) Sensitivity. (d) Timeliness.

According to the results shown in Figure 10.9(a), safer drivers found that version 1.1 offers

less frequent feedback than v1.0. When we look back at our results from the system, we

find it contradicting (Section 10.3.4). When we asked drivers about why they believe so;

the answers from drivers who belonged to group GA tells us they must not have noticed the

change as they had the same policy running in both experiment:

“The score is barely changing. I don’t see difference.”

Participant 9 from group GB said:
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“I find v1.1 the same as V1.0 or a little bit faster.”

While participant 6, who believed that v.1.1 offered more feedback said:

“I noticed that version 1.1 gives feedback faster especially on safe driving.”

From the interview results, it seems that drivers in GB and GD see that v1.1 offered more fre-

quent feedback, while GA did not notice the difference, which supports the system generated

results ( 10.3(a)) with a possible error rate from the human’s perspective when comparing

two similar versions.

Feedback Correctness

In terms of correctness (Figure 10.9(b), safer drivers found AutoCoach more correct in v1.1

that in v1.0, while riskier drivers said that v1.0 is more correct that v1.1. When looking

deeply, when we ask driver 6 from group D, why he believes v1.0 is more correct said:

“Version 1.1 is slower and soft on giving coins.”

And that is true for a driver who’s been using Policy 5 or 6, and getting a more responsive

service, switching down to GA’s policy is definitely a big shift. While other drivers agreeing

that v1.1 is more correct said:

“Because what I saw on the screen matched my driving pattern more.”

Another participant said:

“When I drove risky, it immediately recognized my risky behavior and once I

switched to safety, it identified that and rewarded me.”
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Risk Sensitivity

Regarding sensitivity, majority of participants found that AutoCoach v1.0 and v1.1 behaved

about the same. Participant 1 said:

“Sensitivity barely responds to change in driving behaviour but its more accurate

than version 1.0 which is overly sensitive especially to turns and brakes.”

Sensitivity to what specific events vary from one driver to the other depending on how risky

that specific behavior is considered for that specific user. Therefore, some users might notice

the system is more sensitive to a driving event but not another. However, participant 6

indicated that the identifying behaviors sounds more correct, where he said:

“Version 1.0 was better at detecting risky/safe behavior.”

For riskier drivers driving on local roads, the system will become less responsive due to the

higher risk tolerance based on the new strategy update. For specific behavior it sounds

like, riskier drivers preferred the more responsive system, while overall behavior and scoring

improved from their perspective.

Feedback Timeliness

Results shown in Figure 10.9(c) state that safer drivers find version 1.0 is less timely in issuing

feedback. In theory, allowing setting a safer memory factor results in higher risk tolerance

and less timely feedback. However, with the memory factor adjustments and personal scores

adjusted too, results in higher risk tolerance allowing taking a bit less time to issue feedback.

When we further asked drivers about what they think about it. A driver from group GB

said:
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“The feedback timing sounds little but better than 1.0 in my perception.”

While another driver from group GB mentioned:

“Because I noticed the change on the screen with each movement on the road.”

This supports the system results and the claim that the feedback timeliness is higher for

version 1.1. On the contrary, a driver from group GD said:

“Version 1.0 is a bit faster with feedback.”

And this is true for riskier drivers, v1.0 will sound more timely as it will issue more feedback

because drivers in GD are naturally riskier than others. Drivers in GD though were not

happy about the more feedback, while they acknowledge better scoring and understanding

of the overall behavior.

10.4.2 Highways Experiment

We have interviewed drivers about their highway experience with AutoCoach and asked

about the same components we used in the Local Roads Experiment (Section 10.4.1). Inter-

view results from the highways experiment sound even more successful that in the local road

experiment. In this section will will look into the results regarding the frequency, timeliness,

correctness and sensitivity.

Feedback Frequency

According to the quantitative results obtained from the system, there has been shown an

increase in the feedback frequency for all personality groups when driving on highways (Fig-
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(a) (b)

(c) (d)

Figure 10.10: Highways: personality-based users point of view. (a) Frequency. (b) Correct-
ness. (c) Sensitivity. (d) Timeliness.

ure10.5(b)). We backup this information by testing the usability of the system through this

experiment and have got some more feedback from drivers regarding those measures. We

asked drivers to rate the feedback frequency of the system for both v1.0 and v1.1. Interview

results shown in Figure 10.10(a) state that there had been an increase in feedback frequency

for all personality groups. Drivers from different personality groups supported their claims

by stating the following:

Participant 1: “I noticed that v1.1 offered more feedback compared to v1.0. and

it makes it feel more intelligent.”

Participant 4: “Both versions are about the same but v1.1 slightly better in terms

of how much feedback it’s offered.”
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Participant 9: “It gave me feedback with even the slight movements.”

Participant 6: “Gives feedback faster.”

Feedback frequency have actually increase as we have hoped in the improved version. Drivers

found v1.1 system more responsive to their driving behavior and felt it is more intelligent

as they said. Both qualitative and quantitative results prove that feedback frequency have

been noticed and drivers have found it to be better than v1.0.

Feedback Correctness

In terms of feedback correctness, Figure 10.10(b) shows that v1.1 sounded more correct to

them in terms of the recommendations issued for their risky driving behavior. Drivers in

safer groups said:

“Version 1.1 is more responsive, better feedback, better scoring.”

“It is more sensitive to my driving and gave better recommendations.”

The safer drivers in v1.0 have had much less feedback and very high scores even for their

risky behavior. Which switching to the new strategy that makes the system more responsive

and have stricter rules when driving on highway, safer drivers found it to be a better system.

Participant 6 fro the riskier group mentioned that AutoCoach has given them more feedback

but they assume the scoring should have been much worse from their perspective. However,

the scoring criteria did not change for highway driving. Based on the results, the overall

feedback correctness of AutoCoach v1.1 outperforms v1.o.
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Risk Sensitivity

Results shown in Figure 10.10(c) indicate that safer drivers have seen the system to be more

sensitive to their driving behavior, while riskier drivers ranked the sensitivity of v1.1 to be

lower. In actual system setup, we think the sensitivity should be about the same as Group D

drivers don’t really have much change in their policies and feedback rules. When we further

asked about it, the participant said:

“They both felt of similar sensitivity.”

Which support our claim that the system must not change for riskier drivers as they are

already being treated with the most responsive policy. Safer drivers mentioned that v1.1

responds better to their risky driving:

“Score responded better to aggressive driving but I feel its too sensitive to turns.”

Feedback Timeliness

When looking into the interview results about timeliness, Figure 10.10(d) shows that all

drivers found v1.1 to be more timely than v1.0, while safer drivers found it highly more

timely than v1.0.

A driver from the group GA said:

“The first version barely gave any feedback, while the second version offered

accurate feedback but a little delayed.”

Due to v1.0’s setup, some feedback could be ignored by the system assuming this is a safer

driver and not all feedback is as important when driving risky. On the other hand, v1.1
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assumes most risky behavior requires feedback and therefore, it issues more feedback. The

delay is related to the system setup where feedback is not issued only every 10 second window

passes. This parameter can be adjusted in later studies to test the usability of adjusting

timing parameter and user experience to it.

Another driver from group GB said:

Another driver from group GA said: “I noticed faster feedback.”

Another driver from group GD said: “I was able to sense the sense the timeliness

when I hear the sound of earning coins.”

10.5 Results and Discussion

(a) (b)

Figure 10.11: Success Assessment (a) Local Roads. (b) Highways.

This study’s main intention is to understand the level of acceptance of the improved version

of AutoCoach (v.1.1), which uses an adjusted scoring and feedback engines. In v1.1, a lighter

memory factor model is assigned to drivers when the system detects a clear local road, while

assigned a more responsive memory factor when detecting a clear highway. In this user study,

we wish to compare v1.1 to the original version of AutoCoach (v1.0). Drivers need to accept

the feedback offered by a system they are using in order to follow the recommendations
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and reduce risk; consequently, studying the acceptability level of our system is an essential

block. Based on our findings, AutoCoach has successfully gained an increased trust in the

new version of AutoCoach. When driving on highways, feedback frequency, timeliness, and

sensitivity have been noticed to have increased, building a more responsive and trustworthy

system. While on local roads, the system has responded with more frequent feedback;

however, it’s been found to be also accepted by safer drivers. With the different personality

characteristics and personality group assignments, drivers, this adjustment has successfully

gained the driver’s trust. We have learned from this study that the overall policy setup for

each personality group does not entirely work for all groups. However, certain parameters

have to be adjusted for each group. Some policies improved frequency but affected timeliness,

while others improved other parameters and affected something else. However, the user study

concluding results shown in Figure 10.11 indicated a 90.5% acceptance level of v1.1 compared

to v1.0, while a 71.5% acceptance level of v1.1 compared to v1.0. We conclude that policy

setup adjustments are essential under different contexts and such changes improve the overall

UX of a system.
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Chapter 11

Conclusions

Personalizing using human behavioral information is a prominent aspect of creating a better

living. IoT’s availability in our surrounding contexts makes it a great tool to identify behav-

ioral issues. With its integration with AI, we can better persuade people with more precise

supporting information.

In this work, we study the design of an intelligent agent for human drivers as a propitious

example of new ML and AI applications. The AutoCoach agent aims to detect undesired user

driving behaviors and provide personality-based feedback to improve them. The purpose of

the feedback is to enhance the level of awareness for certain types of driving habits. By

applying persuasive technologies, friendly feedback is delivered to drivers to respond to risky

situations proactively. We have designed different memory factor models to encourage drivers

to maintain their good behaviors for as long as possible. Good drivers are forgiven for minor

mistakes along this path, and bad drivers are encouraged to improve as soon as possible. In

this work, we differentiate between drivers based on personalized information rather than

considering traditional statistics.

This project is one of the first automobile agents to classify users into different driver-
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personality groups using machine learning algorithms. AutoCoach has implemented an in-

telligent real-time user feedback engine based on a driver’s past typical behavior and person-

ality group assessment. In this dissertation, we conducted several systematic pilot studies

to test AutoCoach. Our studies have attempted to demonstrate the success of an innova-

tive personality-based driver behavior management and feedback agent. We were exploring

concepts as well as abstracting metrics when conducting this study. The validity of these

concepts and the dependability of the metrics have yet to be shown. However, we conclude

that by presenting our results in this manner, we have demonstrated how quantitative and

qualitative approaches effectively evaluate the feasibility and acceptability of our system.

Clearly, further research is required to discover the total utility of our model.

We observe that the participants’ interaction with the personalized feedback system was

more effective than the non-personalized system. We found the majority of participants

agreeing that the personalization shows more intelligent and adequate real-time feedback.

We gathered sufficient quantitative and qualitative data, which indicated that the interven-

tion was acceptable and showed a decrease in risky driving behaviors. We further improved

AutoCoach’s model to adjust the feedback and scoring strategies under different road con-

ditions, and we conducted another study to test the success of the new improvement. We

observed that adjustment of feedback strategies under different road conditions outperformed

the original model, which remains the same on different roads.

We learned that the timing and frequency of feedback are factors we could enhance in future

research. We also learned that the test delivery method could be segmented into smaller

portions to make sure participants could focus on each component individually. We want

to conduct a study on a larger scale to test the behavior adaptation and factors affecting

this adaptation in the future. We also would like to provide a more complex rewarding and

scoring engine and reach the grand goal of behavior adaptation.

We have further improved our project to adjust the feedback frequency, sensitivity, timeliness
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of the scoring engine, and we conducted another pilot study to test the success of our system.

Results have indicated a more intelligent design according to the qualitative and quantitative

data we collected. We learned from this study that different road conditions and road types

affect how users interpret the received feedback and recommendations, and it is crucial to

consider different contexts. AutoCoach’s study results are auspicious and show a powerful

example of facilitating new AI algorithms and capabilities.

For future work, many possibilities are available to enhance AutoCoach’s learning compo-

nents and improve its feedback delivery by incorporating different measures of persuasive

technology. Personalizing using human behavioral information is a prominent aspect of cre-

ating a better living. IoT’s availability in our surrounding contexts makes it a great tool to

identify behavioral issues. With its integration with AI, we can better persuade people with

more precise supporting information.
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