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Optimizing laser-ion acceleration with flat and structured foils
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The ability of relativistic laser pulses to accelerate ions from foil targets has long been

established. These beams, with their high current density and ultrashort duration, are essential

tools in high energy density science and have great promise as an upcoming technology in

accelerator physics. To best fulfill their applications, the conversion efficiency of laser to ion

energy must be optimized, with the ultimate goal of tunable ion energy, yield, and other beam

parameters. The acceleration of both light and heavy ions is of interest, as they each have different

uses, such as neutron generation and rare isotope production.

Two experiments were carried out at the Texas Petawatt laser facility. The first experiment

studied the response of imaging plate detectors to heavy ions, expanding the published literature
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beyond light ion calibrations. Successful modeling of the imaging plate’s response function is

essential to determining the absolute number of ions accelerated. A comparison of all published

calibrations produces an empirical estimate for ion response for any arbitrary ion as a function of

atomic mass. The second experiment investigated ion acceleration from 3D printed targets, whose

protruding structure increases laser-target coupling. These structures were of the "microtube"

geometry, and are most effective under the right conditions of laser intensity, pulse duration,

and energy. These results are then compared to experiments on similar target structures at the

PHELIX and ALEPH laser facilities, which also showed enhanced ion production.

A numerical study on heavy ion acceleration was also conducted, in an optimization of

the generation of multiply charged titanium beams. A thickness scan on submicron targets was

executed for two laser pulse lengths to determine the best performing target for each laser. In

the relativistically induced transparency regime, we show that collisional ionization cannot be

neglected for sufficiently long laser pulses (near picosecond). Identifying this threshold is crucial

for balancing the conservation of computational resources with accurate particle-in-cell modeling.

This large body of experimental and numerical data continue to support the tremendous

progress in short pulse laser-ion acceleration over the course of three decades. Continuing to push

the bounds in conversion efficiency and beam control is essential for breaking ground in high

energy density physics and accelerator development.
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Chapter 1

Introduction

1.1 High energy density physics with short pulse lasers

A plasma, a collection of freely flowing charges, expands across a broad regime of density

and temperatures. From solar wind, with a Debye length of 100 m [1], to a fs laser incident on

a 100 nm foil, plasma spans many orders of magnitude in characteristic space and time scales.

Therefore, it is sensible to divide the broad topic of plasma physics into sub-fields to address

fundamental questions. One such dividing line can be drawn for plasmas with energy densities

exceeding 1011 J/m3, corresponding to 1 MBar of pressure. These systems, holding the energy

density necessary to readily ionize hydrogen, fall under the category of High Energy Density

Physics, or HEDP [2]. As shown in Figure 1.1, these phenomena, such as inertial confinement

fusion (ICF) require an unprecedented combination of mass density and temperature.

The United States contains several large facilities for accessing the HEDP regime. The

National Ignition Facility (NIF) and Z-Machine, both operated by the US Department of Energy,

are capable of delivering >1 MJ of energy to a small volume, ∼1 mm3 for NIF and ∼100

mm3 for Z. The smaller-scale Omega laser delivers 40 kJ to a similar volume as NIF. Fortunately,

access to a billion-dollar facility is not necessary to reach HEDP conditions. Tightly focused
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Figure 1.1: The broad regimes of plasma physics spanning density and temperature space. High
energy density physics (HEDP) encompasses inertial confinement fusion (ICF) and the solar
core. Figure courtesy of Ref. [3].

lasers, which can deliver up to hundreds of Joules in a ∼10 µm focal spot, are more accessible to

the everyday scientist. These PetaWatt (PW) class lasers are ultrafast in duration (≲ ps), yet can

readily reach the HEDP regime to generate energetic bursts of secondary radiation.

These radiation sources, in addition to having practical applications, are interesting

vehicles to studying HEDP in their own right. Studying the laser acceleration of ions, for example,

sheds light into fluid instabilities in the relativistic regime [4], as well as the ability of radiation

pressure pistons to drive shock waves [5]. These beams can also be used as tools to generate

exotic states of matter [6], and for imaging plasmas [7]. Laser-driven ions can also generate

neutrons via a beam-target interaction, which can be used to investigate nuclear processes in a

compact platform [8].

Laser-driven electrons also have a diversity of applications. The high fluxes of electrons

emitted from a laser-matter interaction can be used for radiography [9] and transport studies in

dense plasmas [10]. With multi-GeV energies, laser-electron accelerators even have promise
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towards compact particle colliders [11]. Conveniently, there is tremendous overlap in the gen-

eration of energetic electrons and ions. Due the relatively high mobility of electrons compared

to ions, electrons are the primary absorber of laser energy. Energetic electrons can then transfer

their energy to the ions in a variety of ways, including electrostatic forces [12, 13] and the

aforementioned fluid instabilities and shock waves.

Decades of work have been devoted to improving laser-driven radiation sources. For ion

acceleration, the focus of this dissertation, the field has evolved from the first rigorous explanation

of an acceleration mechanism in 2001 [12], to shooting additively manufactured structures in

the laboratory [14, 15] in the 2020’s. One of the main avenues of research today is improving

the coupling of laser energy into the target, in the quest for higher ion energies and conversion

efficiencies. In addition to structured targets, the aerial density of a foil target can also be

optimized. A thickness scan on plastic foils at the Vulcan laser resulted in the current energy

record for proton acceleration: up to 97 MeV [16]. The reason for such resounding success is that

for thick targets, the laser is inefficiently absorbed and only the surface contaminants (i.e. residual

water and oils on the foil from the environment) are accelerated favorably. For ultrathin targets,

the foil disintegrates before the laser can be efficiently be absorbed. This intermediate target

regime, explained in detail in Section 2.2, gives rise to many interesting plasma phenomena on a

micron scale length, such as relativistically induced transparency (RIT) and shock formation. The

broader regime of highly relativistic plasma physics was largely inaccessible until the late 20th

century due to the lack of a sufficient driver, i.e. a laser pulse of sufficient intensity. In the section

that follows, a brief history of laser technology is presented, as it is important to understand the

rise of the tool that enables this field to exist.
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1.2 Evolution of high power laser technology

The history of the laser arguably begins with Albert Einstein’s work on the quantization

of light. In his seminal 1916 work [17], he was able to expand upon Max Planck’s classically

derived formalism. Via equipartition, Planck derived his famous relation which yields the spectral

radiance B of a blackbody:

U(ν,T ) =
2hν3

c2
1

ehν/kBT −1
(1.1)

where ν is the frequency, T is the temperature, h is Planck’s constant, kB is Boltzmann’s constant,

and c is the speed of light. For a two-level system, an atom can emit or capture a photon of

frequency ν as E2 −E1 = hν. The population rate of change for each level can be written as:

dn1

dt
= An2 +B21Un2 +B12Un1 = 0 (1.2)

dn2

dt
=−An2 +B21Un2 +B12Un1 = 0 (1.3)

where A and B are the so-called Einstein coefficients. The An2 term represents the spontaneous

emission rate of the system, B21Un2 the stimulated emission, and B12Un1 the absorption. A

decade later, in 1928, the process was experimentally verified with electrostatic gas discharges by

Hans Kopfermann and Rudolf Ladenburg.[18]. In 1950, Alfred Kastler proposed that a bright

light source can drive the above equations of population out of equilibrium ("optical pumping"),

achieving what is now known as population inversion [19].

The first practical generator of stimulated emission, known as the maser (microwave

amplification by stimulated emission of radiation), was invented by a team at Columbia University

in 1953. The device achieved population version of ammonia (NH3) by electrostatically separating

the upper from lower inversion states. The upper states are focused, and the lower states defocus,
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Figure 1.2: Simplified sketch of the original maser, completed in 1953 at Columbia University.
The focuser directs ammonia (NH3) of an inverted state into the resonant cavity. Image courtesy
of Ref. [20].

directing the upper inversion population into a microwave resonant cavity. Figure 1.2 shows a

sketch of the device from the original paper of Gordon, Zeiger, and Townes [20], which operated

at 24 GHz (12 mm wavelength).

The "optical maser", now known today as a laser, soon followed. In 1960, Theodore

Maiman at the Hugh Research Laboratories employed the optical pumping technique to drive the

first flash of laser light. Two techniques, Q-switching and mode-locking, followed to increase

the intensity at best focus well beyond 1010 W/cm2. Q-switching uses a shutter, either passive or

active, to allow the buildup of population inversion in the cavity. This technique can generate

laser beams of GW power in a ns pulse. Mode-locking, however, generates Watts of power in an

ultrashort pulse (≪ ns). To mode-lock a laser, a cavity can be designed so the laser light produces

a train of pulses locked in phase, narrowing the duration of each individual pulse [21].

These two techniques led to a rapid progress in focused intensity throughout the 1960s,

where it saturated around 1015 W/cm2. As seen in Figure 1.3, the next revolution occurred
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Figure 1.3: Progress in maximally achieved laser intensity since the invention of the laser.
Figure modified from Ref. [22].

in 1985 with the invention of chirped pulse amplification (CPA). Before this technology, any

efforts to increase the focused intensity were met with the amplifying material being destroyed.

However, a similar effect was achieved with microwaves at Bell Labs in 1960 [23]. Microwaves

were sent through a positively dispersive delay line to achieve the desired chirp, followed by the

amplification stage. To adapt this technique to optical pulses, Strickland and Mourou implemented

two stages of gratings. The first pair stretches the pulse to lower its peak power, where then it

can go through the amplifier without damaging it. After amplification, the second pair can then

re-compress the pulse to its original duration. Though this often happens in stages, a cartoon of

a simple one-stage system is described in Figure 1.4. The invention of the CPA was awarded

half of the Nobel Prize in Physics in 2018. A recent achievement of this technology occurred in

2021, when the Center for Relativistic Laser Science (CoReLS) achieved a record intensity of
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1023 W/cm2 [24].

Figure 1.4: Cartoon of chirped pulse amplification (CPA). Figure courtesy of Ref. [22].

For most practical cases, high intensity laser experiments operate at 1020 – 1021 W/cm2.

At this regime, relativistic kinematics is certainly important, but the dominance of non-classical

phenomena, such as quantum electrodynamics (QED), is generally considered negligible except

in very extreme cases. For the purposes of this work, relativistic plasma physics is satisfactory,

and the following analysis of this work proceeds as such.

1.3 Outline of the dissertation

Chapter 2 provides an introduction to plasma physics. It begins by giving the definition

of a plasma and defining crucial spatial and time scales. A transition into laser-plasma physics

follows, describing plasma response to an electromagnetic wave. Single-particle motion and

both collective effects are addressed, along with an examination of absorption mechanisms. The

chapter concludes with an in-depth survey of laser-ion acceleration, outlining the transitions

between different acceleration regimes, accompanied by the derivations of analytical models.
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Chapter 3 gives a comprehensive overview of the experimental and numerical methods

necessary for conducting the body of the dissertation. This chapter first illustrates the details of

the Texas Petawatt (TPW) laser system. This laser was employed for the experiments described

in Chapters 4 and 5, and its laser parameters formed the basis of the numerical study in Chapter

6. The choice of diagnostics for various experiments is explained, along with the fabrication

techniques of advanced targets fielded by the author. Details of the FLASH and PIC codes used

to support this dissertation are also presented.

Chapter 4 introduces the most common detectors fielded in laser-plasma experiments,

detailing their composition and use. A calibration of an imaging plate detector is conducted for

an uncalibrated ion species. This calibration is then compared to other peer-reviewed works.

Chapter 5 details an experimental investigation on proton acceleration from 3D printed

targets of the microtube geometry. An optimum set of laser parameters are found for the targets

by varying the laser energy, intensity, and pulse length. For laser pulses of exceedingly high

energy, the microtube targets are shown to be similarly effective as readily available flat targets.

These results are corroborated by radiation-hydrodynamic and particle-in-cell simulations.

Chapter 6 describes a numerical study aimed at optimizing heavy ion acceleration with

ultrathin foils. Two laser pulses of the same intensity but different pulse lengths are studied,

incident on foils ranging from 10 - 500 nm. The optimum thickness is determined by the

concurrency of target transparency with the arrival of the laser peak, in good agreement with

established literature. The acceleration dynamics are analyzed in rigor, revealing that radiation

pressure and shock wave acceleration follow in stages to drive fast ions into the TNSA sheath

field. These processes appear in both pulse durations studied (140 and 650 fs). The distribution of

multiply charged ions, both in physical and energy space, is evaluated with and without collisions.

Chapter 7 concludes the dissertation, unifying the body of work in the mission to

optimize laser-ion acceleration with a scan of laser and target parameters. Updated imaging plate

calibrations are presented that extend the work of this dissertation. The author also expresses an
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interest in further benchmarking the modeling codes and investigating the role of dimensionality

in these studies. A future experiment on structured targets for γ-ray generation is also proposed.

1.4 Role of the author

For the imaging plate (IP) detector calibration study presented in Chapter 4, the author

etched the CR-39 track detectors with P. Forestier-Colleoni. The author determined the response

function of the IP to energetic titanium ions by matching the data set of both the CR-39 and IP

detectors. The author also compared the published IP calibrations with his own to fit a broad

trend to estimate IP response to any arbitrary energetic ions. The author was not present for the

beam time at the Texas Petawatt Laser.

In the experiment conducted in Chapter 5, the author designed the experiment along with

C. McGuffey, M. Bailly-Grandvaux, D. Kawahito, and F. N. Beg. The author, with help from M.

Bailly-Grandvaux, commissioned the targets from General Atomics to be additively manufactured.

During the beam time, the author was the Principal Investigator at the Texas Petawatt (TPW),

with significant support in the target area from S. Bolanos, H. Smith, and M. Bailly-Grandvaux.

The author analyzed the Thomson and electron spectrometer data, S. Bolanos analyzed the RCF

data, and M. Bailly-Grandvaux analyzed the x-ray spectra. M. Bailly-Grandvaux and J. Kim ran

supporting simulations and assisted the author with interpreting the results.

In the numerical investigation presented in Chapter 6, the author and D. Kawahito designed

the study based on past experimental results at the Texas Petawatt and Trident lasers. D. Kawahito

ran the simulations. The author primarily conducted the post-processing of the simulations, but is

indebted to D. Kawahito for his guidance throughout. The author determined the ion acceleration

mechanisms at play and the roles of collisional processes and pulse length, with assistance from

D. Kawahito and M. Bailly-Grandvaux.
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Chapter 2

Plasma theory

2.1 Introduction to laser-plasma interactions

When a high-intensity laser pulse interacts with neutral atoms, rapid ionization occurs

at the rising edge of the pulse. Thus begins the onset of the laser-plasma interaction, in which

the laser and plasma exchange energy in a variety of processes. Examples of these processes

include single particle motion, the ponderomotive force, the absorption of the laser pulse, and ion

acceleration. These phenomena are introduced in detail in the following sections

2.1.1 Propagation of an EM wave in a plasma

When an EM wave, such as a laser, propagates into a plasma, the dispersion relation of

the EM wave is modified. The modification arises from the plasma’s response to the EM wave.

We begin with Maxwell’s equations (specifically Faraday’s law and Ampere’s law) in a vacuum.

∇×E =−dB
dt

(2.1)
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c2
∇×B =

dE
dt

(2.2)

Taking the curl of Ampere’s law and substituting it into Faraday’s law yields:

c2
∇× (∇×B) = ∇× dE

dt
=−d2B

dt2 (2.3)

The assumption that the EM wave oscillates sinusoidally, as ei(kx−ωt), yields:

ω
2B =−c2k× (k×B) (2.4)

The "curl of curl" vector identity can then be applied:

ω
2B =−c2[k(k ·B)− k2B] (2.5)

Since the field components of an EM wave are perpendicular to the direction of propagation,

k ·B = 0, simplifying the result to a familiar relation.

ω
2B =−c2[0− k2B] (2.6)

ω
2 = c2k2 (2.7)

Now that we have derived the dispersion relation for an EM wave in vacuum, it can

be readily modified to account for plasma response. To do so, Ampere’s law must include the

so-called displacement current term, as:

c2
∇×B =

dE
dt

+J/ε0 (2.8)

Taking the curl of Faraday’s law:
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∇× (∇×E) =−∇× dB
dt

(2.9)

∇(∇ ·E)−∇
2E−∇× dB

dt

Again taking the sinusoidal assumption of EM wave oscillations:

−k(k ·E)+ k2E =
iω

ε0c2 J+
ω2

c2 E (2.10)

Since the field components of the EM wave are perpendicular to propagation, k ·B = 0.

(ω2 − c2k2)E =
iω
ε0

J (2.11)

In the plasma, the ions are generally stationary, meaning the EM wave dispersion is

dominantly modified by the electrons. The electron equation of motion is:

m
∂v
∂t

=−eE (2.12)

which becomes v= eE
imω

due to sinusoidal behavior. With the electron current density as J =−n0ev,

we can then substitute into Equation 2.11.

(ω2 − c2k2)E =
iω
ε0

n0e2E
iωm

=
n0e2

ε0m
E (2.13)

where the right-hand-side coefficient of E is the square of the electron plasma frequency (ω2
p).

This value represents the characteristic electron response time in a plasma. We now reach the

conclusion that, when propagating in a plasma, the dispersion relation of an EM wave is:

ω
2 = ω

2
p + c2k2 (2.14)
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From this relation, an important property of laser-plasma interactions can be extracted. If

the laser frequency exceeds the plasma frequency (ω ≥ ωp), the k-vector of the laser becomes

imaginary. The maximum density of propagation, known as the critical density nc, can be found

readily by equating the plasma frequency with the frequency of an EM wave in vacuum.

ω
2
p = ω

2 (2.15)

nce2

ε0m
= c2k2 (2.16)

nc = ε0mω
2/e2 (2.17)

This can be written in practical units as nc =
1.1×1021

λ2 , where nc is in cm−3 and the laser wavelength

λ is in µm. When n0 ≥ nc, the k-vector becomes imaginary, meaning the laser cannot propagate

into the plasma beyond the skin depth δ. The skin depth can be calculated as:

eikx = e|k|x = e−x/δ (2.18)

δ =
1
|k|

=
c

(ω2
p −ω2)1/2 (2.19)

The skin depth can play an important role in laser-ion acceleration in specific regimes, as discussed

further in Section 2.2.

2.1.2 Trajectory of an electron in an EM wave

To further study the response of a plasma to an EM wave, we can begin with the trajectory

of a single electron. We start with the nonrelativistic regime (v << c). Let us take a plane wave

propagating in the x-direction, such that
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E = E0ε̂ei(kx−ωt) (2.20)

B = x̂×E (2.21)

where ε̂ denotes the axis of electric field polarization. For non-relativistic motion, the B-field

term of the Lorentz force on the electron can be neglected, yielding

m
dv
dt

=−eE (2.22)

The electron velocity v and trajectory r can then be readily calculated via integration:

v =− eE
imω

(2.23)

r =
eE

mω2 (2.24)

The maximum velocity of the electron is v0 = eE0/mω. Normalizing for v << c, we find the

dimensionless laser amplitude a0.

a0 =
eE0

mωc
(2.25)

For a0 approaching unity, the magnetic force must be accounted for, which can be done as

a perturbation for the first term on the order of a0 and the second of order a2
0. The total velocity

v is broken down into two components, v = v1 +v2, where v1 is the linear term and v2 is the

perturbation. The v1 term dominates transverse motion (E-field component) and v2 is responsible

for longitudinal motion (v2) as we shall see shortly.
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m
d(v1 +v2)

dt
=−e(E+

v1 +v2

c
×B) (2.26)

Equating the terms of order a2
0, we can approximate

m
dv2

dt
=−v1

c
× eB (2.27)

We assume the v2 perturbation does not contribute to the magnetic force since v1 is the primary

driver of this term. Such an approximation also makes a straightforward analytical solution of the

electron trajectory possible. For an EM wave of linear polarization, we assume that the v1 motion

is dominated by the E-field.

v1 =
eE0

mω
ŷsin(ωt) = a0cŷsin(ωt) (2.28)

y =−a0c
ω

cos(ωt) (2.29)

Substituting in for v1 and B into Equation 2.27

dv2

dt
=− e

mc
x̂[a0csin(ωt)][E0cos(ωt)] (2.30)

dv2

dt
=−1

2
a0x̂ωcsin(2ωt) (2.31)

Integrating to find the longitudinal velocity and position:

v2 =
1
4

a2
0ccos(2ωt)x̂ (2.32)

x =
a2

0c
8ω

sin(2ωt) (2.33)
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Combining the trajectories in x and y (Equations 2.33 and 2.29, respectively), we find the electron

trajectory correct for up to order a2
0:

16X2 = Y 2(1−Y 2) (2.34)

for X = ωx/a2
0c and Y = ωy/a0c. Plotting the trajectory produces a figure-of-eight shape, as seen

in Figure 2.1.

Figure 2.1: The normalized trajectory of an electron in a plane wave, as plotted from Equation
2.34. The electric field is responsible for the transverse oscillations, and the magnetic field
drives the longitudinal oscillations.

The use of a0 is still valid in the relativistic regime, but it requires an updated definition.

Since it is the normalized amplitude of the electric field of a plane wave, a0 can instead be defined

using the laser intensity. The intensity is the cycle-averaged value of the Poynting vector:

I =< |S|>=

〈
|E ×B|
c/4π

〉
=

c
8π

(mωca0

e

)2
(2.35)

Solving for a0 and converting to practical units:
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a0 = 0.85
(

Iλ2

1018 [W/cm2]

)1/2

(2.36)

2.1.3 Ponderomotive force

Laser pulses are of a finite spot size, and thus have a gradient, stretching from the peak

intensity (or electric field), out to infinity, where the laser field is zero. This electric field gradient

generates a force on a charged particle. Our analysis begins by investigating electron motion in

an oscillating electric field, but this time with a small perturbation.

m
dv
dt

=−eE0(y)cos(ωt)ŷ (2.37)

The motion can be broken up into two combined trajectories, as x = x0 + x1, where x0 is its

oscillating behavior, and x1 is its guiding center drift.

m
d2x
dt2 =−e

(
E0 + x1

∂E0

∂x

)
cos(ωt) (2.38)

Averaging over one cycle for the oscillating motion yields:

m
d2x0

dt2 =−e
∂E0

∂x
< x1cos(ωt)> (2.39)

Assuming the electric field gradient is slowly varying over space, E0 >> x1
∂E0
∂x . This

justifies the assumption that for x1 motion, we can neglect the gradient term.

d2x1

dt2 =−eE0

m
cos(ωt) (2.40)

The trajectory of x1 can be readily found by integrating twice:

x1 =
eE0

mω2 cos(ωt) (2.41)
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Substituting x1 into the cycle-averaged motion for x0 (Equation 2.39), and generalizing ∂E0
∂x to ∇,

we find the so-called "ponderomotive force":

m
d2x0

dt2 =− e2

4mω2 ∇E2
0 = Fpond (2.42)

From this formula, two immediate consequences of laser-plasma interactions emerge.

Firstly, the inverse mass dependence indicates that very light particles (i.e. electrons) are pushed

out very rapidly, much more than their heavy counterparts. In effect, the ponderomotive force acts

primarily on electrons, and ions stay effectively stationary, unless acted upon by other electrostatic

effects, such as the formation of plasma sheaths or space charge build-up. Another consequence

of this force is charge independence. Any charged particle present in the laser field will be pushed

away from the center, regardless of sign.

The ponderomotive force can also be estimated in the highly relativistic regime, for

electrons with a0 ∼ γ >> 1. First, the series expansion of γ can be taken, to find how γ scales

with electron velocity.

γ = (1− v2/c2)−1/2 → γ ∼ v2 (2.43)

Velocity in turn scales linearly with electric field, as seen in Equation 2.22. a0 is also directly

proportional to E. As such a simple substitution can be made to estimate the order of the

ponderomotive force:

Fpond =− e2

4mω2 ∇E2
0 =−1

4
mc2

∇

(
e2E2

0
m2ω2c2

)
=−1

4
mc2

∇(a2
0) (2.44)

Fpond ≈ mc2
∇γ (2.45)

Though this derivation is far from rigorous, it still allows the physicist to build an intuition
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for the transition to the relativistic regime. For a mathematically rigorous derivation (spanning

many pages), see Chapter 5 of High Power Laser-Matter Interaction by Peter Mulser & Dieter

Bauer [25].

2.1.4 Absorption mechanisms

Inverse bremsstrahlung absorption

Collisions with ions can dephase electrons from the laser pulse, thus robbing the laser

of some of its energy. Collisions generally are more dominant in classical plasmas rather than

relativistic laser-plasma interactions. Since it is non-relativistic, the magnetic component of the

Lorentz force can be neglected. Instead, a collisional damping term must be introduced to the

electron equation of motion in an oscillating electric field.

m
dv
dt

=−eE
m

−νeiv (2.46)

where νei is the frequency of electron-ion collisions. Assuming oscillatory motion as ei(kx−ωt),

the equation of motion can be linearized to be:

v =− ie
m(ω+ iνei)

E (2.47)

Incorporating the electron current density J =−env:

J =
ine2

m(ω+ iνei)
(2.48)

It is evident that J depends on the plasma frequency, so we can rewrite:

J =
iω2

p

4πm(ω+ iνei)
(2.49)

Taking the curl of Ampere’s law and combining with Faraday’s law:
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∇× (∇×E) =−1
c

∂

∂t
(∇×B) =−1

c

(
4π

c
J+

1
c

∂E
∂t

)
(2.50)

Again taking the assumption of oscillatory motion, and substituting J for E:

k2E =−ω

c

(
iω2

p

4πm(ω+ iνei)
E− ω

c2 E

)
(2.51)

(
kc
ω

)2

= 1−
ω2

p

ω2(1+ iνei)
≈ 1−

(
ωp

ω

)2
(

1+
iνei

ω

)
(2.52)

For low-density plasmas, it is valid to assume that the laser frequency is much greater

than the frequency of electron-ion collisions (ω >> νei). This justifies the series expansion

k ≈ ω

c

[
1−
(

ωp

ω

)2
]1/2

(
1+

iνei

2ω

(
ωp

ω

)2 1
1−ω2

p/ω2

)
(2.53)

k is now separated in terms of its real and imaginary terms, where the imaginary component

represents the damping. Equation 2.53 can be distilled into the following form:

k = kRe +
1
2

ikIm (2.54)

Matching the imaginary term kIm to the imaginary term of Equation 2.53, the damping rate for

the inverse bremsstrahlung mechanism (κIB) is found to be

κIB ≈ νei

c

(
ωp

ω

)2
[

1−
(

ωp

ω

)2
]−1/2

(2.55)

For a Maxwellian plasma, we can determine the damping rate’s dependence on fundamen-

tal plasma parameters. In this case the collision frequency scaling can be used to determine the

κIB scaling, as κIB varies linearly with νei.
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νei ∝
neZ

T 3/2
e

(2.56)

An immediate conclusion of this scaling is that lower temperature, higher-Z plasmas

have more collisions, and thus are more readily damping of an EM wave. It is also evident

that, due to the ωp/ω dependence, absorption is highest near the critical density surface. For

very low collision frequencies, like in relativistic plasmas, inverse bremsstrahlung does not play

a significant role. However, there are routes to a plasma absorption of laser energy without

collisions. The remainder of this section is devoted to these mechanisms, known collectively as

"collisionless absorption."

Resonance absorption

Resonance absorption is a mechanism of collisionless absorption that does not require

relativistic laser intensities. However, it does require the plasma to have a density gradient. In

addition, the polarization of the laser electric field must have a component along the axis of the

gradient. Mathematically speaking, E ·∇ne ̸= 0 is required to drive electrostatic waves into the

plasma. In addition to assumed density gradient ∇ne, we decompose the laser electric field as

E = E∥+E⊥. We begin the analysis of laser absorption into the plasma with Poisson’s equation.

∇ · (εE) = ε∇ ·E+∇ε ·E (2.57)

Solving for the divergence of E:

∇ ·E =−1
ε

E∥∇∥ε (2.58)

where ε is the plasma dielectric. As the laser cannot propagate past the critical density, the

dielectric function approaches 0, driving ∇ ·E to infinity. However, the laser electric field can still

deposit energy into the plasma. First we assume that the scale length L of the plasma is much
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Figure 2.2: An illustration of the resonance absorption mechanism. A long plasma gradient
increases from 0 out to overcritical along the horizontal axis. The vertical axis shows the laser
trajectory, incident at angle θ, and then reflected by the critical surface. A component of the laser
electric field must be parallel to the density gradient for the field to drive density oscillations
and deposit energy. This absorption fraction maximises at 20◦ (Equation 2.72).

larger than the electron’s displacement in the electric field. Specifically, we are interested in the

longitudinal component of its oscillatory displacement, which we now define as xosc.

L >> xosc =
eE

mω2 (2.59)

For small density fluctuations δn:

δn = (x+ xosc)ne −ne (2.60)

Differentiating with respect to x:
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∂n
∂x

=
(x+ xosc)ne −ne

xosc
(2.61)

δn ≈ xosc
∂n
∂x

(2.62)

By Snell’s law, the laser wave is reflected at an angle of incidence characterized by sin2θ. To

calculate E∥ at the critical surface, we first find the magnetic field.

B = B∥exp(
iω

k⊥c
sinθ− iωt) (2.63)

Making the substitution for B into Ampere’s law:

∇×B =
iωL

c
B∥sinθ(

iω
k⊥c

sinθ− iωt) (2.64)

where ωL is the laser frequency. To determine B∥ at the critical density, we assume it decays

exponentially out from the critical surface, as Be−β. For the sin2θ reflection, the Airy function

solution is approximately

B ≈ 0.9EL

(
cL
ωL

)1/6

. (2.65)

The decay constant of the field β can be found by integrating along the imaginary compo-

nent of the k-vector.

β =
1
c

∫ L

Lcosθ

(ω2
p −ω

2
Lcos2

θ)1/2dz =
2ωL
3c

sin3
θ (2.66)

Evaluating B at z = L:

B = 0.9EL

(
cL
ωL

)1/6

exp(−2sin3
θ

3c
) (2.67)
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To simplify the expression, two variables are introduced, defined as

φ(τ) = 2.3τe−2τ3/3 (2.68)

τ =

(
ωLL

c

)1/3

sinθ (2.69)

These condense into the expression for the electrostatic field at the critical density Es as a function

of laser field EL.

Es =
EL√

2πωLL/c
φ(τ) (2.70)

The oscillations must be damped in order for the electrons to transfer their energy into the

plasma. For a damping coefficient ν, the absorbed laser intensity is

Iabs =
∫

ν
Ez

8π
dz =

ν

8π

(
EL

ε

)2

≈ ωLLE2
L

8π
(2.71)

For some absorbed fraction fA, it is evident that it scales with the φ function, as fA = φ2(τ)
2 . The

maximum absorption depends on the angle of laser incidence, maximizing at

θ = arcsin[0.8(ωLL/c)−1/3]≈ 20◦ (2.72)

From PIC simulations [26, 27], the absorption at this angle maximizes at ∼60%, and produces a

Maxwell-Boltzmann distribution of hot electrons. In practical units, the temperature of the hot

electrons scales as

Thot ∼ 14(Iλ
2Tcold)

1/3 (2.73)

where Thot and Tcold are the hot and background electron temperatures, respectively, in keV. The
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intensity I is in 1016 W/cm2, and laser wavelength λ is in µm.

This absorption mechanism is most active for laser intensities of 1015 − 1017 W/cm2.

Collisional absorption begins to dominate at lower intensities, and at relativistic intensities, other

mechanisms of collisionless absorption take over as the magnetic field of the laser pulse grows

significant. However, first we will investigate another mechanism of non-relativistic absorption,

which also requires oblique incidence, but with a sharp density gradient.

Vacuum heating

An obliquely incident laser incident on a plasma with a steep density gradient can deposit

its energy via vacuum heating, also known as Brunel absorption [28]. For E ·∇ne ̸= 0, a capacitor-

like electric field arises at the steep gradient, as

∆Ec = 4πeΣ (2.74)

where ∆Ec is the capacitor-like electric field and Σ = neδx, where δx is the small longitudinal

displacement of the electrons. Equating the driving electric field (longitudinal component of the

laser field) to the capacitor field, we can then solve for Σ.

Σ =
2ELsinθ

4πe
(2.75)

In the vacuum, each electron acquires a longitudinal velocity that is a component of its

oscillatory motion, as:

vL = 2voscsinθ (2.76)

As these electrons dephase from the laser pulse over the critical surface, the total energy absorbed

from the laser pulse can be calculated from the electron velocity.
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εtot = Σ
1
2

mv2
L (2.77)

Averaging over the laser period τ yields an estimate of the absorbed laser power Pa:

Pa ≈
1
τ

Σ
1
2

mv2
L (2.78)

Pa =
eE3

16π2mω
(2.79)

This can then be compared with the time-averaged power of the laser pulse over one cycle:

PL =
cE2

Lcosθ

8π
(2.80)

Taking the ratio of the absorbed laser power over the total laser power shows the efficiency of the

vacuum heating mechanism to be

Pa

PL
=

4a0

π

sin3
θ

cosθ
(2.81)

For laser irradiances of 1016 W/cm2 µm2 incident on a plasma with density gradients of

L/λ ∼ 1, the plasma can absorb 70% of the laser pulse [29]. However, for higher intensities with

a short scale length, J×B heating takes over, as described in the following section.

J×B heating

J×B heating is the dominant mechanism of absorption for the interaction of relativistic

laser pulses with solid-density plasmas. Hence, it is the primary absorption mechanism responsible

for laser-ion acceleration from foils, which necessitates a steep density gradient. The laser pulse

must be relativistic because the B-field component of the EM wave must play a significant role in

driving the electrons forward into the target. The dephasing of the electrons from the laser pulse
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Figure 2.3: An illustration of the J×B heating mechanism. A plasma gradient going from 0 out
to solid density represents the front surface of a plasma slab. The critical surface allows for the
dephasing of the electrons in a figure-8 trajectory from the laser pulse. The amplitude of the
electron’s transverse oscillations are represented along the vertical axis.

by the critical surface allows for the energy transfer to occur. The electron is accelerated by the

time-dependent ponderomotive force:

Fpond =
1
4

mc2
∇(a2

0)[1− cos(2ωt)] (2.82)

The cosine term has an argument of 2ωt, meaning that twice every laser cycle, electrons

are driven forward. If this forward acceleration happens across the critical surface, the forward-

accelerated electrons can escape the laser pulse and continue. A cartoon of this heating mechanism

is shown in Figure 2.3.
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2.2 Laser-ion acceleration

Short pulse lasers can generate energetic (MeV), picosecond bursts of radiation when

incident on solid targets. This radiation can be in the form of electrons, positrons, neutrons, x-

and γ-rays, and ions. These sources are of tremendous interest to the ICF community, as both

a probe and ignitor for fusion processes, as well as the broader plasma and accelerator physics

communities. Typically, these multi-species radiation sources are driven by a high-intensity

(>1018 W/cm2) laser pulse incident on a solid foil. Due to the relatively high mobility of the

electrons, they are the primary absorber of the laser energy. After the laser couples its energy

into the electrons, the electrons can then transfer their energy to generate a variety of sources,

including ions, the focus of this work.

The mechanisms of laser-ion acceleration can be broadly classified into three different

categories: (i) Coulomb explosion, (ii) surface acceleration, namely target normal sheath accel-

eration (TNSA), and (iii) volumetric acceleration. Coulomb explosion requires extremely thin

(1–10 nm scale) targets or clusters because in order to activate this acceleration mechanism, the

laser must fully strip the electrons in the laser spot. Once all the electrons are evacuated from this

highly localized area, the ions left behind are mutually repelled by their own space charge field,

gaining kinetic energy [30, 31].

On the other hand, for thick, µm-scale targets, surface acceleration dominates. Surface

acceleration is best described by the TNSA model, where the laser drives hot electrons through the

target. These electrons create an electrostatic sheath field on the rear target surface, which scales

as eEsheath ∼ Thot/λD, where Thot is the hot electron temperature, and λD is the Debye sheath [12].

Although this mechanism is the most commonly observed in experiments, TNSA is not the most

efficient acceleration mechanism for ions heavier than carbon (Z > 6) [32], unless accompanied

by enhancement of other laser-plasma processes. The maximum ion energy produced via this

mechanism generally scales as Emax ∝ I1/2 [33, 34], or Emax ∝ I for ultrashort, tens of fs pulses
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[35].

There are several other newly discovered mechanisms that lie between these two extremes,

in which the target is volumetrically accelerated. These acceleration mechanisms lead to more

favorable scaling of ion energies with laser intensity due to more efficient energy coupling, as

well as engaging with a larger volume of the target [33]. These mechanisms include breakout

afterburner [4], relativistic transparency acceleration [36], magnetic vortex acceleration [37],

radiation pressure acceleration [13], and shock acceleration [38]. We briefly describe a few

mechanisms below.

In the relativistically induced transparency (RIT) regime, the relativistic plasma frequency

drops due to its inverse dependence on the relativistic γ factor, as ω2
p =

4πne2

γme
. Therefore, the

critical density is effectively lowered, allowing the laser to propagate through the plasma. RIT

can produce more hot electrons and strengthen the sheath field of TNSA [39, 40], or give rise

to additional mechanisms, such as breakout afterburner (BOA). A near-ps laser can trigger this

mechanism, in which the onset of RIT allows for the hot electron population to transfer energy to

the ions via the relativistic Buneman instability [41, 42]. This co-moving electrostatic potential

can accelerate carbon ions to near-GeV energies [4, 43], as the maximum ion energy Emax scales

linearly with intensity [44].

Radiation pressure acceleration (RPA) can also accelerate the target bulk for intermediate

foil thicknesses (10s – 100s of nm), but requires a shorter laser pulse than BOA. A laser of

intensity 3× 1020 W/cm2, incident on an ultra-thin, high-Z foil will transition from BOA to

RPA at the ≈360 fs pulse duration [45]. The RPA mechanism requires a short pulse because the

target must remain intact for the radiation pressure to drive the target bulk like a laser-piston

[13]. Depending on the thickness of the target, RPA can manifest itself as one of two modes.

Hole-boring RPA occurs when a laser interacts with a target much thicker than the skin depth,

ponderomotively boring a hole in the front surface. It only affects the rear surface if the target is

thin enough for the hole-boring front to break through [46]. For target thicknesses on the order
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of the skin depth, light-sail RPA can accelerate the ultrathin target bulk as a single slab [47, 48].

For this acceleration mechanism, Emax exhibits an even stronger intensity scaling of Emax ∝ I2

for intensities on the order of 1020 −1021 W/cm2, which is typical in most short-pulse laboratory

settings.

Sub-picosecond lasers can also generate fast ions via shock wave acceleration (SWA)

[49]. A laser pulse, which typically has an intensity profile that is Gaussian in time, can produce

ions of different velocities as the intensity profile increases on the target foil. When two plasma

populations of a relative drift velocity interact, an electrostatic shock can form, accelerating ions

within the target bulk [5]. The cutoff energy for this mechanism scales as Emax ∝ I for intense

laser pulses [49].

For the laser and target parameters studied by the author (detailed in Chapter 3), TNSA is

the dominant mechanism of ion acceleration. However, contributions of RPA and SWA are not to

be neglected; therefore, it is important that the interplay of mechanisms are clear to the reader.

With that, the following sections will describe the analytical models of laser-ion acceleration for

TNSA, RPA, and SWA.

2.2.1 Target normal sheath acceleration (TNSA)

For driving ions via the aforementioned TNSA mechanism, the hot electron temperature

can be estimated by the ponderomotive potential Up [12], as

Thot ≈ mc2
(

1+
2Up

mc2

)1/2

(2.83)

where the ponderomotive potential is, in practical units [50]:

Up[eV] = 9.33×10−14I[W/cm2](λ[µm])2 (2.84)

The sheath field is often well above TV/m, which can readily ionize and accelerate
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hydrocarbon contaminants. Thus, protons are the most favorably accelerated by this mechanism,

and mid-to-high-Z ions are not. However, in-situ target cleaning techniques can provide an avenue

to stronger heavy-ion acceleration with the robustness of TNSA. Such techniques include Joule

heating, cleaning by a second laser or ion gun, or cleaning via the laser pre-pulse [51]. However,

since these techniques are not straightforward to implement, the majority of TNSA studies focus

on energetic proton generation.

Since the earliest experiments over 50 years ago, the source of protons in a laser-solid

interaction was debated. Gitomer, et al. [52] surveyed many preliminary experiments up to

1986 to show that protons could be a result of vacuum pump oil and water vapor, and measured

up to MeV protons with nanosecond lasers up to 1016 W/cm2. However, given the relatively

long timescale of the laser pulse, this process is assumed to be hydrodynamic. However, with

relativistic laser pulses lasting tens of fs, protons of tens of MeV have been observed, eliminating

the possibility that hydrodynamic expansion is the main driver of such energetic ions. The 2001

explanation of Wilks, et al. finally provided a satisfactory explanation of surface acceleration

(TNSA), as illustrated in Figure 2.4.

Now we investigate the expansion of protons into the vacuum, as driven by TNSA. Fol-

lowing Mora’s model of isothermal expansion [53], we begin by assuming a Maxwell-Boltzmann

distribution of electrons.

ne = ne0eeφ/Te (2.85)

where φ is the electrostatic potential, which satisfies the Poisson equation such that

ε0
∂2φ

∂x2 = e(ne −Zni) (2.86)

Integrating for the electric field at x = 0 (the target surface):
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Figure 2.4: Illustration of the target normal sheath acceleration (TNSA) mechanism, showing
the source of protons as surface contaminants. Figure courtesy of Ref. [12].

E f ront,0 =
√

2/eE0 (2.87)

E0 =

(
ne0Te

ε0

)1/2

(2.88)

During the expansion, the electrons are assumed to stay in equilibrium with the electro-

static potential φ. Ion expansion can then be addressed via the continuity equation and equation

of motion for ion velocity vi. The respectively equations are:

(
∂

∂t
+ vi

∂

∂x

)
ni =−ni

∂vi

∂x
(2.89)
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(
∂

∂t
+ vi

∂

∂x

)
vi =−Ze

mi

∂φ

∂x
(2.90)

There is a self-similar solution for a quasi-neutral plasma, with conditions:

ne = Zni = ne0e−x/cst −1 (2.91)

vi = cs + x/t (2.92)

where cs is the ion acoustic speed

cs =

(
ZTe

mi

)1/2

(2.93)

The self-similar solution Ess then follows to be

Ess =
Te

ecst
=

E0

ωpit
(2.94)

which depends on the ion plasma frequency

ωpi =

(
ne0Ze2

miε0

)1/2

(2.95)

One requirement of this model is the Debye length must be greater than the self-similar

density scale length (λD > cst). Otherwise, the ions will be shielded from collective motion at

this scale, as the local electric fields cannot reach beyond the Debye sphere. This is in qualitative

agreement with the above analysis of Wilks, et al. [12].

From the self-similar solution, the ion energy spectra can be obtained. The ion distribution

is related to the sound speed as
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εi =
1
2

miv2
i =

1
2

mi(cs + x/t)2 (2.96)

which can be rearranged to show

(x/cs +1) =
(

2εi

ZTe

)1/2

(2.97)

Assuming a Boltzmann distribution:

ni = ni0exp

[
−
(

2εi

ZTe

)1/2
]

(2.98)

The ion distribution with respect to energy can then be found by assuming the plasma expands in

space by cst. The number of ions per surface area, normalized per unit energy is:

dN
dε

=
ni0cst√
2εiZTe

exp

[
−
(

2εi

ZTe

)1/2
]

(2.99)

To summarize, this model makes several assumptions. Firstly, it assumes a Maxwell-

Boltzmann distribution of electrons of a single temperature, which is not always representative

of hot electron generation. As such, it shows no dependence on laser parameters, however hot

electron generation is a complex topic, and a distribution function of hot electrons cannot yet

be analytically estimated from arbitrary laser parameters. Additionally, in this 1-dimensional

model, there are no electron losses, which in practice may occur as angular divergence, as well

as recirculation into the plasma slab. In addition, the ion acoustic speed is also assumed to be

constant and the ions isothermal.

Enhancing TNSA via direct laser acceleration (DLA) of electrons

By improving the transfer of laser energy to electron energy, ion energies and yields

via TNSA can be increased. One such avenue is using 3D structures engineered onto the foil
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target. These structures can take the forms of channels on the order of the laser spot size, termed

"microtubes." Now we investigate analytically, closely following Ref. [54], the role of a pre-

formed channel in enhancing electron acceleration. This mechanism is known as direct laser

acceleration, or DLA. A channel improves vacuum acceleration of electrons because it introduces

a dephasing term given by the ions in the channel. The electrons are readily evacuated from the

channel via the ponderomotive force, resulting in a positively charged ion channel. The dephasing

rate is given as

R =− 1
ω

dξ

dτ
(2.100)

where ξ is the normalized phase and τ is the proper time, respectively defined as

ξ =
2π

λ
(x− ct) (2.101)

γ
dτ

dt
= 1 (2.102)

where x is the longitudinal position of the electron. Thus the dephasing rate can be rewritten in

terms of the longitudinal momentum.

R = γ− px

mc
(2.103)

The interaction with electrostatic field E∗ in the ion channel causes the dephasing rate to evolve

as

dR
dξ

=
eE∗

mc
(2.104)

As the electron is dragged forward in the ion channel, it spends more time in the laser field, giving

it a boost in maximum energy up to εmax = γmaxmc, where γmax = γvac/R.
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This enhancement in electron acceleration has been observed in both PIC simulation and

experiment relative to flat targets. For example, Ji, et al. [55] predicts that with a 40 fs laser

pulse of 5.3× 1021 W/cm2, maximum electron energies can be doubled. In turn, proton and

γ generation are significantly boosted (Figure 2.5). Though PIC simulations are notorious for

overestimating the energies and yields of laser-driven radiation sources, nevertheless the author

of this PhD thesis observed strong enhancement from the Texas Petawatt Laser for both protons

and electrons. In this work, the proton yield was increased by 3×, the cutoff energy by 50%, and

the electron temperature by 12%. For an in-depth presentation and analysis of these results, see

Chapter 5.

e

f

g

Figure 2.5: Numerical results of source enhancement from flat (a) and microtube (b) CH targets
. (c-d) show the respective electric field profiles at 160 fs, and (e-g) show the energy spectra of
various particles. Figure modified from Ref. [55].
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2.2.2 Radiation pressure acceleration (RPA)

Radiation pressure acceleration, or RPA, uses the reflection of the laser pulse at the critical

surface to accelerate ions. To minimize target heating caused by the ponderomotive force (i.e.

J×B heating), RPA is most effective when the laser pulse is be circularly polarized. When heating

is minimized, the critical surface remains more intact, allowing best reflection of the laser pulse

without significant absorption into the target. However, RPA can contribute to the acceleration,

though not dominantly, for linearly polarized pulses achievable in the laboratory, of ∼1020 −1021

W/cm2 (see Chapter 6 for a detailed discussion). RPA is predicted to become significant for linear

polarization of intensities >1023 W/cm2, a breakthrough which has just recently been achieved in

2021[24].

As mentioned in the previous discussion of ion acceleration mechanism interplay (Section

2.2), there are two "modes" of RPA. The light-sail (LS) mode requires ultrathin foils, allowing the

mass-limited target to sail with the laser pulse. For thicker, µm-scale targets, the hole-boring (HB)

mode of RPA takes place. The significant inertia of the target prevents light-sail acceleration, and

as such, an ion beam is generated on the front surface of the target and travels inward toward

the bulk. This mechanism can either occur in isolation for circular polarization, or, in linear

polarization, be used to inject fast ions into a rear sheath field. In the following subsections, we

describe each RPA mode analytically.

Light-sail RPA

For the following analysis, we assume a high reflectivity of a laser pulse from a thin foil,

closely following Ref. [56]. Since we expect the foil to reach relativistic velocities, we begin

with the relativistically correct kinetic energy and momentum.

KE = mc2(γ−1) (2.105)
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p = γmv = γβmc (2.106)

Under conservation of energy and momentum, respectively:

I f ∆t +
mc2√
1−β2

= I′ f ∆t +
mc2√

1− (β+∆β)2
(2.107)

I f
c2 c∆t +

mv√
1−β2

=−I′ f
c2 c∆t +

m(v+∆v)√
1− (β+∆β)2

(2.108)

where I is the incident laser intensity, I′ is the reflected laser intensity, f is the cross-sectional

area, and ∆ represents a small increment. Rewriting as differential equations of motion:

I + I′ =
mc2

f
d
dt

(
β√

1−β2

)
(2.109)

I − I′ =
mc2

f
d
dt

(
β√

1−β2

)
(2.110)

Solving for the incident intensity I and the reflected intensity I′:

I =
mc2

2 f
d
dt

(√
1+β2

1−β2

)
(2.111)

I′ =−mc2

2 f
d
dt

(√
1−β2

1+β2

)
(2.112)

For a constant laser intensity, the terminal velocity can be found by integrating over infinite time.

β =
v
c
=

(1+2τ)2 −1
(1+2τ)2 +1

(2.113)

where τ is the ratio of the laser energy ε used during time t to the rest energy of the foil.
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Mathematically speaking,

τ =
I f t
mc2 =

ε

mc2 (2.114)

The instantaneous conversion efficiency of the acceleration scheme is found by substituting

the terminal velocity (Equation 2.113) into the reflected intensity (Equation 2.112.

I − I′

I
= 1− (1+2τ)−2 =

d(KE)
dε

(2.115)

The total conversion efficiency over the duration of acceleration, up to the terminal velocity is

KE
ε

=
1

1+1/2τ
(2.116)

Practically speaking, a relativistic laser pulse must be of a finite duration, and too long a

pulse length could allow for target deformation, heating, and eventually destruction of the critical

surface. Though it has seen much theoretical and numerical investigation [48, 13, 57], LS-RPA

has yet to be fully realized in the laboratory as the dominant mechanism of ion acceleration. This

is due to stringent laser requirements, such as a very high contrast and clean pulse, as well as the

target requirements, which must be very thin (few-nm) and of high optical flatness to minimize

heating. However, signatures of LS-RPA have been identified in experiments, and show that this

mechanism enhanced TNSA to achieve the energy record of 97 MeV protons [16].

Hole-boring RPA

Whereas LS-RPA assumes the motion of an intact slab, hole-boring (HB) RPA is akin

to the action of a piston into a semi-infinite target. In HB-RPA, the piston is not assumed to

interact with the front surface. This interaction would inject HB-RPA ions into a sheath field best

described by the TNSA model. For the following analysis, we assume a circularly polarized laser

pulse is incident on a semi-infinite slab of hydrogen plasma.
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We begin by taking the ratios of reflected intensity to incident intensity (Equations 2.112

and 2.111).

I′

I
=

1−β

1+β
(2.117)

Expressing the momentum balance of the plasma surface:

2I
c

(
1−β

1+β

)
= 2(γβc)2Mn (2.118)

where M is the proton mass and n is the ion density. To simplify the expression, the dimensionless

parameter Ξ = 1
Mnc3 is employed, yielding the quadratic:

(Ξ−1)β2 −2Ξβ+Ξ = 0 (2.119)

Taking the root of the quadratic:

β =

√
Ξ

1+
√

Ξ
(2.120)

The maximum energy of the hole-boring ions can now be calculated. The ions can be reflected

from the hole-boring front, meaning they can have up to twice the velocity of βc.

εmax = 2Mc2 Ξ

1+2
√

Ξ
(2.121)

For the sake of consistency with the analysis of LS-RPA in the previous section, the

incident laser intensity is fixed. For such a laser pulse of duration tL, it drives hole-boring for time

tHB such that:

tHB =
ctL

c−βc
(2.122)
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Using the total laser energy expended εL, the maximum conversion effiency of the hole-boring

acceleration of ions can be calculated. The ratio of energies is most conveniently expressed via

the ratio of aerial energy density, though the surface area of the laser pulse and hole-boring ions

is assumed the same in this 1D model of acceleration.

KE
εL

=
βctHBnεmax

ItL
(2.123)

The hole-boring velocity (normalized to c), time, and energy, have been defined in terms of Ξ,

as seen respectively in Equations 2.120, 2.121, and 2.122. The substitutions eliminate the ItL

dependence, yielding a conversion efficiency that depends entirely on the Ξ = 1
Mnc3 parameter.

KE
εL

=
2
√

Ξ

1+2
√

Ξ
(2.124)

In the laboratory setting, HB-RPA has seen the most application in driving compact

neutron sources. This process is optimized for a circularly polarized laser pulse incident on a

thick (∼mm) target. The target is composed of a target material with a high fusion cross-section,

such as a deuterated plastic (CD). When the hole-boring deuterons generated on the front surface

traverse through the target, they collide with the deuterons of the target bulk, generating neutrons

through beam-target fusion. These neutrons, of MeV energies, are spatially and temporally

compact like the ion beams that generate them. These have promise for neutron radiography and

interrogation of nuclear materials. Example neutron spectra from the T-cubed laser, courtesy of

Ref. [58], are shown in Figure 2.6.

2.2.3 Shock wave acceleration (SWA)

A shock is formed when two adjacent plasma slabs have a significant difference in their

relative drift velocities. With relativistic laser-plasma interactions, this relative drift can be

generated via the hole-boring (HB) mode of RPA. From the reference frame of the shock, there is
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Figure 2.6: Comparison of experimental (a) and numerical (b) neutron spectra from the T-cubed
laser incident on 1.5 mm CD. The neutrons are generated via beam-target fusion, in which the
deuteron beam was accelerated via HB-RPA. Figure courtesy of Ref. [58].

the convergence of an upstream plasma with a downstream plasma, each with parameters niX ,neX ,

and TeX . For the purposes of this analysis and the associated cartoon (Figure 2.7), X=0 and X=1,

for the upstream and downstream plasmas, respectively.

In the shock region shown in Figure 2.7, the electrostatic potential increases dramatically

from φ = 0 to φ = ∆φ. In the lab frame, where the upstream plasma is stationary, the solution to

the Vlasov equation is

f (x0,ve0) =
2ne0

vth0
√

2π
e
−(v0−vsh)

2

2v2
th0 . (2.125)

The electrons of the upstream plasma, as represented by the density ne0, are streaming

into the downstream plasma with velocity vsh. The downstream plasma electrons are assumed to

be a flattop Maxwellian [59], with the distribution function
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Figure 2.7: Cartoon of shock formation from the reference frame of the shock. Note that the
electrostatic potential from the downstream plasma potential can reflect ions from the upstream
plasma, accelerating them to up to twice the shock velocity.

f (x1,ve1) =
2ne1

vth1
√

2π
e
− v2

1
2v2

th1
+ e∆φ

kBTe1 . (2.126)

Respectively integrating Equation 2.125 and Equation 2.126 yields the density of the

electrons streaming from upstream to downstream (Equation 2.127) and vice versa (Equation

2.128).

n′0 = ne0eϕErfc(
√

ϕ) (2.127)

n′1 = ne0Γeϕ/ΘErfc(
√

ϕ/Θ+
4√
π

ne0Γ
√

ϕ/Θ) (2.128)

In this set of equations, ϕ = eφ

kBTe0
, Θ = Te1/Te0, Γ = ne1/ne0, and Erfc() is the comple-
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mentary error function. To find the complete electrostatic potential, the ion density must first be

determined before Poisson’s equation can be applied. From the conservation of mass and energy,

ni = ni0/
√

1−2ϕ/M2 (2.129)

where Mach number M = vsh/cs0, for upstream sound speed cs0 =
√

kBTe0/mi. Assuming

quasineutrality ne0 = ni0 = n0, Poisson’s equation (Equation 2.130) can then be solved. The

solution comprises of three terms [49], with the ion pressure term (Equation 2.131) being of

greatest interest to us here. Ion reflection from the shock front will occur when the electrostatic

potential across the shock exceeds the kinetic energy of the upstream ions, which can be written

as the inequality eφ > 1
2miv2

sh.

1
2

λ
2
D

(
∂ϕ

∂x

)
+Ψ(ϕ) = 0 (2.130)

Pi(ϕ,M) = M2(1−
√

1−2ϕ/M2) (2.131)

Solving for ϕ in this condition leads to the so-called critical value of the shock, namely

ϕcr = M2
cr/2. Due to the complex dependence of Mcr, it must be solved numerically, as a function

of Θ and Γ [49]. However, for the limiting cases of low Mach number shocks, ion reflection will

occur for a steep density and low temperature gradients, implied by Γ >> 1 and Θ ∼ 1. For a

simple case, one can assume the upstream ions to be initially at rest, and uniform electric field

Esh = φ/λD driven by the shock. The reflection time τ of the ions in the shock regions is on the

order of

τ ∼ mivshλD/(eφ) (2.132)

Assuming a Mach number of order Mcr, eφ = 1
2miv2

sh; therefore the reflection time depends on

44



the Mach number, as τ ∼ 2Msh/ωp,i

Though shock waves from laser-matter interactions are a complex process and difficult to

describe analytically, it is clear that laser-plasmas can meet the required shock conditions. There

is strong experimental evidence of the shock wave acceleration (SWA) of ions from relativistic

laser pulses [60, 61, 62]. With the shock conditions satisfied, an approximately uniform electric

field forms, allowing a relativistic laser pulse can drive quasi-monoenergetic ions.
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Chapter 3

Experimental and numerical methods

3.1 The Texas Petawatt (TPW) laser system

The Texas Petawatt (TPW) laser is an Nd:glass laser capable of operating up to 120 J

and 140 fs at best compression, easily reaching intensities in excess of 1021 W/cm2 after final

focus. With a tightly focused laser spot of ∼5 µm, this laser is ideal for studying relativistic

laser-solid interactions across a broad parameter space, such as with scanning laser energy and

pulse duration. The laser begins as a seed pulse from a Ti:sapphire oscillator, with a 100 fs pulse

duration, 16 nm FWHM spot size, and wavelength of 1058 nm. After passing through a stretcher,

the 270 pJ seed pulse is injected into the optical parametric chirped pulse amplification (OPCPA)

stages. The first two stages are composed of commercial 10 Hz Nd:YAG lasers, operating with 1

J of energy at 532 nm for an 8 ns pulse length. After propagating through beta-barium borate

(BBO) crystals for a wavefront correction, a third OPCPA stage is reached. This stage is a 2.5

Hz laser of the same wavelength, with 4 J and a 4 ns pulse length. The laser pulse, now at 1 J, is

ready for the rod amplification stage. The rod amplifier stage is composed of Nd:glass with a

radial group delay lens to compensate for the mismatch between the phase and group velocities.

The laser is then output at 18 J, with a peak fluence of 1.5 J/cm2 to limit damage to the optics
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[63, 64].

The laser pulse then passes through the disk amplifiers, reaching >200 J. This stage is a

primary limiter of the laser’s hourly repetition rate, as the disk amplifiers are air-cooled. Entering

the compressor, the laser pulse sees a series of dielectric gratings with a total conversion efficiency

of 85% [63]. At best compression, the laser pulse duration is 140 fs, with a corresponding peak

power of approximately 1 PW. As it is important for many experiments, the laser is of moderately

high contrast, with of 5×108 beyond 100 ps [65]. To reach this contrast, the laser was largely

refurbished in 2015 with off-axis parabola (OAP) mirrors replacing all large lenses beyond the

OPCPA stages [66], as they are a source of internal reflections and thus pre-pulses. The contrast

of the laser system was measured on Thursday March 4, 2021, shortly before the start of the

author’s campaign the following Monday. This measurement is plotted in Figure 3.1.

Figure 3.1: Contrast measurement of TPW shortly before the author’s campaign. The contrast
beyond 100 ps is 5×108. Figure courtesy of Ref. [64].

The TPW laser can be directed into two target areas: Target Chamber 1 (TC1) and Target

Chamber 2 (TC2). The geometry of TC1 is conducive to high-intensity solid target shots, as

either an f/3 or f/1.1 OAP is available for the final focus. Each OAP can produce a respective
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peak intensity of 2×1021 and 2×1022 W/cm2 [65]. Due to the higher intensities available, TC1

was chosen for the work of the author.

TC2 has a fixed focusing geometry with an f/40 OAP, yielding a FWHM spot size of

60 µm. Due to the long interaction region, the target area is ideal for studying processes such

as laser-wakefield acceleration (LWFA), high-harmonic generation (HHG), cluster fusion, and

magnetized shocks, albeit with a lower intensity of 1018 W/cm2 [65, 67]. A diagram of the entire

facility, identifying the location of each Target Area, is shown in Figure 3.2.

Figure 3.2: 3D rendering of the TPW facility. Note the concrete radiation shield around TC1,
where the work of the author was conducted. Figure modified from Ref. [64].
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3.1.1 Plasma mirror (PM) contrast enhancement

To enhance the contrast on TPW, there has been a multi-year history of employing plasma

mirrors in TC1. A plasma mirror (PM) effectively functions as an ultrafast optical switch. A glass

slab with an anti-reflective (AR) coating will largely transmit laser prepulses. However, when the

leading edge of the main pulse arrives, the slab is rapidly ionized to densities of order critical.

After each PM, ∼ 70% of the laser energy is reflected, with a factor of ∼ 100 boost in contrast.

(a) (b)

Figure 3.3: (a) Diagram of the plasma mirror fielded on TPW. The laser was inciden on the AR
coated side, and 5 mm Al strips on the top and bottom eased alignment. The large surface area
of the PM allowed it to withstand 6 shots. (b) Reflectivity curves as a function of wavelength for
22◦ incidence (bold line) and 42◦ incidence (not bold).

For the ultrathin (100 nm) targets used in Section 4.2, a double plasma mirror was

considered necessary. However, difficulties in alignment led to lower shot rates, prompting

the adoption of a single PM for future campaigns. For a recent LaserNetUS campaign, SLAC

National Accelerator Laboratory collaborated with the TPW facility to develop a PM capable

of reflecting 6 high-intensity shots. The substrate was BK7 glass, with dimensions of 50×100
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mm. The large dimensions were chosen so it could be mounted on a translation stage to shorten

the turnaround time between shots. The PM was also specifically designed to reflect the main

pulse to the TCC (target chamber center) of TC1. As such, it had an AR coating optimized

for 32◦± 10◦. The top and bottom 5 mm were coated with aluminum, as the reflective bands

streamline alignment. A diagram of the PM, along with the associated reflectivity vs angle, is

displayed in Figure 3.3. Reflectivity measurements were also performed by the facility, showing

good agreement with the typical ∼ 70% rule-of-thumb (Figure 3.4).

Figure 3.4: Reflectivity measurements conducted at TPW at approximately 30◦, as a function
of laser intensity and fluence. The PM was moved on a translation stage for the intensity/fluence
scan, and reflectivity was calculated with a calorimeter before and after the PM.

3.2 Diagnostics

The charged particle and x-ray spectrometers fielded by the author are described below.

The detection media (i.e. imaging plates) used in each diagnostic are described in greater detail

in Section 4.1.
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Figure 3.5: CAD model of a typical Thomson Parabola with parallel plates. The load door is
for inserting the ion detector, such as an imaging plate. Image courtesy of Ref. [68].

3.2.1 The Thomson Parabola (TP) ion spectrometer

The Thomson Parabola (TP), named after J.J. Thomson, uses a combination of DC electric

and magnetic fields to separate charged particles, typically ions, via their charge-to-mass (q/m)

ratio and disperse each species in energy. A typical geometry is shown in Figure 3.6, where

the ions go through a magnetic field followed by an electric field after being collimated by the

pinhole. Simple variations in this design, such as wedge shaped electrodes and overlapping E &

B regions have been introduced [69, 70], but for the purposes of deriving an analytical model, the

common case of two sets of parallel plates is treated.

Equations of motion in a Thomson parabola

When the particle first enters, it will encounter the magnetic field stage, which drives a

gyration via v×B motion, as:

x(t) = rgyrosin(ωct) (3.1)

where the gyroradius rgyro = v0/ωc and the cyclotron frequency is ωc = qB/m. The duration of
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Figure 3.6: Cross-sectional sketch of the TP geometry. This figure defines the coordinate system
and dimensions used to determine the ion equations of motion in this section.

gyration occurs for the time the particle takes to traverse the face of the magnet, of length lb

(Equation 3.2). The associated magnetic deflection in the x-direction follows in Equation 3.3

tgyro =
1

ωc
arcsin

(
lbωc

v0

)
(3.2)

x1 =
v0

ωc
[1− cos(ωctgyro)] =

v0

ωc

1−

√
1−
(

lbωc

v0

)2
 (3.3)

In the limit of
(

lbωc
v0

)2
<< 1, which is reasonable for MeV ions, one can take the first order of

the series expansion:

x1 =
v0

ωc

(
lbωc

v0

)2

(3.4)

After passing through the parallel magnetic plates, the final velocities are:

vx1 = v0sin(ωctgyro) = lbωc (3.5)
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vy1 = v0sin(ωctgyro) = v0

[
1−
(

lbωc

v0

)2
]

(3.6)

After exiting the B-field, the particle continues to drift freely. The time drifting in the

y-direction (Equation 3.7) and amount of x-deflection can then be calculated between the B-field

and E-field (Equation 3.8). The latter equation can be added to Equation 3.4 to get the total drift

x = x1 + x2

tb,dri f t = lbdri f t/vy1 (3.7)

x2 = vx1tb,dri f t =
lblb,dri f tωc

v0

[
1+

1
2

(
lbωc

v0

)2
]

(3.8)

x = x1 + x2 =
lblb,dri f tωc

v0

[
1+

1
2

(
lbωc

v0

)2
]
+

v0

ωc

(
lbωc

v0

)2

(3.9)

The deflection from the electric field can be independently calculated before it is added to

the B-field deflection. For a uniform E-field of length le, a particle will spend te passing through

the E-field region.

te = le/vy1 =
le
v0

√
1−
(

lbωc

v0

)2

(3.10)

Taking the first order series expansion:

te =
le
v0

[
1+

1
2

(
lbωc

v0

)2
]

(3.11)

This corresponds with the deflection distance in z, and the corresponding vz:

z1 =
qE
2m

t2
e ≈ qE

2m

(
le
v0

)2
[

1+
(

lbωc

v0

)2
]

(3.12)
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vz1 =
qE
m

t (3.13)

After exiting the E-field region, the particle takes time te,dri f t to drift freely to the detector.

te,dri f t = le,dri f t/vy1 =
le,dri f t

v0

[
1−
(

lbωc

v0

)2
]−1/2

(3.14)

te,dri f t ≈
le,dri f t

v0

[
1+

1
2

(
lbωc

v0

)2
]

(3.15)

The drift in this same region, which occurs in the time te,dri f t is:

z2 = vz1tedri f t =
qE
m

lele,dri f t

v2
0

[
1+

1
2

(
lbωc

v0

)2
]2

(3.16)

z2 ≈
qE
m

lele,dri f t

v2
0

[
1+
(

lbωc

v0

)2
]

(3.17)

The total deflection due to the E-field, both inside and out of the E-field region, is:

z = z1 + z2 =
qEle
mv2

0

[
le
2
+ le,dri f t

][
1+
(

lbωc

v0

)2
]

(3.18)

Recall Equation 3.9 to see that the particle deflection due to the B-field is proportional

to x ∝ 1/v0, with the above equation for E-field deflection, where z ∝ 1/v2
0, when neglecting

the higher-order terms. Now that it is evident that each ion species will make a distinct trace,

parabolic in ion energy, on the detector plane. The parabolic trace is of the form z = Ax2, where

A =
m
q

2E
B2

le
l2
b

le/2+ le,dri f t

(lb/2+ lb,dri f t)2 (3.19)

This form assumes that the vertex of the parabola is conveniently chosen to be the "zero-

order spot", where non-deflected x-rays propagate directly to the pinhole. This is equivalent to
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the location on the detector where ions of infinite energy would be incident. From this form, it

is immediately evident that particles of a high q/m ratio will make a "broader" parabolic trace.

Therefore, protons, which are consistently accelerated in laser-foil interactions, will make a

discernible trace in the parabola. Heavier ions, which can occupy multiple charge states, will be

distributed in energy in a more "narrow" parabola. The analysis procedure of the this diagnostic

is summarized in the following subsection.

Extracting ion energy spectra from the TP diagnostic

Once the detector has been digitized (ex: scanned imaging plate ), one can employ the

TP dispersion derived above to take parabolic lineouts. Either one can write their own script,

or, alternatively, use the publicly available code TP-o-matic. During his tenure at Los Alamos

National Laboratory, Dr. Daniel Jung developed and generously released this open-source

MATLAB code. An example shot from TPW incident on a 1 µm Ag foil was imported into the

code (Figure 3.7).

Here, TP-o-matic was set up with the relevant TP parameters, which then create the

parabolic trace of the selected ion species. The broad parabolic proton trace has been fitted here,

with the smaller traces of Carbon-6+ and Carbon-5+ also evident. The background subtraction

tool can be used to create a separate parabolic lineout outside of the trace, which the code

automatically subtracts with the "Spectrum" button. The projection corresponding to the line-

width and horizontal binning are automatically calculated from the other parameters, but can be

manually adjusted if desired. Further details of the end product of TP analysis can be seen in the

ion acceleration experiment described in Section 5.

3.2.2 Electron, proton, positron spectrometer (EPPS)

The electron, proton, positron spectrometer (EPPS) is a magnetic spectrometer optimized

for detecting electrons and positrons from laser-solid interactions, but can also detect protons
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Figure 3.7: Analysis of Thomson Parabola data conducted with the open-source TP-o-matic
program. The fit being shown is of a proton trace, with a background subtraction trace slightly
below. The ion beam was generated by TPW incident on a 1 µm Ag foil. The interpretation of
TP data from this experiment is discussed in detail Section 5.

since they occupy the same deflection plane as electrons. Its design was released by Lawrence

Livermore National Laboratory in 2008 [71], with its small footprint making it easy to field in

compact geometries. Several versions exist of varying magnetic field strength. On the low end,

they are optimized for measuring electrons of 10’s – 100’s of keV, or on the high end, beyond 100

MeV. Examples of two versions of EPPS, compared with an older scintillator-based spectrometer,

are shown in Figure 3.8.

The EPPS has two terminals in which an IP can be inserted, one for positive particles, and

one for negative particles. Once the IP is digitized, a lineout can be taken along the IP, and then

the neighboring background can be subtracted by an identical lineout. Thus, a plot of signal vs

IP position can be generated, as shown in Figure 3.9. After taking this lineout, the position axis

can be converted to energy via a proprietary calibration, and the PSL axis can be converted to

absolute counts via a peer-reviewed calibration, such as that of Ref. [72]. As the EPPS is of a
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Figure 3.8: Comparison of three electron spectrometers developed at LLNL. The scintillator-
based spectrometer (a) is significantly larger than the high-field (b) and low-field (c) magnetic
spectrometers. Image courtesy of Ref. [71].

proprietary design, cross-sectional diagrams and detailed magnetic field measurements are not

available for public release.

3.2.3 Dual-Channel Highly Ordered Pyrolitic Graphite (DCHOPG) x-ray

spectrometer

As its name indicates, the DCHOPG spectrometer [73] has two channels, one optimized

for measuring Cu Kα (∼8 keV) in the first diffraction order, and the other for Ag Kα (∼22 keV)

in the second diffraction order. The path of the x-rays is as follows. First, they are collimated by

the entrance slits, which are covered by a 50 µm aluminized mylar shield for blocking visible

light and protecting the delicate crystals from debris. A lead block shields the direct line of sight

from TCC as an additional redundancy, as shown in Figure 5.5. The x-rays, now collimated by

the slits, reach their respective crystals. Graphite was chosen for the crystal material to optimize

the signal-to-noise ratio (SNR), as in this regime, graphite is ∼ 10× more reflective than KAP or

PET crystals, and ∼ 3× more reflective than LiF [74]. Each crystal reflects onto imaging plates

(IPs) housed parallely in a cassette, that can be removed for IP replacement. The geometry of the
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Figure 3.9: (a) False-color image of IPs scanned from high-dispersion EPPS, fielded on TPW
incident on a 1 µm Ag foil. (b) Lineout of the electron trace prior to background subtraction.
The horizontal axis can be converted to electron energy via a proprietary calibration to construct
the energy spectrum.

entire system yields spectral ranges of [7.5, 10.5] keV for the Cu channel, and [19.0, 26.6] keV at

the second order for the Ag channel. The entire diagnostic is shielded by thick lead plates (1.27

cm) to further increase the signal-to-noise ratio (SNR). The typical SNR is approximately 200 for

the Cu channel, and 1000 for the Ag channel.

The DCHOPG is designed to be placed exactly 14.25 cm away from TCC. To ease

alignment, it comes with a so-called "pointer" of this exact length, which is a narrow cone that

mounts to the front of the diagnostic. This pointer can then be removed after alignment, and has

no role during the actual experiment. After each shot, the IP can then be scanned, generally under

the following settings: Latitude = 5, Resolution = 50 µm, Sensitivity = 4000, and Byte = 16. After

the image is scanned and digitized, the IP can then be analyzed as follows. The distance H from

TCC normal to the crystal is:
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Figure 3.10: 3D rendering of a cutaway of the DCHOPG spectrometer. Image courtesy of Ref.
[73].

H =
∆Lαβ

2(cotθα − cotθβ)
(3.20)

where ∆Lαβ is the distance between the Kα and the Kβ lines, and θ is the Bragg angle, defined in

practical units as:

θ = arcsin
(

1240n
2dnmεev

)
(3.21)

where dnm is the crystal spacing in nm, εeV is the photon energy in eV, and n is the order of

diffraction. The distance from the Kα line to TCC along the center (IP) axis is defined as:

Lα = 2Hcotθα (3.22)

Converting to energy units:
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εeV (x) =
1240n
2dnm

√
(Lα + x)2 +4H2

2H
(3.23)

A background continuum can then be fit and subtracted, such as with a higher-order poly-

nomial. Example results are shown from the TPW experiment using the Ag channel, comparing

line emission from flat and structured Ag targets (Figure 3.11). In summary, the DCHOPG re-

vealed that structures engineered on the front surface ("3×5" microtubes) reduced target heating,

leading to Kα emission at 22.1 keV. Without the structures, the targets were ionized to a He-like

state, emitting at 22.7 keV. A more detailed interpretation of these results is discussed in Section

5.

Figure 3.11: Example data from a TPW campaign on flat Ag foils and structured "3x5" targets
on a Ag substrate. The left figure shows a polynomial fit to the background continuum, and
the right figure shows the cleaned spectra with the background subtracted. The error bands
represent the standard deviation among all shots. See Section 5 for a detailed interpretation of
these results.

3.3 Advanced target fabrication

Use of structured targets is motivated by improved absorption and conversion efficiency

of the laser pulse into secondary radiation. Many such targets have been fabricated in addition to
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the microtube targets fielded by the author, such as nanowires [14] and foams [75]. There are

many avenues to preparing such targets, including chemical, etching, and additive manufacturing

processes. Two common processes in the field are described below, which have both been used to

manufacture the author’s targets.

3.3.1 Additive manufacturing

Microtubes on Ag foil targets were fabricated via a multistep approach, reliant on the

additive manufacturing technology known as 2 photon polymerization (2PP). First, 300 µm thick

silicon washers with a 1 mm inner diameter and 3 mm outer diameter were laser machined, then

glued to a 1 micron thick Ag foil. Individual washer and foil assemblies were then separated

using laser machining for mounting on adhesive Gel-Pak substrates.

The raw materials for 2PP were then prepared by mixing the acrylate monomers, Dipen-

taerythritol Penta/Hexa Acrylate and Bisphenol A ethoxylate diacrylate, in a 40:60 mass ratio.

This ratio was carefully chosen so the index of refraction of the monomer blend matches that of

the objective lens of the laser required to drive 2PP [76]. Subsequently, a sensitive 2PP initiator

[77] was dissolved at a concentration of 0.2% by mass. This photosensitive monomer mixture

was dispensed on top of the foil assembly and placed in a custom 2PP system.

The main components of the system include a Ti:sapphire femtosecond pulsed laser, a

high-speed shutter, and an oil immersion objective for focusing the laser, all with a high degree

of axial control. The oil immersion objective is immersed directly into the monomer solution,

in which the Ag substrate and washer sit at the bottom. Microtubes are fabricated, directly onto

the Ag substrate, via laser scanning multiple layers of hexagonally close packed arrays of circles.

This process results in a submicron resolution in each cartesian dimension. After the desired

structure is complete, the uncured monomer is removed via several rinses in ethanol and then

the microtube array is dried in air. After drying, ∼20 µm holes were laser-drilled in the Ag foil,

above and below the microtube array, to ease alignment. After completion, a sacrifical target can
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be imaged via scanning electron microscopy to confirm the target parameters.

3.3.2 Electroplating

Structured targets, such as nanowires, can also be grown via electroplating. An anodic

aluminum oxide (AAO) membrane forms the template for growing such wire arrays. AAO is

self-organizing on the nanoscale when it is anodized in an acidic environment. By adjusting the

pH, anode voltage, and choice of acid, the pore diameter and pore density can be tuned [78].

Since AAO membranes habve commercial application in sensing and filtering, they are readily

available off-the-shelf with pore diameters of 10−200 nm, and porosities of 10−40%.

Once the desired AAO membrane has been obtained, a thin chromium film, of order 10

nm, is gently layered onto said membrane. A submicron foil, such as Au or Ni, follows, which

becomes the substrate upon which the wires are grown. The foil also forms the electrical contact

for the electroplating process. This entire template is then placed in a generic Watts Bath solution,

with electrically conductive tape connected to the foil substrate. When a voltage is applied across

the foil and solution, the positive ions in the solution diffuse into the bottoms of the pores. As

they deposit in the bottoms of the pores, wires the begin to grow, restricted to the pore radius. By

terminating the voltage at a calibrated time, the wire length can be controlled. For the purposes of

laser-plasma experiments, the wires are generally ∼10 µm long.

To free the wire array and substrate from the AAO template, the template must be sacrified

and dissolved in a solution of 4M NaOH. After dissolving, the array is dried in a supercritical

bath of carbon dioxide, which prevents surface tension of the fluid from warping the wires into

bunches. After completion, a sacrifical target can be imaged via scanning electron microscopy to

confirm the target parameters.
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3.4 The FLASH code

Though now broadly applicable to dense laboratory plasmas, the FLASH code was

originally developed to model astrophysical thermonuclear flashes [79]. More specifically, it was

built to study the physics of stellar interiors, novae and supernovae, and x- and γ-ray bursts. As

an Eulerian code, the mass flows between cells, as opposed to a Vlasov code which tracks phase

space evolution, or a PIC code which steps through physical kinetics as constrained by Maxwell’s

equations (see Section 3.5). Since it is an Eulerian hydrodynamic code, it numerically solves the

following conservation equations [80]:

∂ρ

∂t
+∇ · (ρu) = 0 (3.24)

∂

∂t
(ρu)+∇ · (ρuu+P) = ρg (3.25)

∂

∂t
(ρEm)+∇ · (ρEmu+P ·u) = ρg ·u (3.26)

where u is the velocity, Em is the energy, ρ is the mass density, and g is gravitational acceleration.

The code also accounts for radiative transfer, relating the energy E to flux F:

∂E
∂t

+∇ ·F =−cµ(E −aT 4)−∇ · (Eu)−∇ · (pru)−u · F
cλm f p

(3.27)

where µ and a are the radiation coupling terms, T is the temperature, pr is the pressure, and λm f p

is the mean free path.

The code is computationally efficient not only because it takes advantage of parallel

processing, but because of the adaptive mesh refinement technique. This technique means that

the resolution can evolve with the simulation, depending on where high resolution is needed, for

computational efficiency. Though FLASH is not suitable for explicitly modeling ion acceleration
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with sub-ps laser pulses, it can be used to study target evolution before the main pulse arrives.

Even after a plasma mirror, the laser pre-pulse cannot be neglected, so FLASH can be used to

study the hydrodynamic expansion of a target driven by a laser pre-pulse. As detailed in Chapter 5,

this process was essential for determining the optimum laser configuration for a microtube target

fabricated according to Section 3.3. Now that the context of FLASH in laser-ion acceleration has

been established, details of the FLASH AMR structure are as follows.

3.4.1 Adaptive mesh refinement

Adaptive mesh refinement (AMR) is useful for processes that have micro- and macro-

physics that span dramatically different spatial scales. The AMR type in FLASH is known

as "block-structured", meaning there are grids and subgrids that can be of arbitrary shape and

rotation, and even overlap. Each block as nxb×nyb×nzb cells, which can be refined by halving

a block along each dimension to create a subgrid. Figure 3.12a shows a single block, which

is defined by the user in the initial conditions of the simulation. "Guard cells", required to be

four layers thick, surround the spatial boundary to smooth steep gradients, and are filled in via

interpolation. These blocks can then be assembled in a set, which covers a fixed domain. The set

of parent blocks can split off into daughter blocks, with the same number of cells and a higher

resolution to compensate (Figure 3.12b).

Across the boundaries of each cell, all fluxes must be conserved, as summed up through all

four boundaries of a given cell. These fluxes then update the cell’s local flow variables, allowing

the mesh to adapt if necessary. The mesh will not necessarily evolve with each timestep. To

compensate for the smaller spatial scale of a finer mesh, the timesteps are proportionately shorter.
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(a) (b)

Figure 3.12: (a) A typical block surrounded by guard cells, which are always 4 layers thick
to ensure jumps can be interpolated. (b) The organization of parent blocks split into daughter
blocks, outlined by the tree below. Figure adapted from Ref. [79].

3.4.2 Radiation hydrodynamic modeling

3.5 Particle-in-cell (PIC) modeling

In certain regimes, particle-in-cell modeling has advantages over other plasma simulation

models. The fluid model, for example, describes the macroscopic behavior of the plasma, while

the Vlasov model differentiates the phase space to track and evolve the plasma kinetics. Particle-in-

cell modeling, on the other hand, is advantageous for the study of nonlinear and non-equilibrium

plasmas by coupling Maxwell’s equations with the relativistic equations of motion. Due to

the computational demands of PIC simulations, macroparticles represent a large collection of

electrons or ions. The entire simulation domain is split into a lattice, where the lattice size

must be smaller than the characteristic Debye length of the system. In each mesh of the lattice,

the electric and magnetic field is calculated numerically to determine the relativistic motion of
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the macroparticles. Due to the computational demand of such techniques, PIC simulations are

generally limited to a few hundred µm domains, and a few ps in duration. As it pertains to the

work of the author, which focuses on high-intensity, sub-ps lasers, PIC modeling is satisfactory to

evaluate the physical processes at play.

3.5.1 Basic principles

Ey

x

z

y

Bz

Bx

ExBy

Ez

(i,j,k)

Figure 3.13: A single element of the Yee staggered grid, the Maxwell solver typical of PIC
modeling.

Two coupled solvers form the core of PIC modeling: (i) the particle pusher, a solver in

which EM fields drive particle motion and then calculates the evolving currents, and (ii) the

field solver, which determines Maxwell’s equations on the lattice. To solve Maxwell’s equations

numerically, the finite-difference time-domain (FDTD) method is employed. To do so, the E and

B fields are oriented on what is known as a Yee staggered grid [81], as illustrated in Figure 3.13.

The grid is staggered to ease the implementation of second order derivatives, such as the local

change in Ey along a movement in x:

(
∂Ey

∂x

)
i, j,k

=
Eyi+1, j,k −Eyi, j,k

∆x
(3.28)
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This equation is sufficient up to the second order calculation of Bzi, j,k . In this example,(
∂Ey
∂x

)
i, j,k

updates Bz and ensures ∇ ·B is conserved, as required by Maxwell’s equations.

As the PIC code advances, first the fields increment by one half of the timestep:

En+ 1
2 = En +

∆t
2

(
c2

∇×Bn − Jn

ε0

)
(3.29)

Bn+ 1
2 = Bn − ∆t

2

(
∇×En+ 1

2

)
(3.30)

The particle pusher (Equation 3.33) then updates the current value, assigning it to the

variable Jn+1. Consequently, the fields are updated by another half step, from n+ 1
2 to n+1. To

ensure a realistic solver, it important that the timestep is restricted to ∆t < ∆r/c to satisfy the

Counrant-Friedrichs-Lewy (CFL) condition, where r2 = x2 + y2 + z2 [82].

Bn+1 = Bn+ 1
2 − ∆t

2

(
∇×En+ 1

2

)
(3.31)

En+1 = En+ 1
2 +

∆t
2

(
c2

∇×Bn − Jn+1

ε0

)
(3.32)

The solver known as the particle pusher calculates the relativistically correct equation

of motion for each particle, as governed by the Lorentz force (Equation 3.33). The particle

momentum is, of course, directly related to the velocity as pa = γamava, with γa = [(pa/mac)2 +

1]1/2. A second order update to the particle position follows (Equation 3.34), and then the process

begins again.

pn+1
a +pn

a +qa∆t
(

En+ 1
2 xn+ 1

2
a +vn+ 1

2
a ×Bn+ 1

2 xn+ 1
2

a

)
(3.33)
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xn+ 3
2

a = xn+ 1
2

a +∆tvn+1
a (3.34)

3.5.2 Atomic processes

When a relativistic (>1018 W/cm2) laser pulse interacts with matter, the matter becomes

highly ionized. Following ionization by the laser field, free charged particles can then collide,

driving the dynamics behind collisional ionization. Collisional ionization becomes important for

heavy (Z > 6) ion accelerations, as light ions (Z ≤ 6) are fully ionized by relatively modest lasers

of I = 6.4× 1018 W/cm2 [83]. This is well below the typical laboratory intensity of today, of

1020 −1021 W/cm2. The specific mechanisms for field and collisional ionization, as pertinent to

relativistic laser-matter interactions, are detailed below.

Field ionization

When a single atom is irradiated by an electromagnetic field, there is a the probability that

the field will assist the electron in tunneling out of the potential well. This is best modeled by the

work of Ammosov, Delone, and Krainov [84], and is often referred to by the shorthand "ADK" in

the literature. The probability of ionization by the laser field, determined over the irradiation time

∆t, is described by

R = 1− e−WF ∆t (3.35)

where R is the ionization cross-section, and WF is the tunnel ionization rate. In the limiting

cases, it is immediately evident that with very small background electric fields, the probability

for electron tunneling is infinitesimal. However, for an infinitely high laser field, the probability

saturates to 1. For the ADK model, WF is defined as
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WF = ωAC2
n,lŪ

(2l +1)(l +m)!
2mm!(l −m)!

(
2Ē0

Ē

)2n∗−m−1

eĒ0/Ē

C2
n∗,l∗ =

22∗

n∗Γ(n∗− l∗)Γ(n∗+ l∗+1)

The atomic frequency is defined as ωA = me4/ℏ= 4.13×1016 s−1, the principal quantum

number n∗ = Z(2Ū)−1/2, and the Hartree potential is represented by Ū =U/EH , with EH = 27.4

eV, which is the normalized ionization potential. l is the azimuthal quantum number, and l∗ is

its effective representation for effective principal n∗0, defined as l∗ = n∗0 −1. Γ is conventional

shorthand for the gamma function, defined as Γ =
∫

∞

0 xne−xdx. Use of this formula is standard

for ionization by relativistic laser fields, as is implemented in a wide variety of PIC simulations,

including EPIC [85], EPOCH [86], OSIRIS [87], SMILEI [88], and VLPL [89].

N-shell (Ti1+-Ti2+)

M-shell (Ti3+-Ti12+) L-shell (Ti13+-Ti20+)

K-shell (Ti21+-Ti22+)

Figure 3.14: Field ionization rate vs laser intensity as predicted by the ADK model. The
approximate ionization threshold for a few hundred fs laser is as follows. N-shell: 6.8×1012,
M-shell: 2.5×1014, L-shell: 6.0×1018, and K-shell: 1.1×1021 W/cm2.
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Figure 3.14 shows the ADK model calculated for titanium, showing field ionization rate as

a function of laser intensity. With the typical laboratory lasers of today, (∼ 1020 −1021 W/cm2),

it is evident that heavy ions such as titanium will not be fully ionized. Therefore, it is worth

investigation of the role of collisional ionization, as it may play a role in the ionization and

acceleration dynamics in certain cases.

Collisional ionization

For a mid-Z or high-Z material, the many bound electrons suggest that collisional ion-

ization may not always be negligible in laser-ion acceleration. To most accurately model these

phenomena, collisional processes must be implemented in particle-in-cell simulations. Two such

methods have been performed in the literature. Firstly, collisional ionization can be accounted for

by averaging plasma parameters in each cell. By calculating the cell-averaged electron density,

energy, and velocity, the PIC code can calculate the average ionization state of each cell induced

by electron impact ionization [45].

Particle pairing is a more comprehensive method, yet it demands approximately double

the computational resources required by the simulation. In this method, information is assigned to

each particle in the PIC simulation, such as quantum number, atomic potential, and ionization state.

As such, three kinds of pairs form per cell via a Monte Carlo calculation: (i) electron-electron,

(ii) ion-ion, and (iii) electron-ion. Electron-ion collisions dominate the collisional ionization

of ions, as electrons provide a direct energy transfer of laser pulse energy, and thus hold much

more kinetic energy. The analytical model for ionization cross-section via the impact of energetic

electrons is known as the binary-encounter Bethe (BEB) model (see Ref. [90] for a detailed

derivation spanning many pages). The cross-section σBEB has a highly nonlinear relationship

with normalized kinetic energy t =W/B, where W is the free electron kinetic energy, and B is

the bound energy.
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σBEB =
4πa2

BN(R/B)2

t + 1
n(q+1)

[
ln(t)

2

(
1− 1

t2

)
+1− 1

t
− ln(t)

t +1

]
(3.36)

The Bohr radius is aB = 5.29× 10−11m, the Rydberg energy is R = 13.6 eV, N is the

number of bound electrons, n is the principal quantum number, and q is the net charge of the ion.

The BEB model has been experimentally validated, with an example shown in Figure 3.15 [91].

In this experiment, a small DC accelerator drove an electron beam into an off-axis neutral CH

beam, which was directed into a magnetic spectrometer [92]. The spectrometer was thus able to

determine the ionization state generated by electrons of a tunable energy, with the model in close

agreement within the error bars of the data. Similar studies have extended these comparisons

to high-Z atoms [93, 94], with the BEB model demonstrating sufficient validity. In the EPIC

code, which has been employed in this dissertation due to its capability to study collisions, the

collisional ionization rate is calculated as Wln = neσBEB|ve|∆tc. The velocity of the incident

electron is defined as ve , and ∆tc is the mean collision time.

Figure 3.15: A comparison of the analytical BEB model with experimental data, as determined
by Tarnovsky, et al. in 1996 [92]. Figure courtesy of Rudd, et al. (1997) [91].
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Chapter 4

The calibration of solid-state detectors to

energetic ions

4.1 Common ion detectors in short-pulse experiments

A variety of solid-state detectors are available for detecting MeV ions from a laser-plasma

interaction, with the choice of detector having various trade-offs. Due to their ease of use and

resistance to electromagnetic pulses (EMP), imaging plates (IP) are arguably the most common

choice. An IP consists of several layers: (i) an active layer, (ii) a plastic polymer support layer,

and (iii) a magnetic layer for attachment to the image plate scanner. On some IP types, there may

be an additional layer of mylar to protect the active layer. The compositions of the most common

IP configurations are summarized in Table 4.1 [72]. The "TR" type, named for its original purpose

of tritium detection, lacks a protective layer that would otherwise stop heavier ions from reaching

the active layer. The downside is that the lack of protection enables it to damage easily, so it

must be handled with great care. The "MS" type, or "Multipurpose Standard," has the most

robust protective layer. The "SR" type, or "Super Resolution," can be used for high-resolution

applications, at the tradeoff of increased cost. For the purposes of laser-ion acceleration, either
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Table 4.1: The composition of the three most common IP types: TR, MS, and SR. The material
properties are split into three tables: chemical composition (above), material density ρ (middle),
and layer thickness d (below).

Layer TR MS SR

Protective None C2H2O C2H2O
Active BaFBr0.85I0.15 BaFBr0.85I0.15 BaFBr

Support C2H2O
Magnetic ZnMn2Fe5NO40H15C10

Layer ρT R (g/cm3) ρMS (g/cm3) ρSR (g/cm3)

Protective None 1.66 1.27
Active 2.85 3.31 3.10

Support 1.66 1.66 1.27
Magnetic 2.77 2.77 3.10

Layer dT R (µm) dMS (µm) dSR (µm)

Protective None 9 6
Active 50 115 120

Support 250 190 188
Magnetic 160 160 160

MS or SR types are sufficient for studying light ion acceleration (Z ≤ 6), while TR is superior for

heavy ion acceleration due to the absence of the protective layer.

IPs have a multitude of advantages, including their high dynamic range, on the order

of 105, allows them to detect a wide range of particle species over a wide range of energies.

They are also erasable, and can be re-used for many years if appropriately cared for. After an

IP is irradiated, the active layer becomes excited, with energy stored as phosphorescence, with

its maximum intensity decaying to 50% over 3 hours. After the IP is scanned (usually after a

characteristic time of 30 minutes in the literature), the IP can then be erased by placing it under a

bright white light source for tens of minutes.

The scanning procedure digitizes the energy stored as phosphorescence into an image

73



with pixel units of PSL, or photostimulated luminescence. While scanning, the input software

requires an input of 6 parameters, which are important to note for converting from pixel counts to

PSL. The function for PSL conversion is as follows:

PSL =

(
Res
100

)2 4000
S

10L( QL
2D−1

− 1
2 )

where PSL is the number of luminescent photons in a pixel; Res is the resolution, or pixel size,

in µm; S is the scanner sensitivity; L is the latitude; Ql is the pixel value; and D is the reading

dynamic. The choice of input parameters varies with each diagnostic and experimental conditions,

and will be explicitly stated for each diagnostic that uses an IP as the detection medium.

Though IP signal can be reported in PSL, to better understand the laser-plasma interaction,

it is recommended to calibrate the PSL into particle number. Two common methods of doing

such are (i) using a conventional accelerator with tunable charge and energy to excite the active

layer [68, 72], or (ii) using a CR-39 track detector. When energetic ions are incident on a layer of

CR-39, they break up the chemical bonds and make a permanent track in this detector. This track

can then be enlarged by immersing the detector in a strong base, such as NaOH. Such procedures

have been successful for the calibration of image plates to many species of ions [95, 96, 97, 98].

CR-39 can be used on its own as an ion diagnostic, yet it is not always feasible to do so due

to the significant chemical hazards and the time required to analyze a single shot. The specific

procedure for CR-39 analysis, and its ability to calibrate IPs, has been conducted by the author

and is detailed in Section 4.2.

Radiochromic film (RCF) is, like CR-39, a single use plastic detector, though it detects

the deposited dose via a different mechanism. A film contains an active layer reacts to ionizing

radiation via a chemical reaction in the polymer. This effect is visible by eye, with the film

blackening for stronger doses. On proton acceleration experiments, the films are assembled in a

stack configuration to measure both the energy and spatial distribution of the beam. RCF is not
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Table 4.2: The composition of the two types of RCF fielded by the author on experiments:
HD-v2 and EBT-3. The material properties are split into three tables: chemical composition
(above), material density ρ (middle), and layer thickness d (below).

Layer HD-v2 EBT-3

Protective C0.455H0.364O0.181 C0.455H0.364O0.181
Active C0.279H0.590O0.117N0.001Li0.006Cl0.006Na0.005Al0.003 C0.291H0.568O0.071N0.070

Protective None C0.455H0.364O0.181

Layer ρHD (g/cm3) ρEBT (g/cm3)

Protective 1.35 1.35
Active 1.20 1.08

Protective None 1.35

Layer dHD (µm) dEBT (µm)

Protective 97 120
Active 8 15

Protective None 120

suitable for measuring the spectra of heavier ions since they are easily stopped by the aluminum

foil that typically holds the stack together. In the author’s experiments, two types of RCF were

fielded: HD-v2 amd EBT-3, henceforth referred to as HD and EBT. It is advantageous to have

the first portion of the stack be HD, because it is less sensitive, boasting a dynamic range of 10 –

1000 Gy. EBT, on the other hand, is less sensitive, so it should be placed at the high energy end

of the stack. When assembled into a stack, the RCF layers can be separated by metal filters to

expand the spectral range of the stack. An example stack, shown in Figure 4.1, can detect protons

up to 70.5 MeV, with the help of nickel filters. After the shot, the films can then be scanned for

digitization and analyzed for energy and angular distribution.

Although these diagnostics are insensitive to EMPs, their analysis requires a multi-staged

digitizing and analysis procedure to characterize a laser-driven ion beam. In addition, cycling the

vacuum to replace these diagnostics often takes 30-60 minutes, which limits the shot turnaround
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Figure 4.1: Sketch of the RCF stack composition, as fielded on TPW. The stack was wrapped
in heavy duty aluminum foil, as represented by the 23 µm filter on the front of the stack. Each
layer of RCF is labeled by its breach energy, indicating a spectral range of [1.4, 70.5] MeV.

time as Petawatt lasers grow in repetition rate. Hence, microchannel plates [99] and scintillators

[100] have become increasingly popular in short pulse experiments.

4.2 Determining the IP response to heavy ion beams

4.2.1 Experimental setup and methods

The Texas Petawatt Laser system, as described in Section 3.1, was used to create the

laser-driven ion source with ultrathin targets. Due to the these sensitive targets, it was necessary

to field double plasma mirrors, enhancing the laser contrast from 10−
9

to 10−13 beyond 100 ps.

Without this high laser contrast, the prepulse from the laser would destroy the ultrathin 100 nm

target. The 1 µm wavelength laser directed 50 J on target, with a FWHM intensity of 5×1020

W/cm2. The calibration was conducted with a Thomson Parabola (TP) ion spectrometer, which

76



functions as discussed in Section 3.2.1.

Two Thomson parabolas (TP) [69], one along target normal and one 11◦ off axis, were

employed to study rear acceleration mechanisms, and a third measured the front acceleration

for this calibration of the imaging plates with CR-39. IP detectors are often calibrated for ions

with CR-39 track detectors [95, 97, 98, 101]. When incident on this plastic, energetic ions create

a track of broken polymer chains within the bulk. The particle tracks can be etched to tens of

microns with a strong base, and then viewed under an optical microscope. Particle track size is a

function of etching time, etching solution concentration, and temperature. It is important not to

over-etch because the tracks can overlap and become difficult to distinguish [102].

To measure the deposited dose of titanium ions on the IP, a CR-39 track detector with

periodic slots was superimposed upon the IP. The detector has slots and spacing of each 1 mm,

allowing for a direct comparison of deposited dose to PSL signal from the shadow of the CR-39

(Figure 4.2).

Titanium 
Target

Plasma 
mirror

Plasma 
mirror

TPW 
180 J 
160 fs

B

Pinhole

E

IP
Cr-39

Thomson Parabola

CR-39
CR-39

Figure 4.2: Diagram of the experimental setup corresponding to the front Thomson Parabola.
Double plasma mirrors enhanced the laser contrast by 104. Figure not to scale.
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The front TP shown in Figure 4.2 was used for the calibration shot. After the shot, the

CR-39 was etched in 6.25M NaOH solution for three hours at 75◦C, to get a titanium track

diameter of ∼17 µm, as observed under an optical microscope at 40x magnification (Figure 4.3).

Figure 4.3: Comparison of proton (left) and titanium (right) ion tracks after etching.

Each IP was scanned approximately 30 minutes after each shot, with a General Electric

Typhoon FLA 7000 IP scanner. The scanner settings are as follows: 25 µm resolution, Latitude

5, Sensitivity 4000, and PMT 500 Volts. After scanning, the calibration shot IP was analyzed

to determine the ion species and their corresponding energy spectra. A linear interpolation was

employed to find the average PSL value best corresponding to each slot of CR-39, and this value

was matched with the ion number per solid angle. The ions were counted from microscope images

following the etching procedure.

The Thomson parabola spectrometer separated the protons, carbons, and titanium ions,

creating parabolic traces on the CR-39 and IP stack (Figure 4.2). The titanium ions were counted

under a microscope, and corresponded to a PSL value that was calculated from the average PSL

on each side of the CR-39 detector. The resulting calibration from this analysis, conducted with

Ti10+, Ti11+, and Ti12+ (Figure 4.4) displays a charge-independent relationship of PSL30/#Ti-ions

vs incident ion energy. Though stopping power is proportional to the square of the charge species,

IP response is not charge dependent as long as the same amount of energy is deposited in the
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50 µm active layer. This charge independence is expected to hold for all other ionization states

of titanium, which is consistent with the BAS-TR IP calibration for energetic carbon ions [95].

Because conducting the calibration requires averaging absolute dose and PSL counts over a fixed

area, a small uncertainty arises in the PSL response data. Additionally, some of the etched ion

tracks largely overlapped, resulting in a small uncertainty in deposited dose. This same calibration

procedure was conducted for 53 MeV carbon ions, deposited on one slot of CR-39, to support

the published BAS-TR IP calibration for carbon ions [95]. There is good agreement between

the published IP response function for carbon and the datum determined from this analysis, as

represented in Figure 4.8.
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Figure 4.4: IP response to energetic titanium ions. The data are best fit by the power model
PSL30/ion = aEb where E is in MeV. Plotted below is the fit with all three charge species,
demonstrating charge independence. The corresponding fit parameters and coefficients of
determination are shown in Table 1.

The titanium data demonstrate a power law relationship that is limited to extrapolation

for titanium ions between 4.8 and 161 MeV. Figure 4.5 illustrates simulations conducted using

79



Table 4.3: Titanium calibration curve fit parameters. The fit is of the form PSL30/ion = aEb,
where E is in MeV.

Species a b R2

Ti10+ 0.2240 0.2315 0.9815

Ti11+ 0.2821 0.1459 0.8488

Ti12+ 0.2376 0.2101 0.9999

Combined species 0.2317 0.2174 0.9722

Stopping and Range of Ions in Matter (SRIM) [103], which indicate that 4.8 MeV titanium ions

have an average penetration depth of 4.97 µm in the active layer. This depth is just below the

grain size of 5 µm. With a penetration depth less than the grain size, the imaging plate response

becomes highly statistical [95]. Additionally, SRIM calculations determined that titanium ions

exceeding 161 MeV have a high probability of penetrating the 50 µm active layer. A calibrated

spectrum, plotted within these limits, is shown in Figure 4.6.

This empirical response function allows for the calculation of the IP sensitivity to titanium

ions, in units of PSL/MeV. Hidding’s model of IP response to radiation[104] assumes that the

response R(E) is proportional to the energy deposited, as

R(E) = αEdep(E) (4.1)

where α is the sensitivity in PSL per units of energy deposited. This is valid at high

energies for low-Z ions when the stopping power is approximately constant. However, a more ac-

curate model (Bonnet’s model) accounts for variation in stopping power, as well as the absorption

of the PSL photons inside the active layer of the IP:

R(E) = α

∫ T

0

dE
dx

exp(−x/L)dx (4.2)

where T is the thickness of the active layer, and L is the absorption length of the PSL
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Figure 4.5: Simulations deposited 10,000 mono-energetic titanium ions into the BAS-TR IP,
indicating the limitations of the calibration curve. In the top figure, 4.8 MeV titanium ions are
deposited in the active layer. At this energy, the PSL signal becomes highly statistical because
the range is smaller than the 5 µm grain size [95]. The lower figure illustrates the calibration’s
high bound of 161 MeV, as at this energy, the ions fully penetrate the 50 µm active layer.

photons [101]. The simulation package SRIM [103] produced simulated stopping power values

within the IP active layer. These tabulated data cover the full range of energies valid for the IP
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Figure 4.6: Energy spectrum of Ti12+ accelerated from the rear side of a 60 nm titanium foil.
The black curve displays the applied calibration, and the red curve shows the uncalibrated
spectrum in units of PSL.

response function.

In the energy regime of this calibration (4.8 to 161 MeV), the titanium ions do not

penetrate the active layer, yielding a sensitivity that depends strongly upon the stopping power.

Hence Hidding’s stopping-power independent model is a very loose approximation of IP response,

with a sensitivity α = 0.0227± 0.0174 PSL/MeV. Implementing Bonnet’s model reveals far

greater precision, yielding α = 0.0037±0.0008 PSL/MeV. The uncertainty was determined from

the standard deviation in averaging the tabulated values of α.

According to Bonnet’s model, the IP response to protons is twice as sensitive as that to

titanium [101, 72]. For protons, Hidding’s and Bonnet’s model produce sensitivities within the

same order of magnitude. However, this is not the case for heavier ions such as titanium, as

the Bethe’s stopping power formula is proportional to the square of the charge state [105]. The

large disagreement between Hidding’s and Bonnet’s models is reconciled by the increased role of

stopping power for heavier ions. Bonnet’s studies also indicate an IP quenching effect dependent
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upon stopping power [106]. This quenching effect agrees with the calculations presented here.

Particles with greater stopping power have a lower IP sensitivity, similar to the response of an

organic scintillator [107].

These models are visualized in Figure 4.7, implying that Hidding’s model cannot be

soundly applied to energetic ions in the mid-Z regime. Bonnet’s model does more closely

approximate the empirical fit, but has a peak that is not predicted by the SRIM calculations

of stopping power. This peak originates instead from Bonnet’s prediction that PSL photons

generated deep within the active layer are absorbed before they can escape. However, this model

is still a weak fit to the data (R2 = 0.5348), while the empirical model appears to be a better

representation of IP response (R2 = 0.9722). Studies of higher energy titanium ions is warranted

to determine the energy where the titanium response function begins a decreasing trend.
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Figure 4.7: Hidding’s and Bonnet’s models compared against the empirical IP calibration curve
fitted in Figure 4.4. Hidding’s linear fit model proves to be a poor representation, whereas
Bonnet’s model demonstrates a more accurate trend. Note that Bonnet’s model predicts a peak
in IP response due to the absorption of PSL photons within the active layer.
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Figure 4.8: BAS-TR IP response curves for ions of varying atomic mass A. Each low-Z
calibration shows the peak representing the ion fully penetrating the active layer [95, 97, 98, 106].
The titanium calibration, shown with error bands in its full theoretical range of validity, does
not show this peak because no ions were accelerated into the necessary energy domain (>161
MeV). An additional carbon calibration point from this experiment is included.

4.3 Comparison of established IP calibrations

Once the ions fully penetrate the active layer, the depth of the Bragg peak will exceed

the thickness of the active layer. Hence, the ions will deposit exponentially less energy into the

active layer as incident ion energy increases. Figure 4.8 illustrates this effect in comparing the IP

response curves of protons [97], deuterons [98], alpha particles [106], carbon [95], and titanium.

The IP response curve for titanium is plotted in its full range of validity as determined by the

deposition length simulations executed in SRIM.

All IP-calibrated ion species have a value corresponding to the peak energy deposited

in the IP [97, 98, 106, 95]. There is a general trend of the peak PSL/ion/amu value decreasing

with increasing atomic mass units A. Using the peak value from previous calibrations (visualized

in Figure 4.8), the distribution of peak PSL response for low-Z ions fits the power model

PSL30/ion/amu = aEb. This relationship is strengthened with the inclusion of the PSL30/ion/amu

value that corresponds with 161 MeV titanium, as shown in Table II. This latter relationship,
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Figure 4.9: IP response vs atomic mass unit A for the maximum energy deposited. The
maximum energy deposited, represented by the blue points, directly corresponds to the maximum
PSL signal, as represented by the response function peaks in Figure 4.8. This peak occurs
for each ion when the Bragg peak depth is equivalent to the thickness of the active layer
[97, 98, 106, 95]. According to SRIM calculations, energetic titanium ions reach this depth in
the active layer when they reach 161 MeV. The data are best fitted by a power law (dashed line)
PSL30/ion/amu = 0.1531A−0.6244.

Table 4.4: Fit parameters for IP response vs atomic mass unit A. The fit is of the form
PSL30/ion/amu = aAb.

Species a b R2

Previous calibrations [97, 98, 106, 95] 0.1599 -0.6769 0.8075

Previous calibrations + this work 0.1531 -0.6244 0.9049

plotted in Figure 4.9, indicates that the titanium calibration presented in this paper aligns strongly

with this power law decay trend.

4.4 Summary

The BAS-TR IP has been absolutely calibrated to energetic titanium ions using three

charge states, spanning in energy from 6 to 27 MeV. The IP response is independent of charge

state, and depends solely on the amount of energy deposited within the IP. An empirical power law
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fit, valid from 4.8 to 161 MeV, can convert the PSL30 signal to absolute number of titanium ions.

The uncertainty in PSL for the fitted response function is small, at only ~7%. This calibration

provides quantitative measurements of ion energy spectra, allowing for further study in the

laser-acceleration of mid-Z ion beams.

Established low-Z calibrations, coupled with the results in this paper, correspond to a

power fit law for peak PSL signal vs atomic mass. From raw IP spectra, absolute spectra of

various ions can be roughly approximated, within a factor of 2, using this function. Additional IP

calibrations, especially with mid-Z or high-Z ions, would strengthen this empirical relationship.

This power law also indicates a decreased sensitivity per nucleon with increasing atomic mass, in

agreement with Bonnet’s IP model applied to titanium ions. In turn, high-Z ions are predicted to

exhibit similar IP response functions.
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Chapter 5

A laser parameter study on proton

generation from microtube targets (TPW)

Laser-ion acceleration from µm-thick targets lies in the robust regime of target normal

sheath acceleration (TNSA). TNSA can be enhanced with target structures that improve the

coupling of laser energy to hot electrons, as electrons are the mediator for accelerating ions with

lasers. Many types of structures have seen success in improving the conversion efficiency and

temperature for laser-driven electrons, in both PIC simulations and experiments. These include

carbon nanotubes [108], nanowires [109, 110, 111, 112], nanoplates [113], foams [75], cones

[114], and microtubes [55, 115, 116], all of which are superimposed upon flat foils. Targets with

non-protruding structure, such as layered foils [117] and microchannel slabs [118] have also been

observed to improve hot electron generation. As electrons are the mediator for energy transfer

into the target, similar structures are of interest for a wide variety of applications, including

atomic physics [119, 120], THz emission [121], neutron generation [122, 123, 124], x-ray and

γ-ray emission [125, 126], positron generation [127], and QED studies [128, 129]. However, the

focus of this work is the performance of structured targets in enhancing laser-ion acceleration.

Experimental studies have been done to optimize the ion energy and yield from nanospheres [130],
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nanowires [110, 131], snow targets [132], layered foils [117], foams [133, 134], and microtubes

[14]. Various microstructures are predicted to improve the general TNSA scaling law from

Emax ∝ I1/2 to a more favorable linear scaling, Emax ∝ I. [114, 135]. In addition, experiments

show that the proton yield relative to unstructured foils is usually increased by a few hundred

percent [130, 110].

A complication of structured targets is that they are not readily available, and have to

be custom-fabricated, as described in Section 3.3. In summary, fabrication techniques include

lithography, electroplating, and 2-photon polymerization (2PP), a form of 3D printing. In

addition, the contrast requirement is quite high for structured targets, demanding techniques such

as plasma mirrors or frequency doubling crystals. Even minor prepulses with contrasts of 1010

have been shown to mitigate the effect of structured targets for ion generation, and accounting

for the preplasma has been shown to be critical in ensuring the best match with supporting PIC

simulations [131, 136].

Here we extend upon previous microstructure target studies with a laser parameter study

on a fixed target geometry. Previous investigations with the ALEPH laser (45 fs, I = 3×1021

W/cm2, 10 J) show that optimized microtube targets can improved proton cutoff energy and

conversion efficiency by tens of percent, relative to flat foils. However, with the PHELIX laser,

operating at a similar intensity but over 10× the pulse length, only an enhancement in conversion

efficiency was measured [14]. With such a long pulse length and high intensity, the short tube

was optically shuttered before it could perform optimally, behaving similar to a flat foil with a

preplasma. Here we present a comparison of flat vs microtube targets under 3 laser cases: (I) 450

fs, I = 4×1020 W/cm2, 82 J; (II) 140 fs, I = 4×1020 W/cm2, 28 J; and (III) 140 fs, I = 2×1021

W/cm2, 82 J. A direct comparison with fixed energy, pulse length, and intensity reveals that the

full energy configurations, I and III, show no benefit of using the microtube targets over flat

foils. However, Configuration II accelerates three times as many protons, with an increase in

proton cutoff energy from 15 to 25 MeV. A 12% improvement in hot electron temperature is also
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Table 5.1: The Texas Petawatt Laser was tuned to three different configurations. The parameters
were carefully chosen, within the capabilities of the facility, to make a direct comparison of
target performance as a function of laser intensity, energy, and pulse duration.

Config. Intensity (W/cm2) Energy (J) Pulse duration (fs)

I 4×1020 82 450
II 4×1020 28 140
III 1×1021 82 140

observed.

5.1 Experimental setup and results

The following data were gathered from the Texas Petawatt Laser, in the sub-picosecond,

highly relativistic (∼ 1020−1021 W/cm2) regime. The experimental setup, as illustrated in Figure

5.1, is as follows. A laser pulse of λ0 = 1.057 µm reflects off an f/3 off-axis parabola, focusing

down to a FWHM spot size of 5.6 µm on target, after reflecting off a plasma mirror. The plasma

mirror is a borosilicate slab, with an anti-reflective coating optimized for laser normal incidence

on target. The plasma mirror enhances the laser intensity contrast to ∼1010 beyond 100 ps,

essential to preserving the integrity of the plastic microtubes 3D-printed onto the 1 µm Ag foils.

The microtubes were fabricated via the 2-photon polymerization (2PP) technique, described in

Section 3.3, and have a 3 µm inner diameter, 5 µm height, and 0.35 µm wall thickness. A single

tube dimension was chosen to guarantee good statistics for each set of laser parameters studied

(∼ 10 data samples for each spectrometer), and this particular dimension was shown to have

exemplary performance by previous studies of the authors [14]. To benchmark the performance of

the microtubes, Ag flat foils were studied under identical laser conditions. To measure the proton

energy spectra from the target rear, two Thomson Parabola ion spectrometers were fielded at 0◦

and 20◦ from target normal. The EPPS was placed in-between at 8◦. In addition, a Radiochromic

film (RCF) stack was placed 4 cm from target normal for several shots on each configuration, to
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Figure 5.1: (a) Sketch of the experimental setup with the Texas Petawatt Laser, not to scale.
After the plasma mirror, the laser is normally incident onto the the front surface, either directly
onto a 1 µm flat Ag foil, or the microtube array. A Thomson Parabola (TP) ion spectrometer is
placed along target normal, with the EPPS placed off-axis. (b) SEM image of a 3×5 microtube
array 3D printed on a 1 µm Ag foil. The large array size relative to the laser spot size eases
alignment, and guarantees the laser will hit the array.

study the proton beam enhancement closer to the target than is feasible with the higher-resolution

Thomson parabola. The forward hot electron spectra were sub-sampled from an electron, proton,

positron spectrometer (EPPS) [71]. Each spectrometer dispersed the charged particles onto

imaging plates, which have an active layer sensitive to incident radiation. The imaging plates

were scanned with a General Electric Typhoon FLA 7000 IP scanner. The scanner digitizes the

image into units of photostimulated luminescence (PSL), which can be converted to absolute

numbers of electrons [137] and protons [72].

Figure 5.2 shows the averaged results for each laser case for flat and microtube targets,

from both TPs and the EPPS. Each spectrum is an average over all these cases, with the translucent

bands representing the standard deviation. The second row of the figure, labeled Configuration

II, indicates the laser parameters at which the microtube targets most strongly outperform the

flat foils. The proton cutoff energies increase by approximately 50% along target normal (Figure

5.2b), whereas there is no statistically significant difference between the microtube and flat targets
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Figure 5.2: Experimental spectra for each laser configuration, showing the protons captured at
0◦ (a-c) and 20◦ (d-f), and the electrons at 8◦ (g-i). The width of each spectrum represents the
error bands, as averaged over ∼ 5−10 shots over each case. Key takeaways from the spectra
are summarized in Table 5.2.

when the laser is operating at full energy (Figures 5.2a&c). The relative energetic (>1.5 MeV)

proton yield also increases by a factor of 3 across all diagnostics. This is in agreement with

the Maxwell-Boltzmann fit to the RCF spectra (Figure 5.3b), where only a mild average yield

enhancement (∼10s of percent) was seen on the full energy shots (Figure 5.3a&c). This mild

yield increase, however, is consistent with the higher fluxes observed on the 20◦ TP (Figures

5.2d&f). The extracted proton cutoff energies and yields from each diagnostic are summarized in

Table 5.2.

Though there are more protons captured at 20◦ with microtube targets, this does not

necessarily correspond with a higher divergence. The RCF data show that with microtube targets,

in addition to a cutoff energy boost, the transverse beam profile may also be modified. As plotted

in Figure 5.4a&c, for the full energy configurations, the FWHM beam profiles remain virtually

identical, with overlapping error bands. However, for the lower energy configuration of Figure
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(a) (b) (c)

Figure 5.3: Maxwell-Boltzmann fit to the RCF spectra, with error translucent error bands
representative of the standard deviation. Configurations (i), (ii), and (ii) correspond to Figures
(a), (b), and (c), respectively. Cutoff energies and yields are compared with the Thomson
parabola data in Table 5.2.

(a) (a)(b) (c)

Figure 5.4: Axially-averaged transverse spread (FWHM) of the proton beam, as measured
by the RCF stacks. Configurations (i), (ii), and (ii) correspond to Figures (a), (b), and (c).
Configuration (ii) indicates that microtubes increase the beam spread by ∼50%.

5.4b, there is a dramatic shift in the beam profile. Relative to flat foils, microtubes increase the

beam spot by ∼ 50% for this configuration.

The electron spectra from each laser configuration occupy a similar trend (Figures 5.2g-i).

The spectra from the full energy configurations (Figures 5.2g&i) overlap in error bands, though

the 140 fs pulse case has a higher electron temperature than the longer pulse case (Te,avg = 4.40

MeV vs Te,avg = 3.64 MeV). The spectra from Configuration II, however, show a 12% increase

in Te (3.15 vs 2.81 MeV), with no overlap in the error bands. All temperature measurements

were extracted via a least-squares regression, with excellent fits of R2 > 0.99. This electron

enhancement with microtube targets provides direct evidence that a pre-formed channel can

improve the coupling efficiency of the laser energy to hot electrons.
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Table 5.2: (Above) Summary of proton cutoff energy enhancement Emax, as measured by the
three ion diagnostics. Due to considerable overlap in the error bands of the proton spectra,
there is no measurable difference in Emax for the full energy shots, Configurations I and III,
along target normal. Configuration II, with the laser energy attenuated to 28 J, shows good
agreement in proton energy enhancement between the 0◦ TP and RCF. Here, the average spectra
show a ∼ 50% improvement in Emax for the microtube targets relative to flat foils. (Below)
Relative energetic (>1.5 MeV) proton yields as measured by each diagnostic, as determined
by the spectral average. Configuration II shows a ∼3× enhancement in proton yield across all
diagnostics.

Config. Emax,tube/Emax, f lat (0◦) Emax,tube/Emax, f lat (20◦) Emax,tube/Emax, f lat (RCF)

i ∼ 1 1.43 ∼ 1
ii 1.56 1.79 1.38
iii ∼ 1 1.62 ∼ 1

Config. Ytube/Y f lat (0◦) Ytube/Y f lat (20◦) Ytube/Y f lat (RCF)

i 1.21 19.64 1.07
ii 2.90 3.25 2.61
iii 0.88 1.32 1.42

The Dual-Channel (DC) spectrometer with two HOPG crystals (DCHOPG), described in

detail in Chapter 3, was used to extract the average ionization state of the bulk Ag foil. The spectra

measured by this diagnostic shows that the energy of the line emission depends on the target type,

and not across the range of laser parameters studied here. With direct laser irradiation of the foil,

the Ag can reach a Helium-like ionization state, emitting a spectral peak which centers on 22.7

keV. Comparisons with atomic physics simulations (Figure 5.5 and 5.3) suggest that flat targets

reach an average ionization state of Ag30+. When the laser irradiates microtube targets, however,

the microtube interaction prevents the laser from reaching the Ag substrate directly. In this case,

the 22.1 keV emission detected by the DCHOPG is characteristic of Ag Kα, and the Ag substrate

becomes Helium-like, reaching Ag45+. This data is further compared with published spectra from

the X-Ray Data Booklet (XRDB) [138] in Table 5.3, also showing excellent agreement.
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Figure 5.5: Experimental data (blue lines) from the DCHOPG for (a) flat foils and (b) microtube
targets. The red lines were generated via atomic physics simulations for Helium-like Ag, plotted
in (a), and Ag Kα, plotted in (b). See Table 5.3 for additional comparisons with published Ag
spectra. Laser configuration ii (dashed line) has ∼1/3 of the energy of configurations i iii,
resulting in the lower x-ray yield observed here. See Table 5.1 for the specific details of the laser
configurations.

Table 5.3: Comparison of the Ag emission line peaks from this experiment, the X-Ray Data
Booklet (XRDB) [138], and atomic physics simulations. The above row matches data from the
flat targets, and the microtube target data are matched below. Flat foils reach Helium-like ions
(Ag45+), while the direct interaction with microtubes prohibits such high ionization.

Config. I Config. II Config. III XRDB SNL sim.
ε (keV) 22.73 22.73 22.73 22.61 (2p3P1); 22.85 (2p1P1) 22.77 (Ag45+)
ε (keV) 22.18 22.12 22.18 22.16 (Kα1) 22.18 (Ag30+)
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5.2 Supporting simulations

5.2.1 Initial conditions

To evaluate the role of a tube pre-expansion by the laser prepulse on-target performance,

we performed 2D FLASH radiation hydrodynamic simulation of a microtube target. The mi-

crotubes have an inner diameter of 3 µm and a height of 5 µm and are attached on a 1 m thick

Ag foil. The simulations are performed in 2D cylindrical geometry, using the equation-of-state

and multi-group opacity tables from PROPACEOS [139]. The prepulse intensity pulse shape is

calculated from the laser intensity contrast measured by the facility with a third-order autocorrela-

tor. The reflectance of the plasma mirror anti-reflective coating is calculated using manufacturer

curves and has been evaluated to 0.07% with the s-polarized laser at λ0 = 1.057 µm and with

an incidence angle of 30° on the plasma mirror. FLASH uses an Adaptative Mesh Refinement

(AMR) and the coarsest/finest mesh size used is 0.1 µm/0.006 µm in both directions, respectively.

The time step is constrained by a Courant-Friedrich-Lewy (CFL) limit of 0.4. The laser deposition

is realized through a 3D ray-tracing projection on the cylindrical domain and the laser spatial

profile is Gaussian with an FWHM spot diameter of 5.6 m and is focused onto the foil’s front

surface at (r,z)=(0,0).

The density profile created during the FLASH simulation was then imported into EPOCH

for the 82 J laser case, as the preplasma of the 28 J case was observed to be classically transparent.

The simulation domain is of the size (Lx,Ly) = (15.0, 45.0) µm , where x is the laser propagation

direction, and y is the transverse direction in which the laser electric field is polarized. The number

of computational cells is (Nx,Ny) = (4500, 1600), corresponding to a cell size of ∆x = ∆y = 0.01

µm. At the left-hand boundary of the 1 µm Ag foil (x = 15) µm, where the 1.057 µm wavelength

laser, injected from the left, focuses to a FWHM spot size of 5.6 µm. The Ag foil is initialized

with ionization Ag30+, at a solid density of 60nc, with 400 particles/cell. The CH microtubes

are fully ionized with a density of 46nc, at 100 particles/cell. The rear surface has a 60 nm thick
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Figure 5.6: Diagram of the 2D simulation domain in EPOCH, with microtube targets (a) and flat
targets (b). FLASH simulations were used to generate a preplasma profile inside the microtubes,
which were then imported into EPOCH for the over-critical (82 J) case.

layer of H contaminants, with a density of 3nc and 400 particles/cell. The laser and microtube

are both centered in y of the simulation box, which has open boundaries in all directions. The

microtube is of 3 µm inner diameter, 5 µm in height, and has walls 350 nm thick, corresponding

to physical measurements of the microtube targets. The laser intensity, energy, and pulse duration

were varied, corresponding to the parameters of Table 5.1, for both microtube and flat targets.

5.2.2 Modeling the laser-plasma interaction

To investigate the role of microtubes in enhancing electron and proton generation, a

combination of both radiation-hydrodynamic (rad-hydro) and particle-in-cell (PIC) simulations

are advantageous. After the plasma mirror, the TPW laser is a high-contrast system (∼ 1010), yet

the attenuated prepulse is still not eliminated. To determine the role of the laser prepulse, the

rad-hydro code FLASH [79] was executed for both the 28 J and 82 J laser cases, as the magnitude

of the TPW prepulse depends solely on the main pulse intensity. For the optimum laser case of
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Figure 5.7: Evolution of maximum proton energy vs time for two cases of Configuration II
(140 fs, I = 4×1020 W/cm2, 28 J). The difference in proton acceleration with and without the
preplasma profile is negligible.

28 J, the prepulse produces an undercritical preplasma inside the microtube, whereas for the 82 J

laser, the preplasma is overcritical. The transparent preplasma was thus not necessary to account

for in PIC for the optimum laser case of 28 J, 140 fs, and a case was run with the preplasma

to confirm (Figure 5.7). Figure 5.8 summarizes the results calculated in EPOCH [86] for the

optimum laser case. The longitudinal electric fields, which are responsible for accelerating the

rear-surface protons via the TNSA mechanism, are higher by a factor of 2 for the microtube

case (Figure 5.8a-b). This same enhancement factor was also observed in a similar numerical

study of Snyder, et al. for a laser 10× the intensity [140]. The electrons, dragged out of the

tube walls, provide the primary source of enhancement [115, 116]. With tube structures, the

electron temperature increases by nearly a factor of 3, from 2.34 MeV to 6.85 MeV. The tube

structures also improve the laser coupling to the population of electrons originating from the

flat substrate only, increasing this sub-sample of the electron temperature by 85%. However,

electrons originating from the tube walls dominate the total accelerated population by orders

of magnitude, as shown by the overlap of the black and orange lines in (c). These lines have

near-identical temperatures, within 4% of each other, of Thot ≈ 7 MeV. All fits were extracted
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Figure 5.8: Comparison of flat and microtube (3×5) targets for the optimum laser case (28
J, 140 fs). The longitudinal electric field in the flat foil (a) is outperformed by the microtube
target (b), shown at approximately laser peak arrival at 233 fs. This stronger electric field is
indicative of dramatic increase in the acceleration of electrons from microtube targets (c). The
distribution of forward-accelerated electrons from the foil is similar, regardless of whether
a target structure is in place. Microtubes provide an additional source of hot electrons that
dominates the energy spectrum. (d) shows that as the simulation progresses, the maximum
proton energy doubles relative to flat targets (e-g) show the evolution of extraction from the
microtube walls, respectively at 110, 220, and 330 fs. The laser field also self-focuses up to a
factor of 2 in the microtube, shown here at 266 fs (f).

with the least-squares method, with coefficients R2 > 0.97. The correlation between Ex and

Thot agrees with the Wilks’ scaling of eEx ∼ Thot/λD, where λD is the Debye sheath [12]. As

a result, as the simulation progresses, protons accelerated from the rear surface of microtube

targets gain double the maximum energy relative to flat foils (Figure 5.8d). The simulation was

not successful in predicting the 3× increase in accelerated proton yield, instead calculating that

the yields were nearly identical. This indicates that the contaminant layer was fully depleted,

and was not perfectly representative of the experiment. Contaminant layers have proven difficult

to characterize [141], and estimates range from a few nm [142] to 1 µm [143], and can vary

significantly depending on material adhesion and environmental factors [52].

The evolution of the electron density map (5.8e-g) gives a qualitative picture of the tube’s
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role in providing electrons. 110 fs into the simulation, as the laser pulse is ramping up, periodic

structures emerge from the tube walls (e). These structures of periodicity ∼ λ0 result from laser

fields strong enough to disrupt the Langmuir oscillation within the dense plasma [144, 115].

These features continue to grow as the laser peak reaches the target (f). As the laser pulse ramps

down 330 fs into the simulation, the tube walls are largely disrupted, forming an overcritical

channel (g). Before the channel becomes overcritical, however, the plasma expanding from the

tube walls causes the laser to focus, doubling the laser field (h). For the peak intensity of the

laser interaction around ∼200-300 fs, the narrowing channel (f) and doubling laser field (h) are

consistent with the so-called "depletion regime" identified by Ji, et al. in their 3D numerical study

on lensing effects in microtubes [55]. Lasers of intensities 1020 −1021 W/cm2 fall into the heart

of the depletion regime, meaning the focusing effect of the microtube can drop as low as a factor

of ∼2× according to their numerical study. A 2× laser field amplification was observed here,

corresponding to a 4× increase in intensity. The discrepancy is likely a result of the constraint of

2D simulations, as well as a shorter pulse duration (40 fs) propagating through a much longer

tube (120 µm). For three dimensions, in the focusing regime of ≳ 1022 W/cm2, which was not

accessed here, the intensification factor is predicted to exceed 3×, increasing logarithmically with

input intensity. For this experimental study, however, lying in the depletion regime suggests that

the lensing effect is only a minor contributor to enhancing proton acceleration.

For the TPW laser facility, the intensity profile of the laser prepulse depends solely on the

main pulse intensity. The FLASH code predicts that for the 82 J laser, the preplasma is overcritical

and causes the central microtube to behave like a closed shutter (Figure 5.9a). EPOCH simulations

were executed for a main pulse of 140 fs, 1021 W/cm2, corresponding to Configuration III of

the experiment. With this laser pulse, two cases were studied in EPOCH to compare the role

of the preplasma inside the microtube for high energy pulses. Without the preplasma (Figure

5.9b), electrons sourced from the microtube dominate the hot electron population. This behavior

is similar to optimum case, where the pulse length is the same but the energy is attenuated to
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Figure 5.9: The role of the preplasma for structured targets at high drive energy (82 J). (a)
shows the density profile generated by the prepulse, with a contour (dashed line) indicating the
overcritical region. These data were extracted 3 ps before the peak of the main pulse arrives. (b)
and (c) compare the spectra of forward-accelerated electrons without and with the preplasma,
respectively, from each target component. Tube structures are the dominant source of hot
electrons. The over-critical preplasma in (a) reduces the total number of electrons accelerated
>100 keV by ∼50% (c). The density profile of (a) was assumed to be cylindrically symmetric
for the EPOCH simulation.

28 J (5.8c). Though this preplasma does not change this qualitative behavior, the number of

accelerated electrons is dramatically reduced. The energy spectra of 5.9c show that the electron

counts from the tube (orange line) break from an exponential spectrum below 7 MeV. Integrating

over the total electron counts (black lines), the preplasma decreases the number of accelerated

electrons >100 keV by ∼50%. Though the preplasma provides an additional source of electrons

(grey line), those electron counts are nearly two orders of magnitude too small to contribute

on the same scale as the tubes. In effect, the simulations indicate that the 82 J laser pulse is

interacting with an overcritical plasma slab of 6 µm in thickness. Hence, the 450 fs laser case

was not executed in EPOCH, as it has a slightly lower intensity of 4×1020 W/cm2. For classical

TNSA with scaling Emax ∝ I1/2, [34] this is not predicted to result in a stronger interaction.

This work is closely related to previous experiments that the author has assisted with on

the ALEPH and PHELIX laser facilities [14]. However, the goals of these experiments were to

find an optimized target geometry for fixed laser parameters. The intensities of these lasers is

on the order of TPW at best compression (∼ 1021 W/cm2), but they respectively have FWHM

pulse durations of 45 fs and 500 fs. For the 45 fs laser case, the microtubes enhance proton
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microtube geometry scan - Protons

(a)

Figure 5.10: Microtubes enhance ion acceleration relative to flat foils along the target normal
direction. The ALEPH laser (a) produced solely protons above the detection threshold (dashed
line), while PHELIX, with its 10× greater energy and pulse duration, produced protons (b) as
well as carbons (c). Figure modified from Ref. [14].

production more modestly than TPW, with cutoff energies increasing by ∼20% and conversion

efficiencies by ∼40% (Figure 5.10a). This smaller enhancement suggests that longer pulse

durations are necessary to take full advantage of electron extraction from the channel. However,

if the pulse duration approaches 500 fs, no increase in cutoff energy is measured (Figure 5.10b-c),

in agreement with the TPW results presented here.

5.3 Summary

The laser-acceleration of protons from microtube targets was investigated experimentally

for three laser cases, shedding light on the interplay of laser intensity, pulse duration, and energy.

For the laser parameters studied (Table 5.1), it was found that the from the low energy laser

case (28 J), microtube targets outperformed flat foils in maximum proton energy by 50%, and

energetic proton yield by ∼3×. When the laser was at full energy (82 J), the proton energy and

yield showed no statistically significant dependence on pulse duration (140 or 450 fs), intensity

(4× 1020 or 1× 1021 W/cm2), or target type. FLASH simulations indicate that despite the

presence of a plasma mirror, the highest intensity laser case drives an overcritical preplasma,

shuttering the microtube from the main pulse. For the longer pulse case (450 fs at 4× 1020

W/cm2), microtube performance is also limited, as the microtube is shuttered during the main
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pulse interaction [14]. For intensities of 4×1020 W/cm2, the preplasma is low enough density to

be classically transparent. According to the simulations, for a sufficiently short pulse (140 fs),

the sheath field and electron temperature are more than doubled, as is the proton cutoff energy.

Though the trend is in qualitative agreement with experimental results, the 2D PIC simulations

overestimate the experimental electron temperature and cutoff energy enhancement (12% and

50%, respectively). The simulations were also not able to capture the ∼3× increase in proton

yield, likely because the contaminant layer is difficult to characterize. The main source of proton

enhancement is driven by additional hot electrons accelerated from the tube walls, while light

intensification is a minor contributor. For the highest intensity laser case (I = 1×1021 W/cm2,

140 fs, 82 J), including the preplasma decreases number of hot electrons >100 keV by 50%. The

other high energy laser case, with its pulse stretched to 450 fs, was not simulated as the tube

shuttering effect at ∼500 fs pulse lengths was studied extensively in Bailly-Grandvaux, et al.

[14] The experimental results presented here are consistent with this reference, and support that

optimizing the microtube geometry for these pulse lengths is a topic of future study.

For sufficiently high intensity laser pulses ≳ 1020 W/cm2, numerical and experimental

results on structured target enhancement begin to diverge. For a variety of numerical studies

on laser-driven radiation sources [55, 115, 124], microstructured targets of a fixed geometry

consistently outperform flat targets for arbitrarily high laser intensities. Approximating a high

contrast laser pulse to be of infinite contrast may hold for lasers ≲ 1020 W/cm2, but in reality,

higher intensity pulses are accompanied by increasingly damaging prepulses. The experimental

study presented here suggests that for higher intensity laser pulses, the optimum microstructure

geometry should be modified to continue the trend of superior performance of structured targets.

Future experiments are of interest to determine the modified target geometries necessary as

intensities beyond 1022 W/cm2 become more widely available.

Many applications benefit as structured targets become further optimized. As demon-

strated in this work, under the right conditions, microtube targets can dramatically increase proton
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production. This energy and yield enhancement is of great utility for dense plasma physics.

For example, larger fluxes provide more protons per energy bin, which is advantageous when

injecting a proton beam into an energy selector. This shows promise for laser-driven injectors

for radiofrequency accelerators [145], as well as providing higher resolution data-sets for warm

dense matter stopping power studies [146]. Higher proton fluxes also directly benefit neutron

generation for nuclear science and national security applications, as energetic protons can be

converted into neutrons via a "catcher" material, such as lithium or beryllium [147, 148].

The MeV electrons from laser-solid interactions can also produce intense sources of MeV

photons, or γ-rays, when injected into a high-Z substrate [149]. Increasing the electron population

via microtube targets is a promising avenue towards increasing the conversion efficiency of γ-ray

sources, which has been predicted though simulations for microtubes [55] and observed exper-

imentally for nanowire targets [111]. Recent progress in target fabrication includes microtube

targets filled with relativistically transparent foams, which have already been shown to improve

the generation of hot electrons and betatron photons relative to flat targets [15]. A study directly

comparing proton, electron, and γ generation from hollow and foam-filled microtubes is a topic

of future investigation, as discussed in Section 7.
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Chapter 6

A pulse length study on heavy ion

acceleration from ultrathin foils

In this chapter, through PIC simulations, we compare the acceleration of laser-driven

titanium ions from ultrathin titanium foil targets from lasers of two different pulse durations, 140

fs and 650 fs. The intensity, a critical ion energy scaling parameter, is fixed to 6.0×1020 W/cm2.

The laser is normally incident on the foil target. We consider foil thicknesses ranging from 10 –

500 nm, to determine the optimum target thickness for generating energetic titanium ions. If it

is too thin, the target becomes transparent to the laser before the laser field ramps up to its peak

intensity. With thicker foils, the cutoff energy trends indicate the transition into the TNSA regime,

generating titanium ions with even lower energies than those accelerated from the thinnest targets

studied. Observing this transition via a thickness scan has been investigated on a wide variety

of solid targets in the transparency regime, including cryogenic hydrogen jets [40] and ultrathin

foils [43, 150, 151, 152, 153, 154, 155, 156].

For both laser optima, irrespective of collisions, we show that the mechanisms of energetic

ion generation remain the same. Though TNSA is dominant, it is enhanced by brief stages of hole-

boring radiation pressure (HB-RPA) and shock wave acceleration (SWA), whose mechanisms are
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described in detail in Section 2.2. When the target goes transparent, RPA and SWA inject fast

ions into the rear sheath field typical of TNSA. Including binary collisions in the PIC simulation

plays a negligible role for the 140 fs laser, but enhances the ion beam generated by the 650 fs

laser. The longer laser-plasma interaction gives enough time for collisional ionization to generate

20× the population of Ti21−22+, and increases the maximum ion energy by ∼ 15%. Collisional

ionization also raises the electron density within the plasma, delaying target transparency and

decreasing the optimum thickness by 50 nm.

6.1 Simulation conditions

In simulations of heavy ion acceleration, accurate modeling of the ionization processes is

essential, since the interaction is initiated from the neutral state (or lower charge states due to

the laser prepulse). These processes act on different time scales depending on the mechanism

of ionization, for example the ionization via the laser field, or impact ionization via sufficiently

energetic electrons. The acceleration mechanisms are further complicated by, and critically

depend on, the generation of ions of various q/m ratios.

As discussed in Section 3.5, the Extended Particle-in-Cell (EPIC) code [85] has the

capabilities needed to understand the interplay of these complex processes. The dominant

ionization process is field ionization, based on the model proposed by Ammosov, Delone, and

Krainov (ADK) in 1987 [84]. With the ADK model, EPIC calculates the ionization rate based on

the local electric field within each cell, including the electrostatic and electromagnetic component.

EPIC can also account for impact ionization through binary collisions, based on the binary-

encounter Bethe (BEB) model [90]. When two charged particles occupy the same cell, they can

transfer their energy through collisions, which is executed by particle pairing methods within the

cell [157, 158]. When a charged particle of sufficient energy encounters a bound electron, impact

ionization allows for this electron to be freed. The scattering angle is determined by the Spitzer
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thermal theory [159], changing the particle trajectory and contributing to the plasma evolution.

EPIC can self-consistently analyze both the ionization dynamics and acceleration dynamics of

heavy ions throughout the laser-plasma interaction. EPIC can run with only field ionization, or

with field and collisional ionization both included.

1
9

.2
 μ

m

5.0 μm

Laser

Titanium foil

25.0 μm

Figure 6.1: Sketch of the 2D simulation domain used in the Extended Particle-in-Cell code
(EPIC). The left boundary of the target is set at x = 5.0 µm. The I = 6.0×1020 W/cm2 laser
centered on the target at normal incidence.

The simulation domain, sketched in Figure 6.1, has open boundaries in all directions,

with dimensions (Lx, Ly) = (30.0, 19.2) µm. In this setup, x is the laser propagation direction,

and y is the transverse direction in which the laser electric field is polarized. The number of

computational cells is defined as (Nx, Ny) = (6000, 3840), and the size of each computational

cell is ∆x = ∆y = 0.005 µm. A p-polarized laser is injected from the center of the left boundary,

and propagates in vacuum until it reaches an ultrathin titanium foil positioned normal to the

laser axis. At this point, the 1.0 µm wavelength laser is focused to a 5.0 µm FWHM spot

size. The laser pulse has a peak intensity of I = 6.0× 1020 W/cm2, which corresponds to

a0 = 0.85( I(λ[µm])2

1018[W/cm2]
)1/2 = 20.82 [160]. The temporal laser profile is a Gaussian distribution of

the form exp[−4(t − tpeak)
2/τ2], where tpeak is the time for the laser intensity to rise to its peak

value, and τ is the 1/e pulse duration. τ is set to 168 fs or 781 fs for each laser case. tpeak is
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equal to the FWHM pulse duration, and the respective energies are 120 J and 550 J. By fixing

the intensity but varying the pulse duration, the effect of pulse duration on titanium acceleration

can be studied. The laser is assumed to be of high contrast, therefore a laser pre-pulse is not

considered. For ultrathin, mid-Z foils, the laser contrast must be > 1010 in order to preserve

the integrity of the target upon the arrival of the main pulse [32]. A lower contrast can cause

pre-expansion of the target, lengthening the sharp gradient required for classical TNSA [161], and

dampening the onset of volumetric acceleration mechanisms such as RPA [16] and SWA [62].

The flat titanium foils range from 10 – 500 nm in thickness, with a 10 nm CH contaminant

layer on the rear surface. Although naturally present in uncleaned targets, the front surface

contaminant layer can be removed with target cleaning practices and the engineering of contami-

nant layers [141]. A cleaned front surface allows for direct exposure of the titanium foil to the

laser, preventing the generation of a low-Z plasma in front of the mid-Z foil. The target is at

solid density, with titanium at 5.64× 1022 atoms/cm3 (400 particles/cell), and C and H are of

equal density and population, at 4.60×1022 atoms/cm3 (150 particles/cell). In this paper, the

focus is on the acceleration of titanium ions. We will address the acceleration of impurities in

future publications. The left boundary of the target is set at x = 5.0 µm, and the right boundary

varies with target thickness. The timestep of the simulation is ∆t = 0.1∆x,y/c, which satisfies the

Counrant-Friedrichs-Lewy (CFL) condition [82].

For these laser parameters, the titanium target is not readily field-ionized. Figure 3.14 of

Section 3.5 shows the field ionization rate for titanium across 15 orders of magnitude of laser

intensity. There are ∼ 1019 ionization events/sec for L-shell titanium (Ti13+-Ti20+), eight orders

of magnitude higher than that of K-shell titanium (Ti21+-Ti22+). The laser field can ionize the N,

M, and L-shells, but is not sufficiently large to ionize the K-shell. Therefore, titanium makes for

an interesting test case, where collisions can be toggled on and off to determine the roles of field

and collisional ionization in titanium ion beam generation.

For each laser pulse duration, a target thickness scan was executed in order to determine
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Figure 6.2: Titanium cutoff energies per nucleon as a function of target thickness, with the
optimum thicknesses labeled for cases where both field and collisional ionization were included
in the simulation. At the optimum thickness, the target transparency onset occurs at or near to the
peak of the laser pulse. Thinner targets become transparent too early, and thicker targets favor the
TNSA mechanism. Collisions play a larger role in the 650 fs laser-plasma interaction because
the longer interaction time allows for more collisions to occur. These data were extracted at the
end of the simulation: at 333 fs for the 140 fs case, and 1.0 ps for the 650 fs case.

the optimum thickness for maximizing titanium ion energy, as shown in Figure 6.2. The optimum

thickness exists because electrons can be the most efficiently heated in the target bulk when the

laser peak incidence is concurrent with target transparency [40, 150, 151, 152, 153, 154, 155,

43, 156]. Although the intensity is the same for both the 140 and 650 fs lasers studied here, the

difference in pulse duration is responsible for the difference in optimum thickness. A shorter

laser pulse will ramp up to its peak faster, and therefore the target must be thinner in order to

go transparent earlier in time. If the target is too thin — < 30 nm for the 140 fs laser, and <

100 nm for the 650 fs laser — it becomes transparent too early for the peak of the laser pulse to

heat the target bulk. For targets thicker than these optima, the delay or even elimination of target

transparency favors the less efficient TNSA mechanism. For the 140 fs laser pulse, collisions do

not affect the optimum thickness: it remains 30 nm regardless of whether or not collisions are

included. However, there is a slight shift in the 650 fs laser optimum, as collisions have more time

to occur during the longer laser-plasma interaction, increasing the ion charge. For a given target
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thickness, the collisional case will go transparent slightly later in time, as the contributions of

collisional ionization increase the electron density. The optimum target thickness is 150 nm with

field ionization only, and 100 nm when collisional ionization is included. Though this shift is the

most pronounced for the thickness optima, it affects all target thicknesses, favoring collisions in

the transparency regime (≤ 100 nm), and damping in the TNSA regime (> 100 nm). In general,

the 650 fs laser generates higher energy titanium than the 140 fs laser, as the longer laser pulse

has more energy because the intensity and spot size are fixed laser parameters. In the following

section, we analyze the mechanisms responsible for optimum titanium acceleration. Leading up

to transparency, hole-boring RPA is followed by SWA. These two mechanisms cause the TNSA

sheath field to act on pre-accelerated titanium, maximizing the titanium energy, in a scheme

known as enhanced TNSA [4].

6.2 Determining the mechanisms of titanium acceleration

For both laser pulse durations, TNSA emerges as the dominant titanium ion acceleration

mechanism. However, there are brief stages of other acceleration mechanisms that enhance

the TNSA process. The laser drives these intermediate stages of ion acceleration regardless of

whether collisional processes are included. In both cases, it is evident that the target transparency

onsets around the time the laser peak hits the target (defined here as t’ = 0 fs). Additionally,

regardless of pulse duration, the sequence of acceleration mechanisms is the same, as determined

via 1D lineouts along the laser axis. The extraction region is a rectangle bounded in x by the

limits of the simulation domain, 0 to 30 µm. The y-boundary is ±2.5 µm from the laser axis,

which is equal in width to the FWHM laser spot. This region was chosen to investigate the detail

of the acceleration mechanisms taking place along the laser axis for the optimum cases with

collisions for each pulse duration: the 140 fs laser pulse on the 30 nm target, and the 650 fs laser

pulse on the 100 nm target.
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For the 140 fs laser, when the laser peak reaches the target (time t’ = 0), the target has yet

to go transparent. Figure 4a illustrates that the laser pulse oscillation in the y-direction cannot

yet penetrate the overdense target at 36.8 fs (Figure 6.3a). The initial opacity of the target agrees

with an estimation of the relativistic skin depth, in which a foil target is assumed to be composed

of Ti20+, the dominant charge state estimated by the ADK model. The skin depth of c/ωp ≈ 20

nm is near the 30 nm optimum thickness determined in the previous section, indicating that this

is the domain where volumetric heating is the most efficient.

The radiation pressure of the laser pulse pushes the electrons forward and drives a charge

separation between electrons and ions within the target, giving rise to a spike in the longitudinal

electric field (Figure 6.3b). This field produces a momentum spike in the phase space within the

target bulk (Figure 6.3c), distinct from the smooth phase space profile characteristic of TNSA

[12], clearest in the 5.5 – 6.5 µm region of Figure 6.3i. The electron cloud continues to expand 6.7

fs later, though the laser has yet to break through the target (Figure 6.3d). The radiation pressure

front moves through the target during the expansion, and a shock is generated, as suggested by

the flattening of the phase map within the target (Figure 6.3f). At 63.4 fs, relativistic transparency

allows the laser to penetrate the overcritical target (Figure 6.3g). The longitudinal electric field

along the laser axis dampens (Figure 6.3h). The shock has dissipated, and the radiation pressure

front has reached the rear surface of the target. The injection of radiation-pressure ions into the

sheath field of the TNSA enhances the energy of the ions. The phase map continues to smooth as

RIT-enhanced TNSA dominates over the other acceleration mechanisms (Figure 6.3i).

Only high charge titanium, namely Ti20−22+, is generated along the laser axis. All lower

charge states are short-lived, as the combination of the laser field and the strong longitudinal

fields within the plasma drive the ions to higher charge states. Ti22+ dominates the expansion

on the front side of the target, as this is where the incident and reflected laser fields combine to

generate a total electric field strong enough to fully strip titanium of all its electrons. As TNSA

takes over at 64.3 fs, Ti20+ dominates the expansion on the target rear. Note that this expansion is
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in agreement with the energy spectra for multiply charged ions discussed in Figure 6.6 of Section

6.3, where Ti20+ is the most populous and most energetic charge state.

2 4 6 8 10 2 4 6 8 10 2 4 6 8 10

x (µm) x (µm) x (µm)

0

-0.15

0.15 M
a
cro

-p
a
rticle 

n
u

m
b

er

100

10-2

104

102

1019

1022

1025

1028

0

400

-800

-400

E
-field

 (T
V

/cm
)

0

40

-80

-40

E
-field

 (T
V

/cm
)

(a) (d) (g)

(b) (e) (h)

(c) (f) (i)

C
h

a
rg

e 
d

en
si

ty
 

(c
m

-3
)

n
e/

n
cr

it
p

x
/m

c

36.8 fs 43.3 fs 63.4 fs

Shock feature Shock feature

Figure 6.3: 1D lineouts detailing the mechanisms of the 140 fs laser interacting with the
optimum foil thickness (30 nm). Time t’ = 0 is defined as the time the laser peak reaches the
front surface of the foil at 5.0 µm. The dashed line at n/ncrit = 1 represents the classical critical
density, and n/ncrit = 14.76 represents the relativistically corrected critical density for electrons
with γmax = (1+a2

0/2)1/2. Figures a-c demonstrate that radiation pressure takes place before
transparency, and d-f show the shock that arises shortly after. Figures g-i show that the radiation
pressure front has moved to the rear surface to enhance TNSA.

For the 650 fs pulse duration, the mechanisms are the same, though there are a few key

differences in the process, as a result of the much longer laser-plasma interaction time. -146.7 fs

before the laser peak reaches the target, the target is opaque to the laser field (Figure 6.4a). The

radiation pressure of the laser drives a longitudinal electric field within the target bulk (Figure

6.4b). Trace amounts of Ti19+ remain there at this time, but are soon ionized to higher charge

states as the laser field continues to rise. Although the rear surface is expanding, the front surface,

now ionized to Ti20−22+, retains a steep gradient due to the radiation pressure. The radiation

pressure causes a kink in the phase map within the target at 5.0 µm, further indicating that TNSA
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is not the only acceleration mechanism at this time (Figure 6.4c). The target transparency occurs

120 fs later, as the target expands and the electron density lowers (Figure 6.4d). The front surface

also expands, which is composed solely of Ti22+ due to the strong laser field here (Figure 6.4e).

Ti20+ expands the furthest along the rear side, as the electric fields here are not strong enough

to produce similar populations of Ti21−22+. At this same time, the rising laser pulse drives a

shock within the plasma, which causes another spike in the longitudinal electric field. This

field spatially corresponds with a sharp stairstep in the phase map (Figure 6.4f), indicating a

quasi-monoenergetic population of titanium. Unlike the 140 fs optimum case, where the target

flattening is a very narrow region, the 650 fs laser pulse drives a shock that persists longer in time.

This stairstep region between 5 – 6 µm resembles the phase map characteristic of laser-driven

shock acceleration from overdense plasmas as identified by Macchi, et al. [38]. Macchi showed

that the shock piston velocity can be estimated using conservation of momentum via the formula

up = a0c
√

Z
A

me
mp

ne
nc

. For L-shell titanium, a conservative estimate yields a shock velocity of ∼0.04c,

and ions can be accelerated up to twice the shock velocity. This estimate agrees with the flat-top

ion population seen in Figure 6.4(f), where the ions move with velocity ∼0.07c.

The laser peak then reaches the target at t’=0 fs, and 33.3 fs later, the target is fully trans-

parent (Figure 6.4g), indicating the end of the radiation pressure stage. The strong longitudinal

field spikes dissipate, and the number of Ti22+ ions increases in the forward direction (Figure

6.4h). The phase map smooths as RIT-enhanced TNSA takes over (Figure 6.4i), yet the signature

of the shock stairstep remains as this quasi-monoenergetic population moves forward in space.

In the following section, we show that this shock population remains intact until the end of the

simulation, and is responsible for the quasi-monoenergetic peak of Ti20+, centered on 5 MeV/u

(Figure 6.6c-d).

113



4 8

x (µm)

0

-0.2

0.2 M
a

cro
-p

a
rticle 

n
u

m
b

er

100

10-2

104

102

1019

1022

1025

1028

0

200

-400

-200

E
-field

 (T
V

/cm
)

0

40

-80

-40

E
-field

 (T
V

/cm
)

(a) (d) (g)

(b) (e) (h)

(c) (f) (i)

C
h

a
rg

e 
d

en
si

ty
 

(c
m

-3
)

n
e/

n
cr

it
p

x
/m

c
-146.7 fs -26.7 fs 33.3 fs

0 12 16 4 8

x (µm)

0 12 16 4 8

x (µm)

0 12 16

Shock feature Shock feature

Figure 6.4: 1D lineouts detailing the mechanisms of the 650 fs laser interacting with the
optimum foil thickness (100 nm). Time t’ = 0 is defined as the time the laser peak reaches
the front surface of the foil at 5.0 µm. The dashed line at n/ncrit = 1 represents the classical
critical density, and n/ncrit = 14.76 represents the relativistically corrected critical density for
electrons with γmax = (1+ a2

0/2)1/2. Figures a-c indicate that radiation pressure takes place
before transparency, and d-f show the shock that arises just as transparency begins. Figures g-i
show that the radiation pressure front has moved to the rear surface to enhance TNSA. A distinct
shock feature remains in the phase map (i) at 5 – 6 µm.

6.3 Charge properties of the titanium ion beam

The charge distribution in a mid-Z ion beam is more complex than the more commonly

studied proton and carbon beams, as these low-Z species are easily stripped by lasers of intensity

> 1019 W/cm2 [83]. Ions with the highest q/m ratio, namely Ti22+ are not necessarily the most

dominantly accelerated, even if this charge state is present in all optimum cases. High charge

state titanium takes a longer time to be generated on the rear side, and is preferentially generated

on the front side before target transparency takes place (Figures 6.3-6.4e).

For both pulse durations, collisional ionization increases the population of Ti21−22+

accelerated in the forward direction by approximately one order of magnitude, as shown in Figure
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6.5. Lower charge states (≤Ti14+ for the 140 fs laser, and ≤Ti16+ for the 650 fs laser) are excited

to higher ionization states via collisions. Though Ti20+ remains dominant with the 140 fs case

regardless of collisions, with the 650 fs laser, Ti20+ and Ti22+ reach equal counts, with Ti21+ not

far behind. Although the extraction condition shows all ions accelerated in the forward direction,

most lower q/m ions are neither energetic nor populous enough to affect the energy spectra.
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Figure 6.5: Distribution of titanium ionization states of ions accelerated in the forward direction
(±90◦ from target normal), for the 140 fs laser (a) and the 650 fs laser (b). In both cases,
collisional ionization shifts the ions to higher charge states. Ionization energies for the K-shell
are relatively high [162], resulting in the charge state build-up at Ti20+. No charge states below
Ti12+ were observed. These data were extracted at the end of the simulation: at 333 fs for the
140 fs case, and 1.0 ps for the 650 fs case.

The energy spectra of the titanium can be decomposed into individual charge states, which

is depicted in Figure 6.6. For both pulse durations, Ti20+ is dominant for all cases, with the

notable exception of the 650 fs laser with collisions (Figure 6.6d). Here, the energy distribution

of Ti21−22+ converges with that of Ti20+ above 10 MeV/u. Quantitatively, including collisions in

the simulation increases the conversion efficiency of Ti21−22+ for energies > 10 MeV by 20×.

In this case, > 10 MeV Ti20−22+ all occupy similar energy distributions, whereas in all other

cases, Ti20+ ions are preferentially accelerated. The dramatic increase in Ti21−22+ generation is
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Figure 6.6: Energy spectra for the forward-accelerated charge states from 30 nm foils (a-b), and
100 nm foils (c-d) for each laser case. In both laser cases, the energy spectra of Ti21+ and Ti22+

are enhanced when collisions are turned on. For the 650 fs laser, collisions nearly eliminate the
number of accelerated ions ≤ Ti20+, and increase the prominence of the quasi-monoenergetic
peak of Ti20+ at 5 MeV/u. These data were extracted at the end of the simulation: at 333 fs for
the 140 fs case, and 1.0 ps for the 650 fs case.

responsible for boosting the cutoff energy by ∼ 15%. However, for the total titanium spectrum

(represented by a dashed line in Figure 6.6c-d), the difference in conversion efficiency is < 1%.

The lower energy part of the spectrum shows a strong quasi-monoenergetic peak centered

on 5 MeV/u. The energy of this peak corresponds with the shock acceleration feature observed

in Figure 6.4. This same peak is seen without collisions (Figure 6.6c), but it is of a much lower

prominence. For this pulse duration, collisions also decrease the number of titanium charge states

accelerated in the forward direction. Without collisions, Ti17−19+ reach a few MeV/u, but with

collisions, these charge states are nearly eliminated.
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Collisions have a much smaller effect on the energy spectra accelerated from the shorter

pulse laser (Figure 6.6a-b). The spectrum of Ti17−19+ shows no dependence on collisions, albeit

this component of the spectrum is of very low energy, < 1 MeV/u. There is enhancement of Ti21+

and Ti22+ up to 14 and 13 MeV/u, respectively, but the energy and counts are still too low for

these charge states to compete with Ti20+. In addition, the shock acceleration stage seen in Figure

6.3 is too short-lived with the 140 fs laser to produce any signatures within the energy spectra.

As evident by the energy spectra of the multiply charged ions, turning on collisions

dramatically changes the ionization dynamics in the 650 fs laser-plasma interaction. Figure

6.7 shows a 2D map which provides insight into the effect of collisions on the ionization and

acceleration of various charge states. In the collisionless case (Figure 6.7a), approximately 300 fs

before the laser peak reaches the target, much of the remaining target is of a low charge state, at

≤Ti15+. The expanding plasma around the wings is dominantly Ti16−19+, and along the laser axis,

Ti20+ is the dominant state. The combination of three electric fields – the laser field, the laser field

reflected from the critical surface, and the sheath field – ionize trace amounts of Ti20+ to Ti21−22+

on the front surface. By the time the laser peak reaches the target at t’ = 0 fs, a well-defined jet

of Ti21−22+ begins to form, and is accelerated in the forward direction by RIT-enhanced TNSA

(shown here in Figure 6.7b at 133.3 fs). However, Ti20+ remains the dominantly accelerated

titanium species in the forward direction.

When collisions are included in the simulation, ≤Ti15+ species are no longer present at

-166.7 fs, and more Ti21−22+ is generated along the laser axis (see Figure 6.7c). The laser-plasma

interaction continues to generate Ti21−22+, as transparency onsets (Figure 6.7d). We estimate that,

near the laser peak, the transition from Ti20+ to Ti22+ takes ∼100 fs. Ti20+ reaches closest to the

right edge of the simulation domain at this time, showing that it was generated and accelerated

before Ti21−22+, even though its q/m ratio is lower. Ti20+ also remains dominant within the intact

portion of the target, as well as farther away from the laser axis.
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Figure 6.7: Scatter plots for the charge states generated from the 650 fs laser incident on the 100
nm foil. In the case with only field ionization (a-b), Ti20+ is the preferentially accelerated charge
state, surrounding a collimated beam of Ti21−22+ along the laser axis. Charge states ≤Ti19+ are
dominant along the wings of the target. When collisions are included in the simulation (c-d),
the wings are ionized to Ti20+. Ti21−22+ is generated within the target bulk, and the forward
accelerated population dominates near the laser axis.

6.4 Summary

Laser-acceleration of titanium ions was investigated for a laser of fixed intensity (6.0×

1020 W/cm2) with two pulse durations (140 and 650 fs). The choice of a mid-Z material was

motivated by the ability to show the interplay between field and collisional ionization, which is

far less pronounced, or possibly absent, in the acceleration of low-Z materials such as carbon.

The interaction was studied over a wide range of foil thicknesses (10 – 500 nm), with an optimum

thickness of 30 nm for the 140 fs laser, and 100 nm for the 650 fs laser when collisions are

accounted for. In both cases, TNSA is the dominant mechanism at the thickness optima, though
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other acceleration mechanisms contribute to its enhancement. A brief stage of hole-boring RPA,

followed by a shock wave, work together to inject energetic titanium ions into the sheath field on

the rear side of the target.

The mechanisms of ion acceleration are independent of collisions. In the 650 fs pulse

case, collisions play a more significant role because the laser-plasma interaction is ∼ 5× as long.

However, for the 650 fs laser, including collisions decreases the optimum thickness from 150

nm to 100 nm for the following reasons. Collisional ionization increases the electron density,

which delays the time of transparency. To compensate, the optimum thickness is reduced by 50

nm. In addition, collisions dramatically improve the conversion efficiency of highly energetic,

highly charged titanium ions, boosting the yield by 20× for Ti21−22+ with energies > 10 MeV/u.

As a result, collisions enhance the maximum energy of titanium ions by ∼ 15%. Collisions also

increase the prominence of the quasi-monoenergetic peak of Ti20+ centered on 5 MeV/u.

This study is of particular relevance to the previous work of J. Li, et al. [163], which

studied titanium foils irradiated by a 650 fs laser pulse length. The authors used near-identical

parameters to our longer pulse case studied here (a0 = 20.82, τFWHM = 650 fs), and assumed field

ionization was the sole ionization mechanism. Through both experimental data and simulation

data generated using the EPOCH code [86], titanium acceleration from ∼ 100 nm foils in the

RIT regime was observed, consistent with the results presented here. In addition, they identified

that self-generating fields can further accelerate the ion beam picoseconds after the laser-plasma

interaction has ended. Multi-picosecond simulations require extensive computational resources,

so these effects were not studied in this work due to the resources demanded by the thickness

scan. Hence, the role of collisions in the production of these self-generated fields is a topic of

future numerical study.

For mid-Z ion acceleration with near-ps lasers, field ionization remains the dominant

mechanism, but collisions begin to play a significant role in ion beam generation. High charge

states of heavy ions are essential for localized energy deposition, which is important for heavy
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ion heating of warm dense matter [164]. Highly charged ion sources can also decrease the size

and running cost of large-scale accelerators, as the injected ions can be highly ionized and highly

energetic (tens of MeV/u) [165]. We have shown that for a near-ps laser incident on a mid-Z

foil, both field and collisional ionization are essential in generating highly ionized, energetic ion

beams. Future investigation will expand upon the interplay of ionization mechanisms, laser pulse

length, and the dynamics of heavy ion acceleration.
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Chapter 7

Conclusions and future work

Among the body of work conducted by the author, the common theme is optimizing

ion acceleration via a study of laser and target parameters. In order to evaluate the ion beams

generated in experiments, it is important to have the detectors calibrated for absolute counts.

In summary, for this first project, described in Chapter 4, the author extended the repository of

peer-reviewed imaging plate calibrations into the mid-Z regime. The author then compared his

work to other published calibrations to suggest that IP response can be estimated for any arbitrary

mid-to-high-Z species (Figure 4.8). Recent progress in this area has been highlighted in Section

7.1, describing the author’s interest in extending these results.

The role of pulse length has been shown to play a role in ion acceleration in both

the ultrathin target regime and the enhanced TNSA regime with microstructures (Chapters

5-6). However, the pulse length dependence is for different reasons. For the former case,

collisions play a significant role for a sufficiently long pulse length (≳ 200 fs) in volumetric

acceleration. Including collisions in the simulation changes the evolution of the multiply charged

ion beam, favoring fully stripped titanium ions over the otherwise dominant Ti20+. For the

experimental study with microstructured targets, the foil substrate is 1 µm, which is too thick

to be volumetrically accelerated. The role of the pulse length for a fixed intensity is if it is too
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long, it shutters the tubes before the peak of the laser pulse can interact with the structures. With

respect to a fixed pulse duration but higher intensity, the corresponding larger pre-pulse can also

shutter the microtube before the main pulse arrives, meaning it does not outperform a flat target.

Due to computational resource constraints, the numerical work presented in this dissertation is all

conducted in 2 dimensions. Hence, it is of great interest to the author to explore this limitation, as

for PIC simulations to best replicate experimental results, they should be benchmarked.

Chapter 6 identifies ion acceleration regimes where collisional ionization is and is not

negligible. This is beneficial for the numerical study of collisions in the generation of multiply

charged ions, as well as determining when collisions can be omitted to preserve computational

resources. However, this should still be studied in experiments to ensure that including collisions

match experimental results in heavy ion acceleration. Two avenues for validating the collisional

models in PIC simulation are comparing the ionization distribution with and without PIC. Practi-

cally speaking, this can be done by comparing the proportions of multiply charged ions measured

on a Thomson parabola to the proportion extracted from a PIC simulation (see for example Figure

6.5). In addition, PIC simulations indicate that including collisions significantly modifies the

energy spectra for multiply charged ions (Figure 6.6, which would be immediately evident from a

Thomson parabola analysis.

As discussed in Chapter 5, running PIC simulations in 3D for ps laser-plasma interactions

is prohibitively demanding on resources. However, in a direct comparison with 2D and 3D

simulations, Wang et al. [166] have shown that 2D simulations overestimate electron and

photon energies and collimation. Though 2D simulations are notorious for overpredicting

the beam quality of laser-driven radiation sources, this study has not yet been benchmarked

with experimental results. MeV photons generated from conventional accelerators have seen

tremendous success in radiographing dense, high-Z materials. However, their large (∼mm) spot

size and ∼ns pulse duration limit their probing of finer features for both static and dynamic

imaging. If PIC can reliably predict the laser requirements for driving quality MeV photon beams,
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it can enable the first commercial application of PW lasers, as the spot size and duration of these

sources is on the order of the laser pulse [149]. Section 7.3 presents an upcoming experiment by

the author to achieve this goal.

7.1 Calibrating image plates to energetic ions

Since the author completed the work described in Chapter 4.2 in 2019, several articles

have been published extending this area of research. Lelasseux and Fuchs (2020) [167] have

developed a model attempting to comprehensively describe the response of any arbitrary ion to a

TR-type imaging plate (IP). Using Birks’ law, developed for organic scintillators, the authors fit

the parameters for various published IP calibrations, in the form

A
∫ W

0

dE
dz (E,z)

1+B|dEdep
dz |

e−z/Ldz (7.1)

where W is the thickness of the active layer and A and B are the constants of fit. Unfortunately,

the fit for low-Z ions breaks down in the mid-Z regime (Figure 7.1). In a future experiment on

heavy ion acceleration, the author intends to field several shots with CR-39 to conduct additional

calibrations and test their fits in the same manner as Lelasseux and Fuchs.

Nishiuchi, et al. [168] followed with several calibrations on the SR-type, and show that

after penetrating the active layer, the IP response to energetic ions is largely independent of

energy, and the authors argue the need for future calibrations is now negated. As shown in Figure

7.2, the IP sensitivity is roughly constant for ions heavier than carbon (Z>6). This transition

region could explain the breakdown of the methods of Lelasseux and Fuchs. This trend is in

approximate agreement with the power law fited in this thesis in Figure 4.9.
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Figure 7.1: A strong fit to the IP calibration with low-Z ions breaks down in the mid-Z regime.
Figure courtesy of Ref. [167].

7.2 The role of dimensionality in flat and structured targets

In Chapter 6, analysis is presented on acceleration mechanisms from ultrathin, mid-

Z targets. In summary, the three stages of acceleration are: hole-boring radiation pressure

acceleration (HB-RPA), followed by shock wave acceleration (SWA), which work to inject fast

ions into a sheath field characteristic of enhanced TNSA. The optimum thickness occurs when the

laser transparency time is concurrent with the peak intensity of the laser pulse reaching the target,

in good agreement with prior studies in the relativistically induced transparency (RIT) regime.

However, there are several other ion acceleration mechanisms in the RIT regime, most notably

breakout afterburner (BOA) [4]. In BOA, a fluid instability is responsible for accelerating a

volumetric population of ions [42], and favorably accelerates ions off-axis. BOA has largely been

studied rigorously in 3D simulations [41], though the mechanism was first predicted in a single

dimension [4]. Several open questions remain at the intersection of RIT processes, ionization

processes, and simulation dimensionality. Firstly, is there a dimensional effect that impacts BOA

in the mid-Z regime? In addition, are mid-Z ions not favored by the BOA mechanism? The

author of this thesis would like to extend to a material study of ion acceleration, with and without

collisions, to discuss further transitions in ion acceleration mechanisms. It would be pertinent to
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Figure 7.2: The IP sensitivity flattens out for mid-Z ions and beyond. The black dashed line
represents the constant sensitivity for MeV electrons, and the red circle at Z = 22 represents the
calibration presented this thesis. Figure courtesy of Ref. [168].

the field as BOA has not been observed accelerating ions heavier than carbon [43].

On a similar note, the limitations of 2D simulation have recently been elucidated for a fs

laser interacting with a microtube targets. In Wang, et al. (2021) [166], the authors show that

2D can qualitatively reproduce the features of 3D simulations, but overestimates the maximum

electron energy and conversion efficiency (Figure 7.3). The 30 fs laser pulse used in the simulation

is not cost prohibitive to study, but replicating this work to ps laser-plasma interaction would be

difficult. However, a compromise can be reached with 2D cylindrical simulations, a capability

of the OSIRIS code [169]. 2D cylindrical can be thought of as "quasi-3D", and replicating this

study with a 30 fs laser, as well as a 140 fs laser (representative of TPW) is a planned pursuit.

This future study would also include ion generation from a ∼1 µm foil superimposed on the rear

of the tube, representative of the targets studied in Chapter 5.
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Figure 7.3: 2D vs 3D geometries (a & b, respectively) of a laser pulse incident on a microtube.
Resultant spectra from each case shown in (c), assuming a laser intensity of ∼ 1022 W/cm2 with
a 30 fs pulse length. Figure adapted from Ref. [166].

7.3 Structured targets for γ-ray generation

Photons of MeV energies, or γ-rays, rely on hot electron generation, much like ion

acceleration in the TNSA and RIT regimes. One avenue to converting energetic electrons into

photons is with a dense "catcher" material, such as an electron beam directed into several mm of

tungsten. Due to conservation of momentum, MeV electrons emit MeV photons when stopped

in the material. With a laser-driven system, this process can be compactified into a single stage,

with a laser incident on a tungsten target. Hot electrons generated at the front surface will travel

through the mm-thick target, emitting γ-rays in the same manner. Like TNSA, γ-ray generation

can be enhanced with surface structures [111, 170].

Because a PW-class laser can be focused down to a few µm spot, the γ-ray source size

will not be much larger. A matrix comparing laser-driven sources to conventional x- and γ-ray

sources (Figure 7.4) shows the superior spatial resolution of a laser-driven source. In addition,

its pulse duration is 5 orders of magnitude smaller, which is of benefit for dynamic experiments.

Figure 7.5 shows the resultant spectra from these sources, with Trident-like parameters (80 J,
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Figure 7.4: Comparison of conventional energetic photon sources for radiography, along with
laser-driven sources (highlighted). Note that the figure does not explicitly draw the line between
x-rays and γ-rays. Figure courtesy of Ref. [171].

650 fs, 6× 1020 W/cm2) outperforming the CSU ALEPH laser (10 J, 45 fs, 3× 1021 W/cm2).

However, the DARHT facility generates an order of magnitude more photons, indicating it is

superior for probing larger length scales of material, at the expense of lower resolution.

Figure 7.5: Comparison of MeV photon spectra from various sources, with the shaded area
showing the ideal region for radiography of special nuclear materials. Figure courtesy of Ref.
[171].

In order to commercialize a PW laser system to fill this niche, improved understanding

of γ-ray scaling with laser parameters is needed. An experiment at TPW is being planned to
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explore this parameter space. The laser energy will be varied from 30 - 120 J incident on foam

and nanowire targets, which will be engineered directly onto tungsten disks. Flat disks will also

be shot at to benchmark performance. The 6" disk can afford thousands of shots, as it can be

translated and rotated as shown in Figure 7.6. Figure 7.6 also shows the diagnostic suite. On

the front side, a MACOR screen will scatter reflected laser light, which will be captured with

a CCD to measure absorption. The MACOR has line-of-sight holes drilled for EPPS and fiber

spectrometer measurements. On the rear side, a deflection magnet sweeps away charged particles

in order to lower the background on the γ-ray spectrometer and radiographic suite. To measure

forward escaping electrons, the magnet will be removed and the γ-ray spectrometer replaced with

an EPPS.

This project is a natural extension of the author’s thesis work as relativistic transparency

and direct laser acceleration are expected in the target structures. In addition, with such thick, high-

Z materials, collisional processes certainly play a role in the generation of secondary radiation.

Ensuring that the simulations are comprehensive is essential in predicting the laser parameters

necessary for commissioning a PW for its first industrial application.

Figure 7.6: (a) Proposed experimental setup at TPW. The primary objective is understanding
γ-ray scaling with laser energy and intensity. (b) The target is a 3 mm thick W wheel with x-y
and rotational motion. Target structures will be engineered directly onto the wheel.
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Frankenheim, C. Brabetz, T. Burris-Mog, T. Cowan, O. Deppert, M. Droba, H. Eickhoff,
U. Eisenbarth, K. Harres, G. Hoffmeister, O. Jaeckel, R. Jaeger, M. Joost, S. Kraft, F. Kroll,
M. Kaluza, O. Kester, Z. Lecz, T. Merz, F. Nurnberg, H. Al-Omari, A. Orzhekhovskaya,
G. Paulus, J. Polz, U. Ratzinger, M. Roth, G. Schaumann, P. Schmidt, U. Schramm,
G. Schreiber, D. Schumacher, T. Stoehlker, A. Tauschwitz, W. Vinzenz, F. Wagner,
S. Yaramyshev, and B. Zielbauer, “Shaping laser accelerated ions for future applications–
the light collaboration,” Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 740, pp. 94–98,
2014.

[146] J. Apiñaniz, S. Malko, R. Fedosejevs, W. Cayzac, X. Vaisseau, D. de Luis, G. Gatti,
C. McGuffey, M. Bailly-Grandvaux, K. Bhutwala, V. Ospina-Bohorquez, J. Balboa, J. J.
Santos, D. Batani, F. N. Beg, L. Roso, J. A. Perez-Hernandez, and L. Volpe, “A quasi-
monoenergetic short time duration compact proton source for probing high energy density
states of matter,” Scientific Reports, vol. 11, no. 1, pp. 1–11, 2021.

[147] K. Lancaster, S. Karsch, H. Habara, F. Beg, E. Clark, R. Freeman, M. Key, J. King,
R. Kodama, K. Krushelnick, K. W. D. Ledingham, P. McKenna, C. D. Murphy, P. A.
Norreys, R. Stephens, C. Stoeckl, Y. Toyama, M. S. Wei, and M. Zepf, “Characterization of
7 li (p, n) 7 be neutron yields from laser produced ion beams for fast neutron radiography,”
Physics of plasmas, vol. 11, no. 7, pp. 3404–3408, 2004.

[148] M. Roth, D. Jung, K. Falk, N. Guler, O. Deppert, M. Devlin, A. Favalli, J. Fernandez,
D. Gautier, M. Geissel, R. Haight, C. E. Hamilton, B. M. Hegelich, R. P. Johnson, F. Merril,
G. Schaumann, K. Schoenberg, M. Schollmeier, T. Shimada, T. Taddeucci, J. L. Tybo,

142



F. Wagner, S. A. Wender, C. H. Wilde, and G. A. Wurden, “Bright laser-driven neutron
source based on the relativistic transparency of solids,” Physical review letters, vol. 110,
no. 4, p. 044802, 2013.

[149] S. Palaniyappan, D. C. Gautier, B. J. Tobias, J. Fernandez, J. Mendez, T. Burris-Mog,
C. Huang, A. Favalli, J. Hunter, M. Espy, D. W. Schmidt, R. O. Nelson, A. Sefkow,
T. Shimada, and R. P. Johnson, “Mev bremsstrahlung x rays from intense laser interaction
with solid foils,” Laser and Particle Beams, vol. 36, no. 4, pp. 502–506, 2018.

[150] F. Wagner, O. Deppert, C. Brabetz, P. Fiala, A. Kleinschmidt, P. Poth, V. Schanz, A. Tebartz,
B. Zielbauer, M. Roth, T. Stohlker, and V. Bagnoud, “Maximum proton energy above 85
mev from the relativistic interaction of laser pulses with micrometer thick ch 2 targets,”
Physical review letters, vol. 116, no. 20, p. 205002, 2016.

[151] A. Henig, S. Steinke, M. Schnürer, T. Sokollik, R. Hörlein, D. Kiefer, D. Jung, J. Schreiber,
B. Hegelich, X. Yan, J. Meyer-ter Vehn, T. Tajima, P. V. Nickles, W. Sandner, and D. Habs,
“Radiation-pressure acceleration of ion beams driven by circularly polarized laser pulses,”
Physical Review Letters, vol. 103, no. 24, p. 245003, 2009.

[152] S. Steinke, A. Henig, M. Schnürer, T. Sokollik, P. Nickles, D. Jung, D. Kiefer, R. Hörlein,
J. Schreiber, T. Tajima, X. Q. Yan, B. M. Hegelich, J. Meyer-ter Vehn, W. Sandner, and
D. Habs, “Efficient ion acceleration by collective laser-driven electron dynamics with
ultra-thin foil targets,” laser and particle beams, vol. 28, no. 1, pp. 215–221, 2010.

[153] D. Jung, B. Albright, L. Yin, D. Gautier, R. Shah, S. Palaniyappan, S. Letzring, B. Dromey,
H. Wu, T. Shimada, R. P. Johnson, M. Roth, J. C. Fernandez, D. Habs, and B. M. Hegelich,
“Beam profiles of proton and carbon ions in the relativistic transparency regime,” New
Journal of Physics, vol. 15, no. 12, p. 123035, 2013.

[154] C. Scullion, D. Doria, L. Romagnani, A. Sgattoni, K. Naughton, D. Symes, P. McKenna,
A. Macchi, M. Zepf, S. Kar, and M. Borghesi, “Polarization dependence of bulk ion accel-
eration from ultrathin foils irradiated by high-intensity ultrashort laser pulses,” Physical
review letters, vol. 119, no. 5, p. 054801, 2017.

[155] T. V. Liseykina, M. Borghesi, A. Macchi, and S. Tuveri, “Radiation pressure acceleration
by ultraintense laser pulses,” Plasma Physics and Controlled Fusion, vol. 50, no. 12,
p. 124033, 2008.

[156] G. Petrov, C. McGuffey, A. Thomas, K. Krushelnick, and F. Beg, “Proton acceleration
from high-contrast short pulse lasers interacting with sub-micron thin foils,” Journal of
Applied Physics, vol. 119, no. 5, p. 053302, 2016.

[157] T. Takizuka and H. Abe, “A binary collision model for plasma simulation with a particle
code,” Journal of computational physics, vol. 25, no. 3, pp. 205–219, 1977.

143



[158] Y. Sentoku and A. J. Kemp, “Numerical methods for particle simulations at extreme
densities and temperatures: Weighted particles, relativistic collisions and reduced currents,”
Journal of Computational Physics, vol. 227, no. 14, pp. 6846–6861, 2008.

[159] L. Spitzer Jr and R. Härm, “Transport phenomena in a completely ionized gas,” Physical
Review, vol. 89, no. 5, p. 977, 1953.

[160] A. Macchi, A superintense laser-plasma interaction theory primer. Springer Science &
Business Media, 2013.

[161] M. Kaluza, J. Schreiber, M. I. Santala, G. D. Tsakiris, K. Eidmann, J. Meyer-ter Vehn, and
K. J. Witte, “Influence of the laser prepulse on proton acceleration in thin-foil experiments,”
Physical review letters, vol. 93, no. 4, p. 045003, 2004.

[162] A. Kramida, Yu. Ralchenko, J. Reader, and and NIST ASD Team. NIST Atomic Spec-
tra Database (ver. 5.7.1), [Online]. Available: https://physics.nist.gov/asd [2020,
April 29]. National Institute of Standards and Technology, Gaithersburg, MD., 2019.

[163] J. Li, P. Forestier-Colleoni, M. Bailly-Grandvaux, C. McGuffey, A. Arefiev, S. Bulanov,
J. Peebles, C. Krauland, A. Hussein, T. Batson, J. C. Fernandez, S. Palaniyappan, R. P.
Johnson, G. M. Petrov, and F. N. Beg, “Laser-driven acceleration of quasi-monoenergetic,
near-collimated titanium ions via a transparency-enhanced acceleration scheme,” New
Journal of Physics, vol. 21, no. 10, p. 103005, 2019.

[164] J. Barnard, J. Armijo, and F. Bieniosek, “Ion-beam-driven warm dense matter experiments,”
in Journal of Physics: Conference Series, vol. 244, p. 032028, 2010.

[165] M. Nishiuchi, H. Sakaki, T. Z. Esirkepov, K. Nishio, T. Pikuz, A. Y. Faenov, I. Y. Skobelev,
R. Orlandi, H. Sako, A. Pirozhkov, K. Matsukawa, A. Sagisaka, K. Ogura, M. Kanasaki,
H. Kiriyama, Y. Fukuda, H. Koura, M. Kando, T. Yamauchi, Y. Watanabe, S. V. Bulanov,
K. Kondo, K. Imai, and S. Nagamiya, “Acceleration of highly charged gev fe ions from a
low-z substrate by intense femtosecond laser,” Physics of Plasmas, vol. 22, no. 3, p. 033107,
2015.

[166] T. Wang, D. Blackman, K. Chin, and A. Arefiev, “Effects of simulation dimensionality on
laser-driven electron acceleration and photon emission in hollow micro-channel targets,”
arXiv preprint arXiv:2104.07251, 2021.

[167] V. Lelasseux and J. Fuchs, “Modelling energy deposition in tr image plate detectors for
various ion types,” Journal of Instrumentation, vol. 15, no. 04, p. P04002, 2020.

[168] M. Nishiuchi, H. Sakaki, N. Dover, T. Miyahara, K. Shiokawa, S. Manabe, T. Miyatake,
K. Kondo, K. Kondo, Y. Iwata, Y. Watanabe, and K. Kondo, “Ion species discrimination
method by linear energy transfer measurement in fujifilm bas-sr imaging plate,” Review of
Scientific Instruments, vol. 91, no. 9, p. 093305, 2020.

144



[169] R. A. Fonseca, L. O. Silva, F. S. Tsung, V. K. Decyk, W. Lu, C. Ren, W. B. Mori, S. Deng,
S. Lee, T. Katsouleas, and J. Adam, “Osiris: A three-dimensional, fully relativistic particle
in cell code for modeling plasma based accelerators,” in International Conference on
Computational Science, pp. 342–351, Springer, 2002.

[170] D. Stark, T. Toncian, and A. Arefiev, “Enhanced multi-mev photon emission by a laser-
driven electron beam in a self-generated magnetic field,” Physical review letters, vol. 116,
no. 18, p. 185003, 2016.

[171] B. J. Albright, “Laser-based radiographic imaging.” Internal report, Los Alamos National
Laboratory (2021).

145




