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ABSTRACT OF THE THESIS

A comparative analysis of machine learning algorithms for EEG-BCI applications

By

Mina Ibrahim

Master of Science in Biomedical Engineering

University of California, Irvine, 2023

Professor Zoran Nenadic, Chair

Brain-computer interfaces (BCIs) are a means of controlling devices in our environment using

brain signals. They are promising tools for persons with neurological disabilities including

speech and muscular impediments that externally connect the brain and affected muscle

groups using computational devices. There are several brain imaging modalities categorized

as invasive or non-invasive with electroencephalography (EEG) being the most popular due to

its practicality and affordability. A BCI pipeline consists of data acquisition, preprocessing,

feature extraction, classification followed by an action by a device. There are multiple

machine learning (ML) algorithms that can be used for classification however there are no

guidelines for selecting an algorithm for a certain control signal or BCI application.

In this thesis, we compare five common ML algorithms, namely Logistic regression (LR),

neural networks (NNs), support vector machines (SVMs), k-nearest neighbor (KNN) and a

Bayesian classifier for two common control signals used in EEG-BCIs, the P300 potential and

sensorimotor rhythms. For P300, the Bayesian decoder and a fully connected NN performed

the best for cross-validations performed on each session’s data. SVM performed the best

for leave-one-subject-out cross-validations where the training data didn’t include any of

the test subject’s data. SVM and LR performed the best for sensorimotor data for cross-

validations on each session. A procedure mimicking real-time decoding performed on the

ix



sensorimotor data didn’t differentiate between the algorithms in terms of accuracy however

a recurrent neural network based on long short term memory units had the lowest lags

defined as the temporal offset between the predictions and true labels. These results provide

a good foundation for the selection of ML algorithms for BCI applications. Future works can

build on this by incorporating more ML algorithms and testing on additional BCI control

signals.
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Chapter 1

Introduction

Brain-computer interfaces (BCIs) are a means of using brain activity to control computers

or external devices [2, 3]. BCIs have been used for medical or non-medical purposes [4]. The

medical applications include communication, motor function and neurorehabilitation. For

example, individuals with Amyotropic Lateral Sclerosis (ALS) or locked-in-syndrome (LIS)

can communicate by using BCIs that decode intended letters or characters [5]. People with

central nervous system diseases such as spinal chord injury could bypass the injury by using

a BCI to decode motor intentions and in turn control a motor assistive device such as a

robotic arm/exoskeleton [6]. Through repetition, BCIs can be used to strengthen neuronal

pathways to help recover affected brain functions such as movement or speech in individuals

with brain diseases such as stroke [7]. Non-medical applications of BCIs can be used for

entertainment and feedback on alertness or drowsiness. Entertainment applications include

using BCIs to control computer games [8] or avatars [9]. BCIs can also be used to monitor

individuals’ alertness or drowsiness during work [10] or while driving [11] for safety reasons

and accident prevention.

BCIs can be classified as invasive or non-invasive depending on the method or modality
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used to collect the neuronal activity. The main invasive modalities are electrocorticography

(ECoG) and multielectrode arrays (MEA) [12]. The main advantage of invasive modalities

is their close or direct proximity to the brain allowing them to acquire high fidelity neuronal

signals. ECoG grids contain electrodes that can detect electrical signals from the brain and

can either be placed on the dura or in direct contact to the brain surface. One of the first

ECoG based BCIs allowed users to control a two-dimensional cursor [13]. MEA are made up

of needles that penetrate the brain’s surface allowing them to collect intracortical signals.

One of the first uses of MEA in humans allowed the control of a two-dimensional cursor, a

prosthetic hand and a robotic arm [14]. Invasive modalities tend to have high signal-to-noise

ratios (SNRs) and high spatiotemporal resolutions when compared to non-invasive modalities

however they require surgery. This may lead to side effects or complications including foreign

body rejection, scar tissue, inflammation and gliosis [15, 16].

There are numerous non-invasive modalities that utilize metabolic, magnetic or electrical

properties of the brain for their recordings [3]. They include functional magnetic resonance

imaging (fMRI), magnetoencephalography (MEG), near-infrared spectroscopy (NIRS) and

electroencephalography (EEG). fMRI measures changes in cerebral blood volume, flow and

oxygenation levels in response to neuronal activity using electromagnetic fields [17]. Their

main advantage is their high spatial resolution enabling localizing brain activity sources

[18]. However their slow temporal resolution of 1-2 seconds in addition to the delayed

metabolic response to neuronal activity of 3-6 seconds [19] has limited their use for real-

time BCIs. Subjects were able to alternate between activating two brain regions while

getting feedback of their activity on a graph using a fMRI-based BCI measuring blood

oxygenation levels [20]. MEG measures magnetic fields produced by by neuronal electrical

activity [21]. One of their main advantages is that the magnetic signals are less distorted

by the skull than electrical signals [22]. The first MEG-based BCI used motor imagery

(MI) to spell words [23]. NIRS measures cortical metabolic activity using infrared light. A

light source emits rays through the skull that can be used to measure changes in oxy and
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deoxy-hemoglobin concentrations. This is possible as both hemoglobin species have different

absorption spectra and therefore their concentrations can be measured by monitoring light

attenuation at different wavelengths using a detector. NIRS is a popular imaging choice

for BCIs due to its portability and affordability however it has a low spatial resolution [24]

and similar to fMRI measures a delayed metabolic response to neuronal activity [25]. One

of the first applications of NIRS-based BCIs was using motor imagery to select targets on

a screen [25]. EEG measures the potential difference at the scalp arising from synaptic

electrical activity of millions of cortical neurons [26]. It has good temporal resolution on

the order of milliseconds but a low spatial resolution due to a low number of electrodes as

well as the dispersion effect of intermediate layers including skin, skull and meninges [27].

In 1988, Farwell and Donchin presented an EEG-based BCI allowing individuals to control

an onscreen speller [5]. Owing to its high temporal resolution, comparative affordability and

portability, EEG is the most common imaging tool used for BCIs.

A BCI consists of multiple steps or stages between the user’s intentions and the control of the

external device. This includes signal acquisition, preprocessing, feature extraction/selection,

classification and a control interface [28]. This is typically followed by feedback to the user

forming a loop and allowing the user to modify their behavior in order to better control the

BCI. Each stage has complications and challenges that need to be addressed for the whole

system to operate. One of the main hurdles is finding a suitable machine learning (ML)

algorithm to classify the signals. There are numerous ML algorithms that have been used

and others that are being explored or have yet to be used for BCIs. Some of the well known

ones include linear discriminant analysis (LDA), support vector machines (SVM), k-nearest

neighbor (KNN), Bayesian classifiers and neural networks (NN). They all have advantages

and disadvantages but it can often be difficult to know which one to use for a particular

BCI control signal or application without trying out multiple algorithms which can be very

time consuming. Most research articles only address one or a couple of algorithms and are

usually targeted towards one specific application. Some studies have compared multiple ML
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algorithms for singular applications including gait decoding [29], motor imagery (MI) [30, 31]

and active brain state [32]. Other studies have assessed the performance of a single type of

ML algorithm on multiple applications. For example, a study tested NNs on motor, speech

imagery and error processing tasks [33]. A lot of these studies compare different subsets of

ML algorithms for different BCI tasks. This makes it difficult to find trends and directly

compare ML algorithms across different tasks and applications. Therefore, my objective in

this thesis is to directly compare several ML algorithms for two very common EEG control

signal types used for BCIs, P300 and sensorimotor rhythms, to offer a guide in the selection

process of a ML algorithm for a particular BCI application. Although this thesis will not test

all known ML algorithms and control signals used for BCIs, it can be used as a good starting

point for future works to build up on. Additionally, the knowledge may transfer over to

different control signals or applications and offer insights to similar or adjacent applications.
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Chapter 2

Background

The following sections detail previous research and background with regards to EEG-based

BCIs.

2.1 Control signals

Controlling a BCI requires a mental strategy or action also known as a control signal. Control

signals can be evoked or non-evoked meaning they can be elicited by an external stimulus or

via a conscious change in mental state respectively [34]. Two of the most common evoked

potentials are visual evoked potentials (VEPs) and P300 potentials. VEPs occur when a

visual stimulus causes an observable effect on an individual’s brain signals [35]. The stimulus

can range from checkered patterns or images to flickering lights. The most famous VEP is

the steady state visual evoked potential (SSVEP) which occurs in response to a light source

flickering at a constant frequency above 6 Hz [36]. SSVEPs result in neurons firing at the

same rate of the light source which can be observed as a sinusoidal signal on EEG. There

are different SSVEP stimuli patterns or strategies however the most common one consists of
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a graphical user interface with buttons/symbols/characters flickering at different frequencies

where the user can focus on the button they wish to select which can be detected and

controlled by a BCI. SSVEPs can be used for communication to control remotes, navigation

panels or spelling. They can also be used for controlling robotic orthoses or wheelchairs

for persons with motor disabilities. The advantages of using SSVEPs as control signals is

that they offer high information transfer rates (ITRs, 30-60 bits/min) and can be used with

relatively little to no training [36]. However they require users to stare at flashing lights for

long periods of time which can cause fatigue [37].

P300 potentials occur due to an unexpected stimulus resulting in an increase in measured

potential around 300 ms following the stimulus [5]. They are usually presented using the

oddball paradigm where the unexpected stimulus is presented infrequently among frequent

occurrences of non-target stimuli [38]. One of the well known applications using P300 po-

tentials is the P300-speller [5] where letters are presented onscreen in a grid with sets of

characters, typically the rows and columns, being flashed in a random or ordered fashion.

The user focuses on the letter they wish to select and a P300 potential results when the letter

is flashed. There are studies that average the potentials across multiple flashes to increase

their chances of detecting a P300 potential while others have attempted to decode potentials

from single flashes. Applications using P300 potentials have moderate ITRs (20-25 bits/min)

[3] and can also be used with little to no user training. Similar to SSVEPs, they also suffer

from prolonged gazing at screens which can cause user fatigue.

Sensorimotor rhythms are non-evoked signals that arise near the motor cortex during overt

or imagined movement. They involve oscillations in the mu and beta frequency bands and

are accompanied with increases in measured potential known as event related synchroniza-

tion (ERS) or decreases in potential, known as event related desynchronization (ERD) [39].

Studies have shown that imagined movement or motor imagery (MI) activate the same brain

regions during actual movement [40] making it possible for individuals with motor disabil-
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ities to use sensorimotor rhythms for BCI control. They have been used by individuals

with paraplegia or tetraplegia to control robotic arms or exoskeletons to assist with motor

functions. Sensorimotor rhythms do not require external stimuli making them useful for

real-world applications. However they typically result in low ITRs (3-35 bits/min) [3, 34]

with limited degrees of freedom and require lengthy training periods of weeks or months for

user control.

2.2 Applications

The applications of BCIs are numerous and include communication, locomotion, neuroreha-

bilitation, environmental control and entertainment which can be used by individuals with

disabilities or healthy users. There are non-BCI based methods to aid with communication

or locomotion including eye-tracking devices [41] or devices that use residual muscle control

[42] which can have higher ITRs than BCIs. However they become increasingly difficult to

use as the severity of ALS or level of LIS increases. In those cases where the subject’s mo-

tor control is severely affected, BCIs may be the only alternative to restore those functions

without assistance from others. One of the main hurdles faced by individuals with LIS is

their loss of communication abilities. There are a multitude of BCIs that have been used for

communication restoration purposes. A popular application is spelling where users can select

letters on a screen. One of the first EEG-based BCIs developed by Farwell and Donchin used

P300 potentials to spell [5]. Subjects were presented with a 6-by-6 grid containing letters and

characters. Rows and columns were flashed in a sequential order while the subject focused

on the intended character. When a row or column containing the character is flashed a P300

potential is elicited. By combining the row and column that elicited P300s, the character can

be decoded. Other BCI spellers have been developed using slow cortical potentials (SCPs)

[43] and SSVEPs [44]. Other communication oriented applications include moving cursors
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[45] and web browsing [46].

There have been numerous studies that have used BCIs to control motor-assistive devices for

users experiencing loss of motor control due to ALS, spinal cord injury (SCI) or stroke. A

popular method has been to use functional electrical stimulation (FES) where electrodes can

stimulate certain muscles to aid in movement. The stimulators can be controlled by a BCI to

bypass the injury and restore movement in the affected areas. Our group was able to assist

an individual with paraplegia in over-ground walking using a BCI-FES system in 2015 [47].

Another approach has been to use BCIs to control robotic arms, orthoses or exoskeletons

to aid with locomotion. While invasive modalities such as MEAs have shown more accurate

control with higher degrees of freedom [6], there have been an increasing number of studies

investigating the use of EEG for robotic-assistive devices [48].

Studies that have used BCIs to aid with movement have also reported that the brain can

adapt to the feedback via changes in neural connections [49]. This is promising for individuals

with stroke as new neuronal pathways can be formed to regain motor control or other brain

functions. This has opened up the field of using BCIs for neurorehabilitation. Studies have

shown that using BCI-controlled robotic orthoses coupled with physical therapy can lead to

motor recovery [50].

Individuals suffering with motor disabilities can also utilize BCIs to control basic environ-

mental functions such as TVs, lights and thermostats. For instance a study used residual

motor abilities in individuals with motor disabilities to control a TV, lights, a telephone as

well as other applications [51]. Historically BCIs have mainly been used for medical or ther-

apeutic reasons by impaired users however there has been growing interest in non-medical

applications for healthy individuals. Although most healthy people can communicate with

the outside world using motor functions at faster rates than with BCIs, BCIs may be able

to augment a user’s experience which is of particular interest to the entertainment industry.

People could use motor imagery (MI) or other control signals to control computer games [52]
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or humanoid robots [53].

2.3 Signal processing pipeline

The pipeline for BCIs usually consists of signal acquisition, preprocessing, feature extraction,

classification and an application interface [28]. Some of these steps may be omitted or

combined with other steps depending on the application or algorithms being used. For

instance, it is common to omit preprocessing and combine feature extraction, selection and

classification when using deep neural networks. Following signal acquisition, the data may

be preprocessed to reduce noise and remove artifacts. Artifacts in the EEG signal can

be biological or non-biological. Biological artifacts are organic sources of electrical signals

measured by EEG that don’t originate from neuronal processes in the brain. They include

eye movements or electrooculography (EOG), muscle activity or electromyography (EMG)

and heart rhythms or electrocardiography (ECG) [54]. Non-biological artifacts arise from

electrical sources in the environment including power line noise, electronic devices and poor

electrode impedances. Artifacts and noise can be minimized by detrending the data, using

various filters such as bandpass filters or using independent component analysis (ICA) to

omit certain artifacts. Detrending removes the baseline drift in short segments of data.

Filtering the data can omit noise that resides at certain frequencies such as 60 Hz power

line noise or low frequency drift below 1 Hz. ICA is a method that separates independent

sources contributing to a signal [55]. It can be used to extract sources of noise in the signal

and reconstruct the denoised signal.

Feature extraction methods typically reduce the dimensions of the data while amplifying

differences between classes. They include band power (BP) features [56], power spectrum

density (PSD) [57] and common spatial pattern (CSP) [58]. BP features are calculated by

summing the powers of frequencies in specific bands. They can be useful for control signals
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whose activities are known to lie in specific frequency bands such as alpha waves for eyes

open and closed tasks or mu and beta waves for sensorimotor rhythms. PSD is the power at

frequencies up to half the sampling frequency, also known as the Nyquist frequency. PSDs

are useful for control signals where the associated features are more evident in the frequency

domain than in the time domain. CSP transforms the data into a subspace that maximizes

the variance between classes.

2.4 Machine learning algorithms

Classification algorithms evaluate the extracted features and compute decision boundaries

in order to classify data instances into one of the class labels. They include linear discrimi-

nant analysis (LDA), support vector machines (SVMs), k-nearest neighbor (KNN), Bayesian

classifiers and neural networks (NNs). LDA is a linear classifier that creates a hyperplane

in the feature space to separate classes [59]. It produces the hyperplane that maximizes

the distance between the class means and the inter-class variance. It is computationally

efficient, typically used for binary BCI classifiers [3], and extendable to multi-class using

multiple hyperplanes. It doesn’t perform well when presented with outliers or noisy data. It

is commonly used in MI [60] and P300 [61] tasks.

SVM, like LDA, operates by creating hyperplanes to separate data into different classes. It

computes the hyperplanes by maximizing the margin in between the different classes [62].

The feature vectors that lie on the edges of the margin are known as support vectors. This

method creates a linear decision boundary and is known as linear SVM. There is also a

non-linear version of SVM for more complex problems where a non-linear decision boundary

is preferred. It is achieved by casting the data into a higher-dimensional space by deriving

new features from the original ones. A linear decision boundary is then used in the higher-

dimensional space to separate the classes. SVM is effective for high-dimensional datasets
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with small sample sizes which is characteristic of many BCI datasets. However like LDA, it

is not well suited for outliers and noisy data. SVM is a powerful algorithm popularly used

for BCI applications including MI [63] and P300 spellers [64]. A study also demonstrated

that SVM outperformed LDA in five different EEG mental tasks [65].

KNN classifies data by looking at the classes of its nearest neighbors in the feature space

[59]. It can produce non-linear decision boundaries and is very efficient with low-dimensional

data. It doesn’t perform well however with large or high-dimensional datasets. KNN has

been shown perform equally or better than SVM for some BCI tasks including MI [66] and

emotion or engagement level detection [67].

Bayesian classifiers use the Bayes rule to classify data points which works by assigning

probabilities of feature vectors belonging to each class [68]. The data point is then assigned

to the class with the highest calculated probability. They can produce non-linear decision

boundaries however are used less commonly for BCIs. There are different kinds of Bayesian

classifiers including Bayes quadratic and Hidden Markov models. Bayesian classifiers have

been used on sensorimotor rhythms and cursor movement applications in the BCI field

[69, 70, 71].

Finally neural networks were initially designed to mimic how the brain processes information.

They consist of layers of neurons that compute the weighted sum of neurons from the previ-

ous layer followed by a non-linear activation function [72]. They can learn complex patterns

from raw data reducing the need for hand engineered features. However they require a lot

of computing power as well as large training datasets. The simplest NN is a fully connected

neural network (FCNN) which consists of one or more hidden layers in between the input and

output layers where each neuron is connected to all neurons from the previous layer. There

are more complex architectures including convolutional neural networks (CNNs) and recur-

rent neural networks (RNNs). Neural networks have been receiving a lot of attention recently

within the BCI field and have outperformed other common ML algorithms. They’ve been
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commonly used for MI tasks in the literature outperforming popular algorithms including

SVM [73, 74] and filter bank common spatial patterns (FBCSP) [73, 75, 76]. Additionally,

studies have designed NN architectures that can generalize to multiple control signals and

paradigms [77, 78] with competitive results.

12



Chapter 3

Description of decoding algorithms

In this section, I will describe the concepts and mathematical calculations behind the de-

coding algorithms used in the following sections. All algorithms presented are trained using

supervised learning where the labels of the data are known. Additionally, all algorithms

will be described in the context of binary classification since there are two classes for both

datasets in the analysis.

3.1 CPCA+AIDA+Bayesian (CAB)

The first model is one that was established in our lab and has been successfully used in

multiple online BCI experiments. The model consists of three methods, classwise principal

component analysis (CPCA), approximate information discriminant analysis (AIDA) and

a Bayesian classifier. The initial two are used for feature extraction and dimensionality

reduction while the final one is used to classify the input. Principal component analysis

(PCA) rotates the data to produce orthogonal projections/components along the axes of

maximum variability in the data. This allows you to select only a few of the top components
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that explain the majority of the variability in the data and discard the rest. This helps

to get rid of noise in the data and reduces the dimensions for more efficient processing.

CPCA [79] extends this by producing multiple subspaces each with its own components

where each subspace is trained using data from one class and offset by the difference in class

means to account for subspaces whose components are almost parallel. This is beneficial

for multiclass problems as the method utilizes class-wise statistics to extract more useful

components for each class. New data is typically best represented in the subspace the data

belongs to however this isn’t always the case during classification. For a c-class problem, c

feature extraction matrices are produced by the method. Test data can then be projected

to each subspace and class specific probabilities can be calculated to determine the class the

data belongs to. AIDA [80] is another supervised feature extraction method that helps to

reduce the dimensionality of the data while maintaining or enhancing class separability. The

overall feature matrices are then the product of the feature matrices produced by CPCA and

AIDA. Let i be the number of subspaces, n be the dimension of each data sample and mi

be the size of the feature vector selected by the user, then the feature matrix Fi ∈ Rn×mi is

calculated as Fi = FCPCA
i FAIDA

i where FCPCA
i and FAIDA

i are the CPCA and AIDA feature

matrices respectively. For a given test data vector x̄, the feature vector x̄i ∈ Rmi is then

calculated as x̄i = F T
i x̄. The Bayes rule is then applied to determine the probability of the

feature vector belonging to each class wj for 1 ≤ j ≤ c where c is the number of classes in

each subspace

P (wi
j | x̄i) =

f(x̄i | wi
j)P (wj)

f(x̄i)
(3.1)

where P (wi
j | x̄i) are the posterior probabilities, P (wj) are the class prior probabilities, f(x̄i |

wi
j) are the class-conditional probability density functions (PDFs) estimated as Gaussian

densities in this case and f(x̄i) are the marginal distributions. The class with the highest

probability of the data belonging to is then determined using the maximum a posteriori rule
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as

J(i) = arg max
1≤j≤c

P (wi
j | x̄i) (3.2)

The predicted class is determined by finding the subspace that best discriminates the data,

calculated as

I = arg max
1≤i≤c

P (wi
J(i) | x̄i) (3.3)

making J(I) the predicted class.

3.2 Logistic Regression

Logistic regression can be thought of as an extension of linear regression. Linear regression

looks at the linear relationship between features to predict a continuous outcome. This can

be expressed with the equation ŷ =
∑n

i=1 wixi + b where n is the number of features. The

goal of logistic regression is to classify the inputs and therefore a discrete outcome is required

instead of a continuous one. This can be accomplished by predicting the probability of the

input belonging to each class. So instead of predicting a continuous variable y, we predict the

log odds expressed as ln p
1−p

for binary classification which ends up equating to p = 1
1+e−ŷ ,

commonly known as the sigmoid function. This results in a value between 0 and 1 where

one class is predicted above 0.5 and the other below 0.5. The error of the outcome can be

measured using a loss function which for logistic regression is the cross entropy loss function:

L(p, y) = − (y ln(p) + (1− y) ln(1− p)) . (3.4)
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For correct predictions p is close to y and the loss is small however when p is different from

y eg when y = 1 and p ≈ 0 the loss is very large. The log odds and cross-entropy functions

can be extended for multi-class problems. The weights w and bias b can then be optimized

to minimize the loss using gradient descent.

3.3 Neural networks

Neural networks were designed to mimic how the brain processes information via neuronal

connections. The main and simplest components of neural networks are neurons. Neurons

can have multiple inputs and one output. Each input is weighted to determine the importance

of the input to the outcome of the neuron. The weighted inputs are summed up and typically

applied to a nonlinear activation function. Often a term is added to the sum known as a

bias resulting in the output also known as the activation of the neuron. The function can

be expressed as

a = g

(
n∑

i=1

wixi + b

)
(3.5)

where a is the activation of the neuron, g is the activation function, n is the number of

input neurons, wi are the weights connected to the input neurons, xi are the activations

of the input neurons and b is the bias term. There are multiple activation functions with

the most common ones being the rectified linear unit (ReLU), the sigmoid function and the

hyperbolic tangent (Tanh). The simplest form of neural networks are fully connected neural

networks (FCNN) which are comprised of multiple layers of neurons between the input and

output of the model also known as hidden layers where each neuron in a layer is connected

to every neuron from the previous layer. The first layer consists of the input features and

the final layer is the output of the model which is used to predict the class labels. For binary

classification tasks the final layer is a single node with a sigmoid activation producing a value
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between 0 and 1. This value can be thought of as the probability of the input belonging to

the class with label 1. Similar to LR one class is predicted for values under 0.5 while the

other class is predicted for values greater than 0.5.

The learnable parameters of the model are the weights and biases of each neuron which are

trained using the backpropagation algorithm. To understand backpropagation, we first need

to talk about gradient descent which is the method used to reduce the error associated with

the predicted value. The error of the model can be determined using a loss function which

measures how far off the predicted value is from the class label. The loss can be calculated

for each sample or over multiple samples in which case it is termed the cost function. A

common loss function used for classification problems is the cross-entropy loss function (Eq

3.4), also used in logistic regression. The closer the class labels and predicted values are the

lower the cost making this function a good proxy to the performance of the model. As this

is a function of the output of the model it also follows that it is a function of the weights and

biases of the model. Therefore by taking partial derivatives of the weights and biases with

respect to the cost we can compute the effect of small changes in the weights on the cost and

slightly increment or decrement them to lower the cost. This is known as gradient descent

as we are moving in a direction opposite of the gradient to reduce the cost. The equation to

change the weights in order to reduce the cost using gradient descent can be represented as

Wi = Wi − α
∂J

∂Wi

(3.6)

where Wi is the ith weight, α is known as the learning rate and ∂J
∂Wi

is the partial derivative of

the cost J with respect to weight Wi. The minus sign before the partial derivative indicates

that we are moving in the direction opposite of the derivative therefore lowering the cost and

the learning rate affects the step size or the magnitude of change to the weight. To better

understand this we can imagine a graph where the cost function is a hyperplane and the

axes are the cost, weights and biases of the model. We can use a simple example of a 3D
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graph where the x and y axes are weights, say W1 and W2, and the z-axis is the cost. The

surface of the cost function would have minimas and maximas in relation to the weights.

Therefore gradient descent can be thought of as a ball rolling on the function surface till it

reaches a trough. Since the surface contains multiple minimas which only increase with the

number of dimensions as the number of weights increase, gradient descent typically leads to

a local minima and not the global minima. However for multidimensional complex problems,

there are typically multiple minimas that result in adequate performance so reaching one of

those minimas is sufficient. The backpropagation algorithm starts by computing the partial

derivative of the cost function with respect to the predicted value. Then using the chain rule

the partial derivative of the cost with respect to the weights in the previous layer can be

computed. And by continuing to use the chain rule the partial derivatives can be computed

back to the weights of the first layer. This process of moving back through the layers of the

network is where backpropagation gets its name from. By using batches of training samples

this process can be repeated several times to lower the cost and optimize the parameters of

the model.

3.3.1 Convolutional Neural Networks

One of the most prevalent neural network architectures are CNNs. They have shown great

success in multiple fields but are most known for their image processing capabilities. CNNs

consist of convolutional layers each composed of multiple filters that, as the name suggests,

convolve over the input array and are multiplied elementwise with the portion of the image

they are over. This can be expressed for a 2D input and filter as

S(x, y) =
k∑

i=1

l∑
j=1

I(x+ i, y + j)F (i, j) (3.7)
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where I(x, y) is the value at position (x, y) of the input array, F is a 2D filter with the size

k × l, and S(x, y) is the the sum or convolution output. Similar to feedforward networks, a

bias term is often added to the sum and an activation function is applied to the output. In

this sense, the components of the filters can be seen as the weights in the conventional FCNN

model. One could wonder, why don’t we just flatten the image into a tall vector and process

it using a FCNN? There are multiple benefits that make CNNs superior to FCNNs when it

comes to processing multidimensional arrays. Firstly they preserve the spatial aspect of the

data enabling the network to capture spatial features in the array. Next, the filter elements or

weights are reused throughout the array allowing the network to generalize features located

in different locations of the array. Reusing the same weights also greatly reduces the number

of parameters the network needs to learn, speeding up the computation during training.

Filters can have as many dimensions as the input arrays. The output of the convolution can

either be the same size as the input or smaller. To obtain an output with the same size, the

input array is padded with zeros in order to make it larger so that it shrinks to its original

size following convolution. Typically a pooling layer is applied after each convolution layer.

Pooling layers combine values in order to reduce the dimensionality of the data. The two

most common types of pooling are average pooling and max pooling where average pooling

averages all the values over a portion of the image and max pooling replaces the portion with

its maximum value. The benefits of having a pooling layer is to reduce the dimensionality

of the data therefore reducing the number of parameters of the model and speeding up the

computation. Additionally they help to further extract features from the data especially in

the case of max pooling as it reduces the noise of low valued and insignificant activations.

CNNs usually consist of multiple pairs of convolution and pooling layers. The first layers

typically extract low level features such as lines, edges or simple shapes in images whereas

the deeper layers extract more abstract and high level features of the image such as eyes,

ears or other facial features for facial recognition tasks. The output of the last convolution

layer is then usually flattened and fed to a standard feedforward network for classification
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purposes.

3.3.2 Recurrent Neural Networks

The second most common type of neural networks are RNNs. The main advantage of

RNNs is that they are able to store memory of previously encountered inputs and use that

information in the decision of future outputs. They do this by storing a hidden state which

is updated after each input is fed to the network. This makes RNNs great at processing

temporal sequences, they are especially known for language processing. The hidden state is

computed using the following equation:

ht = f (wxxt + whht−1 + bh) (3.8)

where f is the activation function, wx is the input weight matrix, xt is the input at time t, wh

is the hidden state weight matrix, ht−1 is the hidden state at the previous time step and bh

is the hidden state bias vector. This expression is similar to the computation of activations

in a feedforward neural network with the addition of whht−1 which is the weighted hidden

state from the previous time step. The output is then computed from the hidden state as

follows:

yt = f (wyht + by) . (3.9)

There are many types of RNNs including one-to-one, one-to-many, many-to-one and many-

to-many. For our binary classification task, a many-to-one RNN is used that produces a single

output, corresponding to the predicted class label, for multiple inputs. Backpropagation

works in the same way as in a feedforward model with an additional temporal component.

The weights are updated by applying the chain rule back through previous timesteps which

is known as backpropagation through time. One of the major issues in training RNNs is the
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vanishing gradient problem. As the number of timesteps in the model increases the further

back you need to backpropagate to update the weights. This means you need to multiply

multiple gradients together which are often less than 1 as in the case of sigmoid or Tanh

activation functions which reduces the update value of the weights down to 0 hence you can

reach a point where the weights are updated very slowly. There are a couple of architectural

solutions to this problem with the most common 2 being gated recurrent units (GRUs)

and long-short term memory (LSTM) units. These are more advanced recurrent units that

include additional elements known as gates that control what information to retain from

the input and hidden states and what to discard. GRUs contain a reset and update gate

which control how much information to retain from the hidden state and how much of the

new information from the input to incorporate respectively. Similarly LSTMs contain three

gates which are the input, output and forget gates which perform a similar function to GRU

gates.

3.4 SVM

The objective of the SVM algorithm is to find a hyperplane or multiple hyperplanes in the

case of multiclass problems that separate the data belonging to each class while maximizing

the margin between the classes. This ends up being a line in 2-D, a plane in 3-D or a

multidimensional hyperplane in higher dimensions. The equation of the hyperplane is wTx+

b = 0 where the positive class is predicted if wTx+b ≥ 0 and the negative class if wTx+b < 0.

The closest points perpendicular to the decision boundary for each class become support

vectors. For mathematical convenience, the hyperplane equation is scaled so that wTx+b = 1

for support vectors in the positive class and wTx + b = −1 in the negative class. Therefore

the width of the margin between support vectors in each class is 2
||w|| where ||w|| is the

euclidean norm of w. The objective then becomes to maximize 2
||w|| which is also the same
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as minimizing ||w|| within the constraints of keeping the training data out of the margin and

in their respective classes which can be expressed as yi
(
wTxi + b

)
≥ 1 where y is -1 for the

negative class and +1 for the positive class. If all the training data is linearly separable then

the margin is known as a hard margin. Most of the time however this is not the case and

the margin becomes a soft margin as some data points lie on the wrong side of the decision

boundary. The optimization constraint is then modified to yi
(
wTxi + b

)
≥ 1 − ζi where ζi

is a non-negative tunable parameter known as a slack variable allowing the constraint to be

met when data points fall on the wrong side of their margin line. ζi can be an arbitrarily

large number to ensure all points meet the constraint requirement however this increases the

tolerance of misclassified points which is not desired. To avoid this a regularization term is

added to penalize the model for high ζ values. The optimization equation then becomes

minimize
1

2
||w||2 + C

m∑
i=1

ζi (3.10)

where m is the number of samples and C is the regularization term. If C is very large then

the model will be sensitive to misclassifications and overfit to the training data. On the other

end if C is very small the model will have a larger margin however it will likely underfit to the

data. This optimization problem is solved using Lagrangian multipliers which we won’t cover

the specific maths of here. However the final solution of the Lagrangian problem contains

a summation over all xi · xj which are dot products between each pair of sample points.

This term can be rewritten as k(xi, xj) = xi · xj called a kernel function which is useful

as we extend the method to non-linearly separable data. For most problems, the classes

require non-linear hyperplanes to optimally separate the data. To achieve this, the solution

is computed in a higher dimension where the data are linearly separable. This is done by

using a kernel function that computes the feature dot products in another space without

having to compute the transformation of the data into the other space. Popular kernels

are linear: k(xi, xj) = xi · xj, polynomial: k(xi, xj) = (xi · xj + c)d and RBF (Radial Basis
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Function): k(xi, xj) = exp (−γ||xi − xj||2). RBF is the most popular kernel as it results

in a complex boundary by transforming the data into an infinitely dimensional space. The

constant γ is a regularization term, small values of γ reduce the complexity of the boundary

resembling a linear boundary whereas large values of γ increase the complexity however may

lead to overfitting.

3.5 KNN

KNN is a simple algorithm however it can powerful and is often used for low dimensional

data. There is one primary selectable variable k corresponding to the number of neighbors

used to classify the data. The algorithm selects the k closest neighbors using euclidean

distance as the distance measure and predicts the class with the highest occurrence among

the neighbors. One modification to this method is weighing each neighbor proportionally

to the inverse of its distance giving higher priority to closer neighbors. Low values of k

result in noisy predictions while high values of k increase the prediction confidence however

blur the class boundaries. KNN usually performs well with low dimensional data however

at high dimensions all points start becoming equidistant to all other points rendering KNN

ineffective.
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Chapter 4

A comparative analysis on P300

signals

4.1 Methods

4.1.1 Dataset Description

This dataset consists of data collected from 7 able bodied individuals. Each subject has a

variable number of sessions ranging from 1-12 with a mean of 4.875. During each session

the subject was instructed to focus on a single character on an onscreen speller for 30s. The

speller contains 42 letters/characters arranged in a 6x7 grid (Figure 4.1). During this time

characters were flashed in a semi-random fashion in groups of 6. Characters were randomly

organized into the groups with preference to more common characters appearing in the

earlier groups. More detail on this grouping algorithm can be found in [1]. All 7 groups,

each containing 6 characters, were flashed sequentially to cover all 42 characters in the grid.

The ratio of occurrence of P300 potentials (oddballs) to absence of P300 potentials (non-
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oddballs) is therefore 1:6 since only one group out of the seven contained the target character.

Following one traversal of the grid, the groups were re-randomized and the characters were

flashed again. This procedure was repeated for the 30s duration. There was a brief break

after and then the subject was instructed to focus on a different character. This procedure

was repeated for 10 different characters and each session lasted for ∼ 6.5 mins. Trials of

400ms from the start of each flash were segmented. The time between flashes or the inter-trial

interval was 400ms and the duration of each flash was 250ms. A 19-channel EEG cap was

used to collect data where the channels were arranged according to the 10-20 International

standard. Data was only collected from a subset of 8 channels (C3, Cz, C4, P3, Pz, P4, O1,

O2) covering the central, parietal and occipital regions of the brain. The data was bandpassed

between 1-35 Hz and digitized at a sampling rate of 200 Hz using Biopac amplifiers and the

MP150 acquisition system. Therefore each 400ms trial resulted in a data matrix of 8x80

corresponding to the number of channels by time points. More details of the experimental

procedure and data collection can be found in [1]. The objective of the classifier is to classify

each trial as oddball or non-oddball by detecting a P300 potential in the oddball trials.

4.1.2 Pre-processing

As mentioned above, data was segmented into 400ms trials from the stimulus onset. As

the P300 potential is a low frequency change in amplitude and since each trial contains one

instance of a P300 potential, it makes more sense to keep the data in the time domain rather

than switching to the frequency domain. The data was z-score normalized to avoid a bias

towards certain features/data points in the dataset.
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Figure 4.1: Layout of the P300-speller grid. Adapted from [1].

4.1.3 Model parameters

A subset of the dataset (4 out of 39 sessions) was used as a validation set to optimize the

parameters/hyperparameters used by the different algorithms.

CAB

The components retained during the CPCA procedure are ones whose corresponding eigen-

value is greater than the mean of all eigenvalues. The size of the feature vector resulting

from the AIDA procedure is chosen to be 1. A linear PDF was used for the classifier and
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the priors were empirical representing the probability of observing each class in the training

data.

LR

The LogisticRegression class in the scikit learn library was used to train the LR algorithm.

A coordinate descent algorithm was used as the optimizer for the LR model which is similar

to gradient descent.

NN

The Keras library was used to train the NN models. A FCNN and a CNN were developed

and tested on the data. The hyperparameters that were tuned included the learning rate,

weight decay, batch size, number of epochs, number of fully connected layers, number of

hidden units in each layer, batch normalization, dropout rate, kernel regularization, number

of convolutional layers, number of filters in each convolutional layer, and filter shape for each

convolutional layer.

The FCNN model consists of 1 hidden layer followed by the output layer. The architecture

is outlined in Table 4.1. The input matrix of shape (8,80) is flattened to a vector of shape

(640,1). The vector is connected to a fully connected layer also known as a Dense layer with

64 nodes. The outputs of the Dense layer are passed on to a batch normalization layer.

Batch normalization is a two step process that initially normalizes the data to their z-score

value. The normalized values are then linearly transformed as follows:

Z = γ ∗ Z(i)
norm + β (4.1)

where Z
(i)
norm are the normalized features and γ and β are two learnable parameters that
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scale and shift the features. A ReLU activation is then applied to the output vector and a

dropout layer is used to reduce over fitting. The activations are then passed to a Dense layer

with 2 nodes with a softmax activation that predicts the likelihood of the sample belonging

to each class.

Table 4.1: Fully connected neural network architecture for P300 dataset.

Layer Layer type # nodes # parameters Output dimension Activation function

1 Input (8,80)
Flatten (640,1)

2 Dense 64 41,024 (64,1)
BatchNorm 256 (64,1)
Activation (64,1) ReLU
Dropout (64,1)

Classifier Dense 2 130 (2,1)
Activation (2,1) Softmax

The CNN consists of 3 convolutional layers followed by 1 fully connected layer and the

output layer (Table 4.2). The (8,80) matrix input is fed to a convolutional layer with 32

filters of size (8,1) spanning the entire channel or spatial dimension to produce a (1,80,32)

matrix. This layer therefore computes spatial relations and can help in identifying important

channels for the classification task. The output is then fed to a batch normalization layer

and activated with the ReLU function. The matrix is then passed to a Maxpool layer with

a (1,2) filter that replaces every 2 consecutive data points in the time dimension with their

maximum value. This reduces the dimension of the data while keeping the most important

activations with the highest values. There are another two blocks of convolution consisting of

a convolutional, batch norm, activation and max pool layers operating in the time dimension

using convolution filter sizes of (1,10). The final output from the last convolutional block

with size (1,3,128) is then flattened and passed to a fully connected block consisting of a 64

node Dense, batch normalization, activation and dropout layers. The final layer is a 2 node

Dense layer with a softmax activation to classify the data.
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Table 4.2: Convolutional neural network architecture for P300 dataset.

Layer Layer type # nodes # filters Filter size # parameters Output dimension Activation function

1 Input (8,80)
2 Conv2D 32 (8,1) 288 (1,80,32)

BatchNorm 128 (1,80,32)
Activation (1,80,32) ReLU
Maxpool (1,2) (1,40,32)

3 Conv2D 64 (1,10) 20544 (1,31,64)
BatchNorm 256 (1,31,64)
Activation (1,31,64) ReLU
Maxpool (1,2) (1,15,64)

4 Conv2D 128 (1,10) 82048 (1,6,128)
BatchNorm 512 (1,6,128)
Activation (1,6,128) ReLU
Maxpool (1,2) (1,3,128)

5 Flatten (384,1)
Dense 64 24640 (64,1)
BatchNorm 256 (64,1)
Activation (64,1) ReLU
Dropout (64,1)

Classifier Dense 2 130 (2,1)
Activation (2,1) Softmax

SVM

The SVC class in the scikit learn library was used to train the SVM algorithm. After

comparing the results on the validation set using different kernels, the RBF kernel was

found to perform the best and is used for the SVM model. The value of the regularization

parameter C was selected as 100 and the RBF kernel coefficient gamma was selected as

0.0001.

KNN

The KNeighborsClassifier class in the scikit learn library was used to train the SVM algo-

rithm. The value of k indicating the number of neighbors was selected to be 8 and neighbors

were weighted based on their distance meaning closer neighbors had higher influence on the

decision than further neighbors.
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4.1.4 Within subject cross-validation

The number of trials per session ranged from 593 to 740. Trials from each session were

randomly shuffled and split evenly into 10 folds. A 10-fold stratified cross-validation was

performed on data from each session where 1 fold was used as the validation set while the

remaining 9 folds were combined to form the training set. This was repeated till each fold

had been held out for validation. This was repeated 10 times to test on alternate shuffles of

the data.

4.1.5 Leave-one-subject out

Next, all runs for each subject were combined and a leave one out cross validation across

subjects was performed where one subject’s data would be held for validation while the data

from the remaining 7 subjects were used for training. This was repeated till all subjects were

used as the validation set.

4.1.6 Performance metrics

To determine the effectiveness of each classifier and to be able to compare them to each other,

we need to calculate performance metrics for the different classifiers across the datasets.

The chosen metrics were accuracy, precision, recall and F1 score defined using the following

equations:

Accuracy =
TP + TN

TP + FP + TN + FN
(4.2)
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Precision =
TP

TP + FP
(4.3)

Recall =
TP

TP + FN
(4.4)

F1 score = 2× Precision×Recall

Precision+Recall
(4.5)

where TP, FP, TN and FN stand for true positives, false positives, true negatives and

false negatives respectively.

4.1.7 Statistical analysis

To test if differences in performance metrics are significant between the different algorithms

an appropriate statistical test needs to be used. While common methods include the para-

metric paired Student t-test [81] or the non-parametric Wilcoxon signed-rank test [82], those

methods test for difference between two sets of data. To test for differences between mul-

tiple classifiers a multiple hypotheses statistical test needs to be used. It is generally not

recommended to run single hypothesis tests such as the t-test between all set pairs of data

as it is expected to randomly reject a few null hypothesis by chance when running multiple

tests. ANOVA is a common multiple hypotheses test that looks for differences between the

sets of data and rejects the null hypothesis if the variability between datasets is sufficiently

large. ANOVA is however a parametric test and makes assumptions including that the data
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is normally distributed, data samples are independent of each other and that the datasets

have similar variance. A non-parametric equivalent to ANOVA is the Friedman test which

ranks each dataset for every sample of data and computes the average rank for each dataset.

The null hypothesis states that the average ranks are equal between datasets and is rejected

when they are not. If the null hypothesis is rejected, the post-hoc Nemenyi test can be used

to compare all pairs of datasets to compute which are significantly different from each other.

4.1.8 Visualization techniques

The weights or coefficients learned by each algorithm can be visualized as a matrix with the

same shape as the input to identify the most important regions used to discriminate the

classes. This cannot be performed for KNN however since it is a non-parametric algorithm

meaning it doesn’t learn parameters based on the training data and therefore has no coef-

ficients to visualize. Apart from NNs, the algorithms are linear and therefore each input

feature has a corresponding coefficient which can be displayed in the matrix input format

of channels x time. Although a non-linear RBF kernel is used for our SVM model, it is

substituted with a linear kernel for the visualization to obtain coefficients in the original

dimension space. Since NNs are non-linear and have multiple layers of weights, we can’t

correspond each input feature with a coefficient. A method called activation maximization

was used instead to identify important features. This method works by iteratively modifying

the input to the model with the aim of maximizing the likelihood of the input belonging to a

certain class. This can give us an idea of which input features are deemed more important in

deciding which class the input belongs to. However this method is not a direct visualization

of the model coefficients in contrast to the other algorithms and results can vary depending

on the parameters used to modify the input as well as the number of iterations used for the

optimization.
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4.2 Results

4.2.1 Within subject cross-validation

The 10x10 fold cross-validations performed on each session are averaged for each subject

and the mean accuracies are reported in Table 4.3. The Friedman test is significant with

a p-value of 1.49e-20 indicating that there are differences in accuracy between the different

classifiers. The Nemenyi test indicates that KNN is outperformed by all other algorithms.

The CAB algorithm outperformed the CNN & SVM algorithms and FCNN outperformed

SVM. The full cross-validation results for each session are given in Appendix A.

Table 4.3: Mean session 10-fold cross validation accuracies for each subject using different
algorithms. Values in bold indicate the highest mean accuracies for each subject.

Subject N sessions CAB LR FCNN CNN SVM KNN

1 8 94.34 ± 3.57 95.91 ± 1.30 95.73 ± 1.06 95.51 ± 1.13 94.99 ± 1.67 88.17 ± 0.68
2 2 88.68 ± 0.95 89.08 ± 0.60 90.93 ± 0.23 89.98 ± 0.10 90.10 ± 0.30 86.57 ± 0.61
3 3 94.47 ± 1.66 93.42 ± 2.44 93.82 ± 1.93 93.68 ± 1.44 93.27 ± 2.12 87.49 ± 0.66
4 1 92.74 ± 0.00 90.98 ± 0.00 91.76 ± 0.00 91.92 ± 0.00 90.66 ± 0.00 88.11 ± 0.00
5 6 94.17 ± 0.72 92.98 ± 1.61 93.72 ± 0.88 93.61 ± 0.77 93.22 ± 0.98 87.00 ± 0.75
6 12 95.53 ± 1.54 94.82 ± 2.37 95.30 ± 1.46 94.67 ± 1.60 94.78 ± 1.74 87.61 ± 1.34
7 5 90.35 ± 1.16 89.97 ± 0.84 90.82 ± 0.66 90.02 ± 0.56 90.13 ± 1.18 85.22 ± 0.58
8 2 88.69 ± 0.29 88.84 ± 0.22 89.42 ± 0.32 87.66 ± 0.30 89.39 ± 0.50 85.21 ± 0.18

LR has higher recall scores than all other algorithms and KNN has lower scores than all

other algorithms according to the Friedman and Nemenyi tests.

Table 4.4: Mean session 10-fold cross validation recall scores for each subject using different
algorithms. Values in bold indicate the highest mean recall values for each subject.

Subject N sessions CAB LR FCNN CNN SVM KNN

1 8 68.26 ± 26.79 85.68 ± 5.16 77.48 ± 7.93 77.74 ± 8.87 74.88 ± 13.03 22.25 ± 7.87
2 2 35.39 ± 11.39 63.42 ± 2.76 51.86 ± 2.43 53.94 ± 0.63 57.88 ± 3.07 18.01 ± 8.10
3 3 73.26 ± 7.43 76.98 ± 8.44 68.45 ± 10.02 72.30 ± 6.33 72.41 ± 8.83 18.49 ± 5.56
4 1 62.92 ± 0.00 68.76 ± 0.00 58.99 ± 0.00 63.71 ± 0.00 61.12 ± 0.00 27.87 ± 0.00
5 6 69.91 ± 5.74 75.37 ± 5.64 67.08 ± 5.04 70.30 ± 5.15 70.12 ± 4.49 14.72 ± 4.63
6 12 78.38 ± 7.33 84.27 ± 6.79 77.05 ± 7.15 77.06 ± 6.82 77.96 ± 6.16 19.43 ± 10.30
7 5 51.68 ± 6.15 62.30 ± 2.94 51.31 ± 4.31 54.38 ± 3.27 54.06 ± 6.94 2.74 ± 1.68
8 2 43.81 ± 1.24 59.34 ± 0.28 42.14 ± 0.33 39.23 ± 0.09 49.28 ± 1.39 4.48 ± 1.23

CAB and FCNN have higher precision scores than all other algorithms. CNN and SVM have
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higher precision scores than LR.

Table 4.5: Mean session 10-fold cross validation precision scores for each subject using differ-
ent algorithms. Values in bold indicate the highest mean precision values for each subject.

Subject N sessions CAB LR FCNN CNN SVM KNN

1 8 91.32 ± 4.41 86.07 ± 5.62 91.60 ± 3.39 89.98 ± 3.35 88.83 ± 3.86 85.40 ± 6.62
2 2 71.95 ± 0.52 61.84 ± 1.46 77.91 ± 0.88 69.78 ± 1.11 68.53 ± 0.29 61.95 ± 0.84
3 3 86.59 ± 6.51 77.73 ± 9.04 85.73 ± 6.07 82.13 ± 5.02 79.17 ± 7.26 80.43 ± 3.06
4 1 82.35 ± 0.00 68.54 ± 0.00 77.94 ± 0.00 76.00 ± 0.00 70.13 ± 0.00 71.43 ± 0.00
5 6 86.87 ± 1.11 75.49 ± 6.12 85.65 ± 2.87 82.31 ± 2.03 80.11 ± 4.05 73.04 ± 10.96
6 12 89.19 ± 4.69 81.09 ± 8.74 88.70 ± 4.26 84.53 ± 5.25 84.67 ± 6.56 78.87 ± 13.03
7 5 73.77 ± 4.82 66.59 ± 3.79 77.76 ± 2.75 70.17 ± 1.88 70.74 ± 4.18 41.57 ± 25.77
8 2 66.18 ± 0.96 61.58 ± 0.80 73.09 ± 2.77 60.82 ± 2.25 68.23 ± 2.44 35.06 ± 7.79

All algorithms have higher F1 scores than KNN and LR has higher F1 scores than SVM.

Table 4.6: Mean session 10-fold cross validation F1 scores for each subject using different
algorithms. Values in bold indicate the highest mean F1 values for each subject.

Subject N sessions CAB LR FCNN CNN SVM KNN

1 8 73.28 ± 26.57 85.76 ± 4.47 83.64 ± 4.96 83.02 ± 5.52 80.41 ± 8.87 34.35 ± 9.07
2 2 46.40 ± 10.47 62.62 ± 2.10 62.22 ± 1.47 60.83 ± 0.02 62.72 ± 1.93 26.96 ± 9.91
3 3 79.31 ± 6.89 77.35 ± 8.69 76.00 ± 8.54 76.88 ± 5.75 75.62 ± 8.13 29.72 ± 7.54
4 1 71.34 ± 0.00 68.65 ± 0.00 67.15 ± 0.00 69.31 ± 0.00 65.32 ± 0.00 40.10 ± 0.00
5 6 77.34 ± 3.71 75.42 ± 5.84 75.19 ± 4.20 75.77 ± 3.70 74.76 ± 4.13 24.15 ± 6.65
6 12 83.38 ± 6.08 82.60 ± 7.66 82.40 ± 5.87 80.60 ± 6.10 81.16 ± 6.24 29.96 ± 12.79
7 5 60.71 ± 5.75 64.37 ± 3.29 61.76 ± 3.69 61.26 ± 2.76 61.16 ± 5.75 5.05 ± 3.23
8 2 52.72 ± 1.20 60.44 ± 0.53 53.44 ± 0.47 47.68 ± 0.62 57.23 ± 1.79 7.93 ± 2.14

Figure 4.2 displays the features of interest for the different algorithms trained on data from a

single session. There are a lot of common features of interests shared between the algorithms.

There’s a prominent region of interest around 200-300ms for CAB, LR and SVM at O1

which likely corresponds to the N200 potential [83]. This region is absent from the FCNN

and CNN algorithms which may potentially be explained by the algorithms not identifying

these regions as discriminative, or deeming other features more relevant and having higher

discriminative power or the activation maximization method didn’t pick up on all the regions

of interest for those algorithms. All of the algorithms identified a region of interest around

200ms at Pz with varying degrees which likely corresponds with the P200 potential [83]. All

algorithms additionally identified P4 at 300ms as a region of interest which likely corresponds

to the P300 potential. The feature maps for the NN algorithms are noticeably noisier than
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Figure 4.2: Coefficients or weights for each algorithm after training. (A) FCNN activation
maximization image. (B) CNN activation maximization image. The other three images show
the coefficients for (C) SVM, (D) LR and (E) CAB. All coefficients have been scaled to be
between 0 and 1, where the warmer colors on the images represent features of interest.

the other feature maps and highlight regions that aren’t known to be associated with the

P300 potential and are absent from the majority of other feature maps, including some

channels such as C3, Cz and O2 below 100ms. This could be explained by non-optimal

parameter selection for the activation maximization algorithm or it could be an indication
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of overfitting which is also evident by the fact that training accuracies were generally greater

than validation/test accuracies.

4.2.2 Leave-one-subject out

For inter-subject testing, all sessions for each subject are combined and an 8-fold cross

validation is performed where each fold consists of all the data for one subject. It is important

to note that the chance level for this dataset is not 50% since the ratio of non-oddballs to

oddballs is 6:1. Therefore the chance level is 6/7 or 85.71%. Due to the smaller sample

size of 8 for each algorithm in the inter-subject cross-validation scheme, the power of the

statistical tests is reduced and the only significance was found between SVM and KNN with

SVM having the higher accuracy scores. However there are still a couple of observations to

be made including that most of the KNN scores are very close to chance level and with the

exception of subject 1, CAB evaluated all the data as non-oddballs making the accuracies

equal to chance level.

Table 4.7: Leave-one-subject out accuracies, where the data from all subjects except for the
test subject were combined for training of the algorithms. FCNN and CNN were trained 10
times with random initialization and their mean scores and standard deviation are reported.
Values in bold represent the highest scores for each test subject.

Subject N sessions CAB LR FCNN CNN SVM KNN

1 8 91.63 88.08 90.71 ± 0.50 89.84 ± 0.99 91.79 85.54
2 2 85.55 85.68 85.61 ± 0.14 85.72 ± 0.19 85.34 85.34
3 3 85.41 90.27 90.30 ± 0.56 89.60 ± 0.68 91.32 86.91
4 1 85.65 89.03 88.37 ± 0.85 84.44 ± 1.33 89.52 86.61
5 6 85.67 88.31 87.90 ± 0.56 87.86 ± 1.10 88.04 85.82
6 12 85.57 85.09 90.47 ± 0.37 90.23 ± 1.25 89.31 86.96
7 5 85.44 89.36 89.39 ± 0.27 88.19 ± 0.66 89.42 84.70
8 2 85.62 85.75 85.71 ± 0.16 85.16 ± 0.69 85.75 85.27

The majority of CAB recall scores are 0 as there are no true positives with the exception of

subject 1 as the test dataset. All algorithms with the exception of KNN have statistically
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higher recall scores than CAB. LR additionally has statistically higher scores than KNN.

Table 4.8: Leave-one-subject out recall scores, where the data from all subjects except for
the test subject were combined for training of the algorithms. Values in bold represent the
highest scores for each test subject.

Test Subject N sessions CAB LR FCNN CNN SVM KNN

1 8 62.74 72.24 62.98 55.08 63.24 7.48
2 2 0.00 5.69 2.75 3.27 1.42 2.37
3 3 0.00 54.83 56.85 57.54 58.57 15.26
4 1 0.00 56.18 49.78 26.52 57.30 11.24
5 6 0.00 20.14 16.70 18.30 16.87 2.24
6 12 0.00 81.72 73.81 66.19 81.64 17.16
7 5 0.00 34.27 34.57 30.86 35.58 9.74
8 2 0.00 4.76 3.76 6.48 2.86 3.33

Again the precision scores for CAB with the exception of subject 1 are 0 as there are no true

positives. FCNN and SVM scores are statistically higher than CAB scores.

Table 4.9: Leave-one-subject out precision scores, where the data from all subjects except
for the test subject were combined for training of the algorithms. Values in bold represent
the highest scores for each test subject.

Test Subject N sessions CAB LR FCNN CNN SVM KNN

1 8 75.11 56.83 69.71 68.29 75.84 49.17
2 2 0.00 54.55 54.55 63.64 33.33 38.46
3 3 0.00 71.84 70.82 66.79 76.42 75.38
4 1 0.00 63.29 61.97 43.64 65.38 71.43
5 6 0.00 92.13 93.27 86.18 98.00 65.00
6 12 0.00 49.02 64.96 66.11 59.44 69.58
7 5 0.00 82.43 82.59 72.05 81.20 39.69
8 2 0.00 55.56 53.33 41.18 60.00 36.84

With the exception of subject 1, CAB’s F1 scores are 0 due to the recall and precision scores

being 0. LR, FCNN and SVM have statistically higher F1 scores than CAB.
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Table 4.10: Leave-one-subject out F1 scores, where the data from all subjects except for
the test subject were combined for training of the algorithms. Values in bold represent the
highest scores for each test subject.

Test Subject N sessions CAB LR FCNN CNN SVM KNN

1 8 68.37 63.61 66.17 60.98 68.97 12.98
2 2 0.00 10.31 5.24 6.22 2.72 4.46
3 3 0.00 62.19 63.07 61.82 66.32 25.38
4 1 0.00 59.52 55.21 32.99 61.08 19.42
5 6 0.00 33.05 28.33 30.19 28.78 4.33
6 12 0.00 61.28 69.10 66.15 68.79 27.53
7 5 0.00 48.41 48.74 43.21 49.48 15.64
8 2 0.00 8.77 7.02 11.20 5.46 6.11

4.3 Discussion

From looking at the accuracy scores for the 10x10 session cross-validations we can deduce

that CAB and FCNN were the two best performing algorithms from the statistical tests and

given that they have the highest average scores for 7 out of the 8 subjects. KNN didn’t

perform very well which can be expected since it’s performance usually deteriorates as the

dimensions of the input increases since data points become more equidistant to each other

in high dimensional space. LR had higher recall scores than all other algorithms meaning it

had a better chance of classifying an oddball correctly. This result tells us that LR weighs

correct oddball classification more than the other algorithms. Since the ratio of oddballs to

non-oddballs in each session’s data is 1:6, most algorithms are biased towards classifying non-

oddballs correctly since they appear in higher proportion. One way to remedy this behavior

is to modify the class weights to be inversely proportional to each other so in this case giving

oddballs more weight so that misclassifying one oddball trial comes at the same cost as

misclassifying 6 non-oddball trials. However this was found to reduce the overall accuracy

as it led to more false positives which is undesirable for this application since selecting an

incorrect letter comes at the cost of having to erase and reselect the letter whereas false
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negatives correspond to not selecting a letter at all which just slows down the ITR and

is therefore less costly. CAB and FCNN also had higher precision scores than the other

algorithms meaning they had lower false positives with respect to all positive predictions.

This helps explain why they also have the highest average accuracies as they predicted

a higher proportion of non-oddballs correctly which are more prevalent than oddballs in

comparison to the other algorithms. F1 score looks at the balance between precision and

recall and is high when both are high or low when one of them is low. CAB and LR had

the highest F1 scores with LR on average having the highest F1 scores which follows from

it having the highest recall scores and giving more importance to the oddball class than the

other algorithms.

Previous studies have shown that Bayesian linear discriminant analysis (BLDA) outperforms

other algorithms including SVM [84, 85] and NNs [85] for single subject P300 tasks. Other

studies found that weren’t any significant differences in accuracy between different ML algo-

rithms including BLDA and SVM [86]. Although we found that CAB and FCNN statistically

outperformed the other algorithms in terms of accuracy, the majority of the algorithms ex-

cluding KNN were within 1-2% of each other on average for each subject. Therefore our

recommendation would be to use the CAB method as it has lower computational complexity

and runs faster than FCNN especially during training time.

While NNs have been popularized in recent times and seem to be outperforming most other

machine learning algorithms in a wide variety of tasks, they do not seem to particularly stand

out from the other algorithms for this dataset. There are a couple of possible explanations

for this including the size of the dataset, the requirement for hyperparameter tuning for

NNs or the complexity of the task. Firstly, NNs typically require large datasets with lots of

samples to perform optimally. However for each session we approximately have 750 samples

of data which is a relatively small sample size for a data feature matrix of size 8x80 or 640

dimensional vector. Next, there are multiple hyperparameters that need to be tuned to
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maximize the performance of NNs. We tested about 50 different hyperparameter sets for

the 10x10 cross validation model where each hyperparameter set was tested on 4 different

sessions and repeated 3 times for every session shuffling the data for each repetition. However

there are lots of more hyperparameter variations that could be tested and different NN types

including RNNs, RBMs, Transformers, etc. which may increase the performance. Finally the

task may not be too complex and therefore the majority of algorithms are able to achieve

relatively equal levels of performance and the error may be due to mislabeled data, for

instance a false positive caused by a character flashing near the gaze of the subject.

A slight surprising fact is that the FCNN algorithm outperformed the CNN algorithm as

CNNs are usually thought to be more powerful than simple fully connected networks. An

explanation of this outcome might be that CNNs typically work well with image like inputs.

While our input may appear to be like a 2D image, stacking the channels on top of each

other is not spatially accurate to where they are located over the subject’s head. A more

promising input format for CNNs may be spectrograms of frequency by time or 3D images

of EEG values overlaid on a 2D spatial layout of the channels for each time sample, e.g. [87],

or frequency band, e.g. [88].

For the inter-subject testing, all algorithms have chance level accuracies for subjects 2 and 8,

likely due to a combination of those subjects having different feature patterns to the other 6

subjects as well as having low cross-validation scores for their sessions. Out of the remaining

6 subjects, SVM has the highest accuracies for 4 subjects. KNN had chance level or close to

chance level accuracies for all subjects again showing KNN’s disadvantage when it comes to

high dimensional data. CAB had chance level accuracies for all subjects except for subject

1. Although the algorithm excelled during cross-validations of each session it seems unable

to find common feature patterns across sessions and subjects. However it is to be noted that

z-score normalization was performed on the combined training data for leave-one-subject

out which may not be optimal for performance due to alterations between sessions including
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contact impedance values between the scalp and electrodes for instance. A more fitting

normalization scheme may be to z-score each session’s data separately during training and

normalize each session in testing using a small subset of it’s data.

Studies that performed cross-subject P300 testing with large datasets found that NNs out-

performed other algorithms. For instance a study showed that a CNN outperformed other

ML algorithms including a Bayesian classifier, LDA, KNN and SVM on an auditory P300

task with a dataset of 22 subjects [89]. FCNN was within about 1% of SVM for accuracy

for all subjects however we recommend the latter for cross-subject P300 classification mod-

els since SVM is less computationally complex and requires less hyperparameter tuning in

comparison with NNs.

We can see from Figure 4.2 that a lot of the algorithms learn to prioritize similar features to

discriminate between oddball and non-oddball trials. For instance, all algorithms have high

coefficient values for Pz around 200-250 ms post stimulus. There are some discrepancies how-

ever between some of the algorithms including SVM, LR and CAB (Figure 4.2(C),(D),(E))

picking up on an important region at O1 between 200-300 ms which isn’t observed in the NN

feature matrices (Figure 4.2(A),(B)). This is perhaps due to the NNs not identifying this

region as being discriminative or more likely that the activation maximization algorithm

wasn’t optimal in identifying all the regions of interest. Most algorithms additionally high-

lighted the region of O2 between 0-50 ms which is odd given that visual processing usually

takes around 100-150 ms in humans [90]. This is likely explained by residual P300 potential

following an oddball trial which may perhaps be useful in classifying a non-oddball trial since

the sets of characters flashed were unique during each traversal of the grid. LR seems to be

the least affected by this phenomenon since it has the lowest coefficient values in this region

in comparison to the other algorithms. Additionally, there are other regions highlighted for

the NN algorithms under 100 ms post stimulus mainly in C3 and Cz which are not known

regions in the brain that partake in visual processing so these are probably artifacts from
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overfitting or the activation maximization algorithm. Overfitting can perhaps be remedied

by increasing the regularization of the model including a higher kernel regularization term

or dropout rate or by having a larger training dataset.
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Chapter 5

A comparative analysis on

sensorimotor rhythms

5.1 Methods

5.1.1 Dataset Description

This dataset consisted of a foot dorsiflexion task performed by 5 able-bodied individuals.

Sessions were comprised of alterations between dorsiflexion of the right or left foot and idling.

The subject was prompted by onscreen commands to switch between the two conditions and

each dorsiflexion or idling period lasted for ∼ 6s. The session lasted for 20 mins producing

100 epochs of movement and idling each. Data was collected from an EEG cap with 64 elec-

trodes arranged according to the 10-20 international standard. The signals were amplified,

bandpassed between 0.01 and 50 Hz and digitized at a sampling rate of 256 Hz using two

32-channel NeXus amplifiers. Two electrogoniometers were attached to the anterior surface

of the subject’s ankles to measure foot dorsiflexion. The goniometer data was used to seg-
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ment and label movement and idling epochs. More details on the experimental procedure

and data collection can be found in [91].

5.1.2 Pre-processing

Several channels do not contain relevant motor control signals and therefore add noise to

the dataset. These channels were excluded and data from the central electrodes closest to

the leg motor region was kept. Following the removal of unwanted channels, a subset of 15

channels remained (Cz, C1, C2, CPz, CP1, CP2, FCz, FC1, FC2, Fz, F1, F2, Pz, P1, P2).

Data was bandpassed between 1-35 Hz to remove low frequency drift and high frequencies

that do not contain relevant motor rhythm features.

Three feature extraction methods were trained to extract relevant features and reduce the

dimension of the data. These were ICA, Information Discriminant Analysis (IDA) [92] and

CSP. ICA aims to decompose the signal into independent non-Gaussian sources. IDA is a

discriminant feature extraction method that reduces the dimensionality of the data while

maximizing class separability. CSP is a method used to separate a signal into additive

components by maximizing the variance between two conditions or classes. Using each

method, the top 5 components were selected to replace the channel dimension. The top

components were determined by segmenting the components into trials of dorsiflexion or

idling. The PSD of the trials was then computed and the signal-to-noise ratio (SNR) between

dorsiflexion and idling trials was calculated as

SNR = 2
(µD − µI)

2

σ2
D + σ2

I

where µD, µI , σD, σI are the means and standard deviations of the dorsiflexion and idling

trials respectively. Finally the maximum SNR of each component was computed, and the 5

components with the highest maximum SNR scores were selected. A more detailed expla-
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nation of this method is presented in Appendix B.

For the cross-validation analysis, trials of 4s were segmented, detrended and labeled using

the goniometer data. 0.5s from each side of class transition boundaries were excluded to

avoid regions of early anticipation and reaction times of the subjects. The signal power of

each trial was then computed in 2 Hz bins from 6-30 Hz and converted to log scale. Cross-

validations were performed on the 4 differently processed data based on feature extraction

method (None, ICA, IDA, CSP).

For the pseudo-online analysis, overlapping window trials of 750 ms with an overlap of 500

ms were segmented and detrended. The signal powers of each trial were also computed in 2

Hz bins from 6-30 Hz and converted to log scale to produce the features to be used by the

ML algorithms.

5.1.3 Model parameters

A subset of the dataset (3 out of 11 sessions) was used as a validation set to optimize the

parameters/hyperparameters used by the different algorithms.

CAB

The components retained during the CPCA procedure are ones whose corresponding eigen-

value is greater than the mean of all eigenvalues. The size of the feature vector resulting

from the AIDA procedure is chosen to be 1. A linear PDF was used for the classifier and

the priors were empirical representing the probability of observing each class in the training

data.
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LR

The optimizer algorithm with the best performance was the Limited-memory Broyden-

Fletcher-Goldfarb-Shanno (L-BFGS) algorithm which is a quasi-Newton method that per-

forms a similar function to the gradient descent algorithm.

NN

A fully connected neural network (FCNN) was developed and used for cross-validation testing

on the data. A LSTMmodel was also developed for testing the data in a pseudo online fashion

where data samples were decoded in consecutive temporal order. The hyperparameters that

were tuned included the learning rate, weight decay, batch size, number of epochs, number

of fully connected layers, number of hidden units in each layer, batch normalization, dropout

rate, kernel regularization, and number of LSTM units and layers for the LSTM model.

The FCNN model consists of 1 hidden layer followed by the output layer. The architecture

is outlined in Table 5.1. The input matrix of shape (15,12) is flattened to a vector of shape

(180,1). The vector is connected to a fully connected layer also known as a Dense layer with

128 nodes. The outputs of the Dense layer are passed on to a batch normalization layer. A

ReLU activation is then applied to the output vector and a dropout layer is used to reduce

over fitting. The activations are then passed to a Dense layer with 2 nodes with a softmax

activation that predicts the likelihood of the sample belonging to each class. The same model

was also used for the data preprocessed using the feature extraction methods with the only

exception of the input shape being (5,12) instead of (15,12).

The LSTM model consists of 1 LSTM layer followed by two Dense layers. The architecture

is outlined in Table 5.2. The input matrix of shape (3,5,12), corresponding to the number

of time-steps, CSP components and frequency bins respectively, is flattened to a matrix of

46



Table 5.1: Fully connected neural network architecture for Movement dataset.

Layer Layer type # nodes # parameters Output dimension Activation function

1 Input (15,12)
Flatten (180,1)

2 Dense 128 23,168 (128,1)
BatchNorm 512 (128,1)
Activation (128,1) ReLU
Dropout (128,1)

Classifier Dense 2 258 (2,1)
Activation (2,1) Softmax

shape (3,60). The matrix is passed on to an LSTM layer with 34 units. The outputs are

batch normalized and activated using a Tanh function. The activations are then passed to

two Dense layers with 16 and 8 nodes. The outputs of each Dense layer are passed onto

batch normalization, ReLU activation and dropout layers. The final activations are then

passed to a 2 node Dense layer with a softmax activation that classifies the data.

Table 5.2: LSTM neural network architecture for Movement dataset.

Layer Layer type # nodes # parameters Output dimension Activation function

1 Input (3,5,12)
Flatten (3,60)

2 LSTM 34 12,920 (34)
BatchNorm 136 (34)
Activation (34) Tanh

3 Dense 16 560 (16)
BatchNorm 64 (16)
Activation (16) ReLU
Dropout (16)

4 Dense 8 136 (8)
BatchNorm 32 (8)
Activation (8) ReLU
Dropout (8)

Classifier Dense 2 18 (2)
Activation (2) Softmax
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SVM

After comparing the results on the validation set using different kernels, the RBF kernel was

found to perform the best and is used for the SVM model. The value of the regularization

parameter C was selected as 10 and the RBF kernel coefficient gamma was selected as 0.001.

KNN

The value of k indicating the number of neighbors was selected to be 9 and all neighbors

were weighted equally.

5.1.4 Pseudo-online analysis

A pseudo-online procedure was developed and tested to simulate real-time decoding using

the algorithms. Two schemes were developed, the first being a window probability averaging

method used for the CAB, LR, FCNN, SVM and KNN algorithms and the second utilized

the recurrent nature of a RNN model using LSTM units.

Window probability averaging

Each of the algorithms used output probabilities of each data sample belonging to each class.

These probabilities can be averaged for multiple consecutive windows of data in order to

increase the chance of predicting the correct class. This averaging method is outlined in this

section and is summarized in Figure 5.1. Each session’s data is split into train and test sets

with an 80/20 % split respectively without shuffling in order to maintain the temporal order

of the data. 10% of the training data is used to calibrate thresholds for the class probabilities.

A model is trained using the training data and initially tested on the calibration data. The
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dorsiflexion probabilities of each 3 consecutive windows are averaged and a class prediction

is made using two thresholds. If the last prediction made by the model, also known as the

state, is idle, then the state will remain in idle unless the averaged probabilities are greater

than the upper threshold at which point the state will transition to dorsiflexion. Similarly,

if the current state is dorsiflexion, the state will remain in dorsiflexion unless the averaged

probabilities are less than the lower threshold at which point the state will transition to idle.

The next window is then combined with the last 2 windows from the previous cluster and

the process is repeated till the last data window is reached.

Finally, the predicted states and the true states, determined by the label of the final win-

dow in each 3 window cluster, are compared using different temporal shifts to determine

the highest accuracy accounting for temporal misalignment between the true and predicted

states. This misalignment between the true and predicted states arises due to the fact that

we are combining 3 windows during prediction that may contain outdated information in

the earlier windows. Therefore the predicted state is expected to lag the true state which is

most evident at class transitions. The accuracies are determined for different combinations

of lower and upper thresholds to determine the threshold combination with the highest ac-

curacy for the calibration data. The lower threshold is incremented by 0.05 from 0 to 0.95

while the upper threshold is incremented for each value of the lower threshold by 0.05 from

the lower threshold to 0.95. Then the model is evaluated on the test data with the same

process as the calibration data using the optimal thresholds. The lag between the predicted

and true states that produces the highest accuracy is recorded.

LSTM

An LSTM model is also trained and evaluated on the dataset. The same 80/20 % split

for training and test data is used for each session. Again each 3 consecutive windows are

combined to produce a sample. For each sample, the LSTM computes and updates the
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Figure 5.1: Description of the window probability averaging method. (A) shows the window
segmentation procedure displaying three overlapping feature vectors f1, f2 & f3. (B) is the
probability averaging equation that averages the dorsiflexion probabilities over n windows
where n is 3 in this case. (C) shows how the current state is determined where P (D|f ∗)
is the averaged dorsiflexion probability and TL & TU are the lower and upper thresholds
respectively.

hidden state of the model for each of the 3 windows and produces one output at the end

of the sample. This method is used during training and testing using the respective splits

of the data. Finally, the lag between the predicted and true states for the test data that

produces the highest accuracy is determined.

5.2 Results

5.2.1 Within subject cross-validation

The results for 10x10 cross-validations for each session using Channel by Frequency data can

be found in Table 5.3. The Friedman test between the 5 ML algorithms is significant with

a p-value of 0.0082 however the only significant result from the Nemenyi test is that SVM

has higher accuracies than KNN (p-value = 0.0032). LR and SVM appear to be the best

performing algorithms with each having the highest accuracy for 4 sessions.
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Table 5.3: Accuracies for 10x10 cross-validation for each session. Bold values represent the
highest accuracy for that session.

Subject Session number CAB LR NN SVM KNN

1
1 94.43 ± 0.93 94.18 ± 0.83 93.93 ± 1.17 94.38 ± 0.67 89.05 ± 1.44
2 93.58 ± 0.76 96.17 ± 0.45 93.93 ± 1.06 94.93 ± 0.58 89.80 ± 0.84

2
1 94.72 ± 0.69 97.13 ± 0.47 95.95 ± 0.84 96.92 ± 0.40 94.26 ± 0.50
2 96.08 ± 0.49 96.36 ± 0.61 94.83 ± 0.78 96.29 ± 0.55 92.94 ± 0.38

3
1 86.81 ± 0.90 85.71 ± 1.02 86.67 ± 0.77 86.86 ± 1.15 82.00 ± 0.87
2 87.83 ± 0.97 91.06 ± 0.82 90.00 ± 0.90 91.36 ± 0.86 74.34 ± 1.33
3 94.46 ± 0.96 95.25 ± 0.86 92.77 ± 1.40 95.25 ± 1.07 87.52 ± 0.79

4
1 93.18 ± 0.41 91.39 ± 0.92 92.79 ± 0.84 92.89 ± 0.63 92.89 ± 0.67
2 79.65 ± 1.03 76.80 ± 1.38 80.85 ± 1.25 80.15 ± 0.92 81.00 ± 1.24

5
1 97.31 ± 0.71 97.56 ± 0.47 97.71 ± 0.64 96.67 ± 0.59 91.14 ± 0.73
2 94.93 ± 0.61 94.78 ± 0.64 94.98 ± 0.68 95.77 ± 0.60 92.04 ± 0.44

Table 5.4: Accuracies for 10x10 cross-validation for each session using ICA preprocessed
data. Bold values represent the highest accuracy for that session.

Subject Session number CAB LR NN SVM KNN

1
1 96.92 ± 0.46 95.87 ± 0.80 96.87 ± 0.63 97.56 ± 0.68 95.67 ± 0.55
2 97.56 ± 0.28 97.61 ± 0.30 97.41 ± 0.58 97.46 ± 0.35 95.37 ± 0.32

2
1 92.05 ± 1.19 92.72 ± 0.85 93.08 ± 0.77 94.00 ± 0.46 92.77 ± 0.74
2 97.48 ± 0.59 96.57 ± 1.01 96.15 ± 0.72 96.78 ± 0.64 97.34 ± 0.42

3
1 88.24 ± 0.87 84.43 ± 0.71 88.10 ± 1.66 89.24 ± 0.71 88.71 ± 0.48
2 94.65 ± 0.86 94.80 ± 0.60 96.46 ± 0.68 96.92 ± 0.15 96.01 ± 0.66
3 95.45 ± 0.69 96.63 ± 0.66 94.65 ± 1.61 97.03 ± 0.63 90.20 ± 0.69

4
1 95.22 ± 0.48 90.10 ± 0.93 94.23 ± 0.95 95.12 ± 0.20 95.57 ± 0.57
2 81.85 ± 0.85 76.20 ± 1.38 78.70 ± 2.52 80.70 ± 1.78 80.65 ± 0.55

5
1 97.56 ± 1.03 98.01 ± 0.74 97.31 ± 0.24 97.51 ± 0.63 96.32 ± 0.24
2 96.17 ± 0.47 91.69 ± 0.83 93.83 ± 0.92 93.38 ± 0.83 93.08 ± 0.27

According to the Friedman test, there is no significant difference between accuracies for each

algorithm when the data is preprocessed using ICA, IDA or CSP and the top 5 components

selected to replace the channel dimension as outlined in the methods section. When compar-

ing the raw, ICA, IDA and CSP preprocessed data for each algorithm, the accuracies using

CSP preprocessed data are significantly higher than accuracies using raw data except for LR

according to the Nemenyi test.

Figure 5.2 shows the coefficients or weights learned by the algorithms on data from a single
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Table 5.5: Accuracies for 10x10 cross-validation for each session using IDA preprocessed
data. Bold values represent the highest accuracy for that session.

Subject Session number CAB LR NN SVM KNN

1
1 97.51 ± 0.33 97.36 ± 0.67 98.06 ± 0.61 97.46 ± 0.57 96.57 ± 0.41
2 96.42 ± 0.56 97.16 ± 0.23 97.61 ± 0.58 98.46 ± 0.15 95.67 ± 0.32

2
1 94.62 ± 0.69 97.85 ± 0.50 97.28 ± 0.83 97.08 ± 0.61 95.85 ± 0.48
2 94.90 ± 0.66 95.80 ± 0.63 95.17 ± 0.73 96.29 ± 0.70 95.17 ± 0.49

3
1 90.81 ± 0.60 78.48 ± 1.41 85.00 ± 1.42 86.57 ± 0.73 86.52 ± 1.07
2 92.47 ± 1.27 95.35 ± 0.74 97.12 ± 0.78 96.97 ± 0.32 96.41 ± 0.57
3 95.74 ± 0.67 95.54 ± 0.80 93.66 ± 2.04 94.46 ± 1.67 93.17 ± 1.12

4
1 93.88 ± 0.47 91.89 ± 0.71 93.48 ± 0.65 95.12 ± 0.66 94.38 ± 0.23
2 87.75 ± 1.09 80.75 ± 1.68 81.20 ± 1.75 83.45 ± 0.61 81.50 ± 0.74

5
1 95.77 ± 0.42 96.02 ± 0.44 96.62 ± 0.86 95.12 ± 0.43 93.78 ± 0.56
2 93.08 ± 0.86 92.69 ± 0.55 91.99 ± 0.85 93.68 ± 0.39 90.75 ± 0.55

Table 5.6: Accuracies for 10x10 cross-validation for each session using CSP preprocessed
data. Bold values represent the highest accuracy for that session.

Subject Session number CAB LR NN SVM KNN

1
1 97.46 ± 0.44 95.52 ± 0.50 97.21 ± 0.55 97.41 ± 0.37 97.06 ± 0.47
2 94.53 ± 0.52 93.43 ± 0.70 94.93 ± 0.76 95.22 ± 0.24 94.88 ± 0.59

2
1 96.56 ± 0.42 97.85 ± 0.38 97.74 ± 0.41 98.26 ± 0.34 95.85 ± 0.28
2 96.01 ± 1.10 94.76 ± 0.72 95.38 ± 1.05 94.20 ± 0.45 97.27 ± 0.21

3
1 89.71 ± 0.68 85.71 ± 0.74 89.62 ± 1.02 91.86 ± 0.58 89.76 ± 0.38
2 95.00 ± 0.84 96.46 ± 0.32 97.58 ± 0.38 98.13 ± 0.32 97.63 ± 0.39
3 95.94 ± 0.73 96.63 ± 0.79 95.74 ± 1.00 96.53 ± 1.11 93.17 ± 1.43

4
1 94.88 ± 0.74 91.79 ± 0.75 95.27 ± 0.68 96.52 ± 0.22 95.82 ± 0.40
2 84.85 ± 1.08 77.80 ± 0.71 82.65 ± 1.55 84.85 ± 0.98 85.20 ± 1.08

5
1 97.11 ± 0.46 97.76 ± 0.68 97.36 ± 0.55 98.01 ± 0.44 95.82 ± 0.33
2 96.77 ± 0.54 96.62 ± 0.66 95.22 ± 0.78 96.42 ± 0.49 94.23 ± 0.51

session in the 16-18 Hz band displayed on topoplots. There are no corresponding values for

KNN again as it is a non-parametric algorithm. Activation maximization was used to obtain

the values for the FCNN algorithm. The coefficients are high at Cz for all algorithms. P1

also has high values for SVM, LR and CAB algorithms and P2 and C2 have high values for

the FCNN algorithm. The coefficients of the remaining frequency bands for each algorithm

can be found in Appendix C.
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Figure 5.2: Topoplots of feature coefficients in the 16-18 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.

5.2.2 Pseudo Online analysis

The CSP preprocessed data is used for pseudo online analysis as that is the best performing

data type for the 10x10 session cross-validations.

The Friedman test did not report any significant differences between the accuracies using

the different algorithms. However the lag using the LSTM method is significantly lower than

the lag using the other algorithms except for FCNN according to the Nemenyi post hoc test

although the lag is lower for LSTM compared with FCNN for every session.
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Table 5.7: Accuracies and lags for pseudo online analysis. All algorithms are tested in
the same manner averaging the probabilities of 3 windows of data post decoding except for
LSTM which returns a decision for every 3 windows of data. Bold values indicate the highest
accuracies and smallest lag values for each session.

Subject Session number
CAB LR FCNN SVM KNN LSTM
Accuracy (%) Lag (s) Accuracy (%) Lag (s) Accuracy (%) Lag (s) Accuracy (%) Lag (s) Accuracy (%) Lag (s) Accuracy (%) Lag (s)

1
1 80.74 1.75 84.19 1.0 80.51 0.75 83.47 1.0 79.69 0.75 76.36 0.25
2 82.46 1.00 77.41 1.25 82.58 0.75 83.59 1.0 76.02 0.75 79.32 0.5

2
1 84.21 1.00 83.68 1.25 81.13 1.0 83.28 1.0 80.82 1.0 83.62 0.5
2 82.58 0.50 92.21 0.5 92.93 0.5 92.73 0.5 89.34 0.5 88.74 0.25

3
1 83.86 1.00 84.09 1.0 70.45 1.0 74.43 1.0 73.86 1.0 83.11 0.5
2 69.40 1.25 93.03 0.75 91.29 0.75 92.32 0.75 84.32 0.75 92.84 0.25
3 72.86 1.75 82.76 1.0 80.93 1.0 84.79 1.0 61.84 1.75 84.24 0.5

4
1 71.81 -0.50 82.65 -0.5 84.37 -0.5 85.32 -0.75 82.25 -0.75 84.05 -1.0
2 65.84 -2.25 58.44 -1.5 63.07 -1.5 57.86 -1.25 76.76 -2.5 82.33 -2.5

5
1 80.21 1.25 80.39 1.5 77.48 0.75 78.69 1.0 74.67 1.25 79.53 0.75
2 78.15 1.00 75.87 1.25 86.97 1.0 83.49 1.0 79.67 1.25 79.02 0.5

5.3 Discussion

All algorithms have relatively similar accuracies for each session’s cross-validation except for

KNN. SVM and LR seem to be the top 2 algorithms having the highest average cross-

validation accuracies for 4 sessions each. Although KNN has the lowest average cross-

validation accuracies across sessions, it performs better than it did for the P300 dataset

in comparison to the other algorithms. This is likely due to the smaller feature vector for

this dataset of 180 dimensions (15x12 matrix) compared with the 640 dimensional vector for

the P300 dataset. This aligns with the guideline that KNN’s performance deteriorates as

the data feature dimensions increase. The 3 preprocessing techniques ICA, IDA and CSP

improve the cross-validation accuracies for all algorithms. CSP provides the greatest boost

in performance when comparing the 3 preprocessing methods. This is most evident for the

KNN algorithm which fares pretty well compared to the other algorithms for the CSP pre-

processed data. This is again likely due to the reduced data feature dimensions of 5x12

= 60 which is favorable for KNN. Although there was no statistical difference between the

algorithms using the CSP preprocessed data, SVM had the highest accuracies for 6 out of

the 11 sessions.

Previous studies comparing different ML algorithms for lower limb sensorimotor rhythm
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classification have reported different results. Some have reported LDA outperforming other

algorithms including SVM [93], KNN [93, 94], Näıve Bayes [93, 94] and LR [95] while others

have reported KNN outperforming LDA [96, 97] and SVM [96, 97]. Our recommendation

however would be to use SVM for sensorimotor rhythm classification since it was the best

performing algorithm for over half of the sessions using the CSP preprocessed data.

For the pseudo-online analysis, there was no significant difference in accuracies between the

different algorithms. In terms of lag however, LSTM had the smallest values in comparison

to the other algorithms. While the probabilities of each data window were simply averaged

for the other algorithms, LSTM has weights that are adapted to determine the degree of

influence given to past vs current inputs. Giving more weight to the current input can allow

the model to detect changes in state quicker than if it relied more on the previous inputs.

However this comes with the cost of reducing the accuracy as previous inputs provide more

context and insight on the current state. LSTMs optimize the weights associated with

current and previous inputs to maximize the accuracy and minimize the lag. Two sessions

had negative lags using all algorithms, both corresponding to subject 4. The most likely

explanation for this is that the subject was anticipating the cues to switch states since each

move/idle epoch was roughly of equal length of 6s. LR and SVM have the highest accuracies

for 4 and 3 sessions respectively making them the top two performing algorithms in terms

of accuracy.

All algorithms prioritized similar features as can be seen in Figure 5.2. They all had high

coefficient values for Cz in the 16-18 Hz band which coincides with the leg region on the

motor cortex and beta wave oscillations which are known to be involved with movement

execution. There are a few differences between the algorithms in terms of features of interest

including P1 @ 16-18 Hz for all algorithms except for FCNN and P2 and Fz for FCNN which

are regions that may in fact be discriminative between idling and foot dorsiflexion since the

parietal and frontal lobes are known to be involved with voluntary movement [98].
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Chapter 6

Conclusion and Future Work

All tested algorithms have their own strengths and may be applicable for different BCI ap-

plications, however there are some recommendations that can be drawn from our findings.

In general it is best to start with algorithms with low computational complexities as they use

the least resources and can be trained the quickest. CAB and LR both performed very well

for both types of datasets tested and have lower computational complexities than the other

algorithms with the exception of KNN. KNN in general is not recommended for most BCI

applications since BCI data is usually high dimensional. However it may perform competi-

tively with low-dimensional preprocessed BCI data as observed with the CSP preprocessed

movement data. For P300, CAB was one of the best performing algorithms for within-session

cross-validations and is therefore recommended for that datatype. LR was one of the best

performing algorithms for the sensorimotor data and is recommended for that datatype.

SVM was the best performing algorithm for leave-one-subject out cross validations for the

P300 data and is therefore recommended for inter-subject models trained and tested on

different subjects. There was no significant difference in accuracy between the algorithms

for the movement pseudo-online testing. LSTM however had the lowest lag and therefore

seems to be most promising algorithm for real-time movement decoding. However, true on-
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line experiments are required to validate this. On average, SVM was the best performing

algorithm across all datasets examined in this work and is therefore our recommendation

for other BCI tasks and datasets not investigated here. These recommendations are only

general guidelines however and may not apply for all types of applications and further testing

and comparison between algorithms may be required for specific projects. Also as further

advancements are realized for different ML algorithms, new guidelines and recommendations

may be proposed. In particular, there is a lot of attention currently being given to research

on NNs and deep learning algorithms with new architectures, optimization algorithms and

regularization techniques being proposed.

There are a number of directions that can be taken to build on this work. More data can be

collected for both datasets presented here, which may improve the algorithms performances,

particularly NNs since they typically require large training datasets. Furthermore, although

a lot of the major algorithms have been tested in this thesis there are other algorithms

including LDA, Gaussian mixture models (GMM), Riemannian geometry-based classifiers

[99] and other NN architectures including RBMs and Transformers that can be explored.

Additionally, the algorithms can be compared using other control signal types including

SSVEP, SCP & Error-related potentials to see if similar trends are observed or if new ones

arise. Transfer learning is also an important area that is receiving attention within the BCI

field defined as the ability to apply knowledge from one domain or task to another. This

includes training an algorithm on a set of subjects and using it on other subjects performing

the same task or using models trained for a certain task for other tasks, for instance a model

trained on sensorimotor data used on P300 data. This procedure is common with NNs,

where a pretrained network is fine-tuned by training it on data from a different distribution

than what is was originally trained on. This can be a BCI NN model being trained on data

from a different BCI task or perhaps even a large non-BCI NN model trained on a large

dataset from another field being fine-tuned for a BCI task. Finally, these models should also

be tested online to determine if the offline results and trends hold for real-world applications.
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maz, Fabricio L Brasil, Giulia Liberati, Marco R Curado, Eliana Garcia-Cossio, Alexan-
dros Vyziotis, et al. Brain–machine interface in chronic stroke rehabilitation: a con-
trolled study. Annals of neurology, 74(1):100–108, 2013.

[51] Febo Cincotti, Donatella Mattia, Fabio Aloise, Simona Bufalari, Gerwin Schalk,
Giuseppe Oriolo, Andrea Cherubini, Maria Grazia Marciani, and Fabio Babiloni. Non-
invasive brain–computer interface system: towards its application as assistive technol-
ogy. Brain research bulletin, 75(6):796–803, 2008.

[52] Jingjing Chen, Dan Zhang, Andreas K Engel, Qin Gong, and Alexander Maye. Applica-
tion of a single-flicker online ssvep bci for spatial navigation. PloS one, 12(5):e0178385,
2017.

[53] Christian J Bell, Pradeep Shenoy, Rawichote Chalodhorn, and Rajesh PN Rao. Control
of a humanoid robot by a noninvasive brain–computer interface in humans. Journal of
neural engineering, 5(2):214, 2008.

[54] Mehrdad Fatourechi, Ali Bashashati, Rabab K Ward, and Gary E Birch. Emg and
eog artifacts in brain computer interface systems: A survey. Clinical neurophysiology,
118(3):480–494, 2007.

[55] Tzyy-Ping Jung, Scott Makeig, Colin Humphries, Te-Won Lee, Martin J Mckeown,
Vicente Iragui, and Terrence J Sejnowski. Removing electroencephalographic artifacts
by blind source separation. Psychophysiology, 37(2):163–178, 2000.

[56] Ramaswamy Palaniappan. Brain computer interface design using band powers extracted
during mental tasks. In Conference Proceedings. 2nd International IEEE EMBS Con-
ference on Neural Engineering, 2005., pages 321–324. IEEE, 2005.

62



[57] Chungsong Kim, Jinwei Sun, Dan Liu, Qisong Wang, and Sunggyun Paek. An effective
feature extraction method by power spectral density of eeg signal for 2-class motor
imagery-based bci. Medical & biological engineering & computing, 56:1645–1658, 2018.

[58] Herbert Ramoser, Johannes Muller-Gerking, and Gert Pfurtscheller. Optimal spatial
filtering of single trial eeg during imagined hand movement. IEEE transactions on
rehabilitation engineering, 8(4):441–446, 2000.

[59] Richard O Duda, Peter E Hart, et al. Pattern classification. John Wiley & Sons, 2
edition, 2000.

[60] Reinhold Scherer, GR Muller, Christa Neuper, Bernhard Graimann, and Gert
Pfurtscheller. An asynchronously controlled eeg-based virtual keyboard: improvement
of the spelling rate. IEEE Transactions on Biomedical Engineering, 51(6):979–984,
2004.

[61] Vladimir Bostanov. Bci competition 2003-data sets ib and iib: feature extraction from
event-related brain potentials with the continuous wavelet transform and the t-value
scalogram. IEEE Transactions on Biomedical engineering, 51(6):1057–1061, 2004.

[62] Christopher JC Burges. A tutorial on support vector machines for pattern recognition.
Data mining and knowledge discovery, 2(2):121–167, 1998.
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Appendix A

Cross-validation results for each P300

session

This section contains all the cross-validation results for each P300 session using the 6 ML

algorithms tested.

Table A.1: Average 10x10 cross-validations for each P300 session using CAB. Non-odd/odd
are the number of non-oddball/oddball trials for each session. TP, P, TN & N stand for true
positives, positives, true negatives & negatives respectively where positives are oddball trials
and negatives are non-oddball trials. TP/P & TN/N are the true positive and negative rates
respectively.

Subject Dataset Non-odd/odd Accuracy TP/P TN/N

1

1 509/84 95.55 ± 0.45 79.05 ± 2.11 98.27 ± 0.22

2 523/87 96.13 ± 0.31 80.11 ± 1.09 98.80 ± 0.30

3 522/88 95.75 ± 0.28 77.84 ± 2.02 98.77 ± 0.29

4 623/107 97.42 ± 0.17 88.13 ± 1.08 99.02 ± 0.14

5 627/103 92.23 ± 0.40 51.84 ± 2.06 98.87 ± 0.28

6 625/105 95.03 ± 0.19 80.48 ± 0.50 97.47 ± 0.20

7 623/107 85.71 ± 0.39 2.90 ± 3.07 99.94 ± 0.16
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8 630/108 96.88 ± 0.23 85.74 ± 1.70 98.79 ± 0.17

2
1 625/105 87.73 ± 0.53 24.00 ± 2.57 98.43 ± 0.33

2 624/106 89.63 ± 0.30 46.79 ± 1.19 96.91 ± 0.39

3

1 625/105 92.59 ± 0.36 63.24 ± 2.21 97.52 ± 0.26

2 631/109 94.19 ± 0.49 75.50 ± 1.44 97.42 ± 0.39

3 623/107 96.63 ± 0.13 81.03 ± 0.89 99.31 ± 0.20

4 1 531/89 92.74 ± 0.34 62.92 ± 2.05 97.74 ± 0.23

5

1 529/86 93.06 ± 0.23 58.84 ± 2.46 98.62 ± 0.20

2 530/88 94.74 ± 0.23 73.86 ± 1.20 98.21 ± 0.22

3 533/88 94.20 ± 0.27 70.11 ± 2.28 98.18 ± 0.29

4 623/107 93.92 ± 0.30 69.44 ± 1.87 98.12 ± 0.26

5 632/108 93.81 ± 0.44 69.63 ± 1.50 97.94 ± 0.37

6 626/104 95.32 ± 0.21 77.60 ± 1.20 98.26 ± 0.19

6

1 625/105 95.25 ± 0.37 78.76 ± 1.35 98.02 ± 0.30

2 521/89 95.62 ± 0.47 81.12 ± 2.17 98.10 ± 0.37

3 622/108 96.70 ± 0.19 84.72 ± 0.49 98.78 ± 0.22

4 627/103 94.27 ± 0.48 69.32 ± 2.79 98.37 ± 0.31

5 626/105 92.98 ± 0.81 68.29 ± 5.33 97.12 ± 0.36

6 627/104 96.94 ± 0.33 84.71 ± 1.89 98.96 ± 0.14

7 626/104 97.81 ± 0.28 89.62 ± 1.18 99.17 ± 0.21

8 624/106 96.04 ± 0.25 78.96 ± 1.34 98.94 ± 0.15

9 632/108 92.46 ± 0.43 63.89 ± 3.60 97.34 ± 0.37

10 631/108 95.43 ± 0.39 77.69 ± 2.16 98.46 ± 0.26

11 634/106 96.89 ± 0.25 84.34 ± 1.01 98.99 ± 0.29

12 633/107 96.03 ± 0.37 79.16 ± 1.82 98.88 ± 0.23

7

1 623/104 89.02 ± 0.42 44.13 ± 2.37 96.52 ± 0.30

2 622/108 91.99 ± 0.47 59.17 ± 2.33 97.68 ± 0.33
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3 626/104 91.45 ± 0.41 58.75 ± 2.05 96.88 ± 0.27

4 631/109 89.47 ± 0.24 47.43 ± 2.16 96.74 ± 0.26

5 631/109 89.80 ± 0.47 48.90 ± 1.30 96.86 ± 0.50

8
1 625/105 88.40 ± 0.59 42.57 ± 3.08 96.10 ± 0.39

2 625/105 88.99 ± 0.49 45.05 ± 2.25 96.37 ± 0.52

Table A.2: Average 10x10 cross-validations for each P300 session using LR. Non-odd/odd
are the number of non-oddball/oddball trials for each session. TP, P, TN & N stand for true
positives, positives, true negatives & negatives respectively where positives are oddball trials
and negatives are non-oddball trials. TP/P & TN/N are the true positive and negative rates
respectively.

Subject Dataset Non-odd/odd Accuracy TP/P TN/N

1

1 509/84 94.03 ± 0.45 82.50 ± 1.31 95.93 ± 0.43

2 523/87 95.36 ± 0.44 85.29 ± 1.13 97.04 ± 0.58

3 522/88 95.38 ± 0.30 84.66 ± 1.70 97.18 ± 0.41

4 623/107 98.19 ± 0.27 93.83 ± 0.62 98.94 ± 0.25

5 627/103 96.04 ± 0.19 79.71 ± 1.10 98.72 ± 0.07

6 625/105 94.95 ± 0.48 86.00 ± 1.21 96.45 ± 0.54

7 623/107 95.68 ± 0.25 79.72 ± 1.73 98.43 ± 0.10

8 630/108 97.68 ± 0.20 93.70 ± 1.08 98.37 ± 0.14

2
1 625/105 89.67 ± 0.68 66.19 ± 3.60 93.62 ± 0.41

2 624/106 88.48 ± 0.51 60.66 ± 1.94 93.21 ± 0.49

3

1 625/105 90.25 ± 0.34 65.52 ± 1.99 94.40 ± 0.39

2 631/109 93.82 ± 0.38 79.82 ± 0.71 96.24 ± 0.40

3 623/107 96.19 ± 0.35 85.61 ± 1.73 98.01 ± 0.25

4 1 531/89 90.98 ± 0.45 68.76 ± 1.31 94.71 ± 0.46

5

1 529/86 89.72 ± 0.73 63.60 ± 2.99 93.97 ± 0.58

2 530/88 93.50 ± 0.40 77.84 ± 2.34 96.09 ± 0.28
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3 533/88 92.96 ± 0.57 75.45 ± 2.79 95.85 ± 0.39

4 623/107 93.12 ± 0.30 77.20 ± 1.40 95.86 ± 0.33

5 632/108 93.50 ± 0.52 76.30 ± 2.35 96.44 ± 0.41

6 626/104 95.07 ± 0.53 81.83 ± 2.45 97.27 ± 0.32

6

1 625/105 94.59 ± 0.45 83.62 ± 1.64 96.43 ± 0.39

2 521/89 95.41 ± 0.34 85.62 ± 1.80 97.08 ± 0.32

3 622/108 97.03 ± 0.39 89.44 ± 1.32 98.34 ± 0.28

4 627/103 93.49 ± 0.48 82.04 ± 0.99 95.37 ± 0.49

5 626/105 91.71 ± 0.58 78.76 ± 1.81 93.88 ± 0.61

6 627/104 95.73 ± 0.32 87.88 ± 1.50 97.03 ± 0.24

7 626/104 97.58 ± 0.36 94.04 ± 1.20 98.16 ± 0.32

8 624/106 97.11 ± 0.33 89.72 ± 1.60 98.37 ± 0.28

9 632/108 89.03 ± 0.62 66.11 ± 2.04 92.94 ± 0.58

10 631/108 94.21 ± 0.44 82.78 ± 0.85 96.16 ± 0.41

11 634/106 96.43 ± 0.21 88.40 ± 1.34 97.78 ± 0.27

12 633/107 95.58 ± 0.33 82.80 ± 1.68 97.74 ± 0.17

7

1 623/104 88.72 ± 0.54 58.17 ± 1.89 93.82 ± 0.39

2 622/108 91.12 ± 0.39 67.13 ± 2.00 95.29 ± 0.33

3 626/104 90.21 ± 0.58 61.15 ± 1.93 95.03 ± 0.53

4 631/109 90.43 ± 0.60 63.39 ± 2.48 95.10 ± 0.40

5 631/109 89.35 ± 0.56 61.65 ± 2.16 94.14 ± 0.56

8
1 625/105 88.62 ± 0.54 59.05 ± 2.45 93.58 ± 0.37

2 625/105 89.05 ± 0.61 59.62 ± 2.14 94.00 ± 0.70
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Table A.3: Average 10x10 cross-validations for each P300 session using FCNN. Non-odd/odd
are the number of non-oddball/oddball trials for each session. TP, P, TN & N stand for true
positives, positives, true negatives & negatives respectively where positives are oddball trials
and negatives are non-oddball trials. TP/P & TN/N are the true positive and negative rates
respectively.

Subject Dataset Non-odd/odd Accuracy TP/P TN/N

1

1 509/84 95.33 ± 0.36 76.55 ± 1.92 98.43 ± 0.28

2 523/87 95.93 ± 0.68 79.20 ± 3.23 98.72 ± 0.51

3 522/88 94.98 ± 0.40 76.14 ± 2.74 98.16 ± 0.29

4 623/107 97.05 ± 0.25 85.51 ± 1.27 99.04 ± 0.19

5 627/103 95.96 ± 0.47 76.70 ± 2.17 99.12 ± 0.25

6 625/105 95.55 ± 0.33 80.19 ± 1.64 98.13 ± 0.34

7 623/107 93.73 ± 0.37 58.97 ± 2.72 99.70 ± 0.17

8 630/108 97.29 ± 0.50 86.57 ± 2.28 99.13 ± 0.24

2
1 625/105 91.16 ± 0.43 54.29 ± 2.29 97.36 ± 0.39

2 624/106 90.70 ± 0.34 49.43 ± 2.28 97.71 ± 0.30

3

1 625/105 91.32 ± 0.35 55.71 ± 2.42 97.30 ± 0.47

2 631/109 94.12 ± 0.40 69.45 ± 1.64 98.38 ± 0.30

3 623/107 96.01 ± 0.49 80.19 ± 2.16 98.73 ± 0.38

4 1 531/89 91.76 ± 0.38 58.99 ± 2.15 97.25 ± 0.37

5

1 529/86 92.08 ± 0.45 57.33 ± 1.73 97.73 ± 0.46

2 530/88 94.08 ± 0.36 70.57 ± 1.79 97.98 ± 0.40

3 533/88 93.49 ± 0.54 65.68 ± 1.89 98.09 ± 0.47

4 623/107 93.71 ± 0.32 68.13 ± 1.41 98.11 ± 0.29

5 632/108 93.91 ± 0.42 67.22 ± 1.99 98.47 ± 0.35

6 626/104 95.05 ± 0.44 73.56 ± 1.62 98.63 ± 0.34

6

1 625/105 94.08 ± 0.39 72.67 ± 1.95 97.68 ± 0.33

2 521/89 95.34 ± 0.45 77.19 ± 1.88 98.45 ± 0.47
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3 622/108 96.77 ± 0.40 84.26 ± 1.49 98.94 ± 0.32

4 627/103 94.53 ± 0.53 72.62 ± 1.73 98.13 ± 0.46

5 626/105 94.10 ± 0.30 72.76 ± 1.60 97.68 ± 0.44

6 627/104 96.57 ± 0.39 83.94 ± 2.40 98.66 ± 0.18

7 626/104 97.49 ± 0.39 87.88 ± 1.37 99.09 ± 0.34

8 624/106 96.47 ± 0.43 81.04 ± 2.51 99.09 ± 0.26

9 632/108 92.03 ± 0.78 60.00 ± 3.20 97.50 ± 0.67

10 631/108 94.70 ± 0.37 75.46 ± 1.86 97.99 ± 0.27

11 634/106 96.31 ± 0.34 81.98 ± 1.07 98.71 ± 0.40

12 633/107 95.20 ± 0.35 74.77 ± 2.96 98.66 ± 0.31

7

1 623/104 90.00 ± 0.64 47.12 ± 1.43 97.16 ± 0.57

2 622/108 91.79 ± 0.63 58.43 ± 3.45 97.59 ± 0.35

3 626/104 91.30 ± 0.62 54.13 ± 3.28 97.48 ± 0.32

4 631/109 90.73 ± 0.60 48.62 ± 2.78 98.00 ± 0.33

5 631/109 90.27 ± 0.46 48.26 ± 2.18 97.53 ± 0.24

8
1 625/105 89.11 ± 0.70 42.48 ± 2.30 96.94 ± 0.56

2 625/105 89.74 ± 0.69 41.81 ± 2.57 97.79 ± 0.48

Table A.4: Average 10x10 cross-validations for each P300 session using CNN. Non-odd/odd
are the number of non-oddball/oddball trials for each session. TP, P, TN & N stand for true
positives, positives, true negatives & negatives respectively where positives are oddball trials
and negatives are non-oddball trials. TP/P & TN/N are the true positive and negative rates
respectively.

Subject Dataset Non-odd/odd Accuracy TP/P TN/N

1

1 509/84 95.43 ± 0.50 79.52 ± 1.90 98.06 ± 0.57

2 523/87 95.74 ± 0.54 79.66 ± 3.45 98.41 ± 0.48

3 522/88 94.79 ± 0.59 75.23 ± 3.44 98.08 ± 0.60

4 623/107 97.19 ± 0.47 85.98 ± 2.09 99.12 ± 0.34
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5 627/103 96.33 ± 0.33 81.94 ± 2.00 98.69 ± 0.36

6 625/105 95.33 ± 0.26 80.57 ± 1.91 97.81 ± 0.37

7 623/107 93.12 ± 0.94 55.61 ± 6.78 99.57 ± 0.18

8 630/108 96.14 ± 0.37 83.43 ± 1.83 98.32 ± 0.33

2
1 625/105 89.88 ± 0.51 54.57 ± 4.09 95.81 ± 0.57

2 624/106 90.08 ± 0.53 53.30 ± 1.90 96.33 ± 0.64

3

1 625/105 91.88 ± 0.60 63.71 ± 3.39 96.61 ± 0.74

2 631/109 93.76 ± 0.50 74.40 ± 3.00 97.10 ± 0.48

3 623/107 95.40 ± 0.30 78.79 ± 1.32 98.25 ± 0.22

4 1 531/89 91.92 ± 0.51 63.71 ± 2.41 96.65 ± 0.66

5

1 529/86 92.33 ± 0.44 61.98 ± 2.90 97.26 ± 0.43

2 530/88 93.69 ± 0.72 70.00 ± 3.88 97.62 ± 0.62

3 533/88 93.12 ± 0.60 66.25 ± 2.28 97.56 ± 0.60

4 623/107 94.59 ± 0.53 75.05 ± 3.07 97.95 ± 0.48

5 632/108 93.49 ± 0.49 71.11 ± 3.26 97.31 ± 0.39

6 626/104 94.47 ± 0.62 77.40 ± 3.83 97.30 ± 0.71

6

1 625/105 93.33 ± 0.61 72.76 ± 3.05 96.78 ± 0.75

2 521/89 94.05 ± 0.60 74.72 ± 4.64 97.35 ± 0.55

3 622/108 95.99 ± 0.57 82.87 ± 2.53 98.26 ± 0.58

4 627/103 94.18 ± 0.30 73.59 ± 3.00 97.56 ± 0.47

5 626/105 94.13 ± 0.55 77.05 ± 3.11 97.00 ± 0.71

6 627/104 96.47 ± 0.58 84.52 ± 2.45 98.45 ± 0.36

7 626/104 96.88 ± 0.32 85.67 ± 2.21 98.74 ± 0.45

8 624/106 95.53 ± 0.57 79.91 ± 2.19 98.19 ± 0.57

9 632/108 90.62 ± 0.56 58.80 ± 2.28 96.06 ± 0.51

10 631/108 94.26 ± 0.51 76.02 ± 1.68 97.39 ± 0.49

11 634/106 95.53 ± 0.30 81.04 ± 2.29 97.95 ± 0.49
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12 633/107 95.07 ± 0.48 77.76 ± 2.83 97.99 ± 0.41

7

1 623/104 89.59 ± 0.80 50.10 ± 5.87 96.18 ± 0.36

2 622/108 90.67 ± 0.83 58.43 ± 2.63 96.27 ± 0.93

3 626/104 90.73 ± 0.68 57.98 ± 3.60 96.17 ± 0.48

4 631/109 89.54 ± 0.76 52.57 ± 4.02 95.93 ± 0.72

5 631/109 89.57 ± 0.69 52.84 ± 3.16 95.91 ± 0.44

8
1 625/105 87.36 ± 0.51 39.33 ± 2.83 95.42 ± 0.58

2 625/105 87.96 ± 0.68 39.14 ± 5.12 96.16 ± 0.74

Table A.5: Average 10x10 cross-validations for each P300 session using SVM. Non-odd/odd
are the number of non-oddball/oddball trials for each session. TP, P, TN & N stand for true
positives, positives, true negatives & negatives respectively where positives are oddball trials
and negatives are non-oddball trials. TP/P & TN/N are the true positive and negative rates
respectively.

Subject Dataset Non-odd/odd Accuracy TP/P TN/N

1

1 509/84 95.11 ± 0.25 77.14 ± 1.90 98.07 ± 0.31

2 523/87 95.89 ± 0.38 79.89 ± 1.87 98.55 ± 0.24

3 522/88 94.89 ± 0.37 79.55 ± 2.10 97.47 ± 0.17

4 623/107 97.23 ± 0.37 87.48 ± 2.06 98.91 ± 0.32

5 627/103 94.99 ± 0.25 69.13 ± 0.73 99.23 ± 0.25

6 625/105 94.56 ± 0.44 78.95 ± 1.73 97.18 ± 0.52

7 623/107 91.12 ± 0.29 42.99 ± 1.72 99.39 ± 0.21

8 630/108 96.11 ± 0.24 83.89 ± 1.81 98.21 ± 0.28

2
1 625/105 90.40 ± 0.63 60.95 ± 3.90 95.34 ± 0.23

2 624/106 89.79 ± 0.58 54.81 ± 1.95 95.74 ± 0.56

3

1 625/105 90.52 ± 0.47 60.95 ± 2.17 95.49 ± 0.40

2 631/109 93.59 ± 0.39 73.85 ± 1.03 97.00 ± 0.40

3 623/107 95.68 ± 0.31 82.43 ± 1.71 97.96 ± 0.22
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4 1 531/89 90.66 ± 0.62 61.12 ± 2.31 95.61 ± 0.57

5

1 529/86 91.35 ± 0.32 61.05 ± 1.89 96.28 ± 0.24

2 530/88 93.16 ± 0.35 72.73 ± 1.83 96.55 ± 0.37

3 533/88 93.54 ± 0.40 70.68 ± 1.82 97.32 ± 0.27

4 623/107 92.92 ± 0.55 69.63 ± 1.46 96.92 ± 0.49

5 632/108 93.93 ± 0.57 70.93 ± 2.24 97.86 ± 0.35

6 626/104 94.45 ± 0.47 75.67 ± 1.43 97.57 ± 0.49

6

1 625/105 93.89 ± 0.51 74.86 ± 2.14 97.09 ± 0.31

2 521/89 94.49 ± 0.56 77.53 ± 2.66 97.39 ± 0.38

3 622/108 95.77 ± 0.32 80.56 ± 1.76 98.41 ± 0.21

4 627/103 93.38 ± 0.38 73.01 ± 1.78 96.73 ± 0.38

5 626/105 93.91 ± 0.42 77.14 ± 1.90 96.73 ± 0.32

6 627/104 95.96 ± 0.22 82.12 ± 1.78 98.26 ± 0.32

7 626/104 97.77 ± 0.16 90.19 ± 1.60 99.03 ± 0.28

8 624/106 96.11 ± 0.28 81.60 ± 1.48 98.57 ± 0.23

9 632/108 90.70 ± 0.46 63.80 ± 2.21 95.30 ± 0.21

10 631/108 93.91 ± 0.44 74.91 ± 1.63 97.16 ± 0.40

11 634/106 96.15 ± 0.36 82.74 ± 1.94 98.39 ± 0.24

12 633/107 95.27 ± 0.51 77.01 ± 2.75 98.36 ± 0.25

7

1 623/104 89.74 ± 0.46 50.29 ± 1.93 96.32 ± 0.32

2 622/108 92.32 ± 0.40 65.37 ± 1.67 96.99 ± 0.39

3 626/104 90.34 ± 0.42 58.75 ± 1.63 95.59 ± 0.46

4 631/109 89.26 ± 0.53 46.97 ± 1.78 96.56 ± 0.39

5 631/109 89.01 ± 0.51 48.90 ± 2.43 95.94 ± 0.44

8
1 625/105 88.89 ± 0.71 47.90 ± 2.41 95.78 ± 0.60

2 625/105 89.89 ± 0.32 50.67 ± 1.58 96.48 ± 0.37
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Table A.6: Average 10x10 cross-validations for each P300 session using KNN. Non-odd/odd
are the number of non-oddball/oddball trials for each session. TP, P, TN & N stand for true
positives, positives, true negatives & negatives respectively where positives are oddball trials
and negatives are non-oddball trials. TP/P & TN/N are the true positive and negative rates
respectively.

Subject Dataset Non-odd/odd Accuracy TP/P TN/N

1

1 509/84 87.45 ± 0.43 12.62 ± 2.33 99.80 ± 0.15

2 523/87 87.93 ± 0.30 17.47 ± 1.69 99.66 ± 0.14

3 522/88 87.15 ± 0.31 13.41 ± 1.82 99.58 ± 0.17

4 623/107 87.81 ± 0.28 18.88 ± 1.61 99.65 ± 0.19

5 627/103 88.63 ± 0.18 24.85 ± 1.58 99.11 ± 0.22

6 625/105 88.16 ± 0.34 25.24 ± 2.14 98.74 ± 0.09

7 623/107 89.04 ± 0.45 37.94 ± 2.01 97.82 ± 0.30

8 630/108 89.16 ± 0.37 27.59 ± 2.22 99.71 ± 0.14

2
1 625/105 87.18 ± 0.55 26.10 ± 2.93 97.44 ± 0.31

2 624/106 85.96 ± 0.30 9.91 ± 1.42 98.88 ± 0.23

3

1 625/105 86.92 ± 0.13 11.90 ± 1.36 99.52 ± 0.21

2 631/109 87.14 ± 0.28 18.07 ± 1.48 99.06 ± 0.30

3 623/107 88.41 ± 0.35 25.51 ± 2.47 99.21 ± 0.13

4 1 531/89 88.11 ± 0.30 27.87 ± 1.57 98.21 ± 0.26

5

1 529/86 87.53 ± 0.16 13.02 ± 1.25 99.64 ± 0.13

2 530/88 87.18 ± 0.26 13.18 ± 1.70 99.47 ± 0.08

3 533/88 87.78 ± 0.30 17.84 ± 2.10 99.32 ± 0.23

4 623/107 87.58 ± 0.25 21.96 ± 1.04 98.84 ± 0.25

5 632/108 85.84 ± 0.16 6.94 ± 0.62 99.32 ± 0.16

6 626/104 86.10 ± 0.38 15.38 ± 2.28 97.84 ± 0.32

6

1 625/105 89.38 ± 0.38 42.76 ± 2.27 97.22 ± 0.26

2 521/89 88.05 ± 0.23 22.47 ± 1.74 99.25 ± 0.13
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3 622/108 88.21 ± 0.13 22.13 ± 1.05 99.68 ± 0.14

4 627/103 89.36 ± 0.36 26.31 ± 2.27 99.71 ± 0.14

5 626/105 86.33 ± 0.10 8.38 ± 0.93 99.41 ± 0.14

6 627/104 87.43 ± 0.14 11.92 ± 0.77 99.95 ± 0.10

7 626/104 90.10 ± 0.34 32.50 ± 1.41 99.66 ± 0.18

8 624/106 86.70 ± 0.41 12.08 ± 2.18 99.38 ± 0.18

9 632/108 86.36 ± 0.20 21.76 ± 1.95 97.41 ± 0.28

10 631/108 86.74 ± 0.31 14.17 ± 1.25 99.16 ± 0.20

11 634/106 86.80 ± 0.38 13.02 ± 1.18 99.13 ± 0.32

12 633/107 85.84 ± 0.19 5.70 ± 0.78 99.38 ± 0.15

7

1 623/104 85.57 ± 0.10 2.88 ± 0.43 99.37 ± 0.09

2 622/108 85.68 ± 0.21 5.46 ± 1.68 99.61 ± 0.11

3 626/104 85.81 ± 0.24 2.50 ± 0.98 99.65 ± 0.16

4 631/109 84.66 ± 0.30 2.66 ± 0.64 98.83 ± 0.35

5 631/109 84.39 ± 0.11 0.18 ± 0.37 98.94 ± 0.17

8
1 625/105 85.38 ± 0.35 5.71 ± 1.13 98.77 ± 0.30

2 625/105 85.03 ± 0.29 3.24 ± 0.76 98.77 ± 0.32
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Appendix B

Top components selection method

This section explains the process of selecting the top 5 components using each of the three

preprocessing methods (ICA, IDA, CSP) used for the Dorsiflexion task. Figure B.1 displays

the process using ICA as an example. The first step is to compute all 15 components from

the raw EEG signals. The processed signal is then segmented into trials, one trial per

idle/dorsiflexion segment. The PSDs are then computed for each trial. The SNR is then

computed as

SNR = 2
(µD − µI)

2

σ2
D + σ2

I

where µD, µI , σD, σI are the means and standard deviations of the PSD trials for dorsiflexion

and idling respectively. The maximum SNR value across all frequencies for each component

is then computed. The 5 components with the greatest maximum SNR values are selected

and further processed. This same process is applied for selecting the top 5 CSP components.

IDA allows for the selection of the size of the feature space therefore this is chosen to be 5

and the selection method is not applied.
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Figure B.1: Description of the top components selection method that was used to select
the top 5 components for ICA, IDA & CSP during preprocessing of the dorsiflexion task.
This example portrays the application of the method to ICA. (A) The raw EEG signals
from 6 of the channels, periods of dorsiflexion are shaded in green while periods of idling
are unshaded. (B) 5 of the 15 resulting ICA components with the same shading pattern
as (A). One trial was segmented from each Idle and each Dorsiflexion region and the PSDs
of the trials were computed. (C) Average PSDs for Idle and Dorsiflexion trials for the 5
ICA components shown in (B). (D) SNRs for the 5 ICA components calculated as SNR =

2 (µD−µI)
2

σ2
D+σ2

I
where µD, µI , σD, σI are the means and standard deviations of the dorsiflexion

and idling trials respectively. The maximum SNR for each ICA component was calculated
and the 5 components with the highest maximum SNRs were selected to compute the data
features.
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Appendix C

All feature topoplots for Dorsiflexion

task

This section contains all the feature coefficients learned by the algorithms for the Dorsiflexion

task in Chapter 5 displayed on topoplots.
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Figure C.1: Topoplots of feature coefficients in the 6-8 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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Figure C.2: Topoplots of feature coefficients in the 8-10 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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Figure C.3: Topoplots of feature coefficients in the 10-12 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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Figure C.4: Topoplots of feature coefficients in the 12-14 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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Figure C.5: Topoplots of feature coefficients in the 14-16 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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Figure C.6: Topoplots of feature coefficients in the 18-20 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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Figure C.7: Topoplots of feature coefficients in the 20-22 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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Figure C.8: Topoplots of feature coefficients in the 22-24 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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Figure C.9: Topoplots of feature coefficients in the 24-26 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.

89



Figure C.10: Topoplots of feature coefficients in the 26-28 Hz band for each algorithm after
training. (A) through (C) represent linear coefficients for the (A) CAB, (B) LR and (C)
SVM algorithms. (D) is the output obtained using the activation maximization technique
used for the FCNN algorithm. All coefficients have been scaled to be between 0 and 1, where
the warmer colors on the images represent channels of interest.
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