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Abstract 

Neuronal Circuitry of the Local Edge Detector Retinal Ganglion Cell 

by 

Thomas Lee Russell 

Doctor of Philosophy in Molecular and Cell Biology 

University of California, Berkeley 

Professor Frank Werblin, Chair 

            Detection of visual borders is an essential function for transforming the visual scene into 

perceivable boundaries. Avian predators, for example, are able to recognize complex textured 

borders of conspicuous prey. It has been suggested that the process of border perception begins 

as early as in the retina through a class of ganglion cell, the local edge detector (LED), which 

responds selectively to luminance edges. But what neuronal circuitry is used to accomplish this, 

and can this circuitry also be used to detect complex textured borders? Here we use patch-clamp 

electrophysiology to show that selectivity to luminance edges in the LED is accomplished by 

surround-originated feedback inhibition that suppresses excitation via GABAa and GABAc 

receptors. Furthermore, we find that excitatory circuitry has several characteristics that facilitate 

independent responses of individual bipolar cells to features as small as one-eighth the size of the 

LED‟s receptive field. This enables the LED to respond to areas of texture even if they contain 

no net luminance change. We observed that feedback inhibition is similarly activated by small 

features, which in turn causes excitation not only to respond selectively to luminance edges, but 

also to boundaries of luminance-neutral texture in synthetic and natural scenes, as well as a 

noise-suppression function suggested by modeling. We also characterized direct feedforward 

inhibition to the LED, and found it to be cospatial with excitation, glycinergic, and sensitive to 

small features as well. These characteristics enable the suppression of spikes during rapid 

luminance shifts, encoding an “edge in time”. Our results suggest mechanisms by which three 

kinds of edges can be encoded by the retina and transmitted through a specialized channel to 

higher visual areas in the brain.   

 

 

 

 



i 

 

 

ACKNOWLEDGEMENT 

I would like to thank Ken Greenberg for providing the natural scene videos, and Sandra Siegert 

for her helpful comments. This work was supported by NIH grant #EY015512.



ii 

 

TABLE OF CONTENTS 

 

INTRODUCTION 

Edges in Sensory Systems………………………………………………………………………..1 

Computational Models of Edge Detection……………….……………………………...……...1 

Retinal Circuitry: Building Blocks for Transforming the Visual Scene…….………..............2 

Edge Representation in the Visual Pathway……………………………………………………3 

 

RESULTS 

Receptive Field of Excitation and Feedforward Inhibition are Cospatial……………………5 

ON and OFF Excitatory Inputs to the Local Edge Detector Are Rectified…………………..5 

Inhibition Enhances Representation of Luminance Edges……………………………………6 

Feedback Inhibition Originates from the Inner Plexiform Layer and Uses both  

GABAa and GABAc Systems…………………………………………………………...6 

Lateral Inhibitory Feedback Components for the ON and OFF Pathways  

 Have a Spatial Extent of 750 µm…………………………………………..……………7 

Inhibition and Excitation are Generated by Receptive Field Subunits…………….…...…....8 

Excitation Is Not Attenuated by Crossover Inhibition……………………………….………..8 

An mGluR6-Dependent Current is Generated in Response to Decrements in  

 Luminance That Contain Fine Detail………………………………..…………………9 

Glycine Enhances Center Excitation by Suppressing GABAergic  

 Feedback Inhibition……………………………...……………………………….……...9 

Feedback Inhibition Enhances Representation of Textured Edges………………………......9 

Center and Surround Monotonically Encode Contrast. Center-Surround  

 Interaction is Nonlinear.………………………………………………..………………10 

Computational Model of Feedback Inhibition Suggests Noise Suppression  

 Function……………………………………………………………………………..…..11 

Feedforward Inhibition Is Glycinergic and Can Signal Rapid Narrow  

 Luminance Changes……………………………………………………………………12 

 

DISCUSSION 

Summary of Synaptic Pathways Mediating Local Edge Detector Activity…………...…….14 

Feedback Inhibition…………………………………………………………………………….14 

Sensitivity to Fine Detail………………………………………………………………………..15 

Information and Noise………………………………………………………………………….17 

The Effect of Feedforward Inhibition on Spiking…………………………………………….17 

 

EXPERIMENTAL PROCEDURES 

Patch Clamp…………………………………………………………………………………….19 

Stimulus Paradigms.....................................................................................................................19 

Pharmacology…………………………………………………………………………………...20 

Data Analysis…………………………………………………………………………………....20 

Modeling Center-Surround Interactions……………………………………………………...21 

 

REFERENCES………………………………………………….………………………………22 

 



iii 

 

FIGURES 

Figure 1. Edge Detection Algorithms…………………………………………………….……29 

Figure 2. General Retinal Circuitry……………………………………………………….…..30 

Figure 3. Basic Receptive Field Measurements and Pharmacology for  

 ON and OFF Excitation and Feedforward Inhibition………………………….…….31 

Figure 4. Construction of Spatio-Temporal Edge Rasters…………………………………...33 

Figure 5. Edge Representation of Feedback Inhibition Under Control  

 and Pharmacologic Blockage…………………………………………………………..34 

Figure 6. Presynaptic Inhibition by GABAa and GABAc: Reduction in  

 Excitation and Receptive Field Measurements…….…………………………………35 

Figure 7. Stimulation of LED-Receptive Field Subunits……………………………………..36 

Figure 8. Responsiveness and Contributions of Individual Excitatory  

 Components to Subreceptive-Field Detail…………………………………………….37 

Figure 9. Effect of Pharmacologic Blockage upon Currents Elicited by  

 Spots in the Center……………………………………………………….……………..38 

Figure 10. Excitatory Response to Textured Edges and Natural Scenes……………………39 

Figure 11. Excitatory Response to Center-Surround Combinations,  

 Optimized Models………………………………………..……………………………..41 

Figure 12. Effect of Feedback Inhibition Upon Scene Statistics………………..……………42 

Figure 13. Interaction of excitation and feedforward inhibition  

 during rapid luminance shifts……………………………….…………………………43 

Figure 14. Local Edge Detector Circuit Summary and Illustration  

 of Textured Edge Detection Mechanism………………………………………………45



1 

 

INTRODUCTION 

 

Edges in Sensory Systems 
 Sharp differences in qualitative content between neighboring locations in the visual scene 

often correspond to the physical boundaries of objects in space due to these objects having 

differing luminance, hue, and texture properties. It is therefore advantageous for organisms to be 

able to perceive these types of transitions as a prerequisite to the recognition of objects. This 

perception has been shown to be behaviorally relevant to survival: Conspicuous borders of 

texture make prey discernable to predators [1], and the various camouflaging methods evolved 

by prey species seem to function by blurring these borders [2]. It has also been shown that 

homing pigeons can navigate by following luminance edges that are present in the landscape and 

visible from the air [3, 4]. Yet the process of edge detection is a broadly applicable concept, not 

limited exclusively to vertebrate vision. The selective response to rapid signal transitions has also 

been studied in audition [5], the paddlefish electrosensory system [6], and fly ommatidium [7]. 

 

Computational Methods of Edge Detection 

 The process by which a visual scene is transformed into a signal that delineates sharp 

luminance transitions is commonly referred to by the general term “edge detection”. The 

usefulness of this process has long been of interest to theorists and engineers of machine vision 

[8-13] . This interest has inspired the development of several classes of edge detection algorithms 

for images [14-17] , plus a nearly innumerable amount of variations (for a thorough treatment, 

see [18] ).  

 One of the most prevalent edge detection filters is the Sobel filter. This is a so-called 

“first derivative” detector, which approximates the change in luminance at any given point on the 

image by convolving two kernels against and image ( ) as follows: 

Equation 1. 

 
Equation 2. 

 
And further applying Equation 3: 

 
This gives an orientation-independent first derivative of the image‟s luminance for all points. An 

image (Figure 1A) with the above Sobel filter applied is shown in Figure 1B, with a cutout of a 

select area (within the orange oval) and its signal intensity profile to demonstrate the first-

derivative nature of this edge detecting algorithm. 

 One problem with Sobel filters is that since they merely delineate locations of high 

luminance change, the ability to locate the edge precisely can be confounded if high luminance 

change exists anywhere near the edge, particularly perpendicular to it. Marr points out that the 

logical location of any edge should be where the first derivative peaks – the zero-crossing of 

luminance‟s second derivative. This led to the creation of a second class of edge detector that 

utilizes a difference-of-Gaussian function in which two Gaussian functions of approximate but 

unequal sigma values are subtracted. The result of this difference is a Laplacian function (Figure 
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1C), which is optimal for computing two-dimensional second derivatives in an orientation-

independent manner, due to its localized center-surround antagonism. Such a derivation is 

generally obtained by convolving an approximated Laplacian kernel with an image (I):  

Equation 4. 

 
  

This operation was performed on Figure 1A to get Figure 1D. A cutout and intensity profile in 

Figure 1D demonstrates how this algorithm delineates zero crossings in edges. 

 Although edge-detection algorithms were not developed with biological vision in mind 

per se, we discuss later what similarities and differences exist between these algorithms and 

retinal circuit components, and how their functions correlate. 

 

Retinal Circuitry: Building Blocks for Transforming the Visual Scene 

 The vertebrate retina contains two layers of synapses (outer plexiform layer (OPL) and 

inner plexiform layer (IPL), Figure 2). At the first stage of processing, cones respond to light 

striking them by modulating their glutamate release; luminance decrements elicit increases in 

glutamate, increments elicit decreases. Glutamate, in turn, drives bipolar cells and horizontal 

cells. Horizontal cells reside in the receptive field surround and modulate glutamate release at the 

cone-bipolar cell synapse in an antagonistic manner. For example, light decrements in the 

surround tend to decrease glutamate release, whereas light increments tend to increase glutamate 

release; the exact opposite of the response in the center [19-21]. This is accomplished by shifting 

the calcium current activation range in cone terminals by either a pH-mediated or hemichannel-

mediated emphatic mechanism [22, 23]. This is the mechanism by which the first layer of center-

surround antagonism is formed in the retina.   

 Bipolar cells encode increments and decrements of light (ON and OFF) [24], which is 

accomplished either by sign-preserving ionotropic glutamate receptors [25] or sign-inverting 

metabotropic glutamate receptors [26] on the dendrites of OFF and ON bipolar cells, 

respectively. Bipolar cells, in turn, secrete glutamate in the inner plexiform layer and drive 

ganglion cells and inhibitory interneurons called amacrine cells. Amacrine cells secrete either 

GABA or glycine [27, 28] and act at bipolar cell terminals to suppress their release (feedback 

inhibition) or inhibit ganglion cells directly (feedforward inhibition) [29, 30]. Ganglion cells 

send axons to higher visual centers such as the lateral geniculate nucleus or superior colliculus. 

 Although retinal circuits generally follow this layout, each one is a unique variation on 

the exact components and connections present. All circuits have cone photoreceptor to bipolar 

cell synapses, but some ganglion cells may only get excitatory input from either the ON or OFF 

system, or both. Bipolar cell diversity further adds to circuit variability; there are twelve distinct 

types of bipolar cells classified by morphology and depth of stratification into the inner 

plexiform layer [31], although their post-synaptic targets are constrained to ganglion cells that 

have dendrites in corresponding strata [32]. 

 A large source of functional variability in retinal circuitry is derived from the presence of 

inhibition. Excitatory inputs to ganglion cells show unique spatio-temporal responses to light 

squares, which is presumably shaped by amacrine-to-bipolar cell feedback inhibition [33, 34]. 

Similar variability in feedforward inhibition is also seen [33, 34]. Some of this diversity of 

response may be a consequence of the morphological diversity seen in the amacrine cell 
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population. There are approximately twenty-seven morphological types of amacrine cells in the 

mammalian retina, having various dendritic field sizes and stratification patterns [35, 36]. Of 

these, only two (the AII and Starburst [37, 38] ) have clearly defined functions. Any one or 

combination of these amacrine cells could supply feedback or feedforward inhibition, resulting 

in a unique shaping the response properties of bipolar and ganglion cells. Amacrine-to-amacrine 

cell inhibition can also further increase the complexity of light responses [39], suggesting that 

the bulk of the processing capabilities in the retina originate from the connectivity of inhibition. 

 Finally, ganglion cell dendritic field size is a crucial component of circuitry. There are 

approximately twelve ganglion cell types with dendritic field sizes ranging from 150 to 750 µm 

in width [40]. This allows the collection of ganglion cells in the retina to represent features at a 

wide range of sizes and spatial frequencies [41]. In fact, the encoding of edges of various sizes is 

a requirement for Marr and Hildreth‟s theory of edge perception in the visual system [15]. 

 All of these classes of circuit components, including the ganglion cells themselves, form 

the toolbox with which the retina shapes the visual scene into the visual stream that courses 

through the optic nerve. 

 

Edge Representation in the Visual Pathway 

 Cognitive vision scientists have recently become interested in how edges are processed 

and perceived in humans [42-44], and it has been long known that neurons in the cortex respond 

to oriented edges [45, 46]. Yet there is still an incomplete body of literature regarding visual 

edges at the pre-cortical systems level, which leaves the following questions unanswered: Where 

in the visual pathway are edge-specific signals formed, what neuronal circuitry enables it, and 

what are the information processing capabilities of this circuitry?  

 We hypothesized that processes leading to edge perception could begin as early as in the 

retina, and aimed to begin answering these questions by considering a class of ganglion cell in 

the rabbit retina called the local edge detector (LED). This cell responds with sustained spiking 

to luminance edges [33, 34], and was suggested in a computational study [47] to be capable of 

performing a type of edge detection proposed by Marr and Hildreth [15]. The LED was first 

described by Levick [48], who characterized its response as sluggish, with a narrow receptive 

field center. He found that drifting gratings confined to the center elicited vigorous spiking, but 

this spiking was strongly suppressed when the drifting stimulus was expanded to include the 

surround, suggesting a non-canonical lateral inhibitory component. This experiment provided the 

inspiration for its name due to the ability to respond to edges (gratings) which were “local” (i.e. 

in the center only).  

 Later work by van Wyk et al. [49] showed that the dendrites of the LED in rabbits span 

approximately 100 to 200 µm (the smallest of any ganglion cell) and overlap heavily with each 

other, suggesting a cell body spacing of approximately 30 µm near the visual streak. This implies 

that the function of the LED is performed at high visual resolution. Morphology resembling the 

LED is also found in several mammalian species [47, 50, 51] including macaque fovea [52], 

further implying a generalized high-acuity function. The unique response properties, high spatial 

resolution, and apparent ubiquity among species suggest a crucial, information-rich role in 

mammalian vision.  

 In this study, we defined the details of the neural circuitry that lead to the edge encoding 

properties of the LED. We pharmacologically dissected the excitatory and inhibitory pathways in 

the receptive field, using spatial stimuli designed to separate the center from the surround, and 

separate the two primary retinal synapse layers. We show that excitation receives strong gamma-
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aminobutyric acid (GABA)-based lateral feedback inhibition, and that subreceptive field spatial 

tuning in the center and surround circuitry underlie its response properties. We conclude that 

these components combine to form a circuit that is capable of encoding both luminance edges 

and complex textured edges. 
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RESULTS 

Receptive Field of Excitation and Feedforward Inhibition are Cospatial 

 Van Wyk et al. [49] measured a very narrow receptive field, approximately cospatial with 

the dendritic field of the LED, using spiking in response to spots of increased size. We repeated 

this experiment with patch clamp to determine the circuitry underlying the narrow receptive 

field. For this experiment, we measured the average current over the duration of each flashed 

spot, and normalized them against the largest average current for each cell. Figures 3A and 3B 

show excitation and feedforward inhibition in response to increasing spot sizes of OFF (-100% 

luminance) and ON (+300% luminance) polarity. OFF responses peaked at 150 µm, with a 

normalized value of 0.96 ± 0.03, and ON responses peaked at 200 µm, with a normalized value 

of 0.48 ± 0.05. These dimensions were similar to the anatomic dendritic field size (Figure 3C, 

151.5 ± 7.6 µm) and the results of studies by Van Wyk et al. [49]. Both ON and OFF responses 

diminished sharply beyond 200 µm. OFF excitation in particular, at 500 µm, reduced to a 

normalized value of 0.07 ± 0.03 and remained statistically unchanged for greater spot sizes. ON 

excitation followed a similar pattern, diminishing to 0.21 ± 0.03 at 500 µm and beyond.  

 ON feedforward inhibition exhibited a similar antagonistic pattern, peaking at 150 µm 

with a normalized value of 0.76 ± 0.08, and flattening out at 500 µm with a normalized value of 

0.32 ± 0.08. Surprisingly, the response of OFF inhibition did not diminish with increasing spot 

diameter; the response increased for spot sizes up to 100 µm, and then remained at that level well 

beyond 200 µm. These results suggest that the surround antagonisms of the ON and OFF 

excitatory receptive fields, and the ON component of the inhibitory field, are formed 

presynaptically, and are not mediated through interactions between excitation and inhibition at 

the membrane of the LED. Furthermore, peaks in excitation at 150 µm provide a clear, spatial 

delineation between center and surround, a parameter that we used in later experiments. 

 

ON and OFF Excitatory Inputs to the Local Edge Detector Are Rectified. 

 Figure 3E shows average excitatory currents recorded from an LED in response to a dark 

(-100% luminance) then light (+300% luminance) 200-µm diameter spot. The control showed 

robust responses at both ON and OFF phases, as expected. Application of APB eliminated the 

ON phase, suggesting that the ON response was derived from mGluR6-expressing ON bipolar 

cells. Furthermore, there was no apparent outward current during the ON phase in APB, as would 

be expected if OFF bipolar input were nonrectified. This indicates that the OFF system is 

rectified and does not provide tonic glutamate input to the LED that is reduced at ON 

illumination.  

 Figure 3D illustrates how this can occur. If OFF excitation were not rectified, an outward 

current would be generated during ON illumination. This would not normally be observed but 

would be revealed during mGluR6 blockage, owing to ON and OFF excitation no longer being 

mixed. Under this pharmacologic condition, we can infer that ON excitation is also rectified; 

Figure 3D indicates that nonrectified ON bipolar input would produce an increase in OFF 

excitation in the presence of APB. However, we never measured such an outward current at ON 

illumination or an increase in currents at OFF illumination, as shown in Figure 3E. Figure 3F 

shows that all currents in response to increments in luminance were statistically zero in the 

presence of APB, and all currents in response to decrements in luminance were actually less than 

control.  
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 These measurements show that the LED receives no tonic input from OFF bipolars under 

constant background illumination, suggesting that the OFF bipolar input is strongly rectified. The 

reduction in OFF current under APB perfusion was unexpected and suggests a nonlinear 

interaction between the two systems during decrements in luminance.   

 

Inhibition Enhances Representation of Luminance Edges. 

 The LED shows strong enhancement of the excitatory response to a flashed edge [33, 34]. 

This effect could be generated by horizontal cell-mediated surround antagonism, amacrine cell 

surround feedback inhibition, or both. What retinal circuitry mediates this enhancement? To 

answer this, we used a raster stimulus [33, 34] to assess the response of the cell at an edge. This 

stimulus consisted of a flashed dark square for 1 second at 21 locations across the receptive field 

of the LED (Figure 4A). Excitatory recordings were collected (Figure 4B) and stacked into a 

space-time heat map (Figure 4C).  

 The strong edge selectivity of excitation seen in Roska et al. [33, 34] was reproduced 

(Figure 5A), with locations on the inside of the edge producing a vigorous response, and 

locations distal from the edge being highly attenuated. Upon blockage of all common forms of 

retinal inhibition (GABAa with SR95531, GABAc with TPMPA, and glycine with strychnine), 

edge selectivity was strongly attenuated, giving a stronger response at all locations (Figure 5B). 

We took the ratio of average currents for areas located proximally versus distally to the edge to 

yield a measure of this “edge selectivity.” Under control conditions, the LED had an edge 

selectivity of 2.72, whereas when inhibition is blocked, edge selectivity was only 1.33. This 

indicated that either one or all of the blocked inhibitory systems are responsible for producing a 

nearly 2-fold increase in edge selectivity, presumably via an inner plexiform-originated feedback 

pathway. A putative circuit is illustrated in Figure 5C; LEDs located distally from the edge 

(location 1) receive more amacrine cell-mediated feedback inhibition and their excitation is 

attenuated more than those located proximally (location 2). 

 Another qualitative difference between control-blocked and inhibition-blocked rasters 

was the appearance of currents on the outside of the edge at the offset of the stimulus (Figures 

5A and 5B, location 3). Presumably, this excitation was generated by horizontal cells via one of 

the two possible mechanisms underlying surround antagonism described by Kamermans et al. 

and Hirasawa et al. [22, 23], whereby cone glutamate output is modulated by surround 

luminance; increments cause an increase in glutamatergic release, and decrements cause a 

decrease. Figure 5C suggests how this signal is normally eliminated by feedback inhibition. 

 

Feedback Inhibition Originates from the Inner Plexiform Layer and Uses both GABAa and 

GABAc Systems. 

 The pharmacology of the previous result suggests that this inhibition originates in the 

inner plexiform layer, likely from a population of inhibitory amacrine cells. However, the results 

of earlier studies showed positive staining for GABA receptors at the dendrites of mammalian 

bipolar cells [53, 54] and horizontal cells [55], pointing to a possible feedforward role of GABA 

in the outer retina. To distinguish between inner and outer retina antagonism, we implemented 

stimuli designed to bypass the horizontal cell layer. 

 We stimulated the cell by driving the center with either a bright (+300% luminance) or 

dark (-100% luminance) 150-µm spot to elicit excitation from the OFF and ON systems, 

respectively (Figure 6A). This 150 µm dimension was the measured peak value of excitation in 

response to spots of increasing size for both OFF and ON, indicating it as the center of the LED‟s 
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excitatory receptive field (Figure 3A). We also stimulated the surround using a flipping grating 

with a stripe width of 50 µm, a dimension below the feature sensitivity of horizontal cells [56-

61]. The ensemble of stripes was luminance-neutral, thus eliciting no response in horizontal 

cells. An illustration of the feedback inhibition circuit is shown in Figure 6B, with example 

current traces for center only (spot) and center plus surround stimulation shown in Figure 6C. 

Center plus surround currents were divided by center only currents and subtracted from 1 to 

obtain a measure of the percent reduction in current shown in Figures 6D for OFF center and 6E 

for ON center. 

 To determine the neurotransmitter systems used by feedback inhibition, we presented 

these stimuli under various combinations of pharmacologic blockers. We blocked GABAa with 

SR95531 alone, GABAc with TPMPA alone, or with both. For the OFF system, we observed an 

average reduction of 60.5 ± 4.6% (n=20, P < .01) due to feedback inhibition under control 

conditions. When blocking only the GABAa system, the reduction was only 37.0% ± 4.7% (n=9, 

P < .01); when blocking the GABAc systems, the reduction was 52.7% ± 5.3% (n=7, P < .01). 

Each of these measurements was significantly different than when both GABAa and GABAc 

were blocked (Figure 6D, 19.6 ± 6.0%; P < .01, P < .03, P < .01). 

 The ON system showed similar results, with reduction under control conditions of 61.2 ± 

3.6% (n=20, P < .01), under GABAa blockage a reduction of 50.7 ± 9.3% (n=8, P < .01), and 

under GABAc blockage a reduction of 37.8 ± 9.9% (n=9, P < .01). As with the OFF system, 

these measurements were also significantly different than when both GABAa and GABAc were 

blocked (Figure 6E, 11.8 ± 9.3%; P < .01). 

 Differences in current reductions produced by each individual drug condition compared 

with control shows the pharmacology of the OFF and ON systems. For the OFF system, GABAa 

blockage was significantly different than control (P < .01), but GABAc blockage was not (P = 

.44). For the ON system, the opposite was true; GABAa blockage was not significantly different 

(P = .21), but GABAc blockage was (P < .01). This suggests that feedback inhibition to the OFF 

system was mediated more by GABAa, and feedback inhibition to the ON system was mediated 

more by GABAc. However, blockage of GABAa or GABAc individually did not cause complete 

elimination of feedback inhibition, nor were the current changes additive. This suggests a 

possible redundant contribution by both systems. 

 Full activation of feedback inhibition caused approximately a 60% reduction of 

excitatory currents. This effect was mostly alleviated by pharmacologic blockage of both 

GABAa and GABAc systems, but rescue of current did not appear to be complete. This suggests 

that another inhibitory pathway, possibly one including glycine, may also be present in feedback 

inhibition. However, this residual current reduction was not significant in either the OFF system 

(P = .31) or the ON system (P = .41). Blockage of glycine using strychnine (1 μM) also did not 

show any difference compared to control conditions in OFF (P = .85) or ON (P = .07) systems. 

This shows that feedback inhibition is exclusively mediated by GABA. 

 

 

Lateral Inhibitory Feedback Components for the ON and OFF Pathways Have a Spatial 

Extent of 750 µm. 

 We used a version of this same grating stimulus (Figure 6A) in which the area of flipping 

grating was varied progressively from 200 μm to 1500 µm, activating different amounts of 

surround area. Data in Figure 6F show a linear attenuation of 50% to 60% in excitatory currents 

up to 750 µm. Specifically, attenuation of 52.8 ± 4.3% (n=20, P < .01) occurred for the OFF 
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system, and attenuation of 58.8 ± 4.5% (n=17, P < .01) occurred for the ON system, beyond 

which further reductions in current seem apparent but are no longer statistically significant. Thus, 

for OFF and ON systems, 750 µm is the spatial extent of effective feedback inhibition, which is 

approximately five times the size of the receptive field center.  

 

Inhibition and Excitation are Generated by Receptive Field Subunits. 

 The stimuli used in Figure 6 utilized 50 µm gratings to drive feedback inhibition. This 

shows that feedback inhibition, in addition to being responsive to luminance changes, is also 

sensitive to fine detail, most likely driven by individual bipolar cells, which constitute functional 

“subunits” of the receptive field. We were interested to know if excitation also had similar spatial 

tuning characteristics. Inward currents are elicited at both increments and decrements in 

luminance [33, 34, 49], making it possible that the LED could sense detail much smaller than its 

receptive field, driven by nonlinear bipolar cells. Other studies have shown this by presenting 

high spatial-frequency gratings to the receptive field of a target cell and still recording excitatory 

input although there is no net luminance change [56, 62, 63, 57, 64]. In a receptive field driven 

by linear (nonrectified) bipolar cells, increases in excitatory input caused by stripes of one 

luminance (e.g., bright stripes stimulating the ON bipolar response) would be canceled out by 

decreases in excitation from the same class of bipolar cells reacting to adjacent stripes of the 

opposite luminance (e.g., dark stripes attenuating the ON bipolar response).  

 To test the ability of the LED to respond to subunits, we designed a luminance-neutral 

flipping grating stimulus (Figure 7A) that was restricted to the center of the LED's receptive field 

(150 µm). Stripe widths varied from 10 to 70 µm to measure the spatial tuning properties of 

excitation (Figure 7B) and feedforward inhibition (Figure 7C). Both excitation and inhibition 

responded to detail sizes as small as 20 µm (P < .05 for both). Response magnitude increased in 

a sigmoidal fashion up to 40 µm. At this stripe size and above, excitation produced an average 

change in current for the duration of the stimulus (versus baseline) of -87.1 ± 9.0 pA (n=8, P < 

.01). Feedforward inhibition produced an average current change of 110.72 ± 16.07 pA (n=10, P 

< .01). This observed 20-µm threshold size is approximately that of a typical bipolar cell 

dendritic field in the rabbit retina [65, 66]. These data show that LED excitation and feedforward 

inhibition at the receptive field center responded to features as small as one-eighth the size (20 

µm) of its already small receptive field (150 µm) and responded maximally to features one-

fourth the size (40 µm).  

 To ensure that feedforward inhibition to the LED was not cancelling out excitation, we 

also measured spike recordings to these same stimuli (Figure 7D). We observed average peak 

spike rates of 25-30 Hz for all stripe sizes larger than 40 µm, and spiking was elicited as low as 

20 µm, mirroring the results seen for excitation. 

 

Excitation Is Not Attenuated by Crossover Inhibition.  

 There exists the possibility that the ON and OFF systems could be interacting in such a 

way that reduces their responsiveness to subreceptive field detail. Molnar and Werblin [67] 

observed so-called “crossover inhibition”, where some subclasses of bipolar cells inhibit each 

other though glycinergic and GABAergic amacrine cells (Figure 7E). If ON and OFF bipolar 

cells are activated in close proximity to one another (as would be the case with high spatial-

frequency gratings), it is possible that crossover inhibition would cause mutual attenuation of 

excitatory currents. To eliminate this possibility, we compared recordings for the 50-µm stripe 

size under control conditions and all inhibition blocked (GABAa, GABAc, and glycine). We 
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found no change in excitatory currents (Figure 7F). If crossover inhibition were present, we 

would expect to see an increase during blockage. This shows that the LED probably receives 

input from a subtype of bipolar cells which do not interact with each other through inhibition. 

Otherwise, this would serve to linearize cell responses, causing it to respond only to changes in 

net luminance over the receptive field center. This further shows that the LED circuitry is 

optimized to detect fine details.  

 

An mGluR6-Dependent Current is Generated in Response to Decrements in Luminance 

That Contain Fine Detail.  

 To assess the contribution of the OFF and ON systems during stimulation with 

subreceptive-field detail, we eliminated the ON system with APB (an mGluR6 agonist) while 

stimulating with 50 µm flipping gratings. Surprisingly, we found that there was no significant 

reduction in overall current (n=5, P = .46) (Figure 8A), meaning that there is no observable ON 

excitation in response to luminance-neutral stripes (i.e., the ON bipolar system is not responsive 

to fine detail). ON excitation does confer sensitivity to fine detail, but through an unexpected 

route. When presenting only dark stripes (Figure 8B), we found much larger currents than when 

the ON system was eliminated (n=5, P < .01). This shows that under control conditions, the ON 

system was contributing current in response to a dark stimulus. Response to presentation of only 

bright stripes (Figure 8C) was eliminated by APB as expected. 8D illustrates a possible 

mechanism for the creation of mGluR6-dependent currents by dark stripes (Figure 8B). These 

data show that the ON system boosts the responsiveness of the LED to fine detail that is net 

darker than average background luminance through ON bipolar cells, as suggested by Figure 8B. 

 

Glycine Enhances Center Excitation by Suppressing GABAergic Feedback Inhibition. 

 Feedback inhibition magnitude is uneven across its receptive field as indicated in Figure 

6F; locations proximal to the center give greater attenuation of excitation than those more distal. 

An anticipated consequence of this is that feedback inhibition is strongest at the LED center, and 

would cancel out a large amount of excitation, even though the surround is not being activated. 

Figure 9 shows that the LED is counteracting this. Figure 9A is an average recording used for 

calculations in Figure 9B. For both the OFF (Figure 9B) and ON (Figure 9C) systems, 

eliminating GABA via blockage with SR95531 and TPMPA showed no change in current elicited 

from a single OFF or ON spot restricted to the center for OFF (n=8, P = .88) or ON (n=8, P = 

.35) spots. This indicates that GABAergic feedback inhibition has no significant effect in the 

center, even though one would expect this location to give the strongest amount of inhibition per 

unit of area. 

 On addition of strychnine (average recording shown in 9D), we observed a large decrease 

in current level (Figure 9E and Figure 9F; n=8, P < .01 for both OFF and ON), which can be 

subsequently rescued via blockage of GABA to restore current levels to control (Figure 9E and 

Figure 9F; n=8, P = .88 for OFF, P = .06 for ON). Figure 9G illustrates this inhibition-of-

inhibition interaction. If glycine, under normal conditions, is suppressing GABAergic inhibition 

to bipolar cells in the center, then its elimination via strychnine would cause an upregulation of 

GABA, leading to reduced excitatory currents. If GABA is then blocked, there is no longer any 

direct inhibition of excitation, which is observed as a resultant rescue of its current levels. 

 

Feedback Inhibition Enhances Representation of Textured Edges. 

 As shown thus far, feedback inhibition can be activated by luminance-neutral fine detail 
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(features that are sized similar to bipolar dendritic fields) and can also be activated in proportion 

to the amount of surround area stimulated. LEDs should then respond differently to areas of 

active texture, depending on their distance from an edge (in this case, a border delineating an 

area of nontexture). Presumably, cells located close to a textured edge would receive less 

feedback inhibition than those located more distally, as in Figure 5.  

 Figure 10A shows a set of excitatory responses elicited by a luminance-neutral flashed 

square consisting of 50-µm stripes drifted at 1 Hz for 2 seconds, and constructed into a heat map 

in the same way as the raster in Figure 4. Excitatory response to this stimulus is similar to that in 

Figure 5A, with selectivity proximal to the edge. Spiking also shows a strong response near the 

edge for the initial first second of the stimulus (Figure 10B). Summing spikes at the various 

spatial locations for 8 cells show a nearly 2-fold preference for the edge location and indicate 

that the LED delivers a spiking output responsive to textured edges and reliably transmits the 

nearly 2-fold edge selectivity produced by feedback inhibition (Figures 5A and 5B). 

 To confirm that selectivity to textured edges is not elicited exclusively under carefully 

controlled stimulus conditions, we presented a 16-second movie that contains natural scenes 

while recording excitatory currents (Figure 10C). The role of feedback inhibition was also 

assessed by blocking GABA. The peak excitatory response for the entire movie was elicited at 

frame 120 (Figure 10C, right picture), where feedback inhibition also had little effect. At this 

time, the center of the receptive field (inner circle) contained a large degree of fine detail (insert). 

This area was also located near an edge; features in the surround (outer circle) below and to the 

left of the center were of uniform luminance and had little texture, presumably preventing any 

ambient jitter in the filming from eliciting feedback inhibition. The highest difference between 

control and GABA-blocked excitatory currents occurred at frame 55 (Figure 10C, left picture), 

when a car moved from right to left through the entire receptive field. This type of scene feature 

would elicit a large excitatory current due to the large amount of detail stimulating the center, but 

was subsequently suppressed by feedback inhibition which was sensitive to similar features. 

 Natural stimuli illustrate when LED circuitry generates the most excitation and feedback 

inhibition under normal visual conditions as observed by the animal. Excitation was greatest at 

an edge of fine detail, and feedback inhibition was most effective when non-edge bearing objects 

appeared in the receptive field. 

 

Center and Surround Monotonically Encode Contrast. Center-Surround Interaction is 

Nonlinear. 

 We used a set of grating stimuli that displayed differing levels of stripe contrast For 

example, a 40% contrast level corresponds to a set of stripes with dark bars of -40% luminance, 

and light bars of +40% luminance. We generated six levels of contrast (0%, 20%, 40%, 60%, 

80% and 100%) in all combinations for center (150 µm) and surround (150-1000 µm) area, 

giving 36 distinct combinations (Figure 11A). All combinations were displayed to the LED as 2 

Hz flipping gratings, excitatory currents recorded, averaged, and normalized against the 

maximum recording and plotted as a heat map (Figure 11B, right).   

 Figure 11B shows how center and surround independently respond to contrast levels. The 

center shows higher excitatory responses to higher levels of contrast. According to these 

measurements, contrasts as low as 40% can be significantly detected by the LED excitatory 

system. Likewise, when center contrast is fixed at 100% and surround contrast is varied, higher 

levels of surround contrast cause a greater suppression of excitation. Contrasts as low as 40% can 

also be significantly detected. 
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 The heat map plot suggests how feedback inhibition interacts with bipolar terminals. To 

test for a linear relationship, we constructed a linear equation that increases excitation with 

center contrast, and is linearly attenuated by an increasing amount of surround contrast. We then 

optimized slope coefficients for each axis (Figure 11C). This model gave a variance error value 

of 0.0244, indicating a fairly good fit. 

 We suspected this since the response to center contrast values has a concave shape, that 

the interaction could be nonlinear, so we added polynomial exponents to the original linear 

model and optimized again, giving a substantially lower variance of 0.0025, having a surround 

exponent of 1.25, and a center exponent of 2.13. This indicates that the center response to 

contrast is nonlinear, whereas the effect of surround feedback inhibition approximates a linear 

attenuation of center excitation.  

 

Computational Model of Feedback Inhibition Suggests Noise Suppression Function 

 Single-cell patch-clamp electrophysiology has a low informational throughput, in 

addition to other practical limitations related to carrying out extended experiments. To get a 

broader view of how LED circuitry processes the visual scene, we designed a Matlab model of 

the interaction between feedback inhibition and excitation. The model was operated by assuming 

each pixel to be equivalent to the receptive field of a single bipolar cell (approximately 50 µm). 

Excitation and feedback inhibition responses were generated by subtracting luminance changes 

from a pixel-by-pixel exponential moving average of luminance (luminance differential matrix), 

played at 30 frames/sec. Currents elicited by spots were fit to an exponential moving average, 

with  alpha constants numerically optimized to recorded data (excitation_alpha = 0.1, 

feedback_alpha = 0.2). Amount of surround activation was determined by convolving a 

normalized two-dimensional Gaussian (sigma = 250 µm, derived from Figure 6F) with the 

luminance differential matrix for feedback inhibition. The resulting level of excitatory output at 

each pixel was then determined by using the center-surround contrast plot in Figure 11A as a 

lookup table to obtain the appropriate fraction of excitatory activation, and multiplying by a 

value of 50 pA. A 'raw' version of excitation was created by fixing the value of feedback 

inhibition at a constant of zero.  

 Figure 12A shows an example frame of inhibited excitation, raw excitation, the original 

frame from which they were derived, and a subtractive difference between them. Qualitatively, 

the inhibited excitation appears to contain a more sparse representation of the edges compared to 

raw. The difference image verifies this by showing a somewhat diffuse version of the original 

image. Since diffuseness implies having low spatial frequencies, we performed sequential fast 

Fourier transforms on simulated excitatory outputs, and converted spatial dimensions to visual 

degrees (160 µm = 1° visual angle [68]). Figure 12B is the „inhibited‟ power spectrum divided by 

the „raw‟ power spectrum, which shows the spatial frequencies that feedback inhibition selects 

for.  All spatial frequencies are attenuated by at least 30%, but large spatial frequencies (0.25 

cycles/° visual angle) are selectively attenuated.  

 To test the sparseness of the 'inhibited' signal, we created binned distributions of the 

simulated excitatory values for the 'inhibited' and 'raw' data sets, ranging from 0 to 50 pA, with a 

bin size of 0.1 pA. Figure 12C was created by dividing the 'inhibited' distribution by the 'raw' 

distribution, and displaying as a log plot. Since all pixels created by this simulation must have 

some value between 0 and 50, this plot illustrates how they become preferentially distributed 

when feedback inhibition is enabled. Current values that are above log 1 have their quantity 

enhanced, and those below 1 are attenuated in quantity. The value representing 0 pA is greater 
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than log 1, meaning the amount of „bipolars‟ that generate no excitatory current increases nearly 

10-fold in the presence of feedback inhibition, essentially increasing the amount of 'blank space', 

or sparseness in the scene. The green area in Figure 12C illustrates the redistribution of bipolar 

excitatory values from various nonzero current values (below the log 1 line) to zero current 

values (above the log 1 line). This is what we would expect from a feedback inhibition that is 

shunting in nature.  

 We also compared Shannon Entropy measurements between the data sets. Each frame 

was normalized by scaling the full range to 16-bits. Entropy is a measurement of the amount of 

uncertainty contained in an image [69], with perfect uniform noise having an entropy value of 16 

for a 16 bit image. Changes in this metric of disorder are often used to measure the change in 

information transfer content of neurological systems, with decreasing entropy equating to an 

increase in information content [70-73]. Data show that feedback inhibition decreases the 

amount of uncertainty in the bipolar representation of a scene from an entropy value of 5.51 ± 

0.56 bits to 5.16 ± 0.50 bits (n = 30, P < .05) (Figure 12E). Feedback inhibition also causes a 

decrease the sparseness index (thereby increasing sparseness, see Zeck et. al [47] ) to 0.427 ± 

0.082, from 0.502 ± 0.049 (n = 30, P < .05) (Figure 12D), meaning that there is a higher ratio of 

silence to signal across the entire distribution of response. The difference image also had a 

sparseness on par with the raw image (0.514 ± 0.515), but had a larger standard deviation, 

possibly reflecting the transient nature of feedback inhibition. 

 Since metrics of entropy and sparseness are generated via a computational model, it 

follows that the difference between two populations may be small, but still gives a high degree of 

statistical significance due to low variance in the sample. Descriptive statistics give a clearer 

picture of how important these measured differences are. We calculated the Cohen‟s d effect size 

for sparseness and entropy measurements [74]. The change in sparseness due to the presence or 

lack of feedback inhibition (Figure 12D) had an effect size of 0.902, considered to be large for 

this type of statistic [74]. The effect size of the change in entropy (Figure 12E), was smaller but 

still substantial at 0.640. These results show that feedback inhibition serves to make signals in 

the scene more sparse, and improve the information content by lowering entropy. 

 

Feedforward Inhibition Is Glycinergic and Can Signal Rapid Narrow Luminance Changes. 

 Comparing feedforward inhibition's response to spots of excitation, it appears that 

feedforward inhibition is most active at the moment of onset or offset of stimuli, likely the basis 

for van Wyk et al‟s. [49] suggestion that feedforward inhibition could primarily be used to delay 

spiking by “blanking out” select early phases of excitation. 

 Selective blockage via strychnine could be used to measure the influence of feedforward 

inhibition. However, strychnine perfusion eliminates not only feedforward inhibition, but also 

drastically changes and attenuates the waveforms of OFF and ON excitation (as seen in Figure 

9D). It is therefore difficult to determine what the specific effect of feedforward inhibition is 

upon cell response via pharmacology. We therefore worked to find specific stimulus conditions 

that would function to block spiking, because spiking has been preserved thus far in most stimuli 

used in this study, in spite of feedforward inhibition being present. 

 We investigated the interaction of excitation and feedforward inhibition by recording 

responses to stimuli designed to elicit a baseline spike rate by presenting a 50-µm drifting grating 

in the 150-µm center drifted at 1 Hz. We then superimposed rapid luminance shifts with a single 

133-ms flash of either a narrow (150-µm) or wide (1000-µm) spot during the drifting grating, as 

indicated by grey bars (Figures 13A-13F). During each drifting grating, both excitation and 
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inhibition were active, yet a constant spike train was produced. The spike train was interrupted 

during each luminance shift condition.  

 The interaction mediating this interruption was different for narrow and wide flashes. For 

narrow OFF or ON flashes (Figures 13C and 13E), an additional wave of feedforward inhibition 

was produced on top of the baseline elicited by the drifting grating. This inhibition then 

postsynaptically canceled the excitatory current, producing a shutoff of spiking. For wide flashes 

(Figures 13D and 13F), feedforward inhibition was barely affected. Instead, the spike train was 

shut off by a reduction in excitation, presumably aided by a combination of horizontal 

antagonism and feedback inhibition.  

 Figure 13G shows the measured half-maximum rise and fall times of OFF (left) and ON 

(right) feedforward inhibition. In both cases, the current took 4 to 5 times longer to decay than to 

reach its peak. 

  Furthermore, the pharmacology of feedforward inhibition was determined. Strychnine (1 

µM) was perfused with the media while recording inhibitory currents in response to 200 µm OFF 

and ON spots. Figure 13H shows that strychnine eliminates inhibitory currents. Excitatory 

currents were also recorded to ensure cell viability (not shown). 

 Figure 13I is an illustration of how feedforward inhibition‟s sensitivity to fine detail 

(Figure 7C) and differences in rise and decay times (Figure 13G) contribute to producing the 

inhibitory waves observed in Figures 13C and 13E, as explained in the discussion. 
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DISCUSSION 

 We have shown that the LED has several circuit characteristics that enhance sensitivity to 

fine detail, and allow surround activity to strongly suppress center activity. When combined 

together, we get a view of the exact neuronal underpinnings that the retina uses to solve the 

problem of edge representation. Which neurotransmitter systems are employed, and in which 

synaptic layers is the primary contribution of this work. Even though complex center-surround 

antagonism was suggested by earlier studies [48, 49], they made no distinction between outer 

plexiform-driven and inner plexiform-driven circuitry. The van Wyk study in particular 

concluded that larger grating sizes more effectively suppressed center-generated spiking. This 

can be explained by the fact that the spatial features used were large enough to activate outer 

plexiform circuitry and were not designed to avoid luminance changes that could drive 

horizontal cells. These stimuli likely elicited antagonism originating in both the inner and outer 

plexiform layers. In this study, stimuli specifically avoided activating horizontal cell circuitry by 

using luminance-neutral gratings of spatial resolution that were too fine to activate horizontal 

cells. This enabled us to define inner plexiform components of inhibition that were unique to the 

LED.  

 

Summary of Synaptic Pathways Mediating Local Edge Detector Activity 

 Figure 14A outlines the circuitry derived from our measurements. Populations of ON and 

OFF bipolar cells (a, b) converge upon the LED. Small dendritic extent and nonlinear synaptic 

inputs endow the LED with high spatial sensitivity. These bipolar cells (or other classes of 

bipolar cells) make excitatory contact with ON-OFF narrow-field glycinergic amacrine cells (j, 

k), ganglion cell dendrites (c, d) and wide-field amacrine cells, so all components have high 

spatial sensitivity. Excitatory inputs to the ganglion cell are rectified. This rectification, likely 

present in the bipolar-to-amacrine cell connections as well, is essential for the high spatial 

resolution in the inhibitory responses: glycinergic feedforward (e, f) and feedback from GABAa 

(h) and GABAc (g). Feedback is in the center inhibited by a glycinergic source (l, m). 

 

Feedback Inhibition  

 Figure 5A suggests that the LED is performing classic luminance edge-detection. 

According to Marr and Hildreth [15], ideal edge detection can be achieved by applying a 

difference-of-Gaussian function to a scene, where the sigma values of each Gaussian 

approximate each other but are not exactly the same. This type of difference-of-Gaussian creates 

the familiar “Mexican hat” receptive field of ganglion cells described in classic works, also 

known as a Laplacian function [75, 76] (Figure 1C). This function shows that the presence of a 

strong antagonistic surround is necessary to create sufficient edge detection. In the LED, this 

component is provided by GABAergic feedback inhibition originating from inner plexiform 

amacrine cells, as shown in Figure 6. However, sufficiently strong excitation is also necessary, 

and one possible problematic consequence of having strong local feedback inhibition is that 

center excitation would be attenuated heavily, since presumably this is where feedback inhibition 

is the strongest, as suggested by Figure 6F. The LED appears to counteract this by using 

glycinergic inhibition to suppress GABAergic feedback inhibition cospatially with the excitatory 

center (Figure 9). Thus, glycinergic and GABAergic inhibition combine in such a way that 

approximates a Laplacian function by creating a strong center combined with a strong 

antagonistic surround. 
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 We found that both GABAa and GABAc systems are utilized in signaling feedback 

inhibition, with GABAa mostly suppressing the OFF system, and GABAc mostly suppressing 

the ON system. Paradoxically, blockage of either of these primary systems produced only a 

partial restoration of current, suggesting that perhaps both GABAa and GABAc might be present 

at both ON and OFF bipolar cell terminals. The sub-linear summation of each receptor isotype‟s 

contribution (Figure 6D and 6E) suggests some functional redundancy. Besides redundancy, 

combining these two isotypes in different proportions can tune the kinetic properties of feedback 

inhibition, due to the fast and slow nature of GABAa and GABAc, respectively [77-79]. This 

would either imply that the temporal response of feedback inhibition to bipolar cells is carefully 

tuned to have an optimal time course, or that each system is performing a specific role in space 

or time. This is entirely plausible given that spatial segregation at synaptic clefts is sufficient to 

prevent signal cross-talk [80]. Further work is required to determine the possible sub-

functionality of feedback inhibition. 

   How feedback inhibition and excitation encode contrast also warrants discussion. Both 

center and surround encode contrast levels monotonically – larger center contrasts increase 

excitation, larger surround contrasts decrease this excitation (Figure 11B). The relationship 

between the levels of contrast and the amount of excitation produced by each contrast level was 

found to conform somewhat to a linear expression. However, adding exponents (thereby making 

the relationship nonlinear) produced a better fit upon optimization, with excitation having a 

rather large polynomial exponent of 2.13. This means that excitation levels increased to the 

square of contrast. This would seem counter to studies which have shown excitatory responses to 

undergo contrast gain control, thereby attenuating the amount of increase in excitation when 

increasing contrast at already high levels [81-83]. This would seem to imply that LED bipolars 

have a positive contrast gain factor. Since this nonlinearity also seems to be present in response 

to dark spots of increasing intensity (i.e. lower luminance, Figure 3E), this is probably a feature 

of the OFF system. There are several possible sources of this nonlinearity. It is unlikely 

originated in either the photoreceptor-to-bipolar cell synapse or within the dendrites of the 

bipolar cell, since OFF bipolar cell voltage and current responses saturate at low luminance 

changes [84]. It is also unlikely to be regulated by an inhibitory amacrine cell since blockage has 

no effect upon absolute current levels elicited by high contrast gratings (Figure 7F) or spots 

(Figures 9E and 9F). The only remaining possible sources of nonlinearities are either the bipolar 

terminal or the bipolar cell-to-ganglion cell synapse. In the first case, one cannot rule out 

intrinsic voltage or calcium-dependent properties that could produce an internal positive 

feedback for vesicle release. In the second case, mGluRs at the ganglion cell dendrites could 

produce an excitatory signal amplification. Indeed, mGluRs are present in ganglion cell dendrites 

[85-87], but their role in retinal signal processing has not been extensively studied. The surround 

had a polynomial exponent of 1.25, which is close to being linear. This allows us to describe the 

center-surround relationship as being a linear attenuation by feedback inhibition of an already 

nonlinear center.  

 

Sensitivity to Fine Detail 

 OFF and ON excitation are rectified, meaning OFF bipolar cells generate no significant 

reduction in glutamate release in response to increments in light, and ON bipolar cells generate 

no significant reduction in glutamate release in response to decrements of light. If both OFF and 

ON bipolar cell inputs were perfectly non-rectified (i.e. having a linear response to luminance 

changes), then inward currents from each phase would be cancelled out by equal and opposite 
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(outward) currents from the other system (Figure 3D), thereby making the receptive field center 

linear [41]. Because of the apparent rectification, we deduced that bipolar cell subunits could 

contribute independently to excitation and confer responsiveness to subreceptive field detail, 

provided the two systems don‟t actively inhibit each other. In some subclasses of bipolar cells, 

inhibition can be generated by amacrine cells driven by the ON system to suppress OFF 

excitation, or vice-versa [67]. The lack of this type of inhibition (Figure 7F) in these bipolar cells 

confers the functional advantage of enhanced responsiveness to fine detail. 

 Furthermore, even though ON excitation makes no direct contribution in response to fine 

detail, it contributes in another way: ON bipolar cells generate an excitatory current when there 

is a decrement in net luminance, so long as there are areas of neutral luminance contained in the 

stimulus. This seemingly paradoxical response can be explained by the circuitry shown in Figure 

8D; horizontal cells cannot respond to 50-µm features but are activated by luminance changes. 

Thus, horizontal cells are activated by the net decrement in luminance provided by the dark bars 

in Figure 8B, which in turn feed back to cones underneath the neutral (grey) bars by either a pH-

mediated or hemichannel-mediated emphatic mechanism [22, 23]. This induces these cone 

photoreceptors to release less glutamate, which then elicits excitation from mGluR6-bearing ON 

bipolar cells. Thus, ON bipolar cell responsiveness to fine detail is conferred via horizontal cells, 

and the mere presence of ON bipolar cells to LED synapses boosts response to fine detail under 

decrements in luminance.  

 We uncovered this same horizontal cell mechanism upon elimination of inhibition during 

edge stimuli (Figure 5B, area 3); the disappearance of the large dark square during the stimulus 

drove horizontal cells in the surround, that in turn increased the level of glutamate release at cone 

terminals in the center, which consequently induced an OFF current. This suggests a secondary 

role of feedback inhibition in the context of luminance edges: the elimination of erroneous 

horizontal cell signals that could potentially give a false signal of the location of the edge in time 

and space. Figure 5D illustrates how this signal is eliminated. Since the offset of a dark square is 

seen as an increment in luminance, ON bipolar cells located in the surround respond to this 

increment by increasing glutamate output, driving feedback inhibition, and subsequently 

blocking the excitatory current generated by the horizontal cell system. 

 Complex receptive field properties further enhance the edge-detection capabilities of the 

LED beyond the detection of just luminance edges. Subreceptive field resolution is created by 

rectified excitation from bipolar cells, thereby making the receptive field nonlinear [41]. This 

effect has also been measured in the immediate surround of the Y (alpha) cell [56, 64], 

theoretically enabling the cell to represent textured areas. Yet the addition of a similarly texture-

sensitive feedback inhibition causes cell populations to represent the boundaries of textured 

areas instead, as shown in Figure 10A. A generalized mechanism of textured edge detection is 

illustrated in Figure 14B. A large area containing subunit-sized detail drives both excitation and 

feedback inhibition. Because excitation has a smaller receptive field than feedback inhibition, its 

representation of the area is sharp, whereas inhibitory feedback is more diffuse. Excitation and 

feedback inhibition sum in the Laplacian manner (as described above) at the bipolar cell 

terminal, but each circuit component represents variance in luminance rather than luminance 

contained in its receptive field. This allows the border of the textured area to be encoded, which 

we suggest is an added functionality of feedback inhibition.  

 Textured edge detection has possible implications for behavior. Cuthill et al. [1] showed 

that targets can be effectively camouflaged from avian predators by using background-matched 

texture over the entirety of their surface. However, when the coloration pattern was statistically 



17 

 

altered so no texture contacted the inside edge, recognition of the target significantly improved, 

meaning that a border between a textured area (tree bark) and a uniform area (the target‟s inside 

edge) was perceived. We postulate that the feedback inhibition circuitry in the LED makes this 

type of behavior possible, because it allows the differentiation between a textured and non-

textured area, regardless of luminance differentials. Figure 10C demonstrates the LED‟s capacity 

to perform this function in a natural scene; excitation peaked at textured areas bordering 

featureless smooth areas, and feedback inhibition was most effective at suppressing excitation 

during the presence of features that did not resemble borders.  

 It should be noted that textured edge enhancement in both designed and natural stimuli 

involve feature motion. This suggests that both natural object motion and small saccades might 

play a role in LED function and subsequent perception of complex borders. Indeed, many circuit 

components seem to be tuned for high sensitivity to fine spatial detail, but this study only 

resolved this characteristic at temporal frequencies of about 2 Hz. How eye movements and 

natural object motion impact complex edge representation are questions that warrant further 

study. 

 

Information and Noise 

 Comparison of simulated excitation that receives feedback inhibition versus raw 

excitation shows that feedback inhibition induces a distinct change in the content and character 

of excitation. Sparseness and information content increase, while Fourier analysis upon the 

spatial domain shows a selective attenuation of large features.  

 An index of sparseness was created to compare two ganglion cell types by Zeck et. al 

[47]. This index is simply a measurement of how many active pixels are next to any given pixel 

in the scene (thus a lower sparseness index indicates a higher level sparseness). The functional 

meaning of high sparseness is that the signal is highly specific to a certain type of stimulus, and 

will be unresponsive to irrelevant patterns, thus indicating a highly specialized information 

channel. Here we show that feedback inhibition is the key component in generating this behavior. 

Indeed, Figure 5 alone is a testament to feedback inhibition's ability to remove response in what 

is essentially an informationally 'blank' area – area devoid of an edge. 

 Upon inspection of the 'difference' image (in Figure 12A), it becomes apparent that 

what's being removed has the characteristic of being spatially broad (low frequency). This 

outcome can be directly related to what is seen in Figure 6 – essentially any point in space that 

has a large number of activated neighbors has a high chance of being attenuated.  While not 

'noise' in the classical engineering sense, this particular scene content is being dispensed with via 

the LED circuitry while retaining essential content. This is the very definition of an entropic 

decrease, since lower bandwidth (fewer 'bits') is needed to encode the scene. This result 

conceptually agrees with studies showing that sluggish cells have relatively low informational 

throughput [88].  

 

The Effect of Feedforward Inhibition on Spiking 

 Feedforward inhibition was found to be ON-OFF, to be responsive to subreceptive field 

detail, and to have a receptive field peak of 150 µm, similar to excitation. What is the purpose of 

such a circuit component if it cancels out excitation? Van Wyk et al. [49] observed that 

feedforward inhibition is more transient than excitation, delaying the onset of spiking, and 

making the cell response more sluggish. This mechanism might ensure that scene features are not 

detected until they have been fixed on the retina for about 150 msec. Here we suggest an 
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additional function. Figure 13A shows that feedforward inhibition is active even during narrow-

field stimulation by a drifting grating. Spiking still persists, however, suggesting that inhibition 

suppresses spiking under conditions other than responses to a test flash. Spiking was suppressed 

during an instantaneous change in narrow-field luminance, which we term an “edge in time.” 

During this shift, the receptive field subunit response of feedforward inhibition (Figure 7C) 

suppresses spiking as illustrated in Figure 13I. During a drifting grating, ON or OFF subunits 

(inside the dotted orange circle) are either active (in this case, the ON subunit) or inactive (the 

OFF subunit). At the moment of shift (grey bar), all OFF subunits respond to the decrement in 

luminance. Because the rise time of feedforward inhibition is faster than the decay time (Figure 

13G), both ON and OFF feedforward inhibition are active at this instant, adding to produce a 

wave of inhibition on top of the baseline. This inhibition is enough to block spiking, as indicated 

in Figures 13C and 13E. 

 What is the purpose of momentarily blanking the LED's spike train? It is possible that 

during times of constant spiking, blank periods might encode information. This mechanism has 

been suggested in cerebellar Purkinje cells, where the duration of a pause contributed to 

distinguishing between inputted patterns [89, 90]. Whether the LED's target can meaningfully 

decode these blanked periods is unknown. Given the limited number of axons that can fit into the 

optic nerve, it is plausible that several informational channels could be compressed into a single 

set of axon tracts. Because sluggish cells have slow informational throughput in terms of 

measured spikes [88], perhaps feedforward inhibition maximizes available bandwidth. 

 Edge detection is a process of interest to a wide range of disciplines: machine vision, 

organismal behavior, and psychophysics. It has also been implicated in several differing sensory 

modalities across vastly unrelated animal species, implying independent evolution. The LED is 

an example of how neurons can successfully assemble circuitry in order to extract boundaries 

from complex sensory input, and contribute to building perception of the physical world. 
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EXPERIMENTAL PROCEDURES 
 All procedures involving live animals were approved by the University of California 

Berkeley Animal Care and Use Committee, and performed in accordance with institutional 

guidelines.  Rabbits were sacrificed and their eyes removed and hemisected as described 

previously [33, 34]. Segments of the visual streak along with their associated sclera were stored 

in oxygenated Ames medium in the dark. Individual segments were removed from the sclera and 

flat-mounted on Millipore paper containing a 4-mm center hole. The mounts were perfused with 

Ames solution at 32°C. The solution was saturated with a mixture of 95% O2 and 5% CO2 and 

pH-buffered with NaCO3 to a pH of 7.4. 

 

Patch Clamp 

  Local edge detectors, identified as having a sustained ON-OFF spiking pattern with 

loose-patch as indicated by van Wyk et al. [49], were whole-cell patch-clamped with glass 

electrodes with a resistance between 5 and 10 MΩ. The electrodes were filled with a cesium-

based intracellular solution (in mM: 113 CsMeSO4 [Sigma, St. Louis, MO, USA]; 1 MgSO4 

[Fisher Scientific, Pittsburgh, PA, USA]; 7.8 103 CaCl2 [Fisher Scientific]; 0.5 BAPTA [1,2-

bis(o-aminophenoxy)ethane-N,N,N‟,N‟-tetraacetic acid; Fisher Scientific]; 10 HEPES [4-(2-

hyrdoxyethyl)-1-piperazineethanesulfonic acid; Sigma]; 4 ATP-Na2 [Sigma]; 0.5 GTP-Na3 

[Sigma]; 5 QX-314 [Sigma]; and 7.5 Neurobiotin-Cl [Vector Laboratories Inc, Burlingame, CA, 

USA], pH 7.2).  

 Excitatory currents were measured by voltage clamping the cell at the calculated reversal 

potential for chloride (-60 mV). Feedforward inhibitory currents were recorded by voltage 

clamping the cell at the cation reversal potential (0 mV). Since the clamp was performed at the 

exact reversal potential for each type of current, they were typically well isolated. The voltage 

response of the cell was recorded at a current clamp of 0 pA. The chloride reversal potential was 

confirmed by inhibitory synaptic noise, which reversed polarity at 60 mV. In most cases, 

excitation was recorded first, followed by voltage (under a current clamp), followed by 

inhibition. Recordings were digitized and sampled at 10 kHz. Signals were filtered and down-

sampled to a 60-Hz sample rate, the same as the update rate of the stimulus. No meaningful 

signals (light-responsive or otherwise) were observed above this frequency. 

 

Stimulus Paradigms 

 For each of the clamp states, several stimuli were presented against a grey background, at 

a brightness of 19.02 µW/cm
2
, using a standard DLP projector, projecting onto a diffuser, and 

focused onto the photoreceptor layer via a condenser at the start of each experiment.  

 All -100% (OFF), +100% (ON), and +300% (ON) luminance values had brightness 

values of 1.08 µW/cm
2
, 41.29 µW/cm

2
, and 72.58 µW/cm

2
, respectively. Special care was taken 

to make striped stimuli luminance-neutral, meaning decrements in brightness by OFF bars were 

offset by increments in brightness by adjacent ON bars. This ensured that blurring the image 

would produce no net change in luminance versus background at the diffuser. As an added 

measure of safety, ultrafine grating stimuli (5.7-µm stripes, presumably below the detection level 

of bipolars) were presented to the cell under the patch clamp, thus ensuring that no response was 

elicited. Gratings were also used as a static background when possible.  

 Edge raster plots were created by recording under the patch clamp, while sequentially 

displaying 1-second flashed squares at 21 spatial locations, spaced 30 µm apart, with a 5-second 

interstimulus rest time (Figure 4). For drifting grating rasters, the square was displayed for 2 
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seconds, during which time it was drifted across the display a distance of 100 µm (one full stripe 

cycle), reset, and drifted again. No square was visible during the interstimulus interval. Some 

raster stimuli were run backwards or run as a limited stimuli set with a 10-second interstimulus 

interval to confirm that effects were not due to rundown. A conceptual treatment of 

spatiotemporal rasters can be found in Roska et al. [34]. 

 Natural scenes were recorded with a Canon PowerShot G9 digital camera, at 640 x 480 

pixel resolution, 30 frames per second in black and white mode. Individual frames were 

converted to bitmaps, and scaled to approximate 50 visual degrees in rabbit. 

 

Pharmacology 

 Experiments were repeated in the presence of pharmacologic blockers of excitation and 

inhibition. To block metabotropic glutamate receptors and to selectively inactivate the ON 

system, 20 µM 2-amino-4-phosphonobutyric acid (APB, L-AP4; Tocris Bioscience, Ellisville, 

MO, USA) was added to the Ames medium and perfused across the preparation. To block 

ionotropic GABAa or GABAc receptors, 5 µM SR95531 (Sigma) or 100 µM TPMPA ([1,2,5,6-

tetrahydropyridin-4-yl]methylphosphinic acid; Tocris) was added to the Ames medium and 

perfused across the preparation. Recordings were performed a third time with only the Ames 

medium as a control when it was possible to confirm washout. To block ionotropic glycine 

receptors, 1 µM strychnine (Sigma) was added to the Ames medium and perfused across the 

preparation. The wash step was repeated, but we found that strychnine was very slow to washout 

and so was rarely reversible. In most instances, rundown of excitation was observed between 

control and drug perfusion. To compensate for this, all pharmacologic data were expressed in 

terms of an internal control stimulus response, often a single flashed spot.  

Commonly used GABA receptor antagonists, including SR95531, also can antagonize glycine 

receptors (GlyRs) [91]. However, the concentration of SR95531 used in this study was much 

smaller (5 μM) than that required to appreciably affect GlyRs (20 µM). TPMPA does not affect 

GlyRs [91]. 

 

Data Analysis 

 All analyses were performed with Matlab R2007b (The MathWorks, Inc., Natick, MA, 

USA). To derive numbers corresponding to the response of a cell to a single stimulus event, the 

average current over the duration of the stimulus was subtracted from the recording's baseline 

(the statistical mode of the entire recording). For raster plots, each of the 21 stimuli events were 

placed sequentially side-by-side along the y-axis, with the x-axis corresponding to the 0.5 second 

before the stimulus, the 1-second duration of the stimulus, followed by the 0.5 second after the 

stimulus. Vertical bars were added to indicate the onset and offset of the stimulus. A horizontal 

bar was added to correspond to the point in space where the edge of the square split the middle 

of the cell's receptive field. 

 For measurements where currents were expressed as a single value (as opposed to 

showing a current recording), currents were first measured in response to stimuli as indicated 

above. The average current change was calculated by subtracting recorded values at each time 

from the baseline and averaging them. One value per stimulus condition per cell was generated 

this way. For multiple cells, average current values were averaged together, and when 

appropriate, statistical analyses were performed of their distribution. For normalized values, 

means are expressed as the proportion of the maximum average current change in a single 

stimulus sequence. Some cells produced peak values at different input parameters, and thus 
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average normalized peak values are sometimes less than 1.0.  

 To calculate the strength of surround inhibition, we divided the average current recorded 

over the duration of the center-surround stimulus (spot plus flipping gratings) by the center-only 

stimulus (spot only), which gives the amount of current remaining when surround stimulus is 

included. We then subtracted this from 1.0 and expressed as a percentage to show the current 

reduction. All error bars indicate an interval corresponding to the standard error of the mean 

(SEM). Statistical tests comparing means of populations were performed with a 2-sample t test. 

Statistical tests comparing a population mean to a specific number were performed with a 1-

sample t test. The threshold for statistical significance was P < .05. 

 Cohen‟s d was used to calculate effect size, using pooled standard deviation from each 

compared sample [74]. 

 

Modeling Center-Surround Interactions 

 A linear center-surround interaction model fashioned after the data contained in Figure 

11B was created with the following equation: 

 

Equation 5. 

 
  

 

where m are linear slopes, and contrast range from 0 to 1 in 0.2 steps. Response values were 

obtained using iterative values for mcenter and msurround. Most optimal set was determined by 

lowest root mean squared (RMS) value versus measured data. 

 A non-linear center-surround interaction model was created by inserting exponents a and 

b into equation 1, thereby making it a polynomial relationship: 

 

Equation 6. 

 
 

 

Response values were obtained using two stages of iterative values for mcenter , msurround , a, and b. 

Most optimal set was determined by lowest RMS value versus measured data. 
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FIGURES 

 

 
 

Figure 1. Edge Detection Algorithms. 

(A) Original picture used in algorithms in parts (B) and (D). 

(B) Image in (A) with a Sobel filter applied. Select area (circled, insert) with an intensity plot of 

the dotted area is shown below. 

(C) Example difference-of-Gaussian (Laplacian) function used to obtain (D). 

(D) Laplacian function (C) applied to image (A). Select area (circled, insert) with an intensity 

plot of the dotted area is shown below. 
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Figure 2. General Retinal Circuitry. 

Cones respond to increments and decrements in light with increase or decrease in glutamate 

release, respectively. All glutamate synapses are represented with red arrows. Horizontal cells 

and bipolar cells are driven by glutamate from cones in the outer plexiform layer. Horizontal 

cells modulate cone glutamate release (pink lines). In the inner plexiform layer, ON and/or OFF 

bipolar cells drive ganglion cells via glutamate release. Inhibitory amacrine cells use GABA or 

glycine to inhibit bipolar cell terminals (feedback inhibition) or ganglion cells directly 

(feedforward inhibition). 
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Figure 3. Basic Receptive Field Measurements and Pharmacology for ON and OFF 

Excitation and Feedforward Inhibition.  
(A-B) Average excitatory currents (A) and feedforward inhibitory currents (B) were measured 

for OFF (-100% luminance) and ON (+300% luminance) spots of varying size and normalized to 

the maximum measured average current. Error bars = SEM, n=6.  

(C) Example of an anatomic photomicrograph of LED filled with Alexa-488 during 

electrophysiological recording, with average dendritic field size measurement. Scale bar=100 

µm, n=13.  

(D) Illustration showing summation of nonrectified (linear) ON and OFF excitatory inputs and 

hypothetical recordings under control and APB in response to 200 µm OFF and ON spots (shown 

at top). Individual bipolar cell responses (black) are linear; ON bipolar cells respond to OFF 

spots by reducing glutamate output, and OFF bipolar cells respond to ON spots by reducing 

glutamate output. The two sets of currents sum together at the LED‟s dendrites (blue), and APB 

perfusion (red) reveals outward currents at ON, and an increase in currents at OFF. 
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(E) Average of responses to OFF and ON spots for control and in the presence of APB, n=9. 

(F) Average excitatory current measurements in response to 200 µm OFF and ON spots under 

control and APB perfusion. Error bars=SEM, n=9.  
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Figure 4. Construction of Spatio-Temporal Edge Rasters.  
(A) A single LED is whole-cell patch-clamped and held at -60 mV. A 600 × 600 µm dark square 

is flashed for 1 sec on grey background at 21 successive spatial positions encompassing the 

surround and center of the receptive field. A separate recording is taken for each position. 

(B) Each recording is lined up in spatial order and plotted as a space-time heat map.  
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Figure 5. Edge Representation of Feedback Inhibition Under Control and Pharmacologic 

Blockage.  
(A-B). Spatio-temporal raster response to a 600 x 600 µm dark square against a grey background 

under (A) control conditions or (B) blockage of GABAa, GABAc, and glycinergic systems. The 

color legend above shows the magnitude of excitatory current (pA). A spatial profile of average 

currents is to the right, with current magnitude as the x-axis, and spatial location as the y-axis. 

Measurements of currents for locations distal and proximal to the edge are shown, as well as the 

ratio of proximal/distal.  

 (C) Circuit illustration at spatio-temporal locations 1 and 2 (as depicted in (A) and (B) in white 

numbers). Cells located distally to the edge (location 1) receive more feedback inhibition via 

wide-field amacrine cells than cells located proximally (location 2), causing larger suppression of 

excitation.  

(D) Circuit illustration at spatio-temporal location 3. The disappearance of the square (indicated 

as an increase in luminance) causes horizontal cells to increase cone glutamate release in the 

center, which in turn generates excitation in OFF bipolar cells. This is subsequently suppressed 

by feedback inhibition induced by this same luminance increment.  
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Figure 6. Presynaptic Inhibition by GABAa and GABAc: Reduction in Excitation and 

Receptive Field Measurements. 
(A) Stimuli used in (C-E). The center 150 µm was either solid ON (+300% luminance) or OFF (-

100% luminance). All stripes were 50 µm and flipped luminance polarity at 2 Hz.  

(B) A circuit diagram of the flow of information through an inner plexiform layer feedback 

inhibition pathway. Cones release glutamate (red arrows) onto ON or OFF bipolar cells 

(indicated in grey and black, respectively) in center and surround locations. Center bipolar cells 

stimulate LEDs by releasing glutamate. Surround bipolar cells release glutamate which drives 

wide-field amacrine cells, which in turn suppress glutamate release in bipolar cell terminals (blue 

lines).  

(C) An example excitatory current trace (for an OFF center spot) in response to center only (spot) 

stimulation versus center and surround (grating) stimulation.  

(D-E) Average excitatory current reduction of center spot stimulation when full-field flipping 

gratings are used in the surround for (D) OFF for (E) ON. Bars represent percentage of this 

reduction under various pharmacologic conditions. Error bars=SEM, n values as indicated for 

each condition. Values for GABA conditions that are not significantly different are indicated (*). 

 (F) Average normalized excitatory current of OFF and ON center spot stimulation for increasing 

areas of flipping gratings in the surround. All currents levels were normalized against a solid 

150-µm center spot. Error bars=SEM, n=17 for OFF system, n=20 for ON system.   
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Figure 7. Stimulation of LED-Receptive Field Subunits.  
(A) Example of the stimulus presented. The stripe width varied from 10 to 70 µm and was 

flipped at 2 Hz for 3 seconds. The background was grey. 

(B-C) An example excitatory current trace (B) and example inhibitory current trace (C) in 

response to the series of stimuli described in (A) (red, scale left). Average current change in 

response to each stripe width (black, scale right). All error bars=SEM, n=10. 

(D) Average spike rate in response to stimuli presented in (A), n=8. 

(E) A diagram of the circuitry showing the influence of possible crossover inhibition as described 

in [67]. Red arrows indicate glutamate release, with line weighting indicating relative release 

levels. 

(F) Average currents in response to 50-µm stripes under control and blockage of inhibition 

(GABAa, GABAc, and glycine). Bar chart indicates average current elicited under control (blue) 

and inhibition blocked (red). Error bars = SEM. 
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Figure 8. Responsiveness and Contributions of Individual Excitatory Components to 

Subreceptive-Field Detail.  
(A-C) Excitatory recording in response to (A) a luminance-neutral flipping grating with 50-µm  

stripes, (B) consisting of only dark bars and (C) consisting of only light bars. The first row shows 

the stimulus. The second row shows average current measurements for control and APB 

perfusion. Error bars = SEM, n=5.  

(D) An illustration of how stimulation of horizontal cells induces currents in ON bipolar cells 

bearing mGluR6 receptors. Red arrows indicate glutamate release, with line weighting indicating 

relative release levels. Pink lines indicate horizontal cell-mediated suppression of glutamate 

release at cone terminals. The luminance change in the stimulus from (B) causes horizontal cells 

to suppress glutamate release in cone terminals located underneath the grey (neutral) bars. ON 

bipolar cells bearing mGluR6 receptors that are cospatial with these cones are excited by this 

glutamate reduction. 
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Figure 9. Effect of Pharmacologic Blockage upon Currents Elicited by Spots in the Center.  
(A) Average excitatory recordings of an OFF spot (200 µm) under control and GABA blockage, 

n=8. 

(B-C) Average current magnitudes for (B) OFF spots and (C) ON spots under control and GABA 

blockage. Error bars = SEM, n=8. 

 (D) Average excitatory recordings of an OFF spot under control, strychnine, and subsequent 

addition of GABA blockers (all inhibition blocked). Error bars = SEM, n=8 for strychnine, n=6 

for all inhibition blocked. 

(E-F) Average current magnitudes for OFF spots (E) and for ON spots (F) under control, 

strychnine, and subsequent addition of GABA blockers (all inhibition blocked). Error bars = 

SEM, n=8 for strychnine, n=6 for all inhibition blocked. 

 (G) Illustration of circuit that produces results indicated in (A-F). Red arrows indicate 

glutamate release. Blue lines indicate inhibitory pathways. Glycinergic inhibition suppresses 

GABAergic feedback inhibition to bipolar cell terminals, preventing excitatory currents from 

being inhibited.  
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Figure 10. Excitatory Response to Textured Edges and Natural Scenes. 

(A) Excitatory spatio-temporal raster plot to a modified raster. The stimulus consisted of a 600 x 

600-µm square against a grey background containing luminance-neutral 50-µm stripes, drifted at 

2 Hz during the duration of the square‟s appearance (2 sec). The color legend above shows the 

magnitude of excitatory current (pA). (B) Binned spiking response to this raster, and summed 

spike count for each spatial location, n=15. Each bin represents 166 ms in time. A spatial profile 

of average currents is to the left, with spike count on the x-axis, and spatial location as the y-axis. 

Measurements of spikes for locations distal and proximal to the edge are shown, as well as the 
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ratio of proximal/distal. 

(C) Excitatory recording in response to a natural scene under control (blue) and GABA blocked 

(red). Two areas of the recording (grey bars) are selected for closer examination: Frames 

corresponding to the peaks of excitation under GABA blockage are shown. Concentric circles 

corresponding to the center (150 µm) and surround (750 µm) are overlayed in red. For the right 

frame, a blow-up of the image within the center circle is inserted. 
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Figure 11. Excitatory Response to Center-Surround Combinations, Optimized Models. 

(A) Stimuli used to generate heat plot depicted in (B). Six center contrast and six surround 

contrast levels were presented and flipped at 2 Hz for a total of 36 stimuli. 

(B) Average normalized excitatory currents were assembled into a heat plot (right). Graph (left) 

depicts currents at fixed center contrasts (solid line) and fixed surround contrasts (dashed line). 

Error bars = SEM, n = 6. 

(C-D) Values from the heat plot in (B) were fitted to a linear (C) or nonlinear (D) center-surround 

interaction model and subtracted from the original heat plot to obtain the error plot (right). The 

plot depicts the model values (red and blue) against the recorded excitatory values depicted in 

the plot in (B). 
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Figure 12. Effect of Feedback Inhibition Upon Scene Statistics. 

(A) Original scene (lower left) was modeled by simulated LED excitation with no feedback 

inhibition („raw‟, upper left), with feedback inhibition (upper right), and the difference between 

both feedback simulations (lower right). 

(B) Log of the ratio of power spectra obtained for spatial frequencies present in inhibited versus 

raw models. 

(C) Log of the ratio of simulated currents present at every point in space for inhibited versus raw 

models. 

(D) Measure of sparseness for raw, and inhibited models, plus for their difference. Error bars = 

standard deviation, n = 30 frames. 

(E) Measure of entropy for inhibited and raw models. Error bars = standard deviation, n = 30 

frames. 
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Figure 13. Interaction of excitation and feedforward inhibition during rapid luminance 

shifts. 

(A) Excitation (red), feedforward inhibition (blue), and spiking (black), in response to a drifting 

grating in the center 150 µm of the receptive field (duration of the drift is indicated with grey 

bar).  

(B) Description of the stimuli used for (C-F). Drifting grating is presented for the duration of the 
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grey bar. One of the four indicated images is presented for 133 ms at the time represented by the 

dark (OFF stimuli) or white (ON stimuli) bar.  

(C-F) Response to a drifting grating with an OFF (-100% luminance) narrow (150-µm) flash (C), 

an OFF wide (1000-µm) flash (D), an ON (+100% luminance) narrow flash (E), and an ON wide 

flash (F).  

(G) Rise and decay half-maximum times for OFF and ON feedforward inhibition in response to 

an OFF (-100% luminance) or ON (+100% luminance) spot, n = 5. 

(H) Pharmacology of feedforward inhibition. OFF (-100% luminance) and ON (+100% 

luminance) spot recordings under control (blue) and 1 µM strychnine perfusion (red), n = 5. 

(I) Illustration of response of feedforward inhibition during a drifting grating and luminance shift 

to dark. Top panel: ON and OFF subunits (located in orange circle) have counter-phasic 

responses during a drifting grating (blue traces) and sum to produce inhibitory input. Bottom 

panel: Upon a shift to dark luminance, OFF subunits become activated, adding to already active 

ON subunits, producing a wave of inhibition on top of the baseline (*), corresponding to the 

peaks seen in (C) and (D).  
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Figure 14. Local Edge Detector Circuit Summary and Illustration of Textured Edge 

Detection Mechanism. 

(A) Illustration of the pharmacologic pathways mediating LED activity. (a, b): ON and OFF 

bipolar cells. (c, d): ON and OFF rectified high resolution excitatory pathways to LED dendrites. 

(e, f): high resolution ON and OFF glycinergic feedforward pathways. (g, h): high resolution, 

wide-field GABAa and GABAc feedback pathways to ON and OFF bipolar cells. (j, k): high 

resolution excitatory ON and OFF inputs to ON and OFF glycinergic narrow field amacrine 

cells. (l, m): Center-restricted glycinergic suppression of GABA feedback.  

(B) Illustration of Textured Edge Detection Mechanism. Excitation is represented sharply due to 

the small 150-µm excitatory receptive field of the LED. Feedback inhibition is more blurry due 

to its larger 750-µm receptive field. Both respond to bipolar-sized detail, and the difference 

between excitation and inhibition generates a strong response at the edge of the textured area. 




