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# ABSTRACT OF THE DISSERTATION 

## Robust Classification and Regression

by

Hanbo Li

Doctor of Philosophy in Mathematics

University of California San Diego, 2018

Professor Jelena Bradic, Chair

Recent advances in technologies for cheaper and faster data acquisition and storage have led to an explosive growth of data complexity in a variety of scientific areas. As a result, noise accumulation, experimental variation, and data inhomogeneity have become substantial. However, many classical classification and regression methods in such settings are known to pose many statistical challenges and hence call for new methods and theories.

This thesis is devoted to robust classification and regression algorithms with theoretical guarantee on important statistical properties. In Chapter 1, we present a classification framework - ArchBoost, which applies to a wide range of loss functions including nonconvex losses and is specifically designed to be robust and efficient whenever the labels are recorded with an error
or whenever the data are contaminated with outliers. In Chapter 2, we introduce a forest-type framework for regression problems, and prove that many state-of-the-art forest algorithms belong to this framework. We then propose robust forest-type regression methods by applying our proposed framework to robust loss functions. In Chapter 3, we design a novel estimating equation motivated by the framework in Chapter 2 to solve quantile regression problem on random censored data. In Chapter 4, we focus on high-dimensional left-censored quantile regression and study its inference problem. We modify the quantile loss to accommodate the left-censored nature of the problem, by extending the idea of redistribution of mass. For the inference part, asymptotic properties are carefully investigated. All the methods in aforementioned chapters are tested through extensive numerical experiments on both simulated and real data sets.

## Chapter 1

## Boosting in the Presence of Outliers:

## Adaptive Classification with Non-convex

## Loss Functions

### 1.1 Introduction

Recent advances in technologies for cheaper and faster data acquisition and storage have led to an explosive growth of data complexity in a variety of scientific areas such as highthroughput genomics, biomedical imaging, high-energy physics, astronomy and economics. As a result, noise accumulation, experimental variation and data inhomogeneity have become substantial. However, classification in such settings is known to pose many statistical challenges and hence calls for new methods and theories.

ArchBoost contributes to the literature of binary classification algorithms and boosting algorithms in particular. It applies to a wide range of loss functions including non-convex losses and is specifically designed to be robust and efficient whenever the labels are recorded with an error or whenever the data is contaminated with outliers. ArchBoost tilts or arches down the loss
function to adapt to the unknown and unobserved noise in the data by exploring non-convexity efficiently.

To design the new framework we will amend the drawbacks of the AdaBoost algorithm [FS97] in the contaminated data setting. AdaBoost algorithm is based on an iterative scheme, in which at each stage data is reweighed, and a new weak classifier is found by minimizing the exponential loss. A final estimate of the classification boundary is found by summing up weak classifiers throughout all iterations. AdaBoost's sensitivity to outliers comes from the unbounded weight assignment on the misclassified observations. As outliers are more likely to be misclassified, they are very likely to be assigned large weights and will be repeatedly refitted in the following iterations. This refitting will deteriorate seriously the generalization performance, as the algorithm "learns" incorrect data distribution. To achieve robustness, the algorithm should be able to abandon observations that are on the extreme, incorrect side of the classification boundary. Here, we theoretically and computationally investigate the applicability of non-convex loss functions for this purpose. We illustrate that the best weight updating rule is to assign a weight of $-\phi^{\prime}\left(y_{i} F\left(x_{i}\right)\right)$ to each data point $\left(x_{i}, y_{i}\right)$ with $F\left(x_{i}\right)$ denoting the current estimate of the classification boundary. This assignment is only efficient if the loss function $\phi$ is a non-convex loss function. We develop a tilting argument for the non-convex losses. It is shown that, if we use a non-convex loss, sufficiently tilted, i.e. $-\phi^{\prime}(v)$ is small for all $v \ll 0$, then the outliers are eliminated successively. Hence, a constant "trimming" - typically used in robust statistics - is not sufficient for outlier removal in classification setting. In tilting or "arching" the loss function, we are effectively preserving as much fidelity to the data as possible, while redistributing emphasis to different observations. We propose a new ArchBoost framework that implements the above tilting method and adjusts for optimality by a new search of the optimal weak hypothesis. Instead of relying only on gradient descent rules (like LogitBoost [FHT00] or GradientBoost [Fri01]), ArchBoost chooses the optimal weak hypothesis that is most orthogonal to the previous weak hypothesis, therefore improving the most the accuracy of the next iteration.

We propose a sufficient set of conditions needed for a loss function to allow for good properties of the ArchBoost. We show that not every non-convex function satisfies such conditions; an example is the sigmoid loss. However, we propose a family of loss functions, $\gamma$-loss, that balances both the benefits of non-convexity and the empirical risk interpretation of boosting. Lastly, the proposed family of ARB- $\gamma$ algorithms is widely applicable to a wide variety of problems related to non-Gaussian observations and data that are mis-labeled (maliciously or otherwise). We address its robustness and statistical efficiency with details. Although it is straightforward to provide such analysis for parametric linear models, computations for the nonparametric and classification boundaries are far more challenging. We provide novel influence function [Ham74] and finite sample breakdown point theory [Ham68] that fill in the gap in the existing literature on robustness of the boosting algorithms.

### 1.1.1 Literature Review

There have been considerable efforts focused on designing methods that adapt to the error in the data: outliers and/or mislabeling of the observations. In the existing work, algorithms of [GD04] achieve provable guarantees [NDRT13, KTEM07] when contamination model [SBH13] is known or when multiple noisy copies of the data are available [CSS02], good generalization errors in the test set are by no means guaranteed. This problem is compounded when the contamination model is unknown, where outliers need to be detected automatically. Despite progress on outlier-removing algorithms, significant practical challenges (due to exceedingly restrictive conditions imposed therein) remain. Hence, a classification method that doesn't rely on the specified model of the corruption in the observations is still unavailable.

As boosting algorithms utilize observed data distribution over iterations, they may provide a robust alternative to the existing classification methods. Among the boosting algorithms, the most famous one is AdaBoost [FS97] that averages simple estimators (classifiers) from reweighed data over a sequence of iterations. It is the first adaptive boosting algorithm because the update at
each iteration is a direct function of the classification error of the previous step. AdaBoost then attracted much attention from statistics community, and has proven to be simple and effective [ZY05]. [Bre96, Bre99] shows that AdaBoost is a gradient descent method in function space and [FHT00] views AdaBoost as a gradient-based incremental search for an additive model using the exponential loss function. By observing that the exponential criterion is equivalent to the binomial log-likelihood criterion to the second order, [FHT00] also proposed the LogitBoost algorithm. All these algorithms depend on standard convex optimization techniques like the Newton method. The descent method viewpoint then extends the usage of boosting to the context other than classification. For example, [Fri01] developed gradient boosting method for regression using squared error loss, and [MBBF99] generalizes the boosting idea to wider families of loss functions.

Nevertheless, in the presence of the label noise and/or outliers, the existing methods face significant challenges [DW00]. AdaBoost is known to be very sensitive to noise [FS96, DW00, M097] because of the exponential criterion it uses. The weights on repeatedly misclassified data increase exponentially fast which leads AdaBoost to overfit the noises. Algorithms like LogitBoost, MadaBoost [DW00], Log-lossBoost [CSS02] are able to better tolerate noise than AdaBoost because they use loss functions that give much slower weights growth rate than $e^{x}$. However, they are still not insensitive to outliers or provably robust. In fact, any boosting algorithm with convex loss is highly susceptible to a random label noise as pointed out by [LS10].

Boost by majority (BBM) [Fre95] follows a very different mechanism and can give up on repeatedly misclassified observations because it has a pre-assigned number of boosting iterations. Hence, the weights updating rule of BBM is non-convex. However, the non-adaptiveness of BBM prevents its practical usage because the uniform bound $1 / 2-\gamma(\gamma>0)$ on the errors of weak learners are hard to achieve. BrownBoost [Fre01] combines the non-convexity of BBM and the adaptiveness of AdaBoost, and RobustBoost [Fre09] is developed based on BrownBoost and further adapts to the idea of margin maximization which is believed to be the reason for the good
generalization performance of AdaBoost [FSA99, ROM01, Ser03]. However, BrownBoost hinders upon an extra tuning parameter, target error $\varepsilon$, and RobustBoost depends on both target error $\varepsilon$ and maximum margin $\theta$. These tuning parameters make both algorithms highly inconsistent with respect to minor changes in the population parameter settings. Furthermore, both BrownBoost and RobustBoost do not fit in the mainstream boosting algorithms that analytically minimize a convex loss function. They solve two differential equations for two unknowns at each iteration, and the loss function (which they call potential function) changes after every iteration and converges to the 0-1 loss. Although stable in simulations, the statistical properties and robustness are unknown. Therefore, a natural question is: how do we formally develop an adaptive, mainstream and robust boosting algorithm that has a non-convex loss function and has provable robustness properties? In this paper, we address this question and propose a fully automatic estimator, ArchBoost, with no tuning parameters, that has provable robustness guarantees. Since ArchBoost does not require the knowledge of the erroneous labels, or the knowledge of the errors themselves, one can probe the utilities of the algorithm in the extremely wide scope of heterogeneous problems.

ArchBoost keeps the initial motivation of the boost by majority method in that the algorithms gives up on repeatedly misclassified observations. However, unlike BBM or RobutBoost it does so without requiring any pre-tuning of the error or maximum margin. ArchBoost adaptively learns which data to give up on without a-priori intervention. Additionally, ArchBoost keeps the reweighing flavor of the AdaBoost or GradientBoost algorithms but it differs in the way it minimizes the empirical risk function as it allows for non-convex losses. While GradientBoost uses least-squares and Newton criterions for finding the optimal classifier, ArchBoost utilizes the hardness condition to define an estimating equations and solves the equations directly (not approximately). Because of that, ArchBoost doesn't reduce to the existing methods when the loss function of choice is a recognized convex loss; for example, ArchBoost does not reduce to the $L_{2}$ Boost when the loss is the least squares loss.

### 1.2 Methodology of the ArchBoost

Let $\mathcal{X}$ denote a $p$-dimensional domain, $\mathcal{Y}$ denote the class label set $\{-1,1\},\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1}^{n} \subset$ $X \times \mathcal{Y}$ be i.i.d. data points $(p \leq n), \phi$ be a differentiable loss function, and $\mathcal{F}$ be a class of functions from $\mathbb{R}^{p}$ to $\mathbb{R}$. For any distribution $\mathbb{P}$ on $\mathcal{X} \times \mathcal{Y}$, we wish to find $F \in \mathcal{F}$ that minimizes $\mathbb{E}_{\mathbb{P}}[\mathbb{1}\{Y F(X)<0\}]$. With the classification-calibration condition [BJM06] on $\phi$, this problem is equivalent to finding $F^{*} \in \mathcal{F}$ that minimizes the $\phi$-risk $R_{\phi}(F)=\mathbb{E}_{\mathbb{P}}[\phi(Y F(X))]$. We summarize $F^{*}(x)=\arg \min _{F \in \mathcal{F}} \Phi(F(x)), x \in X$ where $\Phi(F(x)):=\mathbb{E}[\phi(Y F(X)) \mid X=x]$ in Table 1.1.

Table 1.1: The list of commonly used loss functions and its corresponding $F^{*}$

| Classification Method | Population parameters |  |
| :---: | :---: | :---: |
|  | Loss function $\phi(v)$ | Optimal Minimizer $F^{*}(x)$ |
| Logistic | $\log \left(1+e^{-v}\right)$ | $(\log \mathbb{P}(y=1 \mid x)-\log \mathbb{P}(y=-1 \mid x))$ |
| Exponential | $e^{-v}$ | $\frac{1}{2}(\log \mathbb{P}(y=1 \mid x)-\log \mathbb{P}(y=-1 \mid x))$ |
| Least Squares | $(v-1)^{2}$ | $\mathbb{P}(y=1 \mid x)-\mathbb{P}(y=-1 \mid x)$ |
| Modified Least Squares | $\left[(1-v)_{+}\right]^{2}$ | $\mathbb{P}(y=1 \mid x)-\mathbb{P}(y=-1 \mid x)$ |

AdaBoost [FS97] minimizes the empirical $\phi$-risk $\hat{R}_{\phi, n}(F)=\frac{1}{n} \sum_{i=1}^{n} \phi\left(Y_{i} F\left(X_{i}\right)\right)$ with the exponential loss, $\phi(v)=e^{-v}$, in a stagewise manner. It approximates the unknown Bayes classifier with a combination of weak classifiers, $h_{t}$, obtained by employing a weak learner at each iteration $t$. It is critical to observe that minimization of the exponential loss by itself is not sufficient to guarantee low generalization error of the AdaBoost [Sch13]. Its excellent performance is based on the premise that at each iteration of the algorithm, the method is forced to infer something new about the observations. This amounts to reweighing the observations by a weight vector $w$, so that the misclassified points gain more weight in the next iteration. However, in the presence of outliers, such methodology will iteratively attempt to refit the outliers to one of the classes and hence effectively pull the decision boundary away from the ground truth. Unfortunately, all convex loss functions will inevitably keep upweighting the persistently misclassified points, and as pointed out by [LS10], they all lead to non-robust boosting methods. Therefore, new boosting principles need to be designed that allow the loss to be non-convex. ArchBoost method,
that we propose below, is such a framework which, equipped with non-convex losses, leads to adaptive and robust algorithms that have provable guarantees. By exploring the non-convexity, ArchBoost is gradually dropping out the persistent observations from the refitting procedure at each new iteration of the algorithm. In this way, if the observations are consistently being misfit, they are suspected of being outliers and are steadily assigned less importance in the risk minimization procedure. Thus, ArchBoost tilts (i.e. arches) the weight distribution to the non-outlying observations. As an example of a weight updating rule that is effective at arching, we consider the loss function and the weight function, respectively, as

$$
\begin{equation*}
\phi(v)=4 /\left(1+e^{v}\right)^{2}, w(v)=e^{v} /\left(1+e^{v}\right)^{3} \tag{1.1}
\end{equation*}
$$

with $v=y F(x)$. To further illustrate this idea, we present graphically (1.1) in Figure 1.1, together with the losses and weight distributions of AdaBoost and LogitBoost.


Figure 1.1: AdaBoost, LogitBoost, ArchBoost loss functions and the corresponding normalized weight updating rules.

The novel boosting framework ArchBoost is presented in Algorithm 1. It iteratively builds an additive model $F_{T}(x)=\sum_{t=1}^{T} \alpha_{t} h_{t}(x)$ where $h_{t}$ belongs to some space of weak classifiers denoted by $\mathcal{H}$ (e.g. decision trees). Different from Gradient boost and AdaBoost, ArchBoost finds the optimal weak learner $h_{t}$, the step size $\alpha_{t}$, and the weight updating vector $w_{t}$ by exploring

```
Algorithm 1 ArchBoost ( \(\phi\) )
    Given training sample: \(\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)\) initialize the weights \(w_{0}\left(x_{i}, y_{i}\right)=1 / n\)
    for \(t=1, \ldots, T\) do
        (a) Normalize the weight by assigning \(w_{t}=w_{t} / \sum_{i} w_{t}\left(x_{i}, y_{i}\right)\)
        (b) Fit the classifier to obtain a class probability estimate \(\mathbb{P}_{w_{t}}(Y=1 \mid x) \in[0,1]\)
        using current weights \(w_{t}\) on the training data.
    6: (c) Set \(h_{t}(x)\) to be the solution of estimating equation (1.6).
            (d) Find \(\alpha_{t}\) by solving the empirical counterpart of (1.7).
            (e) Set \(F_{t}(x)=F_{t-1}(x)+\alpha_{t} h_{t}(x)\).
    9: (f) Update the weights \(w_{t}=-\phi^{\prime}\left(y F_{t}(x)\right)\).
    end for
    Output the classifier: \(\operatorname{sign}\left(F_{T}(x)\right)\).
```

the Hardness Condition defined as

$$
\begin{equation*}
\mathbb{E}_{w_{t+1}}\left[Y h_{t}(X) \mid X=x\right]=0, \tag{1.2}
\end{equation*}
$$

where $\mathbb{E}_{w}[g(X, Y) \mid X=x]:=\mathbb{E}[w(X, Y) g(X, Y) \mid X=x] / \mathbb{E}[w(X, Y) \mid X=x]$. This condition means that, from iteration $t$ to $t+1$, the weights on $X$ are updated from $w_{t}$ to $w_{t+1}$ such that $h_{t}(X)$ is orthogonal to $Y$ with respect to the inner product defined on the reweighed data. Thus, the weak hypothesis $h_{t}$ behaves like a random guess on the reweighed data, and hence, the $h_{t+1}$ will be a good supplement to $h_{t}$.

Provided that $\mathcal{F}$ includes all measurable functions, we observe that $F^{*}(x)$ can be defined by the first order optimality condition $\mathbb{E}\left[Y \phi^{\prime}\left(Y F^{*}(X)\right) \mid X=x\right]=0$, where $\phi^{\prime}$ is defined as the first order derivative $\frac{d}{d v} \phi(v)$. In classification problems, the parameter $v$ of loss function $\phi$ is $v=Y F(X)$ - that is, the margin of a classifier $F$ applied to a data point $(X, Y)$. Rewriting the expectation in terms of the class probabilities, we obtain the following representation of the first order optimality conditions

$$
\begin{equation*}
\frac{\phi^{\prime}\left(-F^{*}(x)\right)}{\phi^{\prime}\left(F^{*}(x)\right)}=\frac{\mathbb{P}(Y=1 \mid X=x)}{\mathbb{P}(Y=-1 \mid X=x)} . \tag{1.3}
\end{equation*}
$$

We aim to mimic equation above in each of the iteration steps of the proposed framework. In more details, at iteration $t$, with the current estimate $F_{t-1}(x)=h_{1}(x)+\ldots+h_{t-1}(x)$ at hand, we wish to find a new weak hypothesis $h_{t} \in \mathcal{H}$, such that $F_{t}(x)=F_{t-1}(x)+h_{t}(x)$ with $h_{t}(x)$ solving the following equation

$$
\begin{equation*}
\frac{\phi^{\prime}\left(-F_{t-1}(x)-h_{t}(x)\right)}{\phi^{\prime}\left(F_{t-1}(x)+h_{t}(x)\right)}=\frac{\mathbb{P}(Y=1 \mid x)}{\mathbb{P}(Y=-1 \mid x)} \tag{1.4}
\end{equation*}
$$

Next, we aim to explore (1.4) and build an estimating equation to find the optimal $h_{t}$. The method of estimating equations is a way of specifying how the optimal $h_{t}$ should be estimated. This can be thought of as a generalization of many classical methods including the framework of M-estimation. Estimating equation (1.4) involves an unknown quantity $\mathbb{P}(Y=1 \mid x)$. One may substitute $\mathbb{P}$ with $\mathbb{P}_{w_{t}}$, but this coarse estimation could be very biased, especially when the data has outliers. Therefore, we propose to estimate the right hand side of (1.4) by introducing a bias correction function $\mathbb{C}_{t-1}(x)$ that depends on both the current estimate $F_{t-1}$ and $x$, and is such that

$$
\begin{equation*}
\frac{\mathbb{P}(Y=1 \mid x)}{\mathbb{P}(Y=-1 \mid x)}=\mathbb{C}_{t-1}(x) \frac{\mathbb{P}_{w_{t}}(Y=1 \mid x)}{\mathbb{P}_{w_{t}}(Y=-1 \mid x)} \tag{1.5}
\end{equation*}
$$

Here the conditional probability $\mathbb{P}_{w_{t}}(Y=1 \mid x):=\mathbb{E}_{w_{t}}\left[\mathbb{1}_{[Y=1]} \mid X=x\right]$. Now, we observe that $\mathbb{P}(Y=1 \mid x)$ and $\mathbb{P}_{w_{t}}(Y=1 \mid x)$ satisfies

$$
\frac{\phi^{\prime}\left(F_{t-1}(x)\right)}{\phi^{\prime}\left(-F_{t-1}(x)\right)} \frac{\mathbb{P}(Y=1 \mid x)}{\mathbb{P}(Y=-1 \mid x)}=\frac{\mathbb{E}\left[\mathbb{1}_{[Y=1]} \phi^{\prime}\left(Y F_{t-1}(X)\right) \mid x\right]}{\mathbb{E}\left[\mathbb{1}_{[Y=-1]} \phi^{\prime}\left(Y F_{t-1}(X)\right) \mid x\right]}=\frac{\mathbb{P}_{w_{t}}(Y=1 \mid x)}{\mathbb{P}_{w_{t}}(Y=-1 \mid x)}
$$

Hence, with the bias correction function defined as $\mathbb{C}_{t-1}(x)=\phi^{\prime}\left(-F_{t-1}(x)\right) / \phi^{\prime}\left(F_{t-1}(x)\right)$, equations (1.5) and (1.4) lead to

$$
\begin{equation*}
\frac{\phi^{\prime}\left(-F_{t-1}(x)-h_{t}(x)\right)}{\phi^{\prime}\left(F_{t-1}(x)+h_{t}(x)\right)}=\frac{\phi^{\prime}\left(-F_{t-1}(x)\right)}{\phi^{\prime}\left(F_{t-1}(x)\right)} \frac{\mathbb{P}_{w_{t}}(Y=1 \mid x)}{\mathbb{P}_{w_{t}}(Y=-1 \mid x)} \tag{1.6}
\end{equation*}
$$

Therefore, the estimating equation principle of ArchBoost selects the optimal $h_{t}$ as a solution to the estimating equation (1.6). For the loss function (1.1), for example $\mathbb{C}_{t-1}(x)=e^{F_{t-1}(x)}$. Additionally, note that $\mathbb{P}_{w}$ can always be estimated as long as we use a weak learner that is capable to give class probabilities. One example is decision tree in which case in each terminal region $R_{j}$, one can estimate $\mathbb{P}_{w_{t}}(Y=1 \mid x)$ by $\sum_{x_{i} \in R_{j}, y_{i}=1} w\left(x_{i}, y_{i}\right) / \sum_{x_{i} \in R_{j}} w\left(x_{i}, y_{i}\right)$.

Observe that we can explicitly solve equation for many commonly used loss functions. For the robust loss (1.1) in Figure 1.1, (1.6) becomes

$$
e^{F_{t-1}(x)+h_{t}(x)}=e^{F_{t-1}(x)} \frac{\mathbb{P}_{w_{t}}(Y=1 \mid x)}{\mathbb{P}_{w_{t}}(Y=-1 \mid x)},
$$

leading to $h_{t}=\log \mathbb{P}_{w}(Y=1 \mid x)-\log \mathbb{P}_{w}(Y=-1 \mid x)$. The results for existing losses are summarized in Table 1.2. Observe that for different choices of the weight vector $w_{t}$, the resulting $h_{t}$ changes. The Hardness Condition works as the guideline of updating the weights $w_{t}$. To ensure that $\alpha_{t} h_{t}$ indeed decreases the $\phi$-risk we consider an additional line search step

$$
\begin{equation*}
\alpha_{t}=\underset{\alpha \in \mathbb{R}}{\arg \min } \mathbb{E}\left[\phi\left(Y F_{t-1}(X)+Y \alpha h_{t}(X)\right)\right] . \tag{1.7}
\end{equation*}
$$

We observe that for

$$
\begin{equation*}
w_{t+1}(X, Y):=-\phi^{\prime}\left(Y F_{t}(X)\right), \tag{1.8}
\end{equation*}
$$

the $\alpha_{t},(\overline{1.7})$, satisfies $\mathbb{E}_{w_{t+1}}\left[Y \alpha_{t} h_{t}(X)\right] \propto \mathbb{E}\left[-\phi^{\prime}\left(Y F_{t-1}(X)+Y \alpha_{t} h_{t}(X)\right) \cdot Y \alpha_{t} h_{t}(X)\right]=0$. For the robust loss (1.1), $w(v)=e^{v} /\left(1+e^{v}\right)^{3}$ is proportional to $-\phi^{\prime}(v)=8 e^{v}\left(1+e^{v}\right)^{-3}$ up to a constant. Therefore, by updating weights according to (1.8), the Hardness Condition (1.2) is satisfied.

Lastly, we emphasize that throughout the above derivation, we did not put any convexity restriction on the loss function. The only assumption we made is that $\Phi(F(x))$ has only one critical point that is the global minimum, a condition satisfied by many non-convex functions, e.g.

Table 1.2: The list of commonly used loss functions and their weak hypotheses $h$

| Classification Method | Population parameters |  |
| :---: | :---: | :---: |
|  | Loss function $\phi(v)$ | Optimal weak hypotheses $h(x)$ |
| Logistic | $\log \left(1+e^{-v}\right)$ | $\log \mathbb{P}_{w}(Y=1 \mid x)-\log \mathbb{P}_{w}(Y=-1 \mid x)$ |
| Exponential | $e^{-v}$ | $\frac{1}{2}\left(\log \mathbb{P}_{w}(Y=1 \mid x)-\log \mathbb{P}_{w}(Y=-1 \mid x)\right)$ |
| Least Squares | $(v-1)^{2}$ | $C(1-F(x))(1+F(x)) /(C F(x)+1)$ |
| Modified Least Squares | $\left[(1-v)_{+}\right]^{2}$ | $C(1-F(x))(1+F(x)) /(C F(x)+1)$ |

invex functions of [BIM86]. In this way, the ArchBoost algorithm can be applied to a broad family of non-convex loss functions (see Section 1.3 ). Moreover, note that the weak hypotheses of the least squares loss and modified least squares loss (Table 1.2) depend on the current estimate $F(x)$ and the weighted conditional probability $\mathbb{P}_{w_{t}}(Y=1 \mid x)$, which is different from that of Gradient boosting [Fri01]. Observe that the Gradient boosting effectively fits a least-squares method on pseudo-responses (see Step 4 of Gradient boost that approximates equation (9) therein), and hence the optimal weak learner is not chosen robustly. ArchBoost is an improvement as it designs a fully robust algorithm. Moreover, Gradient boost doesn't define the weights $w$ and hence has a very different viewpoint. Although it can be applied to non-convex losses using the simple steepest descent, the solution is unstable and the corresponding algorithms using our non-convex losses (Section 1.3) behave even worse than LogitBoost.

### 1.3 Robust non-convex loss functions

Not every non-convex function is a valid candidate for the developed ArchBoost method. Any binary classification problem can be written as

$$
\begin{equation*}
\min _{v \in \mathbb{R}}[\mathbb{P}(Y=1 \mid x) \phi(v)+\mathbb{P}(Y=-1 \mid x) \phi(-v)] \tag{1.9}
\end{equation*}
$$

where $v:=Y F(x)$ is the margin. We assume that (4.31) has a unique optimal solution in $\mathbb{R}$ for every $x \in X$. Note that this condition is not equivalent to the convexity of $\phi$ but rather to the local convexity around the true parameter of interest.

Definition 1. A function $\phi$ is an ArchBoosting loss function if it is differentiable and (i) $\phi(v) \geq 0$ for all $v \in \mathbb{R}$ and $\inf _{v \in \mathbb{R}} \phi(v)=0$; (ii) for any $0<\alpha<1, \alpha \phi(v)+(1-\alpha) \phi(-v)$ has only one critical point $v^{*}$ which is the global minimum; (iii) for any $0 \leq \alpha \leq 1$ and $\alpha \neq \frac{1}{2}, \inf \{\alpha \phi(v)+$ $(1-\alpha) \phi(-v): v(2 \alpha-1) \leq 0\}>\inf \{\alpha \phi(v)+(1-\alpha) \phi(-v): v \in \mathbb{R}\}$.

Conditions $(i)$ and (iii) together imply that $\phi$ is an upper bound of the $0-1$ loss up to a constant scaling. Condition (iii) is called "classification calibration" [BJM06] and is satisfied as long as $\phi$ is convex, differentiable and $\phi^{\prime}(0)<0$. It is considered the weakest possible condition for the resulting classifier to be Bayes-consistent. However, when considering non-convex losses, the set of regularity conditions doesn't exists in the current literature.

Lemma 1. All continuously differentiable convex functions $\phi: \mathbb{R} \rightarrow \mathbb{R}_{+}$such that $\phi^{\prime}$ is not a constant satisfy Condition (ii). Moreover, all positive, continuously differentiable functions $\phi$ such that $\phi^{\prime}(v) \neq 0$ for all $v \in \mathbb{R}$, satisfy Condition (ii) as long as the function $g:(0, \infty) \rightarrow(0,1)$, defined as $g(v):=\phi^{\prime}(-v) / \phi^{\prime}(v)$ is strictly increasing and surjective.

By Lemma 1, the logistic, exponential, least square and modified least square losses are all valid ArchBoosting losses. Differentiability of the loss is a non-crucial, technical condition and the hinge loss can be shown to satisfy Conditions (i)-(iii). However, the sigmoid loss $\phi_{s i g}(v)=\left(1+e^{v}\right)^{-1}$ does not satisfy Condition (ii).

Observe that the right hand side of (1.4) does not depend on the loss function $\phi$ and can take values in the positive real line $\mathbb{R}_{+}$. Hence, we can parameterize it with any strictly increasing surjective function $g: \mathbb{R} \rightarrow \mathbb{R}_{+}$i.e. $\phi^{\prime}(-v) / \phi^{\prime}(v)=g(v)$. The classical motivation for reparametrization [NB04] - often called link functions - is that one uses a parametric representation that has a natural scale matching the desired one. One such function satisfying
second part of Lemma 1 is $g(v)=e^{(\gamma-1) v}$ with constant $\gamma>1$. This parametrization is not unique but it admits a solution to the differential equation $\phi^{\prime}(-v) / \phi^{\prime}(v)=e^{(\gamma-1) v}$. The solution (see Supplement) is a family of non-convex losses, which we name $\gamma$-robust losses,

$$
\begin{equation*}
\phi_{\gamma}(v)=2^{\gamma}\left(1+e^{v}\right)^{-\gamma}, \gamma>1 . \tag{1.10}
\end{equation*}
$$

We plot the $\gamma$-robust losses and the corresponding normalized weight updating functions in Figure 1.2.


Figure 1.2: $\gamma$-robust losses, $\phi_{\gamma}$ and the corresponding normalized weight updating rules.

Parameter $\gamma$ is not a tuning parameter, but rather an index of a family of non-convex losses much like Huber and Tukey's biweight losses. All $\phi_{\gamma}$ are bounded functions $\left(\leq 2^{\gamma}\right)$ and hence the effects of the outliers are necessarily bounded. Moreover, the weight updating rules down-weights the largely misclassified data points. When $\gamma=1$, the weight updating curve is equivalent to the sigmoid loss $\phi(v)=1-\tanh (\lambda v)$ when $\lambda=1 / 2$ [MBBF99a]. Moreover, for $\gamma=2$, the loss $\phi_{2}$ is similar to the Savage loss $\phi(v)=\left(1+e^{2 v}\right)^{-2}$ of [MSV09], in which they used the probability elicitation technique. The following Lemma 2 allows us to use $\phi_{\gamma}$ together with the ArchBoost method. The resulting family of robust boosting algorithms, named Adaptive Robust Boost- $\gamma$ $(A R B-\gamma)$, are presented in Algorithm 2 .

Lemma 2. For all $\gamma>1, \phi_{\gamma}$ is an ArchBoosting loss function.

```
Algorithm 2 Adaptive Robust Boost (ARB)- \(\gamma\)
    Given: \(\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)\), initialize the weight vector \(w_{0}\), e.g. \(w_{0}\left(x_{i}, y_{i}\right)=1 / n\)
    for \(t=1, \ldots, T\) do
    3: (a) Normalize the weight vector \(w_{t}=w_{t} / \sum_{i} w_{t}\left(x_{i}, y_{i}\right)\)
            (b) Compute the weak classifier to obtain a class probability estimate \(\mathbb{P}_{w_{t}}(Y=1 \mid x) \in[0,1]\),
            using weights \(w_{t}\) on the training data.
            (c) Set \(h_{t}(x)=\log \frac{\mathbb{P}_{w_{t}}(Y=1 \mid x)}{\mathbb{P}_{w_{t}}(Y=-1 \mid x)} \in \overline{\mathbb{R}}\).
6: (d) Find \(\alpha_{t}\) by solving empirical counterpart of (1.7).
            (e) Set \(F_{t}(x)=F_{t-1}(x)+\alpha_{t} h_{t}(x)\)
            (f) Set \(w_{t+1}=e^{y F_{t}(x)}\left(1+e^{y F_{t}(x)}\right)^{-\gamma-1}\)
    9: end for
    Output the classifier: \(\operatorname{sign}\left(F_{T}(x)\right)\)
```


### 1.4 Theoretical Considerations

Despite the substantial body of existing work on boosting classifiers (e.g. [BJM06, Bre04, Fre95, FHT00, KP02, ZY05]), research on robust boosting has been limited to methodological proposals with little supporting theory (e.g., [Lit91, KL93, Gen03, NL02, KS03, Ros05, LKB08, BK13, MCX ${ }^{+}$16, MG16]).

### 1.4.1 Numerical convergence

In this section, we discuss the numerical convergence of the ArchBoost algorithm whenever the loss $\phi$ belongs to the class of ArchBoosting loss functions. The main difference from the existing work (e.g. [KS03] and [ZY05]) is that they used the gradient descent rule in the first paper or an approximate minimization in the second one, while we only use the hardness condition to select the weak hypothesis $h$. Here, $\mathcal{F}^{T}$ is a set of $T$-combinations of functions in $\mathcal{H}$, more precisely, $\mathcal{F}^{T}=\left\{F: F=\sum_{t=1}^{T} \alpha_{t} h_{t}, \alpha_{t} \in \mathbb{R}, h_{t} \in \mathcal{H}\right\}$. Then every $f \in \cup_{T=1}^{\infty} \mathcal{F}^{T}$ can be represented as $\sum_{h \in H_{f}} \alpha^{h} h$ for an appropriate subset $\mathcal{H}_{f} \subset \mathcal{H}$, and its $l_{1}$-norm is defined as $\sum_{h \in H_{f}}\left|\boldsymbol{\alpha}^{(h)}\right|$, and its $l_{2}$-norm as $\sum_{h \in H_{f}} \sqrt{\left|\boldsymbol{\alpha}^{(h)}\right|^{2}}$. Lastly, let $\left\{\bar{f}_{t}\right\}$ be a sequence of reference functions with empirical risk converging to $R_{\phi, n}^{*}=\inf _{F \in \cup_{T=1}^{\infty} \mathcal{F}^{T}} \hat{R}_{\phi, n}(F)$.

Condition 1. (i) $\phi$ is Lipschitz differentiable; (ii) $\hat{\mu}\left(h_{t}, w_{t}\right)=(1 / n) \sum_{i=1}^{n} Y_{i} h_{t}\left(X_{i}\right) w_{t}\left(X_{i}, Y_{i}\right) \rightarrow 0$ as $t \rightarrow \infty$; (iii) the step sizes $\alpha_{t}$ satisfy

$$
\sum_{t=1}^{\infty} \alpha_{t}=\infty, \sum_{t=1}^{\infty} \alpha_{t}^{2}<\infty, \sum_{t=1}^{\infty} \frac{\alpha_{t+1} \xi_{t} \log t}{t^{c_{t}}}<\infty
$$

for some $\xi_{t}=o(1), \xi_{t} \geq 0$; (iv) $\bar{f}_{t}$ satisfies $\left\|\bar{f}_{t}-F_{t}\right\|_{1}=o(\log t),\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2} \leq \frac{\left\|\bar{f}_{t}-F_{t}\right\|_{1}^{2}}{t^{t_{t}}}$ where $c_{t} \rightarrow 0$ and $t^{c_{t}} \rightarrow 1$ as $t \rightarrow \infty$.

Theorem 1. Let $\phi$ be an ArchBoosting loss function and assume the weak learner is able to divide the domain $\mathcal{X}$ into disjoint regions and give the class probability estimations (e.g. decision tree). Let $F_{T}$ be the ArchBoost classifier, then $\hat{R}_{\phi, n}\left(F_{T}\right)$ will converge in $\mathbb{R}$ as $T \rightarrow \infty$. In addition, under Condition $11 \hat{R}_{\phi, n}\left(F_{T}\right) \rightarrow R_{\phi, n}^{*}$ as $T \rightarrow \infty$.

Unlike existing results, Theorem 1 does not require any additional algorithmic tuning parameters (see Theorem 3.1 of [ZY05] and choices of $\varepsilon_{t}, \Lambda_{t}$ ). It is worth mentioning again that the proof techniques in the existing literature do not extend to non-convex losses. We bridge the gap by developing new analysis. Results in [BT07] (e.g., Theorem 6) hold under an assumption of a positive lower bound on the Hessian of the empirical risk, which is strictly violated by any non-convex loss. Furthermore, Theorem 1 allows the approximate minimization step (1.7) to be inexact (by contrast, see Theorem 6 of [BT07]).

Remark 1. The reference sequence $\left\{\bar{f}_{t}\right\}$ needs to be in a local neighborhood of $F_{t}$. For all $\bar{f}_{t}$ such that $\left\|\bar{f}_{t}\right\|_{1}=o(\log (t))$, the condition further reduces to $\left\|\bar{f}_{t}-F_{t}\right\|_{1} \leq\left\|\bar{f}_{t}-0\right\|_{1}$, that is, the distance between $\bar{f}_{t}$ and $F_{t}$ is smaller than the distance between $\bar{f}_{t}$ and a random guess. This can be achieved by shrinking the step sizes $\alpha_{t}$ at a constant rate over every iteration. Moreover, the effects of the second constraint regarding $\bar{f}_{t}$ can be explained as a non-sparsity assumption on the difference between $F_{t}$ and $\bar{f}_{t}$, and is asymptotically negligible because $t^{c_{t}} \rightarrow 1$ when $t \rightarrow \infty$, which leads to the trivial inequality between $l_{1}$ and $l_{2}$ norms.

Remark 2. The classical conditions that are guarding against infinitely small step sizes are now supplemented with an additional constraint $\sum_{t=1}^{\infty} t^{-c_{t}} \alpha_{t+1} \xi_{t} \log t<\infty$. For example, if $\xi_{t}=O\left(t^{-1}\right)$, then we can choose $\alpha_{t}=O\left(t^{-b-c_{t}}\right)$ where $b$ is any positive constant and $c_{t}$ can converge to 0 at any speed. However, if $\xi_{t}=O\left((\log t)^{-1}\right)$, we need $c_{t} \rightarrow 0$ slowly (e.g. $\left.O\left((\log \log t)^{-1}\right)\right)$ and $\alpha_{t}$ can be chosen as $O\left(t^{-1}\right)$. The additional constraint on the step size choice acts as a penalty on allowing non-convex loss functions [ZY05].

### 1.4.2 Robustness

In this section, we quantify and justify the robustness of ArchBoost Algorithm 1 through the point of view of the influence function, as well as that of the finite sample breakdown point.

## Influence function

The richest quantitative robustness measure is provided by the influence function [Ham74] $u \rightarrow I F(u ; T, G)$ of $T$ at $G$. It is defined as the first Gâteaux derivative of a functional $T$ at a distribution $\mathbb{P}$, i.e., $\operatorname{IF}(z ; T, \mathbb{P})=\lim _{\varepsilon \rightarrow 0^{+}}\left[T\left((1-\varepsilon) \mathbb{P}+\varepsilon \Delta_{z}\right)-T(\mathbb{P})\right] / \varepsilon$, where $\Delta_{z}$ is the Dirac distribution at the point $z$ such that $\Delta_{z}(\{z\})=1$. It gives the effect that an outlying observation may have on an estimator. To simplify the analysis, we consider a subclass of binary classification models, in which the true boundary $F^{*}$ is assumed to belong to a class of functions $H$. Here, $H$ is defined as a Reproducing Kernel Hilbert Space (RKHS) with a bounded kernel $k$ and the induced norm $\|\cdot\|_{H}$. Observe that ArchBoost is consistent only if it is properly regularized (stopped after a certain number of steps; see Theorem 5 ). Hence, to study its robustness properties we consider a regularized criterion

$$
f_{\mathbb{P}, \lambda}=\underset{f \in H}{\arg \min }\left\{\mathbb{E}_{\mathbb{P}}[\phi(Y, f(X))]+\lambda\|f\|_{H}^{2}\right\} .
$$

The loss $\phi$ is a function of tuple $(Y, f(X))$ only for convenience of analysis. The feature map is $\Psi: X \rightarrow H$ with $\Psi(x)=k(x, \cdot)$.

Theorem 2. The influence function of $f_{\mathbb{P}, \lambda}$ takes the form $\operatorname{IF}(z ; T, \mathbb{P})=-S^{-1} \circ J$, where $\circ$ is defined to mean $S^{-1}$ acting on $J$ and operators $S: H \rightarrow H$ and $J \in H$ are defined as $S=$ $\mathbb{E}_{\mathbb{P}}\left[\phi^{\prime \prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right)\langle\Psi(X), \cdot\rangle \Psi(X)\right]+2 \lambda i d_{H}, J=\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right) \Psi\left(z_{x}\right)-\mathbb{E}_{\mathbb{P}}\left[\phi^{\prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right) \Psi(X)\right]$, where id $_{H}: H \rightarrow H$ is the identity mapping and $z=\left(z_{x}, z_{y}\right) \in X \times \mathcal{Y}$ is the contamination point. In the above display, the derivative is defined as $\phi^{\prime}(u, v):=\frac{\partial}{\partial v} \phi(u, v)$.

For a non-convex loss function $\phi, \phi^{\prime \prime}$ is not guaranteed to be nonnegative. However, we show that it is sufficient to have the non-negativity of the expectation (locally around $F^{*}$ ) rather than of the second derivative itself.

Lemma 3. For a binary classification problem, given any distribution $\mathbb{P}$, whenever $\phi$ is a twice continuous differentiable ArchBoosting loss function, then $\mathbb{E}_{\mathbb{P}}\left[\phi^{\prime \prime}\left(Y, F^{*}(X)\right) q^{2}(X)\right] \geq 0$ for any measurable function $q: X \rightarrow \mathbb{R}$. Furthermore, if $\mathbb{P}$ and $X$ are such that $\mathbb{P}(Y=1 \mid X=x) \in[\delta, 1-\delta]$ for some $0<\delta<\frac{1}{2}$, and if $p \phi^{\prime \prime}\left(1, v_{p}^{*}\right)+(1-p) \phi^{\prime \prime}\left(-1, v_{p}^{*}\right)>0$ at the global minimum $v_{p}^{*}$ for all $p \in[\delta, 1-\delta]$, then there exists $r>0$ such that $\mathbb{E}_{\mathbb{P}}\left[\phi^{\prime \prime}(Y, G(X)) q^{2}(X)\right] \geq 0$ for all measurable function $G$ with $\left\|G-F^{*}\right\|_{\infty}<r$.

Conditions of the above lemma are satisfied for all $\gamma$-robust loss function. With $\gamma=2$ and any $x, \mathbb{E}_{Y}\left[\phi^{\prime \prime}\left(Y, F^{*}(X)\right) q^{2}(X) \mid X=x\right]=2 p_{x}^{2}\left(1-p_{x}\right)^{2} q^{2}(x) \geq 0$ where $p_{x}=\mathbb{P}(Y=1 \mid X=$ $x)$. Thus, $\mathbb{E}_{\mathbb{P}} \phi^{\prime \prime}\left(Y, F^{*}(X)\right) q^{2}(X) \geq 0$. Furthermore, if $p_{x} \in[\delta, 1-\delta]$ for some $\delta \in\left(0, \frac{1}{2}\right)$, then $p_{x} \phi^{\prime \prime}\left(1, F^{*}(x)\right)+\left(1-p_{x}\right) \phi^{\prime \prime}\left(-1, F^{*}(x)\right)=2 p_{x}^{2}\left(1-p_{x}\right)^{2} \geq 2 \delta^{2}(1-\delta)^{2}>0$ for all $p_{x} \in[\delta, 1-\delta]_{1}^{1}$.

Theorem 3. For a binary classification problem, let $\phi: \mathbb{R} \rightarrow[0, \infty)$ be a twice continuously differentiable ArchBoosting loss function and let $H$ be a RKHS with bounded kernel $k$. Assume $\mathbb{R}$ is a distribution on $X \times \mathcal{Y}$ such that for all $x \in X, \mathbb{R}(Y=1 \mid X=x) \in[\delta, 1-\delta]$ for some $0<\delta<\frac{1}{2}$,

[^0]and $p \phi^{\prime \prime}\left(1, v_{p}^{*}\right)+(1-p) \phi^{\prime \prime}\left(-1, v_{p}^{*}\right)>0$ at the global minimum $v_{p}^{*}$ for all $p \in[\delta, 1-\delta]$. Then there exists $r>0$ such that for all $\left\|f_{\mathbb{R}, \lambda}-F^{*}\right\|_{\infty}<r$,
\[

$$
\begin{equation*}
\left\|I F\left(z ; f_{\mathbb{R}, \lambda}, \mathbb{R}\right)\right\|_{H} \leq \sqrt{\frac{C_{\phi}}{\lambda}}+\frac{M_{k}\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{R}, \lambda}\left(z_{x}\right)\right)\right|}{2 \lambda} \tag{1.11}
\end{equation*}
$$

\]

where $M_{k}$ is the upper bound of the kernel $k$ and $C_{\phi}=\phi(0,0)$.

Theorem 3 shows that the robustness mainly comes from the diminishing property of $\left|\phi^{\prime}\right|$. In fact, for any non-convex ArchBoosting loss function, due to Assumption 2, we have $\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{R}, \lambda}\left(z_{x}\right)\right)\right| \rightarrow 0$ when $\left|z_{y} f\left(z_{x}\right)\right| \rightarrow \infty$. If we plot $\left\|I F\left(z ; f_{\mathbb{R}, \lambda}, \mathbb{R}\right)\right\|_{H}$ versus $z_{y} f_{\mathbb{R}, \lambda}\left(z_{x}\right)$, then it will decrease towards a constant far from the origin, much alike the redescending M-estimators. Moreover, Theorem 3 implies that $\left\|I F\left(z ; f_{\mathbb{R}, \lambda}, \mathbb{R}\right)\right\|_{H}$ is unbounded for the exponential loss (AdaBoost), bounded but not diminishing for the logistic loss (LogitBoost) and diminishing for the $\gamma$-robust losses (ArchBoost).

## Breakdown point

Empirical robustness property defined as breakdown point in [DH83] has proved most successful in the context of location, scale and regression problems (e.g. [Rou84, SR92, Tyl94], etc.). This success has sparked many attempts to extend the concept to other situations (e.g. [RW01, Gen03, DG05],etc.). However, very little work has been done in the classification context. The breakdown point, as defined in [Ham68], is roughly the smallest amount of contamination that may cause an estimator to take on arbitrarily large aberrant values. The breakdown points of $1 / n$ for the mean and $1 / 2$ for the median do reflect their finite-sample behavior. However, an alternative view is desired in the classification context as the magnitude of an estimator may not relate to necessarily bad classification - that is, the size of the weak hypothesis is not crucially related to the classification boundary. Instead, in the context of boosting, we look for the estimator that keeps the gradient of the risk minimization in the oracle direction. The meaning of oracle
direction will be further explained in Remark 4 . To that end, let $S_{n}=\left\{\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right\}$ be a set of observed, contaminated samples among which $O_{m: n}=\left\{\left(X_{m+1}, Y_{m+1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right\}$ being a set of outliers. Let $h_{t}$ be the weak hypothesis and denote the vectors $\mathbf{h}_{t}=\left(h_{t}\left(X_{1}\right), \ldots, h_{t}\left(X_{n}\right)\right)$. Let $-\mathbf{g}_{t}=\left(-g_{t}\left(X_{1}\right), \ldots,-g_{t}\left(X_{n}\right)\right)$ stands for the negative gradient of the empirical risk $\hat{R}_{\phi, n}$ on $S_{n}$, whereas $-\mathbf{g}_{o}=\left(-g_{t}\left(X_{1}\right), \ldots,-g_{t}\left(X_{m}\right), 0, \ldots, 0\right)$ is the embedding of the negative gradient of the empirical risk on the sample without outliers $S_{n} \backslash O_{m: n}$ into $\mathbb{R}^{n}$.

Theorem 4. For every region $R^{j}$, define $\eta_{j}:=\left|p_{j}-\frac{1}{2}\right| / \min \left(p_{j}, 1-p_{j}\right)$, where $p_{j} \in(0,1)$ and $p_{j} \neq \frac{1}{2}$. Then at iteration $t$, if any ArchBoost algorithm, conditional on the realizations $\left\{\left(X_{i}, Y_{i}\right)=\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$, satisfies that for all $\boldsymbol{R}_{j}$,

$$
\begin{equation*}
\sum_{i: x_{i} \in O_{m: n} \cap R^{j}} w_{t}\left(x_{i}, y_{i}\right) \leq \eta_{j} \sum_{i: x_{i} \in R^{j} \backslash O_{m: n}} w_{t}\left(x_{i}, y_{i}\right), \tag{1.12}
\end{equation*}
$$

then the gradient descent direction is preserved, that is, $-\left\langle\mathbf{g}_{o}, \mathbf{h}_{t}\right\rangle \geq 0$.

Conditions of the above theorem are very mild. Theorem 4 suggests that any ArchBoost algorithm that satisfies the above conditions preserves the descending direction of the noncontaminated empirical $\phi$-risk, hence it minimizes the oracle risk while disregarding the outliers.

Remark 3. When $p_{j}=\frac{1}{2}$ - that is, the total weight on positive labels is the same as that of the negative ones in region $R^{j}$ - the elements of $\mathbf{h}$ corresponding to the points in $R^{j}$ are 0 and consequently have no influence on the sign of $-\left\langle\mathbf{g}_{o}, \mathbf{h}\right\rangle$. Moreover, the case of $p_{j}=0$ or 1 is not of the main interest as in this case, then informally we have $100 \%$ confidence about which label the data in $R^{j}$ should contain. In this case, all the data in that region have the same labels and hence it is reasonable to say there are no outliers. If we allow $\eta_{j}$ to be infinity, then $p_{j}=0$ or 1 correspond to the inequality $\sum_{i \in O \cap R^{j}} w\left(x_{i}, y_{i}\right) \leq \infty$ and this is certainly true for any weight $w$.

Remark 4. Theorem 4 establishes that whenever (1.12) holds $\mathbf{h}$ will have a direction along which the oracle empirical risk of the non-contaminated data decreases. Figure 1.2 clearly illustrates
that (1.12) is more likely to be satisfied for the ARB- $\gamma$ than for the AdaBoost or the LogitBoost algorithm. For example, if $y_{i}=-1$ and $\mathbb{P}\left(Y=-1 \mid X=x_{i}\right)=0.001$, then for Real AdaBoost, $w\left(x_{i}, y_{i}\right) / w_{b} \simeq 32$, and for ARB-2, $w\left(x_{i}, y_{i}\right) / w_{b} \simeq 0.008$ where $w_{b}$ is the weight for a data point $\left(x_{b}, y_{b}\right)$ such that $F^{*}\left(x_{b}\right)=0$. It can be seen that AdaBoost puts 4000 times more weight on this outlier data than ARB-2, and hence violates (1.12).

Condition 2. Let the class of weak hypothesis $\mathcal{H}$ satisfy $\lim _{T \rightarrow \infty} \inf _{f \in \mathcal{F}^{T}} R_{\phi}(f)=R_{\phi}^{*}$ for a VCdimension $d_{V C}\{\mathcal{H}\}<\infty$. Moreover, the function $\phi$ is a decreasing ArchBoosting loss function that is also bounded and Lipschitz.

For a rich class $\mathcal{H}$, the first part of Condition 2 is true [BT07]. The class $\mathcal{T}$ of binary trees with the number of terminal nodes larger or equal to $d+1$, where $d$ is the dimension of $X$ [Bre04] satisfies it. If a loss function $\phi$ satisfies the second part of this condition, then both $\lim _{v \rightarrow \infty} \phi(v)$ and $\lim _{v \rightarrow-\infty} \phi(v)$ exist in $\mathbb{R}$, and the first derivative converges to zero away from the origin. This lessens the effect of gross outliers and in turn leads to good robust properties of the resulting estimator.

Theorem 5. Let $L_{\phi}$ and $M_{\phi}$ be the Lipschitz constant and the maximum value of $\phi$, respectively. Let $V=d_{V C}(\mathcal{H}), c=24 \int_{0}^{1} \sqrt{\log \frac{8 e}{\mu^{2}}} d \mu$. Then, under Condition 2 (a) for sequences $T_{n}, \zeta_{n} \rightarrow \infty$ and $\delta_{n} \rightarrow 0$ as $n \rightarrow \infty$, there exists a sequence $E_{n}\left(\zeta_{n}\right) \rightarrow 0$ such that, with probability at least $1-\delta_{n}$,

$$
\sup _{f \in \mathcal{F}^{T_{n}}}\left|\hat{R}_{\phi, n}(f)-R_{\phi}(f)\right| \leq c \zeta_{n} L_{\phi} \sqrt{\frac{(V+1)\left(T_{n}+1\right) \log _{2}\left(\frac{2\left(T_{n}+1\right)}{\log 2}\right)}{n}}+M_{\phi} \sqrt{\frac{\log \frac{1}{\delta_{n}}}{2 n}}+E_{n}
$$

(b) $\sup _{f \in \mathcal{F}^{T_{n}}}\left|\hat{R}_{\phi, n}(f)-R_{\phi}(f)\right| \rightarrow 0$ a.s. if $T_{n}=n^{1-\varepsilon}, \varepsilon \in(0,1)$; (c) with the same $T_{n}, R_{\phi}\left(f_{n}^{*}\right) \rightarrow$ $R_{\phi}^{*}$ a.s. where $f_{n}^{*}=\arg \min _{f \in \mathscr{F} T_{n}} R_{\phi, n}(f)$.

Theorem 5 illustrates the uniform deviation between the $\phi$-risk and the empirical $\phi$-risk. Note that we want $T_{n} \rightarrow \infty$ as $n \rightarrow \infty$ but not too fast (slower than $O(n)$ ). Moreover, from part
(b), there exists a sequence of samples $\left\{S_{n}^{*}\right\}_{n=1}^{\infty}$ such that $R_{\phi}\left(\tilde{f}_{n}\right) \rightarrow R_{\phi}^{*}$ as $n \rightarrow \infty$. Here $\tilde{f}_{n}$ is the optimal classifier obtained by minimizing the empirical risk on $S_{n}^{*}$. Given any sample $S_{n}$, the misclassification error of any classifier $f$ on $S_{n}$ is $L(f)=\mathbb{P}\left(f(X) \neq Y \mid S_{n}\right)$. The Bayes risk is then defined as $L^{*}=\inf _{f \in \mathcal{M}} L(f)=\mathbb{E}_{X}[\min (\eta(X), 1-\eta(X))]$, where $\eta(X)=\mathbb{P}(Y=1 \mid X)$ and $\mathcal{M}$ stands for the family of all measurable functions. Next we state the intermediary lemma that connects the reference sequence $\tilde{f}_{n}$ to the ArchBoost estimator $F_{T_{n}}$.

Lemma 4. For the above reference sequence $\left\{\tilde{f}_{n}\right\}_{n=1}^{\infty}$ and a non-negative sequences $T_{n}=n^{1-\varepsilon}$, $\varepsilon \in(0,1)$, and with the choice of $\alpha_{t}$ as in Theorem 1 we have as $n \rightarrow \infty,($ a $)\left(\hat{R}_{\phi, n}\left(\tilde{f}_{n}\right)-R_{\phi}\left(\tilde{f}_{n}\right)\right)_{+} \rightarrow$ 0 a.s. and $(b)\left(\hat{R}_{\phi, n}\left(F_{T_{n}}\right)-\hat{R}_{\phi, n}\left(\tilde{f}_{n}\right)\right)_{+} \rightarrow 0$ a.s.

Theorem 6. Assuming conditions of Theorem 5 hold. Then, with the stopping time $T_{n}$ as in Theorem 5 and the step size $\alpha_{t}$ as in Theorem 1$]$ the ArchBoost classifier $F_{T_{n}}$ satisfies $L\left(\operatorname{sign}\left(F_{T_{n}}\right)\right) \rightarrow L^{*}$ a.s. as $n \rightarrow \infty$.

### 1.5 Numerical Experiments

In this section we provide an extensive simulation and real data analysis illustrating superior performance of the ArchBoost framework and ARB- $\gamma$ algorithms in particular.

### 1.5.1 Gaussian - Student Mixture

In this section, design $X \sim \mathcal{N}\left(0, \Sigma_{p}\right)$, and we define the elliptical boundary according to the median of $\|X\|_{2}^{2}$, that is, $Y=1$ if and only if $X^{T} \Sigma^{-1} X \geq$ median $\left(X_{p}^{2}\right)$. In the first example, $p=10$ and $\Sigma_{10}=I_{10}$ with $n=12000$ and 2000 of them are used as a training sample [FHT01]. In the second and third example, we let $\left[\Sigma_{p}\right]_{i j}=(0.3)^{|i-j|}$ be a Toeplitz matrix with $p=10$ and $p=100$ respectively. In the third example, $n=36000$ with 6000 used for training. In all experiments, we use 5 fold cross-validation and use decision tree as the weak learner with the
tree depth set to be 1 (decision tree stump) for $p=10$ and tuned to be 3 when $p=100$. For RobustBoost, the maximum stopping times are set to be 1000 when $p=10$, and 3000 when $p=100$. Additional noise in observations is generated from t-distribution with 4 degrees of freedom and with correlation structure that parallels the one of $X$.


Figure 1.3: Comparison of average test errors of ARB- $\gamma$, AdaBoost and LogitBoost.

Figure 1.3 implies several observations. First, the test errors of the ARB- $\gamma$ algorithms are all less than that of the Real AdaBoost or LogitBoost for correlated and uncorrelated feature space and low and higher dimensional problems. Second, when the percentage of outliers is small, the performances of ARB-2 is the best. When the noise level is higher, ARB- 1.5 behaves the best. Hence, if we were to "tune" $\gamma$ for ARB- $\gamma$ algorithms, for example, choose ARB-2 when noise level is less than $25 \%$ and ARB-1.5 otherwise in Figure 1.3a, then ARB- $\gamma$ is uniformly better than both AdaBoost and LogitBoost. At last, the performances of ARB- $\gamma$ is very similar to the performance of AdaBoost or LogisticBoost when $\gamma$ gets larger, allowing certain flexibility in the
hardness of the robustness belief. If one is more certain of the cleanliness of the data, larger $\gamma$ may provide a compromise between robustness and non-robustness. Therefore, in practice, we recommend to choose $\gamma$ to be 1.5 or 2 . Choosing $\gamma$ too large will depress the robustness of the algorithm, and choosing $\gamma$ too close to 1 will lead to unnecessary instability.

### 1.5.2 Comparison with Non-convex Gradient Boost

To illustrate that non-convexity is not the only feature that enables ArchBoost to have great performance, we showcase that it behaves much better than the Gradient boost with a 1.5 -robust loss function (4.34). It is worth pointing out that such Gradient boosting must be implemented using steepest descent methods and that non-convexity of the loss leads to high instability of estimates over iterations. We contrast the methods by generating samples from the model as in Figure 1.3a.


Figure 1.4: Comparisons with Non-convex Gradient Boost and Consistency

From Figure 1.4a we immediately observe that for every choice of $\gamma$ the ARB- $\gamma$ achieves lower test error than the corresponding Gradient boost with $\gamma$-robust loss with the difference being larger for larger number of outliers and larger $\gamma$. We observe that similarly as before ARB-2 achieves smallest error $(5 \%, 9 \%)$ if the percentage of outliers is smaller than $20 \%$ whereas ARB-1.5 achieves smallest error $(9 \%, 11 \%)$ if the percentage of outliers is larger than $20 \%$. The
corresponding test errors for Gradient boost with 2 and 1.5-robust loss are much higher (ranging from $(11 \%, 19 \%)$ to $(21 \%, 35 \%)$ respectively).

### 1.5.3 Consistency

In order to show consistency of the proposed ArchBoost algorithms, we generate i.i.d. data from the model as in Figure 1.3a but now varying sample sizes $\exp (k)+20000$, for $k=5,6, \cdots, 13$. Then we use $\exp (k)$ data for training and the rest 20000 for testing. In Figure 1.4b, we can see that the test error is indeed decreasing to 0 for various percentages of outliers. The higher the number of outliers the larger the sample size $n$ should be for the algorithm to converge. This is not unexpected as the outliers are effectively eating up (shrinking) the sample size (the algorithm is discarding them successively in each iteration).

### 1.5.4 The Long/Servedio problem

[LS10] constructed a challenging experiment with $X \in \mathbb{R}^{21}$ with binary features $X_{i} \in$ $\{-1,+1\}$ and label $y_{i} \in\{-1,+1\}$. First, the label $y$ is chosen to be -1 or +1 with equal probability. Then for any given $y$, the features $X_{i}$ are generated according to the following mixture distribution:

- Large margin: With probability $\frac{1}{4}$, set $X_{i}=y$ for all $1 \leq i \leq 21$.
- Pullers: With probability $\frac{1}{4}$, set $X_{i}=y$ for $1 \leq i \leq 11$ and $X_{i}=-y$ for $12 \leq i \leq 21$.
- Penalizers: With probability $\frac{1}{2}$, randomly choose 5 coordinates from the first 11 features and 6 from the last 10 to be equal to $y$. The remaining features are set to $-y$.

We generate 800 samples and flip each label with probability $\varepsilon \in[0,0.5)$. The data from this distribution can be perfectly classified by $\operatorname{sign}\left(\sum_{i} X_{i}\right)$. The classifiers are trained using the noisy data and tested on the original clean data [Fre09]. In total, 20 datasets are generated, and
on each of them, $10 \%$ of the labels were flipped. Stopping times of the algorithms are $T \leq 800$. The average test errors and sample deviations are reported in Table 1.3 , from which we conclude that the ARB-2 outperforms Real AdaBoost and LogitBoost, and is even better than RobustBoost (target parameter $\theta=0.15$ ).

Table 1.3: Long/Servedio problem

| data type | Real AdaBoost | LogitBoost | RobustBoost <br> $(\theta=0.15)$ | ARB-2 |
| :--- | :--- | :--- | :--- | :--- |
| noise $(\varepsilon=0.1)$ | $28.24 \%(1.53 \%)$ | $26.61 \%(1.51 \%)$ | $11.04 \%(0.67 \%)$ | $\mathbf{9 . 8 2} \%(0.43 \%)$ |
| clean | $25.07 \%(1.92 \%)$ | $22.59 \%(1.74 \%)$ | $0.21 \%(0.35 \%)$ | $\mathbf{0 . 0 2 \%}(0.04 \%)$ |

Figure 1.5 shows the average test errors and the $95 \%$ confidence intervals of different ARB- $\gamma$ algorithms. The conclusion is that ARB-1.5 behaves uniformly better than all the other algorithms. The breakdown point will get higher when $\gamma \rightarrow 1^{+}$, implying that smaller $\gamma$ leads to better robustness properties.


Figure 1.5: Comparison of ARB- $\gamma$ on Long/Servedio problem with different $\varepsilon$

### 1.5.5 Outlier detection

In this experiment, we generate 2000 data points as in Section 1.5.1, and add noise to the first $\varepsilon$ percentage. After 800 iterations, we record the times that each data point is misclassified, and count how many of the points that are misclassified more than 600 times (denoted as $T$ )
actually belong to the noisy set (denoted as $T_{o}$ ). The ratio $T_{o} / T$ and the results are shown in Table 1.4. When the percentage of outliers is less than $15 \%$, for the ARB-2, more than $99 \%$ of the points that have been misclassified for more than 600 times are indeed the outliers, but for the Real AdaBoost, this number is only around $31 \%$. Informally, for ARB-2, when $\varepsilon \leq 15 \%$, we have more than $99 \%$ "confidence" to conclude that a data point, which is misclassified for more than 600 times, is indeed an outlier.

Table 1.4: Outliers detection. The $x$-axis stands for the index of the training points ranging from 1 to 2000, and the y-axis stands for the times a point is misclassified, ranging from 0 to 800 .

| $\varepsilon$ | ARB-2 | AdaBoost | $\varepsilon$ | ARB-2 | AdaBoost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 |  |  | 0.1 |  |  |
| $T_{o} / T$ | 100\% | 30.49\% | $T_{o} / T$ | 100\% | 32.22\% |
| 0.15 |  |  | 0.2 |  |  |
| $T_{o} / T$ | 99.04\% | 37.38\% | $T_{o} / T$ | 85.48\% | 44.40\% |

### 1.5.6 Real data application

We consider the Wisconsin (diagnositc) breast cancer data ${ }^{2}$ with ten real-valued features computed for each cell nucleus ${ }^{3}$ for 569 individuals, with 357 benign and 212 malignant cells. The training set has 150 benign samples and 150 malignant samples, randomly obtained. The maximum stopping time is set to to be 200 . We use tree stump as the weak learner in all three problems. Results are reported in Table 1.5 and in Figure 1 in the Supplement.

Observe that ARB-2 behaves the best on the original data set, and ARB- 1.5 outperforms others in the presence of noise. Compared to [SWW14] and their test error rate of $4 \%$, our

[^1]Table 1.5: Comparison of the average test errors and sample deviation (over 100 repetitions and using five-fold cross-validation) of four algorithms on the Wisconsin breast cancer dataset.

| Percentage of flipped labels | Methods |  |  |
| :---: | :---: | :---: | :---: |
|  | ARB-2 | ARB-1.5 | Robust Boost |
| 0\% | $3.47 \%$ (1.41\%) | 3.43\%(1.34\%) | 4.71\%(1.70\%) |
| 5\% | 4.80\%(1.79\%) | 4.47\%(1.75\%) | 4.82\%(1.66\%) |
| 10\% | 5.85\%(1.82\%) | 5.11\%(1.79\%) | 5.44\%(1.81\%) |
| 15\% | 6.67\%(2.18\%) | 5.92\% (2.22\%) | 6.53\%(2.20\%) |
|  | GradientBoost-1.5 | LogitBoost | Ada Boost |
| 0\% | 5.44\%(1.76\%) | 4.82\%(1.85\%) | 4.06\%(1.58\%) |
| 5\% | 6.29\%(1.81\%) | 5.64\%(1.97\%) | 5.43\%(2.04\%) |
| 10\% | 7.34\%(1.99\%) | 6.19\%(1.81\%) | 6.33\%(1.85\%) |
| 15\% | 8.11\%(2.46\%) | 6.83\%(2.28\%) | 7.07\% (2.37\%) |

methods uniformly achieve smaller and comparable test error rates on the on the clean and perturbed datasets.

Next we consider a dataset that is part of the 'MicroArray quality control II' project with accession number GSE20194 4 The dataset contains 278 newly diagnosed breast cancer patients, aged from 26 to 79 years spanning all three major races and their mixtures. Estrogen-receptor status helps guide treatment for breast cancer patients. Of 278 patients, 164 had positive estrogenreceptor status (PERS) and 114 have negative estrogen-receptor status (NERS). Each sample includes 22283 biomarker probe-sets. We choose 3000 probe-sets with the smallest p-values in the two-sample t-test (e.g. [ZWWL16]). We randomly choose 50 samples with PERS and 50 samples with NERS for a training set. Then the labels of the training samples are randomly flipped. The stopping time is set to be at most 100. Results are summarized in Table 1.6 and in Figure 2 in Supplement. The best test errors of $15 \%$ and $9 \%$ were achieved in [DM13] and [ZWWL16], respectively. However, our methods achieve errors comparable to those even when the labels were randomly perturbed.

Lastly, we compare ARB-2, ARB-1.5, RobustBoost and Real AdaBoost on the sensorless

[^2]Table 1.6: Comparison of the average test errors and sample deviation (over 100 repetitions and using five-fold cross-validation) of four algorithms on the GSE20194 gene dataset.

| Percentage of flipped labels | Methods |  |  |
| :---: | :---: | :---: | :---: |
|  | ARB-2 | ARB-1.5 | RobustBoost |
| 0\% | 9.40\%(1.89\%) | 9.31\%(1.96\%) | 10.19\%(2.05\%) |
| 5\% | 10.02\% (2.64\%) | 9.88\% (2.67\%) | 11.21\%(2.89\%) |
| 10\% | 12.04\%(4.92\%) | 11.97\%(4.67\%) | 12.39\%(4.11\%) |
| 15\% | 15.72\% (6.91\%) | 15.70\%(6.56\%) | 14.58\% (5.93\%) |
|  | GradientBoost-1.5 | LogitBoost | AdaBoost |
| 0\% | 9.87\% (1.91\%) | 9.54\%(2.31\%) | 9.63\%(2.22\%) |
| 5\% | 10.16\%(2.40\%) | 10.21\%(3.32\%) | 10.17\%(3.07\%) |
| 10\% | 12.31\%(3.35\%) | 12.14\%(5.16\%) | 12.34\%(5.07\%) |
| 15\% | 16.12\%(5.94\%) | 16.32\%(7.20\%) | 16.79\%(7.07\%) |

drive diagnosis dataset ${ }^{5}$. We have 58509 samples and each with 49 features and 11 different classes; 14000 points are chosen and then from these, 2000 are used for training and 2000 for validation. The stopping times are set $\leq 3000$. The test errors on clean data are summarized in Table 1.7 and Figure 3 in the Supplement. RobustBoost behaves worse and the best for $10 \%$ or $15 \%$ and $0 \%$ of the labels flipped, respectively. With higher levels of the noise, the test errors of ARB-1.5 and RobustBoost are very close with ARB-1.5 not needing to fine tune any target parameters.

Table 1.7: Comparison of the average test errors and sample deviation (over 100 repetitions) of four algorithms on the Sensorless drive diagnosis dataset.


[^3]
### 1.6 Proof of Theorems

### 1.6.1 Proof of Theorem 1

Proof of Theorem $[1(a)$. Firstly, we show that at each iteration $t$, as long as the empirical margin $\hat{\mu}\left(w_{t}, h_{t}\right)$ is positive, the empirical risk decreases by adding the weak hypotheses $h_{t}$ to the current estimate. Secondly, we show that the weak hypothesis returned by our ArchBoost algorithm always has a positive empirical margin before convergence.

Step 1: On the sample $S_{n}$, denote $\mathbf{F}_{t-1}=\left(F_{t-1}\left(x_{1}\right), \cdots, F_{t-1}\left(x_{n}\right)\right)$. Denote the partial derivative w.r.t. $F\left(X_{i}\right)$ as $g_{t}\left(X_{i}\right)=\left[\frac{\partial \hat{R}_{\phi, n}(\mathbf{F})}{\partial F\left(X_{i}\right)}\right]_{F\left(X_{i}\right)=F_{t-1}\left(X_{i}\right)}=\frac{1}{n} Y_{i} \phi^{\prime}\left(Y_{i} F_{t-1}\left(X_{i}\right)\right)$. Then the gradient of $\hat{R}_{\phi, n}$ at $\mathbf{F}_{t-1}$ is $\nabla \hat{R}_{\phi, n}\left(\mathbf{F}_{t-1}\right)=\frac{1}{n} \mathbf{g}$ for $\mathbf{g}=\left(g_{t}\left(X_{1}\right), \ldots, g_{t}\left(X_{n}\right)\right)^{\top}$. Recall that $w_{t}\left(X_{i}, Y_{i}\right)=-\phi^{\prime}\left(Y_{i} F_{t-1}\left(X_{i}\right)\right)$ for each $i=1, \cdots, n$. Suppose that we choose a weak hypothesis $h_{t}$ with positive empirical margin w.r.t. weights $w_{t}$, that is, $\hat{\mu}\left(h_{t}, w_{t}\right)>0$, and denote $\mathbf{h}_{t}=\left(h_{t}\left(X_{1}\right), \cdots, h_{t}\left(X_{n}\right)\right)$. Then $\left\langle-\nabla \hat{R}_{\phi, n}\left(\mathbf{F}_{t-1}\right), \mathbf{h}_{t}\right\rangle=\frac{1}{n} \sum_{i=1}^{n} Y_{i} h_{t}\left(X_{i}\right) w_{t}\left(X_{i}, Y_{i}\right)=\hat{\mu}\left(h_{t}, w_{t}\right)>0$, where $\langle\cdot, \cdot\rangle$ is the standard inner product in $\mathbb{R}^{n}$. Therefore, we have $\left\langle-\nabla \hat{R}_{\phi, n}\left(\mathbf{F}_{t-1}\right), \mathbf{h}_{t}\right\rangle>0 \Longleftrightarrow \hat{\mu}\left(w_{t}, h_{t}\right)>0$. Next, observe that if $\left\langle-\nabla \hat{R}_{\phi, n}\left(\mathbf{F}_{t-1}\right), \mathbf{h}_{t}\right\rangle>0$, then $\mathbf{h}_{t}$ is a descending direction of $\hat{R}_{\phi, n}(\mathbf{F})$ at $\mathbf{F}_{t-1}$, therefore $\hat{R}_{\phi, n}\left[\mathbf{F}_{t}\right]=\hat{R}_{\phi, n}\left[\mathbf{F}_{t-1}+\alpha_{t} \mathbf{h}_{t}\right]<\hat{R}_{\phi, n}\left[\mathbf{F}_{t-1}\right]$. Note that an appropriate step size $\alpha_{t}$ can be found by the line search $\alpha_{t}=\arg \min _{\alpha} \hat{R}_{\phi, n}\left[\mathbf{F}_{t-1}+\alpha \mathbf{h}_{t}\right]$. In summary, if at step $t$, we choose a base learner $h_{t}$ such that $\hat{\mu}\left(w_{t}, h_{t}\right)>0$ and choose a suitable step size $\alpha_{t}$ either by line search or set to be appropriately small, then $\hat{R}_{\phi, n}\left(F_{t}\right)<\hat{R}_{\phi, n}\left(F_{t-1}\right)$.

Step 2: In any region $R_{t}^{j}, h_{t} \equiv \gamma_{t}^{j}$. Then,

$$
\begin{aligned}
\left\langle-\mathbf{g}_{t}, \mathbf{h}_{t}\right\rangle & =\sum_{j=1}^{J_{t}} \sum_{i \in R_{t}^{j}} Y_{i} w_{t}\left(X_{i}, Y_{i}\right) \gamma_{t}^{j} \\
& =\sum_{j=1}^{J_{t}} \gamma_{t}^{j}\left(\mathbb{P}_{w_{t}}\left(Y=1 \mid X \in R_{t}^{j}\right)-\mathbb{P}_{w_{t}}\left(Y=-1 \mid X \in R_{t}^{j}\right)\right) \sum_{i \in R_{t}^{j}} w_{t}\left(X_{i}, Y_{i}\right) .
\end{aligned}
$$

From (1.6), we have $\frac{\phi^{\prime}\left(-F_{t}(x)\right)}{\phi^{\prime}\left(F_{t}(x)\right)}=\frac{\mathbb{P}_{w_{t}}(Y=1 \mid x)}{\mathbb{P}_{w_{t}}(Y=-1 \mid x)} \frac{\phi^{\prime}\left(-F_{t-1}(x)\right)}{\phi^{\prime}\left(F_{t-1}(x)\right)}$. Observe that if $\mathbb{P}_{w_{t}}(Y=1 \mid x)>\mathbb{P}_{w_{t}}(Y=$ $-1 \mid x)$, then $\frac{\phi^{\prime}\left(-F_{t}(x)\right)}{\phi^{\prime}\left(F_{t}(x)\right)}>\frac{\phi^{\prime}\left(-F_{t-1}(x)\right)}{\phi^{\prime}\left(F_{t-1}(x)\right)}$. By second part of Lemma $1 . F_{t}(x)>F_{t-1}(x)$, that is, $h_{t}(x)>0$. Therefore, there exists a strictly increasing function $\theta$ with the only root at $1 / 2$ such that $\gamma_{t}^{j}=\theta\left(\mathbb{P}_{w_{t}}\left(Y=1 \mid X \in R_{t}^{j}\right)\right)$. Hence, $\left\langle-\mathbf{g}_{t}, \mathbf{h}_{t}\right\rangle=\sum_{j=1}^{J_{t}} \theta\left(\mathbb{P}_{w_{t}}\left(Y=1 \mid X \in R_{t}^{j}\right)\right)\left(2 \mathbb{P}_{w_{t}}(Y=\right.$ $\left.\left.1 \mid X \in R_{t}^{j}\right)-1\right) \sum_{i \in R_{t}^{j}} w_{t}\left(X_{i}, Y_{i}\right) \geq 0$. The last inequality is because $\theta\left(\mathbb{P}_{w_{t}}\left(Y=1 \mid X \in R_{t}^{j}\right)\right)$ always has the same sign as $2 \mathbb{P}_{w_{t}}\left(Y=1 \mid X \in R_{t}^{j}\right)-1$, and " $=$ " holds if and only if $\mathbb{P}_{w_{t}}\left(Y=1 \mid X \in R_{t}^{j}\right)=\frac{1}{2}$ for all $j=1, \cdots, J_{t}$.

Proof of Theorem 1 (b). Here, we develop ideas similar to the proof of Lemma 4.1 and Lemma 4.2 in [ZY05]. There are two differences here in comparison to [ZY05]. First, the loss is non-convex function and second, the optimal hypothesis is chosen differently. For $f \in \cup_{T=1}^{\infty} \mathcal{F}^{T}$, let $H_{f} \subset \mathcal{H}$ be the set that contains all weak hypotheses in $f$. For example, $f_{1}=\sum_{h \in H_{f}} \alpha_{1}^{h} h$ and $f_{2}=\sum_{h \in H_{f}} \alpha_{2}^{h} h$. Moreover, denote $\bar{f}_{t}=\sum_{h \in H_{t}} \omega_{t}^{h} h, F_{t}=\sum_{h \in H_{t}} \alpha_{t}^{h} h$. For notation simplicity, we denote $R=\hat{R}_{\phi, n}$ since we have fixed a loss function $\phi$ and sample size $n$. Let $s^{h}=\operatorname{sign}\left(\omega_{t}^{h}-\alpha_{t}^{h}\right)$. By Taylor expansion, we have $R\left(F_{t}+\alpha_{t+1} s^{h} h\right) \leq R\left(F_{t}\right)+$ $\alpha_{t+1} s^{h}\left\langle\nabla R\left(F_{t}\right), h\right\rangle+\frac{\alpha_{t+1}^{2}}{2} \sup _{\xi \in[0,1]} R_{F_{t}, h}^{\prime \prime}\left(\xi \alpha_{t+1} s^{h}\right)$, where $R_{F_{t}, h}(\alpha):=R\left(F_{t}+\alpha h\right)$. Since the Hessian of R is bounded, there exists $M>0$ s.t. $\sup _{\xi \in[0,1]} R_{F_{t}, h}^{\prime \prime}\left(\xi \alpha_{t+1} s^{h}\right)<M$. Therefore, $R\left(F_{t}+\right.$ $\left.\alpha_{t+1} s^{h} h\right) \leq R\left(F_{t}\right)+\alpha_{t+1} s^{h}\left\langle\nabla R\left(F_{t}\right), h\right\rangle+\frac{\alpha_{t+1}^{2}}{2} M$. By Algorithm 1 that $R\left(F_{t+1}\right)=R\left(F_{t}+\alpha_{t+1} h_{t+1}\right)$. Moreover, by (1.6), $h_{t+1}$ is chosen as the $\arg \min _{h \in \mathcal{H}_{t}} \mathbb{E}_{w}\left[R\left(F_{t}+\alpha_{t+1} h\right)\right]$. Hence, for any $h \in \mathcal{H}_{t}$, $\mathbb{E}_{w}\left[R\left(F_{t}+\alpha_{t+1} h_{t+1}\right)\right] \leq \mathbb{E}_{w}\left[R\left(F_{t}+\alpha_{t+1} h\right)\right]$. Moreover, for any bounded random variable $Z$, $\left|\mathbb{E}_{w}[Z]-\mathbb{E}[Z]\right| \leq K$ for a positive constant $K$. Combining the above, we have $R\left(F_{t+1}\right) \leq$ $R\left(F_{t}+\alpha_{t+1} s^{h} h\right)+2 \varepsilon_{t}+2 K$, for $\varepsilon_{t}=\sup _{h \in \mathcal{H}_{t}}\left|R\left(F_{t}+\alpha_{t+1} s^{h} h\right)-\mathbb{E}\left[R\left(F_{t}+\alpha_{t+1} s^{h} h\right)\right]\right|$. By the arguments very much similar to Lemmas S 1 and S 2 of the Supplement, it easy to obtain $\varepsilon_{t}=o_{P}(1)$. Since $\left\|\bar{f}_{t}-F_{t}\right\|_{1}=o(\log t)$, and $\left\|\bar{f}_{t}-F_{T}\right\|_{2}^{2} \leq \frac{\left\|\bar{f}_{t}-F_{t}\right\|_{1}^{2}}{t^{c}}$ where $c_{t} \in(0,1)$ and $c_{t} \rightarrow 0$ as $t \rightarrow \infty$, we
have $\frac{\left\|\bar{f}_{t}-F_{t}\right\|_{1}^{2}}{t^{t_{t}}}=o\left(\frac{\log t}{t^{c t} t}\left\|\bar{f}_{t}-F_{t}\right\|_{1}\right)$. Hence,

$$
\begin{align*}
& \left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}\left(R\left(F_{t+1}\right)-2 \varepsilon_{t}-2 K\right)=o\left[\frac{\log t}{t^{c_{t}}} \sum_{h \in H_{t}}\left|\alpha_{t}^{h}-\omega_{t}^{h}\right| R\left(F_{t}+\alpha_{t+1} s^{h} h\right)\right] \\
& =o\left[\frac{\log t}{t^{c_{t}}} \sum_{h \in H_{t}}\left|\alpha_{t}^{h}-\omega_{t}^{h}\right|\left(R\left(F_{t}\right)+\alpha_{t+1} s^{h}\left\langle\nabla R\left(F_{t}\right), h\right\rangle+\frac{\alpha_{t+1}^{2}}{2} M\right)\right] \\
& =o\left[\frac{\log t}{t^{c_{t}}}\left\|\bar{f}_{t}-F_{t}\right\|_{1} R\left(F_{t}\right)+\frac{\alpha_{t+1} \log t}{t^{c_{t}}}\left\langle\nabla R\left(F_{t}\right), \bar{f}_{t}-F_{t}\right\rangle+\frac{M \alpha_{t+1}^{2} \log t}{2 t^{c_{t}}}\left\|\bar{f}_{t}-F_{t}\right\|_{1}\right] \tag{1.13}
\end{align*}
$$

Now we look at the situation when $\hat{\mu}\left(h_{k}, w_{k}\right)=0$. From part (a), this happens if and only if $\mathbb{P}_{w_{k}}\left(Y=1 \mid X \in R_{k}^{j}\right)=\frac{1}{2}, \forall j$, i.e., $\nabla R\left(F_{k}\right) \perp \mathcal{H}$. Since $\hat{\mu}\left(h_{t}, w_{t}\right) \rightarrow 0, \nabla R\left(F_{t}\right)$ is perpendicular to $\cup_{T=1}^{\infty} \mathcal{F}^{T}$, and $\left\langle\nabla R\left(F_{t}\right)-\nabla R\left(\bar{f}_{t}\right), \bar{f}_{t}-F_{t}\right\rangle \rightarrow 0$ since $\bar{f}_{t}-F_{t} \in \cup_{T=1}^{\infty} \mathcal{F}^{T}$. Since $\phi$ is Lipschitz differentiable, there exists $L>0$ s.t. $R\left(F_{t}\right)-R\left(\bar{f}_{t}\right) \leq\left\langle\nabla R\left(\bar{f}_{t}\right), F_{t}-\bar{f}_{t}\right\rangle+\frac{L}{2}\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}$. Then $\left\langle\nabla R\left(\bar{f}_{t}\right), \bar{f}_{t}-F_{t}\right\rangle \leq R\left(\bar{f}_{t}\right)-R\left(F_{t}\right)+\frac{L}{2}\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}$. When $t$ is large enough, there exists sequence $\tilde{\varepsilon}_{t} \rightarrow 0$ s.t. $\left\langle\nabla R\left(F_{t}\right), \bar{f}_{t}-F_{t}\right\rangle \leq R\left(\bar{f}_{t}\right)-R\left(F_{t}\right)+\frac{L}{2}\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}+\tilde{\varepsilon}_{t}$. Then, by (1.13),

$$
\begin{align*}
& \left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}\left(R\left(F_{t+1}\right)-2 \varepsilon_{t}-2 K\right) \\
& =o\left[\frac{\log t}{t^{c_{t}}}\left\|\bar{f}_{t}-F_{t}\right\|_{1} R\left(F_{t}\right)+\frac{\alpha_{t+1} \log t}{t^{c_{t}}}\left\langle\nabla R\left(F_{t}\right), \bar{f}_{t}-F_{t}\right\rangle+\frac{\alpha_{t+1}^{2} \log t}{2 t^{c_{t}}}\left\|\bar{f}_{t}-F_{t}\right\|_{1} M\right] \\
& =o\left[\frac{\log t}{t^{c_{t}}}\left\|\bar{f}_{t}-F_{t}\right\|_{1} R\left(F_{t}\right)+\frac{\alpha_{t+1} \log t}{t^{c_{t}}}\left(R\left(\bar{f}_{t}\right)-R\left(F_{t}\right)\right)+\eta_{t}\right], \tag{1.14}
\end{align*}
$$

where $\eta_{t}:=\frac{\alpha_{t+1} \log t}{t^{c_{t}}}\left(\frac{L}{2}\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}+\tilde{\varepsilon}_{t}\right)+\frac{\alpha_{t+1}^{2} \log t}{2 t^{t}}\left\|\bar{f}_{t}-F_{t}\right\|_{1} M$. Then by dividing $\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}$ on both sides of (1.14), we get

$$
\begin{aligned}
R\left(F_{t+1}\right) & =o\left[\frac{\log t}{t^{c_{t}}} \frac{\left\|\bar{f}_{t}-F_{t}\right\|_{1}}{\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}} R\left(F_{t}\right)+\frac{\alpha_{t+1} \log t}{t^{c_{t}}\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}}\left(R\left(\bar{f}_{t}\right)-R\left(F_{t}\right)\right)+\bar{\eta}_{t}+2 \varepsilon_{t}+2 K\right] \\
& =o\left[\frac{\log t}{t^{c_{t} / 2}\left\|\bar{f}_{t}-F_{t}\right\|_{2}} R\left(F_{t}\right)+\frac{\alpha_{t+1} \log t}{t^{c_{t}}\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}}\left(R\left(\bar{f}_{t}\right)-R\left(F_{t}\right)\right)+\bar{\eta}_{t}+2 \varepsilon_{t}+2 K\right],
\end{aligned}
$$

where $\bar{\eta}_{t}:=\frac{\alpha_{t+1} \log t}{t^{c}}\left(\frac{L}{2}+\frac{\tilde{\varepsilon}_{t}}{\left\|\bar{f}_{t}-F_{t}\right\|_{2}^{2}}\right)+\frac{\alpha_{t+1}^{2} \log t}{2 t^{c} / 2\left\|\bar{f}_{t}-F_{t}\right\|_{2}} M$. Therefore,

$$
\begin{aligned}
R\left(F_{t+1}\right)-R\left(\bar{f}_{t}\right) & =o\left[\frac{\log t}{t^{c_{t}}| | \bar{f}_{t}-F_{t} \|_{2}} R\left(F_{t}\right)+\frac{\alpha_{t+1} \log t}{t^{c_{t}}| | \bar{f}_{t}-F_{t} \|_{2}^{2}}\left(R\left(\bar{f}_{t}\right)-R\left(F_{t}\right)\right)+\bar{\eta}_{t}+2 \varepsilon_{t}+2 K\right] \\
& \leq \frac{\xi_{t} \log t}{t^{c_{t}} \mid \bar{f}_{t}-F_{t} \|_{2}} R\left(F_{t}\right)+\frac{\alpha_{t+1} \xi_{t} \log t}{t^{t}| | \bar{f}_{t}-F_{t} \|_{2}^{2}}\left(R\left(\bar{f}_{t}\right)-R\left(F_{t}\right)\right)+\xi_{t} \bar{\eta}_{t}+2 \xi_{t} \varepsilon_{t}+2 K \xi_{t}
\end{aligned}
$$

for some sequence $\xi_{t} \rightarrow 0$ as $t \rightarrow \infty$. Now, for $c_{t} \rightarrow 0$, and with $\alpha_{t}$ satisfying conditions in (b), and by Lemma 4.2 in [ZY05], we have $R\left(F_{t+1}\right)-R\left(\bar{f}_{t}\right) \rightarrow 0$ as $t \rightarrow \infty$.

### 1.6.2 Proof of Theorem 3

With $\operatorname{IF}(z ; T, \mathbb{P})=g_{z} \in H$, we can write the quantity $2 \lambda g_{z}+\mathbb{E}_{\mathbb{P}} \phi^{\prime \prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right) g_{z}(X) \Psi(X)$ as $\mathbb{E}_{\mathbb{P}} \phi^{\prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right) \Psi(X)-\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right) \Psi\left(z_{x}\right)$. By taking inner product $\langle\cdot, \cdot\rangle_{H}$ with $g_{z}$ itself, we have

$$
\begin{equation*}
2 \lambda\left\|g_{z}\right\|_{H}^{2}+\mathbb{E}_{\mathbb{P}} \phi^{\prime \prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right) g_{z}^{2}(X)=\mathbb{E}_{\mathbb{P}} \phi^{\prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right) g_{z}(X)-\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right) g_{z}\left(z_{x}\right) . \tag{1.15}
\end{equation*}
$$

Moreover, the Frechet derivative at $f_{\mathbb{P}, \lambda}$ is a zero mapping, hence,

$$
\begin{equation*}
2 \lambda\left\langle f_{\mathbb{P}, \lambda}, g_{z}\right\rangle_{H}+\mathbb{E}_{\mathbb{P}} \phi^{\prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right) g_{z}(X)=0 \tag{1.16}
\end{equation*}
$$

We also note that since $f_{\mathbb{P}, \lambda}$ is the global minimum, then $\lambda\left\|f_{\mathbb{P}, \lambda}\right\|_{H}^{2}+R_{\phi}\left(f_{\mathbb{P}, \lambda}\right) \leq \lambda\left\|0_{H}\right\|_{H}^{2}+$ $R_{\phi}\left(0_{H}\right)=C_{\phi}$ where $C_{\phi}=R_{\phi}\left(0_{H}\right)=\phi(0,0)$ is a constant, that is,

$$
\begin{equation*}
\lambda\left\|f_{\mathbb{P}, \lambda}\right\|_{H}^{2} \leq \lambda\left\|f_{\mathbb{P}, \lambda}\right\|_{H}^{2}+\mathbb{E}_{\mathbb{P}} \phi\left(Y, f_{\mathbb{P}, \lambda}(X)\right) \leq C_{\phi} . \tag{1.17}
\end{equation*}
$$

Finally, we have

$$
\begin{aligned}
2 \lambda\left\|g_{z}\right\|_{H}^{2} & \leq 2 \lambda\left\|g_{z}\right\|_{H}^{2}+\mathbb{E}_{\mathbb{P}} \phi^{\prime \prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right) g_{z}^{2}(X) \\
& \stackrel{(i)}{=} \mathbb{E}_{\mathbb{P}} \phi^{\prime}\left(Y, f_{\mathbb{P}, \lambda}(X)\right) g_{z}(X)-\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right) g_{z}\left(z_{x}\right) \\
& \stackrel{(i i)}{=}-2 \lambda\left\langle f_{\mathbb{P}, \lambda}, g_{z}\right\rangle_{H}-\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right) g_{z}\left(z_{x}\right) \\
& \left.\stackrel{(i i i)}{\leq} 2 \lambda\left\|f_{\mathbb{P}, \lambda}\right\|_{H}\left\|g_{z}\right\|_{H}-\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right)\right) g_{z}\left(z_{x}\right) \\
& \stackrel{(i v)}{\leq} 2 \sqrt{\lambda C_{\phi}}\left\|g_{z}\right\|_{H}+\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right) \| g_{z}\left(z_{x}\right)\right| \\
& =2 \sqrt{\lambda C_{\phi}}\left\|g_{z}\right\|_{H}+\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right)\right|\left\langle g_{z}, k\left(z_{x}, \cdot\right)\right\rangle_{H} \\
& \stackrel{(v)}{\leq} 2 \sqrt{\lambda C_{\phi}}\left\|g_{z}\right\|_{H}+\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right)\right| \sqrt{\left\langle g_{z}, g_{z}\right\rangle_{H}} \sqrt{\left\langle k\left(z_{x}, \cdot\right), k\left(z_{x}, \cdot\right)\right\rangle_{H}} \\
& =2 \sqrt{\lambda C_{\phi}}\left\|g_{z}\right\|_{H}+\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right)\right|\left\|g_{z}\right\|_{H}\left|k\left(z_{x}, z_{x}\right)\right| .
\end{aligned}
$$

where (i) is due to (1.15); (ii) due to (1.16); (iii) is due to the Cauchy-Schwartz inequality; (iv) is due to 1.17); (v) is again due to the Cauchy-Schwartz inequality. Since $k$ is a bounded kernel, $\exists M_{k}>0$ such that $\left|k\left(x_{1}, x_{2}\right)\right| \leq M_{k}$ for all $x_{1}, x_{2} \in X$. Hence, $\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right)\right|\left|\left|g_{z} \|_{H}\right| k\left(z_{x}, z_{x}\right)\right| \leq$ $M_{k}\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\left(z_{x}\right)\right)\right|\left\|g_{z}\right\|_{H}$, which in turn leads to $2 \lambda\left\|g_{z}\right\|_{H}^{2} \leq 2 \sqrt{\lambda C_{\phi}}\left\|g_{z}\right\|_{H}+M_{k}\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{P}}, \lambda\right)\left(z_{x}\right)\right|\left\|g_{z}\right\|_{H}$ and hence $\left\|g_{z}\right\|_{H} \leq \sqrt{\frac{C_{\phi}}{\lambda}}+\frac{M_{k}\left|\phi^{\prime}\left(z_{y}, f_{\mathbb{P}, \lambda}\right)\left(z_{x}\right)\right|}{2 \lambda}$.
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## Chapter 2

## Forest-type Regression with General

## Losses and Robust Forest

### 2.1 Introduction

Since its development by Breiman [Bre01], random forest has proven to be both accurate and efficient for classification and regression problems. In regression setting, random forest will predict the conditional mean of a response variable by averaging predictions of a large number of regression trees. Later then, many other machine learning algorithms were developed upon random forest. Among them, robust versions of random forest have also been proposed using various methodologies. Besides the sampling idea [Bre01] which adds extra randomness, the other variations are mainly based on two ideas: (1) use more robust criterion to construct regression trees [GPS07, BB06, RL12]; (2) choose more robust aggregation method [Mei06, RL12, TPC06].

Meinshausen [Mei06] generalized random forest to predict quantiles by discovering that besides calculating the weighted mean of the observed response variables, one could also get information for the weighted distribution of observed response variables using the sets of local weights generated by random forest. This method is strongly connected to the adaptive nearest
neighbors procedure [LJ06] which we will briefly review in section 2.1.2. Different from classical $k$-NN methods that rely on pre-defined distance metrics, the dissimilarities generated by random forest are data dependent and scale-invariant.

Another state-of-the-art algorithm AdaBoost [FS95, FS96] has been generalized to be applicable to a large family of loss functions [Fri01, MBBF99b, LB16]. Recent development of more flexible boosting algorithms such as xgboost [CG16] have become the go-to forest estimators with tabular or matrix data. One way in which recent boosting algorithms have an advantage over the random forest is the ability to customize the loss function used to reduce the influence of outliers or optimize a metric more suited to the specific problem other than the mean squared error.

In this chapter, we will propose a general framework for forest-type regression which can also be applied to a broad family of loss functions. It is claimed in [Mei06] that quantile random forest is another nonparametric approach which does not minimize an empirical loss. However, we will show in fact both random forest and quantile random forest estimators can be re-derived as regression methods using the squared error or quantile loss respectively in our framework. Inspired by the adaptive nearest neighbor viewpoint, we explore how random forest makes predictions using the local weights generated by ensemble of trees, and connect that with locally weighted regression [FG96, TH87, Sta89, New94, Loa06, HL93]. The intuition is that when predicting the target value (e.g. $\mathbb{E}[Y \mid X=x]$ ) at point $x$, the observations closer to $x$ should receive larger weights. Different from predefining a kernel, random forest assigns the weights data dependently and adaptively. After we illustrate the relation between random forest and local regression, we will use random forest weights to design other regression algorithms. By plugging robust loss functions like Huber loss and Tukey's redescending loss, we get forest-type regression methods that are more robust to outliers. Finally, motivated from the truncated squared error loss example, we will show that decreasing the number of nearest neighbors in random forest will also immediately improve its generalization performance.

The layout of this chapter is as follows. In Section 2.1.1 and 2.1.2 we review random forest and adaptive nearest neighbors. Section 2.2 introduces the general framework of foresttype regression. In Section 2.3 we plug in robust regression loss functions to get robust forest algorithms. In Section 2.4 we motivate from the truncated squared error loss and investigate the importance of choosing right number of nearest neighbors. Finally, we test our robust forests in Section 2.5 and show that they are always superior to the traditional formulation in the presence of outliers in both synthetic and real data set.

### 2.1.1 Random forest

Following the notation of Breiman [Bre01], let $\theta$ be the random parameter determining how a tree is grown, and data $(X, Y) \in X \times \mathcal{Y}$. For each tree $T(\theta)$, let $L$ be the total number of leaves, and $R_{l}$ denotes the rectangular subspace in $X$ corresponding to the $l$-th leaf. Then for every $x \in X$, there is exactly one leaf $l$ such that $x \in R_{l}$. Denote this leaf by $l(x, \theta)$.

For each tree $T(\theta)$, the prediction of a new data point $X=x$ is the average of data values in leaf $l(x, \theta)$, that is, $\hat{Y}(x, \theta)=\sum_{j=1}^{n} w\left(X_{i}, x, \theta\right) Y_{i}$, where

$$
\begin{equation*}
w\left(X_{i}, x, \theta\right)=\frac{\mathbb{1}_{\left\{X_{i} \in R_{l(x, \theta)}\right\}}}{\#\left\{j: X_{j} \in R_{l(x, \theta)}\right\}} . \tag{2.1}
\end{equation*}
$$

Finally, the conditional mean $\mathbb{E}[Y \mid X=x]$ is approximated by the averaged prediction of $m$ trees, $\hat{Y}(x)=m^{-1} \sum_{t=1}^{m} \hat{Y}\left(x, \theta_{t}\right)$. After rearranging the terms, we can write the prediction of random forest as

$$
\begin{equation*}
\hat{Y}(x)=\sum_{i=1}^{n} w\left(X_{i}, x\right) Y_{i} \tag{2.2}
\end{equation*}
$$

where the averaged weight $w\left(X_{i}, x\right)$ is defined as

$$
\begin{equation*}
w\left(X_{i}, x\right)=\frac{1}{m} \sum_{t=1}^{m} w\left(X_{i}, x, \theta_{t}\right) . \tag{2.3}
\end{equation*}
$$

From equation (2.2), the prediction of the conditional expectation $\mathbb{E}[Y \mid X=x]$ is the weighted average of the response values of all observations. Furthermore, it is easy to show that $\sum_{i=1}^{n} w\left(X_{i}, x\right)=$ 1.

### 2.1.2 Adaptive nearest neighbors

Lin and Jeon [LJ06] studies the connection between random forest and adaptive nearest neighbor. They introduced the so-called potential nearest neighbors (PNN): A sample point $\boldsymbol{x}_{i}$ is called a k-PNN to a target point $\boldsymbol{x}$ if there exists a monotone distance metric under which $\boldsymbol{x}_{i}$ is among the $k$ closest to $\boldsymbol{x}$ among all the sample points.

Therefore, any $k$-NN method can be viewed as choosing k points from the $k$-PNNs according to some monotone metric. For example, under Euclidean metric, the classical $k$-NN algorithm sorts the observations by their Euclidean distances to the target point and outputs the $k$ closest ones. This is equivalent to weighting the $k$-PNNs using inverse $L_{2}$ distance.

More interestingly, they prove that those observations with positive weights (2.3) all belong to the $k$-PNNs [LJ06]. Therefore, random forests is another weighted $k$-PNN method, but it assigns weights to the observations different from any $k$-NN method under a pre-defined monotonic distance metric. In fact, the random forest weights are adaptive to the data if the splitting scheme is adaptive.

### 2.2 General framework for forest-type regression

In this section, we generalize the classical random forest to a general forest-type regression (FTR) framework which is applicable to a broad family of loss functions. In Section 2.2.1, we motivate the framework by connecting random forest predictor with locally weighted regression. Then in Section 2.2.2, we formally propose the new forest-type regression framework. In Section 2.2.3, we rediscover the quantile random forest estimator by plugging the quantile loss function into our framework.

### 2.2.1 Squared error and random forest

Classical random forest can be understood as an estimator of conditional mean $\mathbb{E}[Y \mid X]$. As shown in (2.2), the estimator $\hat{Y}(x)$ is weighted average of all response $Y_{i}$ 's. This special form reminds us of the classical least squares regression, where the estimator is the sample mean. To be more precise, we rewrite (2.2) as

$$
\begin{equation*}
\sum_{i=1}^{n} w\left(X_{i}, x\right)\left(Y_{i}-\hat{Y}(x)\right)=0 . \tag{2.4}
\end{equation*}
$$

Equation (2.4) is the estimating equation (first order condition) of the locally weighted least squares regression [RW94]:

$$
\begin{equation*}
\hat{Y}(x)=\underset{\lambda \in \mathbb{R}}{\arg \min } \sum_{i=1}^{n} w\left(X_{i}, x\right)\left(Y_{i}-\lambda\right)^{2} \tag{2.5}
\end{equation*}
$$

In classical local regression, the weight $w\left(X_{i}, x\right)$ serves as a local metric between the target point $x$ and observation $X_{i}$. Intuitively, observations closer to target $x$ should be given more weights when predicting the response at $x$. One common choice of such local metric is kernel $K_{h}\left(X_{i}, x\right)=K\left(\left(X_{i}-x\right) / h\right)$. For example, the tricube kernel $K(u)=\left(1-|u|^{3}\right)^{3} \mathbb{1}(|u| \leq 1)$ will ignore the impact of observations outside a window centered at $x$ and increase the weight of an
observation when it is getting closer to $x$. The form of kernel-type local regression is as follows:

$$
\underset{\lambda \in \mathbb{R}}{\arg \min } \sum_{i=1}^{n} K_{h}\left(X_{i}-x\right)\left(Y_{i}-\lambda\right)^{2},
$$

The random forest weight $w\left(X_{i}, x\right)$ (2.3) defines a similar data dependent metric, which is constructed using the ensemble of regression trees. Using an adaptive splitting scheme, each tree chooses the most informative predictors from those at its disposal. The averaging process then assigns positive weights to these training responses, which are called voting points in [LJ06]. Hence via the random forest voting mechanism, those observations close to the target point get assigned positive weights equivalent to a kernel functionality [FHT01].

### 2.2.2 Extension to general loss

Note that the formation (2.5) is just a special case when using squared error loss $\phi(a, b)=$ $(a-b)^{2}$. In more general form, we have the following local regression problem:

$$
\begin{equation*}
\hat{Y}(x)=\underset{s \in \mathcal{F}}{\arg \min } \sum_{i=1}^{n} w\left(X_{i}, x\right) \phi\left(s\left(X_{i}\right), Y_{i}\right) \tag{2.6}
\end{equation*}
$$

where $w\left(X_{i}, x\right)$ is a local weight, $\mathcal{F}$ is a family of functions, and $\phi(\cdot)$ is a general loss. For example, when local weight is a kernel and $\mathcal{F}$ stands for polynomials of a certain degree, it reduces to local polynomial regression [FG96]. Random forest falls into this framework with squared error loss, a family of constant functions and local weights (2.3) constructed from ensemble of trees.

[^4]In Algorithm3, we summarize the forest-type regression as a general two-step method. Note that here we only focus on local weights generated by random forest, which uses ensemble of trees to recursively partition the covariate space $\mathcal{X}$. However, there are many other data dependent dissimilarity measures that can potentially be used, such as $k$ - $\mathrm{NN}, m_{p}$-dissimilarity [ATHW14], shared nearest neighbors [JP73], information-based similarity [Lin98], mass-based dissimilarity $\left[\mathrm{TZC}^{+} 16\right]$, etc. And there are many other domain specific dissimilarity measures. To avoid distraction, we will only use random forest weights throughout the rest of this paper.

### 2.2.3 Quantile loss and quantile random forest

Meinshausen [Mei06] proposed the quantile random forest which can extract the information of different quantiles rather than just predicting the average. It has been shown that quantile random forest is more robust than the classical random forest [Mei06, RL12]. In this section, we show quantile random forest estimator is also a special case of Algorithm 3. It is well known that the $\tau$-th quantile of an (empirical) distribution is the constant that minimizes the (empirical) risk using $\tau$-th quantile loss function $\rho_{\tau}(z)=z\left(\tau-\mathbb{1}_{\{z<0\}}\right)$ [Koe05]. Now let the loss function in Algorithm 3 be the quantile loss $\rho_{\tau}(\cdot), \mathcal{F}$ be the family of constant functions, and $w\left(X_{i}, x\right)$ be random forest weights (2.3). Solving the optimization problem

$$
\hat{Y}_{\tau}(x)=\underset{\lambda \in \mathbb{R}}{\arg \min } \sum_{i=1}^{n} w\left(X_{i}, x\right) \rho_{\tau}\left(Y_{i}-\lambda\right)
$$

we get the corresponding first order condition

$$
\sum_{i=1}^{n} w\left(X_{i}, x\right)\left(\tau-\mathbb{1}\left\{Y_{i}-\hat{Y}_{\tau}(x)<0\right\}\right)=0
$$

Recall that $\sum_{i=1}^{n} w\left(X_{i}, x\right)=1$, hence, we have

$$
\begin{equation*}
\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left\{Y_{i}<\hat{Y}_{\tau}(x)\right\}=\tau . \tag{2.7}
\end{equation*}
$$

The estimator $\hat{Y}_{\tau}(x)$ in (2.7) is exactly the same estimator proposed in [Mei06]. In particular, when $\tau=0.5$, the equation $\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left\{Y_{i}<\hat{Y}_{0.5}(x)\right\}=0.5$ will give us the median estimator $\hat{Y}_{0.5}(x)$. Therefore, we have rediscovered quantile random forest from a totally different point of view as a local regression estimator with quantile loss function and random forest weights.

### 2.3 Robust forest

From the framework 3, quantile random forest is insensitive to outliers because of the more robust loss function. In this section, we test our framework on other robust losses and proposed fixed-point method to solve the estimating equation. In Section 2.3.1 we choose the famous robust loss - (pseudo) Huber loss, and in Section 2.3.2, we further investigate a non-convex loss Tukey's biweight.

### 2.3.1 Huber loss

The Huber loss [Hub64]

$$
H_{\delta}(y)= \begin{cases}\frac{1}{2} y^{2} & \text { for }|y| \leq \delta \\ \delta\left(|y|-\frac{1}{2} \delta\right) & \text { elsewhere }\end{cases}
$$

is a well-known loss function used in robust regression. The penalty acts like squared error loss when the error is within $[-\delta, \delta]$ but becomes linear outside this range. In this way, it will penalize the outliers more lightly but still preserves more efficiency than absolute deviation when data is concentrated in the center and has light tails (e.g. Normal). By plugging Huber loss into the FTR
framework 3, we get a robust counterpart of random forest. The estimating equation is

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i}(x) \operatorname{sign}\left(\hat{Y}(x)-Y_{i}\right) \min \left(\hat{Y}(x)-Y_{i}, \delta\right)=0 . \tag{2.8}
\end{equation*}
$$

Direct optimization of 2.8 with local weights is hard, hence instead we will investigate the pseudo-Huber loss (see Figure 2.1),

$$
L_{\delta}(y)=\delta^{2}\left(\sqrt{1+\left(\frac{y}{\delta}\right)^{2}}-1\right)
$$

which is a smooth approximation of Huber loss [CBFAB97].
The estimating equation

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i}^{p H}(x)\left(\hat{Y}_{p H}(x)-Y_{i}\right)=0 \tag{2.9}
\end{equation*}
$$

is very similar to that of square error loss if we define a new weight

$$
\begin{equation*}
w_{i}^{p H}(x)=\frac{w_{i}(x)}{\sqrt{1+\left(\frac{\hat{Y}_{p H}(x)-Y_{i}}{\delta}\right)^{2}}} . \tag{2.10}
\end{equation*}
$$

Then the (pseudo) Huber estimator can be expressed as

$$
\begin{equation*}
\hat{Y}_{p H}(x)=\frac{\sum_{i=1}^{n} w_{i}^{p H}(x) Y_{i}}{\sum_{i=1}^{n} w_{i}^{p H}(x)} . \tag{2.11}
\end{equation*}
$$

Informally, the estimator (2.11) can be viewed as a weighted average of all the responses $Y_{i}$ 's. From (2.10), we know the new weight for pseudo-Huber loss has an extra scaling factor

$$
\begin{equation*}
\left(\sqrt{1+\left(\delta^{-1} u\right)^{2}}\right)^{-1} \tag{2.12}
\end{equation*}
$$

and hence will shrink more to zero whenever $\delta^{-1}\left|\hat{Y}_{p H}(x)-Y_{i}\right|$ is large. The tuning parameter
$\delta$ acts like a control of the level of robustness. A smaller $\delta$ will lead to more shrinkage on the weights of data that have responses far away from the estimator.

The estimating equation (2.9) can be solved by fix-point method which we propose in Algorithm 4. For notation simplicity, we will use $w_{i, j}$ to denote $w\left(X_{i}, x_{j}\right)$, where $X_{i}$ is the $i$-th training point and $x_{j}$ is the $j$-th testing point. The convergence to the unique solution (if exists) is guaranteed by Lemma 5 .

## Algorithm 4 pseudo-Huber loss ( $\delta$ )

Input: Test points $\left\{x_{j}\right\}_{j=1}^{m}$, initial guess $\left\{\hat{Y}^{(0)}\left(x_{j}\right)\right\}$, local weights $w_{i, j}$, training responses $\left\{Y_{i}\right\}_{i=1}^{n}$, and error tolerance $\varepsilon_{0}$.
while $\varepsilon>\varepsilon_{0}$ do
(a) Update the weights

$$
w_{i, j}^{(k)}=\frac{w_{i, j}}{\sqrt{1+\left(\frac{\hat{Y}^{(k-1)}\left(x_{j}\right)-Y_{i}}{\delta}\right)^{2}}}
$$

(b) Update the estimator

$$
\hat{Y}^{(k)}\left(x_{j}\right)=\frac{\sum_{i=1}^{n} w_{i, j}^{(k)} Y_{i}}{\sum_{i=1}^{n} w_{i, j}^{(k)}}
$$

(c) Calculate error

$$
\varepsilon=\frac{1}{m} \sum_{j=1}^{m}\left(\hat{Y}^{k}\left(x_{j}\right)-\hat{Y}^{(k-1)}\left(x_{j}\right)\right)^{2}
$$

(d) $k \leftarrow k+1$

## end while

Output the pseudo-Huber estimator:

$$
\hat{Y}_{p H}\left(x_{j}\right)=\hat{Y}^{(k)}\left(x_{j}\right)
$$

## Lemma 5. Define

$$
K_{\delta}(y)=\frac{\sum_{i=1}^{n} \frac{w_{i} Y_{i}}{\sqrt{1+\left(\frac{y-Y_{i}}{\delta}\right)^{2}}}}{\sum_{i=1}^{n} \frac{w_{i}}{\sqrt{1+\left(\frac{y-Y_{i}}{\delta}\right)^{2}}}}
$$

where $\sum_{i=1}^{n} w_{i}=1$. Let $K=\max _{i=1, \cdots, n}\left|Y_{i}\right|$. Then Algorithm 4 can be written as $\hat{Y}^{(k)}(x)=$
$K_{\delta}\left(\hat{Y}^{(k-1)}\right)$, and converges exponentially to a unique solution as long as $\delta>2 K$.

From Lemma 5, we know it is important to standardize the responses $Y_{i}$ so that $\delta$ will be of the same scale for different problems. In practice, we observe that one will not need to choose $\delta$ that satisfies the worst-case condition $\delta>K$ in order for convergence, but making $\delta$ too small does lead to slow convergence rate. For assigning the initial guess $\hat{Y}^{(0)}$, two simplest ways are to either take the random forest estimator we got or a constant vector equaling to the sample mean. Throughout the rest of this paper, we will choose the weights to be random forest weights (2.3).

### 2.3.2 Tukey's biweight

Non-convex function has played an important role in the context of robust regression [Hub11, HRRS11]. Unlike convex losses, the penalization on the errors can be bounded and hence the contribution of outliers in the estimating equation will eventually vanish. Our forest regression framework 3 also incorporates the non-convex losses which will show through the Tukey's biweight function $T_{\delta}(\cdot)$ [Hub11], which is an example of redescending loss whose derivative will vanish to zero as the input goes outside the interval $[-\delta, \delta]$. It is defined in the following way:

$$
\frac{d}{d y} T_{\delta}(y)= \begin{cases}y\left(1-\frac{y^{2}}{\delta^{2}}\right)^{2} & \text { for }|y| \leq \delta \\ 0 & \text { elsewhere }\end{cases}
$$

Similarly, by rearranging the estimating equation, we have

$$
\hat{Y}_{t u k e y}(x)=\frac{\sum_{i=1}^{n} w^{\text {tukey }}\left(X_{i}, x\right) Y_{i}}{\sum_{i=1}^{n} w^{\text {tukey }}\left(X_{i}, x\right)}
$$

where

$$
w^{\text {tukey }}\left(X_{i}, x\right)=w\left(X_{i}, x\right) \max \left\{1-\left(\frac{\hat{Y}_{\text {tukey }}-Y_{i}}{\delta}\right)^{2}, 0\right\}
$$

with an extra scaling factor (see Figure 2.2)

$$
\begin{equation*}
\max \left\{1-\left(\frac{u}{\delta}\right)^{2}, 0\right\} \tag{2.13}
\end{equation*}
$$

In another word, the final estimator actually only depends on data with responses inside $[-\delta, \delta]$, and the importance of any data $\left(X_{i}, Y_{i}\right)$ will be shrinking to zero when $\left|\hat{Y}_{\text {tukey }}(x)-Y_{i}\right|$ gets closer to the boundary value $\delta$.

### 2.4 Truncated squared loss and nearest neighbors

In this section, we will further use the framework 3 to investigate truncated squared error loss, and use this example to motivate the relation between random forest generalization performance and the number of adaptive nearest neighbors.

### 2.4.1 Truncated squared error

For the truncated squared error loss

$$
S_{\delta}(y)= \begin{cases}\frac{1}{2} y^{2} & \text { for }|y| \leq \delta \\ \frac{1}{2} \delta^{2} & \text { elsewhere }\end{cases}
$$

the corresponding estimating equation is

$$
\sum_{\left|\hat{Y}_{\text {runc }}(x)-Y_{i}\right| \leq \delta} w\left(X_{i}, x\right)\left(\hat{Y}_{\text {rrunc }}(x)-Y_{i}\right)=0 .
$$

If we define a new weight

$$
\begin{equation*}
w^{\text {trunc }}\left(X_{i}, x\right)=w\left(X_{i}, x\right) \mathbb{1}\left\{\left|\hat{Y}_{\text {trunc }}(x)-Y_{i}\right| \leq \delta\right\}, \tag{2.14}
\end{equation*}
$$

then the estimator for truncated squared loss is

$$
\begin{equation*}
\hat{Y}_{t r u n c}(x)=\frac{\sum_{i=1}^{n} w^{\text {trunc }}\left(X_{i}, x\right) Y_{i}}{\sum_{i=1}^{n} w^{\text {trunc }}\left(X_{i}, x\right)} . \tag{2.15}
\end{equation*}
$$

The estimator (2.15) is like a trimmed version of the random forest estimator (2.2). We first sort $\left\{Y_{i}\right\}_{i=1}^{n}$ and trim off the responses where $\left|\hat{Y}_{\text {trunc }}(x)-Y_{i}\right|>\delta$. Therefore, for any truncation level $\delta$, the estimator $\hat{Y}_{\text {trunc }}(x)$ only depends on data satisfying $\left|\hat{Y}_{\text {trunc }}(x)-Y_{i}\right| \leq \delta$ with the same local random forest weights (2.1).

### 2.4.2 Random Forest Nearest Neighbors

In classical random forest, all the data with positive weights (2.3) are included when calculating the final estimator $\hat{Y}(x)$. However, from section 2.4.1, we know in order to achieve robustness, some of the data should be dropped out of consideration. For example, using the truncated squared error loss, we will only consider the data satisfying $\left|Y_{i}-\hat{Y}_{\text {trunc }}(x)\right| \leq \delta$. In classical random forest, the criterion of tree split is to reduce the mean squared error, then in most cases, data points inside one terminal node will tend to have more similar responses. So informally larger $\left|\hat{Y}_{\text {trim }}(x)-Y_{i}\right|$ will indicate smaller local weight $w\left(X_{i}, x\right)$. Therefore, instead of solving for (2.15), we investigate a related estimator

$$
\begin{equation*}
\hat{Y}_{w t}(x)=\frac{\sum_{w\left(X_{i}, x\right) \geq \varepsilon} w\left(X_{i}, x\right) Y_{i}}{\sum_{w\left(X_{i}, x\right) \geq \varepsilon} w\left(X_{i}, x\right)} \tag{2.16}
\end{equation*}
$$

where $\varepsilon>0$ is a constant in $(0,1)$. Recall that in [LJ06], they show all the observations with positive weights are considered voting points for random forest estimator. However, (2.16) implies that we should drop observations with weights smaller than a threshold in order for the robustness. More formally, let $\sigma$ be a permutation such that $w\left(X_{\sigma(1)}, x\right) \geq \cdots \geq w\left(X_{\sigma\left(n_{0}\right)}, x\right)>0$,
then (2.2) is equivalent to

$$
\hat{Y}(x)=\sum_{i=1}^{n_{0}} w\left(X_{\sigma(i)}, x\right) Y_{\sigma(i)} .
$$

Then we can define the $k$ random forest nearest neighbors ( $k$-RFNN) of $x$ to be $\left\{X_{\sigma(1)}, \cdots, X_{\sigma(k)}\right\}$, $k \leq n_{0}$, and get predictor

$$
\begin{equation*}
\hat{Y}_{k}(x)=\sum_{i=1}^{k} \tilde{w}\left(X_{\sigma(i)}, x\right) Y_{\sigma(i)} \tag{2.17}
\end{equation*}
$$

where $\tilde{w}\left(X_{\sigma(i)}, x\right)=w\left(X_{\sigma(i)}, x\right) / \sum_{j=1}^{k} w\left(X_{\sigma(i)}, x\right)$. In the numerical experiments (Section 2.5.3, we will test the performance of the estimator (2.17) with different $k$, and show that by merely choosing the right number of nearest neighbors, one can largely improve the performance of classical random forest.

Shi and Horvath [SH06] proposed a similar ensemble tree based nearest neighbor method. In their approach, if the observations $X_{i}$ and $X_{j}$ lie in the same leaf, then the similarity between them is increased by one. At the end, the similarities are normalized by dividing the total number of trees in the forest. Therefore, their weights (similarities) $w\left(X_{i}, x\right)$ will be $m^{-1} \sum_{t=1}^{m} \mathbb{1}_{\left\{X_{i} \in R_{l(x, \theta)}\right\}}$ contrast to (2.3). So different from their approach, for random forest, the similarity between $X_{i}$ and $X_{j}$ will be increased by $1 / \#\left\{p: X_{p} \in R_{l\left(X_{i}, \theta\right)}\right\}$ if they both lie in the same leaf $l\left(X_{i}, \theta\right)$. This means the increment in the similarity also depends on the number of data points in the leaf.

### 2.5 Experiments

In this section, we plug in the quantile loss, Huber loss and Tukey's biweight loss into the general forest framework and compare these algorithms with random forest. Unless otherwise stated, for both Huber and Tukey forest, the error tolerance is set to be $10^{-6}$, and every forest is an ensemble of 1000 trees with maximum terminal node size 10 . The robust parameter $\delta$ are set
to be 0.005 and 0.8 for Huber and Tukey forest, respectively.

### 2.5.1 One dimensional toy example

We generate 1000 training data points from a Uniform distribution on $[-5,5]$ and another 1000 testing points from the same distribution. The true underlying model is $Y=X^{2}+\varepsilon$, $\varepsilon \sim \mathcal{N}(0,1)$. But on the training samples, we choose $20 \%$ of the data and add noise $2 \mathcal{I}_{2}$ to the responses, where $\mathcal{I}_{2}$ follows t-distribution with degree of freedom 2 .

Table 2.1: Comparison of random forest (RF), quantile random forest (QRF), Huber forest (Huber) and Tukey forest (Tukey) on one dimensional example.

| MEASURE | RF | QRF | HUBER | TUKEY |
| :--- | :---: | :---: | :---: | ---: |
| MSE | 2.56 | 1.88 | 1.85 | $\mathbf{1 . 8 2}$ |
| MAD | 1.20 | 1.07 | $\mathbf{1 . 0 6}$ | 1.07 |
| MAPE | 0.16 | 0.13 | $\mathbf{0 . 1 2}$ | 0.12 |

In Figure 2.3, we plot the true squared curve and different forest predictions. It is clear that Huber and Tukey forest achieve competitive robustness as quantile random forest, and can almost recover the true underlying distribution, but random forest is largely impacted by the outliers. We also repeat the experiments for 20 times, and report the average mean squared error (MSE), mean absolute deviation (MAD) and median absolute percentage error (MAPE) in Table 2.1.

### 2.5.2 Multivariate example

We generate data from 10 dimensional Normal distribution, i.e. $X \sim \mathcal{N} 10(\overrightarrow{0}, \Sigma)$. Then we test out algorithms on following models.

1. $Y=\sum_{i=1}^{10} X_{i}^{2}+\varepsilon$ and $\varepsilon \sim \mathcal{N}(0,1), \Sigma=\mathbb{I}$.
2. $Y=\sum_{i=1}^{10} X_{i}^{2}+\varepsilon$ and $\varepsilon \sim \mathcal{N}(0,1), \Sigma=\operatorname{Toeplitz}(\rho=0.7)$.

Then for each model, we randomly choose $\eta$ proportion of the training samples and add noise $15 \mathcal{I}_{2}$ where $\mathcal{T}_{2}$ follows t-distribution with degree of freedom 2. The noise level $\eta \in$ $\{0,0.05,0.1,0.15,0.2\}$. The results are summarized in Table 2.2 and 2.3. On the clean data, random forest still play the best, however, Huber forest's performance is also competitive and lose less efficiency than QRF and Tukey forest. On the noisy data, all three robust methods outperform random forest. Among them, Huber forest is most robust and stable.

Table 2.2: Comparison of the four methods in the setting (1). The average MSE is reported in first row, and average MAD in second row.

| MSE | $0 \%$ | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ |
| :--- | :---: | :---: | :---: | :---: | ---: |
| RF | $\mathbf{8 . 1 9}$ | 12.14 | 20.32 | 22.61 | 25.23 |
| QRF | 9.80 | 11.63 | 13.30 | 13.83 | 14.71 |
| HUBER | 9.02 | $\mathbf{9 . 8 6}$ | $\mathbf{1 0 . 4 0}$ | $\mathbf{1 0 . 4 9}$ | $\mathbf{1 0 . 8 8}$ |
| TUKEY | 10.56 | 12.41 | 18.16 | 12.34 | 16.62 |
| MAD | $0 \%$ | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ |
| RF | $\mathbf{2 . 1 0}$ | 2.49 | 2.73 | 2.89 | 3.02 |
| QRF | 2.23 | 2.37 | 2.66 | 2.75 | 2.84 |
| HUBER | 2.20 | $\mathbf{2 . 2 8}$ | $\mathbf{2 . 3 6}$ | $\mathbf{2 . 3 8}$ | $\mathbf{2 . 4 3}$ |
| TUKEY | 2.37 | 2.45 | 2.54 | 2.52 | 2.66 |

Table 2.3: Comparison of the four methods in the setting (2).

| MSE | $0 \%$ | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ |
| :--- | :---: | :---: | :---: | :---: | ---: |
| RF | $\mathbf{9 . 2 1}$ | 13.00 | 13.69 | 14.92 | 17.78 |
| QRF | 11.47 | $\mathbf{1 2 . 0 7}$ | 12.21 | 12.29 | 13.16 |
| HUBER | 11.19 | 12.08 | $\mathbf{1 2 . 1 5}$ | $\mathbf{1 2 . 2 0}$ | $\mathbf{1 2 . 7 4}$ |
| TUKEY | 12.84 | 13.09 | 13.31 | 14.52 | 14.60 |
| MAD | $0 \%$ | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ |
| RF | $\mathbf{1 . 8 8}$ | 2.19 | 2.74 | 2.80 | 2.83 |
| QRF | 2.06 | $\mathbf{2 . 1 3}$ | 2.28 | 2.32 | 2.41 |
| HUBER | 2.04 | 2.15 | $\mathbf{2 . 1 7}$ | $\mathbf{2 . 1 7}$ | $\mathbf{2 . 2 2}$ |
| TUKEY | 2.26 | 2.34 | 2.39 | 2.35 | 2.41 |

### 2.5.3 Nearest neighbors

In this section, we check how the number of adaptive nearest neighbors $k$ in (2.17) will have impact on the performance of $k$-RFNN. We consider the same two models (1) and (2), and keep both training sample size and testing sample size to be 1000 . The relations between MSE, MAD and the number of adaptive nearest neighbors are illustrated in Figure 2.4. Recall that $k$-RFNN with all 1000 neighbors is equivalent to random forest. From the figures, we clearly observe a kink at $k=15$, which is much less than 1000 .

### 2.5.4 Real data

We take two regression datasets from UCI machine learning repository [Lic13], and one real estate dataset from OpenIntro. For each dataset, we randomly choose $2 / 3$ observations for training and the rest for testing. MSE and MAD are reported by averaging over 20 trials. The results are presented in Table 2.4. To further test the robustness, we then repeat the experiment but add extra $\mathcal{I}_{2}$ noise to $20 \%$ of the standardized training data response variables everytime. The results are in Table 2.5. Robust forests outperform random forest in most of the cases except for Ames data sets, on which quantile random forest behaves poorly.

Table 2.4: Comparison of the four methods on two UCI repository datasets: (1) concrete compressive strength (CCS) Yeh98]; (2) airfoil self-noise (Airfoil); and one OpenIntro dataset: Ames residential home sales (Ames).

| MSE | RF | QRF | HUBER | TUKEY |
| :--- | :---: | :---: | :---: | ---: |
| CCS | 37.22 | 34.79 | $\mathbf{3 2 . 9 8}$ | 34.42 |
| AIRFOIL | 18.22 | $\mathbf{1 0 . 0 4}$ | 14.28 | 16.55 |
| AMES $\left(\times 10^{8}\right)$ | $\mathbf{4 . 5 1}$ | 12.21 | 5.22 | 5.91 |
| MAD | RF | QRF | HUBER | TUKEY |
| CCS | 4.62 | 4.25 | $\mathbf{4 . 1 7}$ | 4.30 |
| AIRFOIL | 3.45 | $\mathbf{2 . 3 0}$ | 3.08 | 3.17 |
| AMES $\left(\times 10^{4}\right)$ | 1.34 | 2.44 | $\mathbf{1 . 3 1}$ | 1.36 |

Table 2.5: Test on real data sets with extra noise.

| MSE | RF | QRF | HUBER | TUKEY |
| :--- | :---: | :---: | :---: | ---: |
| CCS | 68.51 | 39.21 | $\mathbf{3 9 . 0 5}$ | 40.27 |
| AIRFOIL | 18.22 | $\mathbf{1 0 . 0 4}$ | 14.28 | 16.55 |
| AMES $\left(\times 10^{8}\right)$ | 5.77 | 18.20 | $\mathbf{5 . 2 8}$ | 5.39 |
| MAD | RF | QRF | HUBER | TUKEY |
| CCS | 5.46 | $\mathbf{4 . 5 3}$ | 4.57 | 4.80 |
| AIRFOIL | 3.45 | $\mathbf{2 . 3 0}$ | 3.08 | 3.17 |
| AMES $\left(\times 10^{4}\right)$ | 1.64 | 3.23 | $\mathbf{1 . 4 7}$ | 1.55 |

### 2.5.5 Conclusion and discussion

The experimental results show that Huber forest, Tukey forest and quantile random forest are all much more robust than random forest in the presence of outliers. However, without outliers, Huber forest preserves more efficiency than the other two robust methods. We did not cross validate the parameter $\delta$ for different noise levels, so one would expect even better performance after carefully tuning the parameter.

Besides random forest weights, other data dependent similarities could also be used in Algorithm 3. We could also design loss functions which optimizes a metric for specific problems. The fixed-point method could be replaced by other more efficient algorithms. The framework could be easily extended to classification problems. All these will be potential future work.

### 2.6 Proof of Lemma 5

Proof. Because $\hat{Y}^{(k)}(x)=K_{\delta}\left(\hat{Y}^{(k-1)}\right)$ which is a fixed-point method, we only need to show $\left|K_{\delta}^{\prime}(y)\right|<1$ in order for the existence and uniqueness of the solution. Define the normalized weight

$$
\tilde{w}_{i}=\frac{w_{i}}{\sqrt{1+\left(\frac{y-Y_{i}}{\delta}\right)^{2}}} / \sum_{i=1}^{n} \frac{w_{i}}{\sqrt{1+\left(\frac{y-Y_{i}}{\delta}\right)^{2}}},
$$

we have $\sum_{i=1}^{n} \tilde{w}_{i}=1$, and $\left|K_{\delta}^{\prime}(y)\right|$

$$
\begin{aligned}
& \leq\left|\sum_{i=1}^{n} \tilde{w}_{i} Y_{i}\left(\sum_{j=1}^{n}\left(\mathbb{1}(i=j)-\tilde{w}_{j}\right) \frac{y-Y_{j}}{\delta^{2}+\left(y-Y_{j}\right)^{2}}\right)\right| \\
& \leq 2 \sum_{i=1}^{n} \tilde{w}_{i}\left|Y_{i}\right| \max _{i=1, \cdots, n}\left(\frac{\left|y-Y_{i}\right|}{\delta^{2}+\left(y-Y_{i}\right)^{2}}\right) \\
& =2 \sum_{i=1}^{n} \tilde{w}_{i}\left|Y_{i}\right| \frac{1}{\min _{i=1, \cdots, n}\left(\frac{\delta^{2}}{\left|y-Y_{i}\right|}+\left|y-Y_{i}\right|\right)} \\
& \leq \max _{i=1, \cdots, n}\left|Y_{i}\right| \frac{1}{\delta}
\end{aligned}
$$

Therefore, $\left|K_{\delta}^{\prime}(y)\right|<\frac{1}{2}$ if $\delta>2 \max _{i=1, \cdots, n}\left|Y_{i}\right|=2 K$.
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Figure 2.1: In the first row, we compare squared error loss $\frac{1}{2} x^{2}$ and pseudo-Huber loss with different $\delta$. In the second row, we plot the scaling factor (2.12) of Huber loss.


Figure 2.2: We plot the scaling factor (2.13) of Tukey's biweight. Compared to Huber scaling factor (see $(2.12)$ ), it has a hard threshold at $\delta$.


Figure 2.3: One dimensional comparison of random forest, quantile random forest, Huber forest and Tukey forest. All forests are ensemble of 500 regression trees and the maximum number of points in terminal nodes is 20 .


Figure 2.4: The performance of $k$-RFNN against the number of nearest neighbors.

## Chapter 3

## Forest-type Quantile Regression for Random Censored Data

### 3.1 Introduction

Censored data exists in many different areas. In economics, policies such as minimum wage and minimum transaction fee result in left-censored data, as quantities below the thresholds will never be observed. In bio-medical research, people are interested at the time until the occurrence of an event of interest, for example, death or occurrence of a disease. But because the time span of the study is limited or the patient quits before experiencing an event of interest, many observations will be right-censored. More formally, let $T$ be a real-valued latent variable and $X$ be a (possibly high-dimensional) predictor variable. In censoring problem, we have another censoring variable $C$ which prevents us from observing all information about $T$. In left-censored data, we only observe $Y_{i}=\max \left(T_{i}, C_{i}\right)$, and in right-censored data, we only observe $Y_{i}=\min \left(T_{i}, C_{i}\right)$.

There have been many methods and theories dealing with censored data if we assume a
linear latent variable model

$$
\begin{equation*}
T_{i}=X_{i}^{\top} \beta+\varepsilon_{i} \tag{3.1}
\end{equation*}
$$

with $\varepsilon_{i}$ assumed to be i.i.d. with distribution function $F$. Under this model, the $\tau$-th conditional quantile of $T$ at $x$ is $Q_{T \mid x}(\tau \mid x)=F^{-1}(\tau)+x^{\top} \beta$. By adding an extra dimension of one to $x$ and absorbing the intercept $F^{-1}(\tau)$ to $\beta$, we can write the conditional quantile of $T$ as

$$
\begin{equation*}
Q_{T \mid x}(\tau \mid x)=x^{\top} \beta \tag{3.2}
\end{equation*}
$$

with the same notation $x$ and $\beta$ for simplicity. If all the censoring values $C_{i}$ are also observed, Pow84, Pow86] showed that the $\tau$-th conditional quantile $Q(\tau \mid x)$ can be consistently estimated by

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}=\underset{b \in \mathbb{R}^{p}}{\arg \min } \sum_{i=1}^{n} \rho_{\tau}\left(Y_{i}-\min \left\{C_{i}, X_{i}^{\top} b\right\}\right) \tag{3.3}
\end{equation*}
$$

for right censoring problem. For left censoring, one can simply replace min with max in (3.4). Here, $\rho_{\tau}(u)=u(\tau-\mathbb{1}(u<0))$ is the $\tau$-th quantile loss, and $X_{i}$ again contains an augmented dimension of one to absorb the term $F^{-1}(\tau)$. There have been many research on how to approximately optimize (3.3) and get coefficients $\beta$.

The previous situation, in which all censoring values $C_{i}$ are observed, is referred to as fixed censoring. Random censoring, in contrast, refers to situations in which we could only observe censoring values for the censored observations. For instance, for right censoring, we can observe the response $Y_{i}=\min \left(T_{i}, C_{i}\right)$ and the censoring indicator $\delta_{i}=\mathbb{1}\left(T_{i} \leq C_{i}\right)$. The usual assumption is $C_{i}$ independent of $T_{i}$ conditional on covariates. The Cox proportional hazard model is the dominant strategy to solve the right-censoring regression problem. However, it is only applicable to right-censored data and replies on the proportionality assumption which can sometimes be inappropriate, necessitating stratification of the baseline hazard or some other weakening of the proportional hazards condition [Koe08].

A more flexible approach for random censoring problem is to directly model conditional quantiles of the response variable. This approach offers much more flexibility as it does not assume a hazard function [Koe08]. To estimate the conditional quantiles, [Por03] proposed a recursive method which estimates a sequence of linear conditional quantile functions recursively. It can be treated as a generalization to regression of the Kaplan Meier estimator. Another closely related quantile regression model proposed by [ $\overline{\mathrm{PH} 08]}$ instead makes linkage to the NelsonAalen estimator of the cumulative hazard function, upon which they developed a more complete asymptotic theory.

However, the parametric methods always rely on the linearity assumption on the conditional quantiles, that is,

$$
\begin{equation*}
Q_{\log (T) \mid x}(\tau \mid x)=x^{\top} \beta . \tag{3.4}
\end{equation*}
$$

Here, the log transformation is arbitrary but popular in survival analysis, and can be replaced by any monotone function. This linearity assumption is too restrictive in many cases, especially when data lie on a complex manifold. Therefore, non-parametric methods are necessary.

Without censoring, for the general form of model

$$
\begin{equation*}
T_{i}=f\left(X_{i}\right)+u_{i} \tag{3.5}
\end{equation*}
$$

where $f$ is a potentially complex non-parametric function and $u_{i}$ can be heteroscedastic, nonparametric methods like random forest [Bre01] and quantile random forest [Mei06] have been developed to efficiently estimate the conditional expectation and conditional quantiles of the response variable. [LM17] shows that both random forest and quantile forest belong to a general forest-type regression framework. However, all these forest algorithms cannot deal with data with censored responses. [IKBL08] proposed random survival forest that is an ensemble of survival trees to tackle the censoring problem. However, it is not directly estimating the conditional quantiles but instead estimating the cumulative hazard. Moreover, growing a survival tree
requires estimation of survival function at every split. $\left[\mathrm{HBD}^{+} 05\right]$ calculates inverse probability of censoring (IPC) weights on all observations, and then build a random forest in which each regression tree is trained on resampled observations according to IPC weights. However, the censored samples always get weights zero and will only contribute to the Kaplan-Meier estimation of the conditional censoring survival function.

This work aims to build a non-parametric conditional quantile estimator for random censored data that inherits the desirable empirical properties of regression forests, such as stability, ease of use, and flexible adaptation to different functional forms, but can be used in the wide range of censored quantile setting where the latent variable satisfies (3.5) but we can only observe $Y_{i}=\min \left(T_{i}, C_{i}\right)\left(Y_{i}=\max \left(T_{i}, C_{i}\right)\right)$ and the censoring indicator $\delta_{i}=\mathbb{1}\left(T_{i} \leq C_{i}\right)\left(\delta_{i}=\mathbb{1}\left(T_{i} \geq C_{i}\right)\right)$. We aim to showcase a solution that overcomes conceptual and methodological challenges.

We design our method as a type of adaptive and locally weighted estimators that first use a simple random forest to calculate locally weights on observations for each test point, and then solve a plug-in version of the specifically designed estimating equations using these weights. In this way we view the random forest as generating weights for local solutions of estimating equations. This locally weighting view of random forests was previously advocated by [HLBRT04] in the context of survival analysis and by [Mei06] for quantile regression, as well as in [ATW16] and [LM17] for general loss functions.

Additional challenges arise due to the random censoring nature of the observations. For fixed censoring, one observes all the censoring values and hence can straightforwardly modify the objective (3.3) to be used in the general framework [ATW16] and [LM17]. However, it is unclear how to develop a non-parametric estimator that adapts to unknown censoring in the observations. We approach this problem by carefully designing a new estimating equation which is easy to solve and can consistently predict the conditional quantiles of the latent variable.

In this paper, we propose a novel non-parametric regression method for censored data. Our method contains two steps. In the first step, we only need to build an usual random forest
on all the observations, including the censored observations, and get the random forest weight function, which is discussed in Section 3.1.1. In the second step, we can predict any conditional quantile of the latent variable $T$ by solving an ingenious estimating equation, which is motivated by [LM17] and is designed to correct the censoring effect. The forest-type regression framework is reviewed in Section 3.1.2. Then the algorithm is described in details in Section 3.2. Then in Section 3.3, we analyze the time complexity of our algorithm and prove the statistical consistency. In Section 3.4 and 3.5, we compare our algorithm with other forest algorithms on simulated and real censored data sets.

### 3.1.1 Random forest weights

At a high level, trees and forests can be thought of as local smoothing methods with an adaptive neighborhood metric. Given a test point $x$, classical methods such as k-nearest neighbors or kernel smoother seek an appropriate number of closest points to $x$ according to some pre-specified distance measure. In contrast, tree-based methods also seek to find training examples that are close to $x$, but now closeness is defined with respect to a decision tree, and the closest points to $x$ are those that fall in the same leaf as it does. The advantage of forest based approach is its more adaptive nature of capturing model heterogeneities and changes.

Let $\theta$ denote the random parameter determining how a tree is grown, and $\left\{\left(X_{i}, Y_{i}\right): i=\right.$ $1, \ldots, n\} \in \mathcal{X} \times \mathcal{Y} \subset \mathbb{R}^{p} \times \mathbb{R}$ denote the training data. For each tree $T(\theta)$, let $R_{l}$ denotes its $l$-th terminal leaf. Since the space $\mathcal{X}$ is split into disjoint leaves by $T(\theta)$, we know for any $x \in \mathcal{X}$, there is exactly one leaf containing $x$. We let the index of the leaf be $l(x ; \theta)$ and we say $x \in R_{l(x ; \theta)}$.

Then for any single tree $T(\theta)$, the prediction on any data point $x \in X$ is $\hat{Y}(x ; \theta)=$ $\sum_{i=1}^{n} w\left(X_{i}, x ; \theta\right) Y_{i}$ where

$$
\begin{equation*}
w\left(X_{i}, x ; \theta\right)=\frac{\mathbb{1}_{\left\{X_{i} \in R_{l(x ; \theta)}\right\}}}{\#\left\{j: X_{j} \in R_{l(x ; \theta)}\right\}} . \tag{3.6}
\end{equation*}
$$

Then by [Bre01] and [Mei06], a random forest containing $m$ trees has prediction of $\mathbb{E}[Y \mid X=x]$ as

$$
\begin{equation*}
\hat{Y}(x)=\sum_{i=1}^{n} w\left(X_{i}, x\right) Y_{i} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
w\left(X_{i}, x\right)=\frac{1}{m} \sum_{t=1}^{m} w\left(X_{i}, x ; \theta_{t}\right) . \tag{3.8}
\end{equation*}
$$

From now on, we call the weight $w\left(X_{i}, x\right)$ in (3.8) random forest weight. One can easily show that $\sum_{i=1}^{n} w\left(X_{i}, x\right)=1$.

### 3.1.2 Forest-type regression framework

[LM17] extended random forest to a weighted regression algorithm that can use any loss function. It is shown that the way random forest combine the trees is equivalent to a weighted least square regression problem

$$
\begin{equation*}
\hat{Y}(x)=\underset{\lambda \in \mathbb{R}}{\arg \min } \sum_{i=1}^{n} w\left(X_{i}, x\right)\left(Y_{i}-\lambda\right)^{2} \tag{3.9}
\end{equation*}
$$

where $w\left(X_{i}, x\right)$ is the random forest weight. Similarly, quantile random forest [Mei06] estimator is equivalent to

$$
\begin{equation*}
\hat{Q}(x ; \tau)=\underset{\lambda \in \mathbb{R}}{\arg \min } \sum_{i=1}^{n} w\left(X_{i}, x\right) \rho_{\tau}\left(Y_{i}-\lambda\right), \tag{3.10}
\end{equation*}
$$

where $\rho_{\tau}(u)=u\left(\tau-\mathbb{1}_{u<0}\right)$ is the quantile loss function. And in fact, [LM17] proposed the general forest-type regression framework

$$
\begin{equation*}
\hat{Y}(x)=\underset{s \in \mathcal{F}}{\arg \min } \sum_{i=1}^{n} w\left(X_{i}, x\right) \phi\left(s\left(X_{i}\right), Y_{i}\right) . \tag{3.11}
\end{equation*}
$$

Here, $w\left(X_{i}, x\right)$ is the random forest weight, $\phi(\cdot)$ is a general loss function, and $\mathcal{F}$ is a family of functions. For example, in original random forest, $\mathcal{F}$ is the family of constant functions, and
$\phi(u)=u^{2}$.

### 3.2 Methodology

The quantile random forest [Mei06] cannot be directly applied to censored data $\left\{\left(X_{i}, Y_{i}\right)\right\}$ because the conditional quantile of $Y$ is different than that of the latent variable $T$ due to the censoring. There is no explicitly defined quantile loss function for censored data, and hence the forest framework in [LM17] cannot be directly used. However, in this section, we will propose a new estimating equation which is closely related to the estimating equation of criterion (3.10), but is designed to correct the censoring effect.

### 3.2.1 Motivation

In the case without censoring, plugging in the quantile loss function, we could estimate the $\tau$-th quantile of $T_{i}$ at $x$, denoted as $q_{\tau, x}$, to be

$$
\begin{equation*}
\underset{q \in \mathbb{R}}{\arg \min } \sum_{i=1}^{n} w\left(X_{i}, x\right) \rho_{\tau}\left(T_{i}-q\right) \tag{3.12}
\end{equation*}
$$

The estimating equation of (3.12) is

$$
\begin{align*}
U_{n}(q) & =\sum_{i=1}^{n} w\left(X_{i}, x\right)\left\{(1-\tau)-\mathbb{1}\left(T_{i}>q\right)\right\} \\
& =(1-\tau)-\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(T_{i}>q\right) \approx 0 \tag{3.13}
\end{align*}
$$

where the second equality is true because $\sum_{i=1}^{n} w\left(X_{i}, x\right)=1$. For simplicity and better illustration of the idea, we first assume the latent variable $T_{i}$ has the same conditional probability in a neighborhood $R_{x}$ of $x$. Out of the $n$ data points, assume $\left\{X_{1}, \cdots, X_{k}\right\} \subset R_{x}$ and $w\left(X_{i}, x\right)=1 / k$
when $X_{i} \in R_{x}$ and 0 otherwise. Now the estimating equation becomes

$$
\begin{align*}
U_{k}(q) & =\frac{1}{k} \sum_{i=1}^{k}\left\{(1-\tau)-\mathbb{1}\left(T_{i}>q\right)\right\} \\
& =(1-\tau)-\frac{1}{k} \sum_{i=1}^{k} \mathbb{1}\left(T_{i}>q\right) . \tag{3.14}
\end{align*}
$$

Now conditional on $\{x\} \cup\left\{X_{i}\right\}_{i=1}^{k}$,

$$
\mathbb{E}\left[U_{k}(q)\right]=(1-\tau)-\mathbb{P}(T>q \mid x)
$$

which will be zero at $q^{*}$ where $\mathbb{P}\left(T>q^{*} \mid x\right)=1-\tau$, that is, when $q^{*}=q_{\tau, x}$
Now suppose we further have censoring variable $C_{i}$, which is independent of $T_{i}$ conditional on $X_{i}$, and we could only observe $Y_{i}=\min \left\{T_{i}, C_{i}\right\}$ and $\delta_{i}=\mathbb{1}\left(T_{i} \leq C_{i}\right)$. In order to estimate $q_{\tau, x}$, we cannot simply replace $T_{i}$ with $Y_{i}$ in (3.14) as the $\tau$-th quantile of $T_{i}$ is no longer the $\tau$-th quantile of $Y_{i}$ because of the censoring. In fact,

$$
\mathbb{P}\left(Y_{i}>q_{\tau, x} \mid x\right)=\mathbb{P}\left(T_{i}>q_{\tau, x} \mid x\right) \mathbb{P}\left(C_{i}>q_{\tau, x} \mid x\right)=(1-\tau) G\left(q_{\tau, x} \mid x\right),
$$

where $G(u \mid x)$ is the survival function of $C_{i}$ at $x$. In another word, the $\tau$-th quantile of $T_{i}$ is actually the $1-(1-\tau) G\left(q_{\tau, x} \mid x\right)$-th quantile of $Y_{i}$ at $x$. Now define a new estimating equation that is resemble of (3.14) as

$$
\begin{equation*}
S_{k}^{o}(q)=\frac{1}{k} \sum_{i=1}^{k}\left\{(1-\tau) G(q \mid x)-\mathbb{1}\left(Y_{i}>q\right)\right\} \approx 0 . \tag{3.15}
\end{equation*}
$$

If we substitute $G(q \mid x)$ with $G\left(q_{\tau, x} \mid x\right)$, an intuitive explanation for 3.15$)$ is that because the $\tau$-th quantile of $T_{i}$ happens to be the $1-(1-\tau) G\left(q_{\tau, x} \mid x\right)$-th quantile of $Y_{i}$ at $x$, instead of estimating the former which is not available because of the censoring, we turn to estimate the later one. In another word, the conditional expectation, $\mathbb{E}\left[S_{k}^{o}(q)\right]$, will still be zero at the same root $q^{*}$ for
(3.14). The survival function $G(\cdot \mid x)$ can be estimated by the Kaplan-Meier estimator $\hat{G}(\cdot \mid x)$ using $\left\{Y_{i}\right\}_{i=1}^{k}$ and $\left\{\delta_{i}\right\}_{i=1}^{k}$, and we then have

$$
\begin{equation*}
S_{k}(q)=\frac{1}{k} \sum_{i=1}^{k}\left\{(1-\tau) \hat{G}(q \mid x)-\mathbb{1}\left(Y_{i}>q\right)\right\} \approx 0 \tag{3.16}
\end{equation*}
$$

### 3.2.2 Full model

In the previous section, we made an assumption that $\mathbb{P}(T \mid X)=\mathbb{P}(T \mid x)$ for all $X \in R_{x}$, where $R_{x}$ is a neighborhood of $x$. But in reality, this assumption is not always true, and that is why $w\left(X_{i}, x\right)$ plays an important rule in our final estimator, as it "corrects" the empirical probability of each $T_{i}$ at $x$.

For example, say we have $n$ data points $\left\{\left(X_{i}, T_{i}\right)\right\}_{i=1}^{n}$ and have two cases: (1) at all $X_{i}$ 's we have the same conditional probability of $T$, i.e. $\mathbb{P}\left(T \mid X_{i}\right)=\mathbb{P}\left(T \mid X_{j}\right)$ for all $i, j$; (2) $T$ has different conditional probabilities at different locations. In the setting (1), $X_{i}$ 's become irrelevant and the point mass on each $T_{i}$ is $1 / n$. We share the mass uniformly to the $n$ points $T_{i}$ 's as they are equally important. When $n \rightarrow \infty$, it is known that for any $q$,

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left(T_{i} \leq q\right) \rightarrow \mathbb{P}(T \leq q \mid x) \tag{3.17}
\end{equation*}
$$

However, in the case (2), the convergence (3.17) is no longer valid. We cannot simply put a mass $1 / n$ on each $T_{i}$ because the probability of $T_{i}$ showing up at $X_{i}$ could be severely different than the probability it shows up at $x$. An extreme example is when $\mathbb{P}(T \mid x)=\operatorname{Unif}(x-1, x+1)$. Then if $\left|X_{i}-x\right|>1$, any $T_{i}$ showing up at $X_{i}$ should not even be counted when estimating $\mathbb{P}(T \mid x)$ because $\mathbb{P}\left(T_{i} \mid x\right)=0$. In another word, we should give $T_{i}$ mass 0 instead of $1 / n$.

Therefore, a measure of "similarity" between points $X_{i}$ and $x$ needs to come into play, because we can no longer uniformly distribute the mass since some $T_{i}$ 's are more important than others for estimating $\mathbb{P}(T \mid x)$. For instance, if $X_{i}=x+0.01$ and $X_{j}=x+2$ in the previous
example, then $T_{i}$ should be assigned much more weight than $T_{j}$.
Now let $w\left(X_{i}, x\right)$ denote the weight (mass) we assign to $T_{i}$ when we are estimating $\mathbb{P}(T \mid x)$. In the setting (1), we just have $w\left(X_{i}, x\right)=1 / n$ uniformly. But in the setting (2), we should have $w\left(X_{i}, x\right)>w\left(X_{j}, x\right)$ when $X_{i}$ is more similar to $x$ than $X_{j}$ in some sense. Therefore, the estimator for $\mathbb{P}(T \leq q \mid x)$ is then

$$
\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(T_{i} \leq q\right)
$$

and it becomes clear that a proper weight $w\left(X_{i}, x\right)$ needs to satisfy:

$$
\begin{equation*}
\text { (1) } \sum_{i=1}^{n} w\left(X_{i}, x\right)=1 \text {; (2) } \sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(T_{i} \leq q\right) \xrightarrow{p} \mathbb{P}(T \leq q \mid x) \forall q \text {. } \tag{3.18}
\end{equation*}
$$

However, any fixed kernel $K\left(X_{i}, x\right)$, even seems like a good choice at first glance, is impossible to satisfy the second condition in (3.18) for any distribution $\mathbb{P}(T \mid x)$. Fortunately, as shown in [Mei06], the data-adaptive random forest weight $w\left(X_{i}, x\right)$ introduced in Section 3.1 perfectly satisfies both conditions in (3.18). And therefore going back to (3.13), we have,

$$
\begin{equation*}
U_{n}\left(q_{\tau, x}\right)=(1-\tau)-\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(T_{i}>q_{\tau, x}\right) \xrightarrow{p} 0 \tag{3.19}
\end{equation*}
$$

when $n \rightarrow \infty$. Then following the same logic of how we get (3.16), a heuristic extension of (3.13) to censoring case will be

$$
\begin{align*}
S_{n}(q ; \tau) & =\sum_{i=1}^{n} w\left(X_{i}, x\right)\left\{(1-\tau) \hat{G}(q \mid x)-\mathbb{1}\left(Y_{i}>q\right)\right\} \\
& =(1-\tau) \hat{G}(q \mid x)-\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(Y_{i}>q\right) . \tag{3.20}
\end{align*}
$$

### 3.2.3 Estimation of survival function $G(q \mid x)$

In the simplified example in Section 3.2.1, we assume that $Y$ has the same conditional probability $\mathbb{P}(Y \mid X)$ in a neighborhood $R_{x}$ of $x$, and hence, we can estimate $G(q \mid x)$ by Kaplan-

Meier estimator [KM58] (assuming no tied events)

$$
\begin{align*}
\hat{G}(q \mid x) & =\prod_{i: X_{(i)} \in R_{x}, Y_{(i)} \leq q}\left(1-\frac{1}{k-i+1}\right)^{1-\delta_{(i)}} \\
& =\prod_{i: X_{i} \in R_{x}, Y_{i} \leq q}\left(1-\frac{1}{\sum_{j=1}^{n} \mathbb{1}\left(Y_{j} \geq Y_{i}\right) \mathbb{1}\left(X_{j} \in R_{x}\right)}\right)^{1-\delta_{i}} \tag{3.21}
\end{align*}
$$

where $k=\left|R_{x}\right|$. In the more complex case like in Section 3.2.2, many consistent estimators for the conditional survival functions exists. For example, the nonparametric estimator proposed by [Ber81]

$$
\begin{equation*}
\tilde{G}(q \mid x)=\prod_{Y_{i} \leq q}\left\{1-\frac{W_{i}\left(x, a_{n}\right)}{\sum_{j=1}^{n} \mathbb{1}\left(Y_{j} \geq Y_{i}\right) W_{j}\left(x, a_{n}\right)}\right\}^{1-\delta_{i}} \tag{3.22}
\end{equation*}
$$

is shown to be consistent [Ber81, Dab87, Dab89, GMCS94, Akr94, LD95, VKV96]. Here, $W_{i}\left(x, a_{n}\right)$ are the Nadaraya-Watson weights

$$
W_{i}\left(x, a_{n}\right)=\frac{K\left(\left(x-X_{i}\right) / a_{n}\right)}{\sum_{j=1}^{n} K\left(\left(x-X_{j}\right) / a_{n}\right)},
$$

$K(\cdot)$ is a known kernel and $\left\{a_{n}\right\}$ is a bandwidth sequence tending to zero as n tends to infinity. We can then simply use $\tilde{G}(q \mid x)$ as $\hat{G}(q \mid x)$ in (3.20).

However, since we already have an adaptive version of kernel - the random forest weights $w\left(X_{i}, x\right)$, we will propose the following two estimators for $G(q \mid x)$.

KM using nearest neighbors The first estimator is a resemble of (3.21). We first find the $k$ nearest neighbors of $x$ according to the weights $w\left(X_{i}, x\right)$. Denoting these points as a set $N_{x}$, then we can simply use the Kaplan-Meier estimator on $N_{x}$

$$
\begin{equation*}
\hat{G}(q \mid x)=\prod_{i: X_{i} \in N_{x}, Y_{i} \leq q}\left(1-\frac{1}{\sum_{j=1}^{n} \mathbb{1}\left(Y_{j} \geq Y_{i}\right) \mathbb{1}\left(X_{j} \in N_{x}\right)}\right)^{1-\delta_{i}} . \tag{3.23}
\end{equation*}
$$

Here, the number of neighbors $k$ will be a tuning parameter.

Beran estimator with random forest weights In the second proposal, we will replace the Nadaraya-Watson weights in (3.22) with random forest weights and get

$$
\begin{equation*}
\hat{G}(q \mid x)=\prod_{Y_{i} \leq q}\left\{1-\frac{w\left(X_{i}, x\right)}{\sum_{j=1}^{n} \mathbb{1}\left(Y_{j} \geq Y_{i}\right) w\left(X_{j}, x\right)}\right\}^{1-\delta_{i}} \tag{3.24}
\end{equation*}
$$

One could observe that (3.23) is a special case of (3.24) when the weight $w\left(X_{i}, x\right)=1 / k$ for $X_{i} \in R_{x}$ and 0 otherwise.

Finally, we summarize our main algorithm in Algorithm5. The details for choosing the candidate set $\mathcal{C}$ is in Section 3.3.1. The choice to minimize the absolute value of $S_{n}(q ; \tau)$ is arbitrary. The goal is to find the approximate root of $S_{n}(q ; \tau)=0$.

```
Algorithm 5 Forest-type CQR
    test point \(x\), training set \(\left\{\left(X_{i}, Y_{i}, \delta_{i}\right)\right\}_{i=1}^{n}\), quantile \(\tau\), node size \(k\)
    Grow a normal regression forest on the training set with each leaf containing at least \(k\)
    observations.
    3: Compute random forest weights \(w\left(x, X_{i}\right)\) for all \(i\) as in (3.8).
    4: Solve for \(\hat{q}\) such that \(\hat{q} \leftarrow \arg \min _{q \in \mathcal{C}}\left|S_{n}(q ; \tau)\right| . \mathcal{C}\) is a candidate set, \(S_{n}\) is 3.20), \(\hat{G}(q \mid x)\) can
    be estimated by (3.23) or (3.24).
    return \(q^{*}\). The \(\tau\)-th quantile of latent variable \(T\) at \(x\).
```


### 3.3 Theory

In this section, we will assume the random forest has terminal node size $m$, feature vector $X_{i} \in \mathbb{R}^{p}$, sample size is $n$, and $k$ nearest neighbors are chosen in (3.23).

### 3.3.1 Time complexity

The step 4 in Algorithm 5 involves of finding the $q^{*}$ in a candidate set $\mathcal{C}$ that sets the estimating equation $S_{n}(q ; \tau)$ closest to zero. For any fixed $\tau, S_{n}(q ; \tau)$ is a step function in $q$ with jumps at $Y_{i}$ 's because the discontinuities only happen at $Y_{i}$ 's for $\hat{G}(q \mid x)$ (both (3.23) and (3.24))
and $\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(Y_{i}>q\right)$. Therefore, the candidate set $\mathcal{C} \subset\left\{Y_{i}\right\}_{i=1}^{n}$. And in fact, for any fixed $x$, only $Y_{i}$ 's with the corresponding feature vector $X_{i} \in R_{x}$ 3.23) or with $w\left(X_{i}, x\right)>0$ (3.24) will be jump points, and hence, $\mathcal{C}=\left\{Y_{i}: X_{i} \in R_{x}\right\}$ for (3.23) or $\mathcal{C}=\left\{Y_{i}: w\left(X_{i}, x\right)>0\right\}$ for (3.24). We have the following theorem. The proof is given in Appendix 3.6 .

Theorem 7. For a fixed $x$, depending on whether $G(q \mid X)$ is estimated by (3.23) or (3.24), the time complexity for Algorithm 5 is $O(n \log (n))$ or $O\left(m \log (n)^{p-1}\right)$, respectively.

### 3.3.2 Consistency

In this section, we will show that for any fixed $\tau \in(0,1), S_{n}(q ; \tau)$ in (3.20) will converge in probability to $(1-\tau) G(q \mid x)-\mathbb{P}\left(Y_{i}>q\right)$ uniformly for $q$.

Condition 3. The density of $X$ is positive and bounded from above and below by positive constants on the support $X$.

We note that Condition 3 is a very primitive condition on the distribution of the covariates. It is satisfied for example for Gaussian distribution and more broadly for most symmetric, continuous distributions with unbounded support. Case of bounded or discrete covariates is beyond the scope of the current work.

Condition 4. The terminal node size $m \rightarrow \infty$ and $m / n \rightarrow 0$ as $n \rightarrow \infty$. Furthermore, for each tree splitting, every child node contains at least $\gamma$ proportion of the data in the parent node, for some $\gamma \in(0,0.5]$.

The two conditions in Condition 4 are also required in [Mei06] (see their Assumption 2 and 3). This condition states that the leaf node size of each tree should increase with the sample size $n$, but at a slower rate. Intuitively, first, the trees that we are using need to be shallow (i.e., with large leaves) in order to estimate a more complex model reliably. Secondly, the sample size in each leaf must be large enough to capture the local estimating equations more adequately.

Our experiments also justify the necessity of Condition 4, as the performance of our model will deteriorate if we keep a small leaf node size but increase the sample size. We will talk about this in detail in Section 3.4.7.

Condition 5. Denote $F(y \mid x)=\mathbb{P}(Y \leq y \mid x)$. There exists a constant $L$ such that $F(y \mid x)$ is Lipschitz continuous with parameter $L$, that is, for all $x, x^{\prime} \in X$,

$$
\sup _{y}\left|F(y \mid x)-F\left(y \mid x^{\prime}\right)\right| \leq L\left\|x-x^{\prime}\right\|_{1} .
$$

We note that Condition 5 appears in all existing work related to quantile regression and inference thereafter.

Condition 6. The latent variable $T$ and the censoring variable $C$ are conditionally independent, and the conditional distribution $\mathbb{P}(T \leq q \mid x)$ and $\mathbb{P}(C \leq q \mid x)$ are both positive and strictly increasing in $q$ for all $x \in \mathcal{X}$.

Condition 7. For any $x \in \mathcal{X}$, the estimator $\hat{G}(q \mid x)$ converges pointwisely to the true conditional survival function $G(q \mid x)$.

Condition 7 is satisfied, for example, by the Kaplan-Meier estimator (3.22) [Dab89]. Please take a look at Figure 3.4 and Figure 3.5 where we compare finite sample properties of the newly introduced estimators (3.23) and (3.24). We observe that the new distributional estimators are more adaptive and yet seemingly inherit consistency to that of the traditional KM estimator.

We proceed to showcase asymptotic properties of the proposed estimating equations. We begin by illustrating a concentration of measure phenomenon for the introduced score equations.

## Theorem 8. Define

$$
\begin{equation*}
S(q ; \tau)=(1-\tau) G(q \mid x)-\mathbb{P}(Y>q) \tag{3.25}
\end{equation*}
$$

Under Conditions 3 to 7 for any $x \in \mathcal{X}, r>0, \tau \in(0,1)$,

$$
\sup _{q \in[-r, r]}\left|S_{n}(q ; \tau)-S(q ; \tau)\right|=o_{p}(1) .
$$

Proof. Conditional on $X_{1}, \cdots, X_{n}$, the random variable $U_{i}=F\left(Y_{i} \mid X_{i}\right), i=1, \cdots, n$ are i.i.d. uniform on $[0,1]$. By Condition 6 , for a given $X_{i}$,

$$
\mathbb{1}\left(Y_{i} \leq q\right)=\mathbb{1}\left(U_{i} \leq F\left(q \mid X_{i}\right)\right) .
$$

Then we can decompose

$$
\begin{aligned}
& \sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(Y_{i} \leq q\right) \\
= & \sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(U_{i} \leq F\left(q \mid X_{i}\right)\right) \\
= & \sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(U_{i} \leq F(q \mid x)\right)+\sum_{i=1}^{n} w\left(X_{i}, x\right)\left\{\mathbb{1}\left(U_{i} \leq F\left(q \mid X_{i}\right)\right)-\mathbb{1}\left(U_{i} \leq F(q \mid x)\right)\right\} .
\end{aligned}
$$

The difference between the empirical distribution function and the truth can then be bounded by

$$
\begin{aligned}
& \left|\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(Y_{i} \leq q\right)-F(q \mid x)\right| \\
\leq & \underbrace{\left|\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(U_{i} \leq F(q \mid x)\right)-F(q \mid x)\right|}_{\text {(I) }}+\underbrace{\left|\sum_{i=1}^{n} w\left(X_{i}, x\right)\left\{\mathbb{1}\left(U_{i} \leq F\left(q \mid X_{i}\right)\right)-\mathbb{1}\left(U_{i} \leq F(q \mid x)\right)\right\}\right|}_{\text {(II) }} .
\end{aligned}
$$

For part (I), since $U_{i}$ is uniform, we have

$$
\sup _{q \in \mathbb{R}}\left|\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(U_{i} \leq F(q \mid x)\right)-F(q \mid x)\right|=\sup _{z \in[0,1]}\left|\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(U_{i} \leq z\right)-z\right|
$$

Now since $0 \leq w\left(X_{i}, x\right) \leq 1 / m$ and $\sum_{i=1}^{n} w\left(X_{i}, x\right)=1$, we have

$$
\sum_{i=1}^{n} w\left(X_{i}, x\right)^{2} \leq \max _{i=1, \cdots, n} w\left(X_{i}, x\right) \leq \frac{1}{m} \rightarrow 0
$$

as $n \rightarrow \infty$, by Condition 4. Hence, by Chebyshev inequality, for every $z \in[0,1]$ and $x \in X$,

$$
\left|\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(U_{i} \leq z\right)-z\right|=o_{p}(1)
$$

Then by Bonferroni's inequality,

$$
\sup _{z \in[0,1]}\left|\sum_{i=1}^{n} w\left(X_{i}, x\right) \mathbb{1}\left(U_{i} \leq z\right)-z\right|=o_{p}(1) .
$$

The proof of part (II)

$$
\left|\sum_{i=1}^{n} w\left(X_{i}, x\right)\left\{\mathbb{1}\left(U_{i} \leq F\left(q \mid X_{i}\right)\right)-\mathbb{1}\left(U_{i} \leq F(q \mid x)\right)\right\}\right|=o_{p}(1)
$$

follows the same argument of Theorem 1 and Lemma 2 in [Mei06] by invoking Condition 4 . Finally, we notice that by Condition 7 . $\sup _{q \in[-r, r]}|\hat{G}(q \mid x)-G(q \mid x)|=o(1)$ because $[-r, r]$ is compact.

Next, we present our main result that illustrates an asymptotic consistency of the proposed conditional quantile estimator.

Theorem 9. Under Conditions 3 to 7 for fixed $\tau \in(0,1)$ and $x \in X$, define $q^{*}$ to be the root of $S(q ; \tau)=0$, and $r>0$ to be some constant so that $q^{*} \in[-r, r]$. Also define $q_{n}$ to be $\arg \min _{q \in[-r, r]}\left|S_{n}(q ; \tau)\right|$. Then $\mathbb{P}\left(T \leq q^{*} \mid x\right)=\tau$, and $q_{n} \xrightarrow{p} q^{*}$ as $n \rightarrow \infty$.

Proof. By [VDVW96], we only need to show for any $\tau \in(0,1), x \in \mathcal{X}$,

1. $\sup _{q \in[-r, r]}\left|S_{n}(q ; \tau)-S(q ; \tau)\right|=o_{p}(1)$.
2. For any $\varepsilon>0, \inf \left\{|S(q ; \tau)|:\left|q-q^{*}\right| \geq \varepsilon, q \in[-r, r]\right\}>0$.
3. $S_{n}\left(q_{n} ; \tau\right)=o_{p}(1)$.

Part 1 has been proved by Theorem 8 . For part 2 note that

$$
\begin{aligned}
S(q ; \tau) & =(1-\tau) G(q \mid x)-\mathbb{P}(Y>q \mid x) \\
& =(1-\tau) G(q \mid x)-\mathbb{P}(T>q \mid x) \mathbb{P}(C>q \mid x) \\
& =((1-\tau)-\mathbb{P}(T>q \mid x)) G(q \mid x) \\
& =(\mathbb{P}(T \leq q \mid x)-\tau) G(q \mid x)
\end{aligned}
$$

The second equality is because of the conditionally independency between $T$ and $C$. Fix an $\varepsilon>0$, and denote $E=\left\{|S(q ; \tau)|:\left|q-q^{*}\right| \geq \varepsilon, q \in[-r, r]\right\}$. Since $0<\tau<1$, by Condition 6 , there exists some $l>0$ such that $G(q \mid x) \geq l$ and $|\mathbb{P}(T \leq q \mid x)-\tau| \geq l$ for $q \in E$. Now for part 3. by the definition of $q_{n}$, we know $\left|S_{n}\left(q_{n} ; \tau\right)\right|=\min _{q \in[-r, r]}\left|S_{n}(q ; \tau)\right|$. Also by definition of $q^{*}$, $0=\left|S\left(q^{*} ; \tau\right)\right|=\min _{q \in[-r, r]}|S(q ; \tau)|$. Then we get

$$
\begin{aligned}
\left|S_{n}\left(q_{n} ; \tau\right)\right| & =\left|S_{n}\left(q_{n} ; \tau\right)\right|-\left|S_{n}\left(q^{*} ; \tau\right)\right|+\left|S_{n}\left(q^{*} ; \tau\right)\right|-\left|S\left(q^{*} ; \tau\right)\right| \\
& \leq\left|S_{n}\left(q^{*} ; \tau\right)-S\left(q^{*} ; \tau\right)\right| \\
& \leq \sup _{q \in[-r, r]}\left|S_{n}(q ; \tau)-S(q ; \tau)\right| \\
& =o_{p}(1)
\end{aligned}
$$

where the first inequality is because of the definition of $q_{n}$ and the triangular inequality.

### 3.4 Simulation Study

In this section, we will compare our model, censored forest regression (crf) with generalized random forest $(g r f)$ [ATW16], quantile random forest ( $q r f$ ) [Mei06] and random survival
forest ( $r s f$ ) [ $\mathrm{HBD}^{+}$05] on simulated data sets.
On the simulated data sets, we will apply $q r f$ and $g r f$ to the censored data directly, and get biased models which we denote by $q r f$ and $g r f$, respectively. We also apply $q r f$ and $g r f$ to the data with uncensored responses, and call the resulted models qrf-oracle and grf-oracle.

Throughout this section, we fix the number of trees for each forest to be 1000. The only tuning parameter we have is the node size of each tree. All other parameters are kept as default.

### 3.4.1 Toy example

In this section, we generate latent variables $T_{i} \sim \operatorname{Unif}(0,1)$, and censoring variables $C_{i} \sim \mathcal{N}\left(0.8,0.2^{2}\right)$. Then we have censored responses $Y_{i}=\min \left(T_{i}, C_{i}\right)$. We compare the estimating equation on the latent variables $T_{i}$

$$
U_{1}(q)=(1-\tau)-\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left(T_{i}>q\right)
$$

to the estimating equation of our proposed algorithm

$$
U_{2}(q)=(1-\tau) \hat{G}(q)-\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left(Y_{i}>q\right),
$$

where $\hat{G}(q)$ is the one-dimensional Kaplan-Meier estimator for the survival function of censoring variable $C$. The results are shown in Figure 3.1.

There we present the two estimating equations as functions of $q$ and illustrate that the solutions to $U_{1}(q)=0$ and $U_{2}(q)=0$ are closer and closer together when the sample size grows. The solution for $U_{1}(q)=0$ can be treated as an oracle solution where the oracle observes "uncensored" (true) response variable. In Figure 3.1 we observe that the root of our method's estimating equation is very close to the oracle root and that we are therefore finding a good approximation to the unknown parameter of interest.

q

Figure 3.1: Sample loss plots when $\tau=0.5$. In the first row, we have sample sizes 100 and 500. In the second row, we have sample sizes 1000 and 5000 . The black curve is $U_{1}(q)$, the red curve is $U_{2}(q)$, the black (red) dotted vertical line is the root of $U_{1}(q)\left(U_{2}(q)\right)$, and the blue vertical line is $q=\tau$.

### 3.4.2 One-dimensional AFT model

We simulate data from an one-dimensional AFT model

$$
\log (T)=X+\varepsilon
$$

where $X \sim \operatorname{Unif}(0,2)$ and $\varepsilon \sim \mathcal{N}\left(0,0.3^{2}\right)$. Then the censoring variable $C \sim \operatorname{Exp}(\lambda=0.08)$, and the observed response $Y=\min (T, C)$ and the censoring indicator $\delta=\mathbb{1}(T \leq C)$. The average censoring rate is about $20 \%$. The number of training data, validation data and test data are all 300 . All the forests consist of 1000 trees. The node size of each forest is determined by validation. We plot out one set of training data and the corresponding quantile predictions for $\tau=0.3,0.5,0.7$ on a set of test data in Figure 3.2. We only show the results of $c r f, g r f$, and grf-oracle because
in one dimension, $q r f$ 's performance is visually indistinguishable from $g r f$. There we observe a consistency of our method as well as superior behavior to the competing method. Namely, the generalized random forest that ignores the censoring component of the data, incurs large bias; due to random censoring bias is larger for lower values of the quantiles. We observe that the proposed $c r f$ follows closely the oracle estimator and is extremely close to the true quantile regardless of the $\tau$ in the study.

Moreover, we proceed further and for a set of values $\tau \in\{0.1,0.3,0.5,0.7,0.9\}$, we repeat the process 40 times, and for each time, we calculate the MSE and MAD between the estimated quantiles and the true quantiles, and the $\tau$-th quantile loss. To be more specific, let $T_{i}$ be the response in test set (all uncensored), $Q_{i}^{\tau}$ be the true $\tau$-th quantile, and $\hat{Q}_{i}^{\tau}$ be the estimated quantile, then

$$
\begin{aligned}
L_{M S E} & =\frac{1}{n} \sum_{i=1}^{n}\left(\hat{Q}_{i}^{\tau}-Q_{i}^{\tau}\right)^{2}, \\
L_{M A D} & =\frac{1}{n} \sum_{i=1}^{n}\left|\hat{Q}_{i}^{\tau}-Q_{i}^{\tau}\right|, \\
L_{\text {quantile }} & =\frac{1}{n} \sum_{i=1}^{n} \rho_{\tau}\left(T_{i}-\hat{Q}_{i}^{\tau}\right) .
\end{aligned}
$$

The reason we use $L_{\text {quantile }}$ to measure the quality of quantile predictions is that, by [Mei06], the $\tau$-th quantile of $T$ at $x$ equals to $\arg \min _{q \in \mathbb{R}} \mathbb{E}\left[\rho_{\tau}(T-q) \mid X=x\right]$. The results are illustrated in Figure 3.3 where besides the abose three measures we compare the concordance index (Cindex) [ $\left.\mathrm{HJCP}^{+} 82\right]$, which is related to the area under the ROC curve [HZ05]. It estimates the probability that, in a randomly selected pair of cases, the case that fails first had a worse predicted outcome. In [IKBL08], they use the ensemble mortality as the predictive outcome for their random survival forest, and the predicted survival time for random forest regression. For our method $c r f$ and the other two methods, $q r f$ and $g r f$, we will use the $\tau$-th conditional quantile as the predicted outcome. Since the outcomes will be different for different $\tau$, we report the results for all $\tau \in\{0.1,0.3,0.5,0.7,0.9\}$.

In Figure 3.3 we observe an oracle like behavior of the proposed $c r f$ method in terms all four measures of the quality of estimation and/or prediction. Namely, we observe that MAD and MSE and Quantile losses are extremely small whereas C-index is high and all are close to the corresponding oracle estimators (colored purple and blue). Moreover, we observe that the proposed crf method. although not primarily build for the hazard rates, is even better than survival random forest: see for example discrepancies between red and brown boxplots in the last row of Figure 3.3 where the larger the C-index is the better the method is.

### 3.4.3 Comparison of different conditional survival estimators

In this section, we will compare the two different conditional survival function estimators (3.23) and (3.24). We generate training data and test data from the one-dimensional AFT model defined in the previous section, but with two different censoring rate:

- $C \sim \operatorname{Exp}(\lambda=0.08)$, in this case, the censoring rate is about $20 \%$.
- $C \sim \operatorname{Exp}(\lambda=0.20)$, in this case, the censoring rate is about $50 \%$.

We then choose four test points $\left\{x_{1}=0.4, x_{2}=0.8, x_{3}=1.2, x_{4}=1.6\right\}$, and then plot out the conditional survival function estimators $\hat{G}\left(q \mid x_{i}\right)$ by the two different methods (3.23) and (3.24) on these four points. The results are shown in Figure 3.4 and 3.5 for three different training sample sizes $n \in\{300,2000,5000\}$. For the nearest neighbor estimator (3.23), we set the number of neighbors to be $n / 10$, which is also the node size we choose.

We can observe that when $n$ increases, two curves become closer and are both good approximations of the true survival curve. But the first method (3.23) does have an extra tuning parameter $k$ - the number of nearest neighbors, so in the experiments, we always choose to use the second estimator (3.24), which is more adaptive and parameter free.

Note that the estimated survival function will degenerate at the tail of the distribution when the test point $x$ is small (take a look at the first two columns in Figure 3.4 and 3.5). This


Figure 3.2: One-dimensional AFT model results. In (a), black points stand for observation that are not censored; red points are observations that are censored, and the green points are the counterpart of the red points, that is, they are the latent values of those red points if they were not censored.
is a common phenomenon even for the regular KM estimator because there is no censored observations beyond some time point. In the AFT model, the conditional distribution of the latent variable depends on the location $x$. When $x$ is small, the conditional mean of $T$ is also small, and we could not observe most of the censoring values where $C_{i}>T_{i}$, leading to degenerated survival curves. However, if we continue increasing the sample size $n$, we should be able to recover the entire curve even for smaller $x$. In fact, when we increase the censoring level from 20\% (Figure


Figure 3.3: AFT 1D box plots.
(3.4) to $50 \%$ (Figure 3.5), we find that both estimators give better performance because we can observe more censored values.

### 3.4.4 One-dimensional sine function model

Since our forest regression method crf is nonparametric and does not rely on any parametric assumption between response and explanatory variables, it can be used to estimate quantiles


Figure 3.4: Comparison of different conditional survival estimators for the one-dimensional AFT model. The censoring variable $C \sim \operatorname{Exp}(\lambda=0.08)$, and the average censoring rate is around $20 \%$. From left-most column to right-most column, we plot the conditional survival estimators for four test points, $x=0.4,0.8,1.2,1.6$.
for any general model $T=f(X)+\varepsilon$. In this section, we let $f(x)=\sin (x)$ and have the model

$$
T=2.5+\sin (X)+\varepsilon
$$

where $X \sim \operatorname{Unif}(0,2 \pi)$ and $\varepsilon \sim \mathcal{N}\left(0,0.3^{2}\right)$. Then the censoring variable $C \sim 1+\sin (X)+$ $\operatorname{Exp}(\lambda=0.2)$, and the responses $Y=\min (T, C)$. All the settings are the same as in Section 3.4.2. We plot out the training data and the quantile predictions for $\tau=0.3,0.5,0.7$ in Figure 3.6.


Figure 3.5: Comparison of different conditional survival estimators for the one-dimensional AFT model. The censoring variable $C \sim \operatorname{Exp}(\lambda=0.20)$, and the average censoring rate is around $50 \%$. From left-most column to right-most column, we plot the conditional survival estimators for four test points, $x=0.4,0.8,1.2,1.6$.

The censoring level is about $25 \%$. We observe that for all $\tau \in\{0.3,0.5,0.7\}$, crf can produce comparable quantile predictions to $g r f$-oracle. Especially when $\tau=0.3$, the quantile prediction by $\operatorname{grf}$ (blue dotted curve) severely deviates from the true quantile, while our method crf can still predict the correct quantile and performs as good as grf-oracle. We want to emphasize that grf-oracle uses the latent responses $T_{i}$ while our method only uses the observed responses $Y_{i}$ and censoring indicators $\delta_{i}$. We then repeat the experiments for 40 times and report the box plots in Figure 3.7. Again we can see that for all quantiles, our method $c r f$ behaves almost as good
as $q r f$-oracle and grf-oracle, and consistently better than $q r f$ and $g r f$. For example the order of magnitude of our error is twice and sometimes more than two times smaller than that of quantile or generalized random forest.


Figure 3.6: One-dimensional Sine model. In (a), black points stand for observation that are not censored; red points are observations that are censored, and the green points are the counterpart of the red points, that is, they are the latent values of those red points if they were not censored.

(a) MAD: $\tau=0.1$
(b) MAD: $\tau=0.3$
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(e) MAD: $\tau=0.9$

(f) MSE: $\tau=0.1$
(g) MSE: $\tau=0.3$
(h) MSE: $\tau=0.5$
(i) MSE: $\tau=0.7$
(i) MSE: $\tau=0.9$

(k) Quantile loss: $\tau=0.1$
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(t) C-index: $\tau=$ 0.9

Figure 3.7: Sine 1D box plots.

### 3.4.5 Multi-dimensional AFT model results

In this section, we test our algorithm on a multi-dimensional AFT model

$$
\log (T)=X^{\top} \beta+\varepsilon
$$

where $\boldsymbol{\beta}=(0.1,0.2,0.3,0.4,0.5), X_{, j} \sim \operatorname{Unif}(0,2)$, and $\varepsilon \sim \mathcal{N}\left(0,0.3^{2}\right)$. The censoring variable $C \sim \operatorname{Exp}(\lambda=0.05)$, and $Y=\min (T, C)$. The censoring level is about $22 \%$. The number of training data is 500 and the number of test points is 300 . All the forests consist of 1000 trees. The result is in Figure 3.8. Our model crf still outperforms $q r f$ and $g r f$ significantly, and is comparable to qrf-oracle and grf-oracle.


Figure 3.8: AFT multi-dimensional results.

### 3.4.6 Multi-dimensional complex manifold

In this section, we construct a complex model

$$
T=5+\frac{1}{5}\left(\sin \left(X_{\cdot,}\right)+\cos \left(X_{\cdot, 2}\right)+X_{\cdot, 3}^{2}+\exp \left(X_{\cdot, 4}\right)+X_{\cdot, 5}\right)+\varepsilon,
$$

where $X \cdot, j$ stands for $j$-th dimension of $\boldsymbol{X} \in \mathbb{R}^{5}$, and $\varepsilon \sim \mathcal{N}\left(0,0.3^{2}\right)$. Then we consider two kinds of censoring variables:

- Censoring variable independent of $X$ and $T: C \sim \operatorname{Exp}(\lambda=0.015)$.
- Censoring variable conditionally independent of $T$ given $\boldsymbol{X}: C \sim 2+\sin \left(X_{1}\right)+\cos \left(X_{2}\right)+$ $0.5 X_{3}^{2}+0.5 \exp \left(X_{4}\right)+X_{5}+\operatorname{Exp}(\lambda=0.1)$.


### 3.4.7 Node size

In this section, we investigate the impact of node size on different methods. The data we use will be generated from the one-dimensional and multi-dimensional AFT and Sine models as defined in the previous sections. We increase the node size from 5 to 60 with step size of 5 .

One-dimensional AFT and Sine models The result of sine model is summarized in Figure 3.9. One can see that for both $q r f$ and our model, $c r f$, the quantile loss will first decrease when node size increases. It attains minimum around node size of 30 . However, for $g r f$, its quantile loss is almost monotonically increasing, and attains minimum at node size of 5 . But both qrf-oracle and grf-oracle can attain the best quantile loss of about 0.125 . And one impressive observation is that our model, crf, almost performs the same as qrf-oracle for all node sizes. Similar conclusion can be made from the AFT result which is in Figure 3.10 .

Multi-dimensional AFT model From Figure 3.11, we observe that qrf, qrf-oracle and grf-oracle all give similar results. The performance of our model crf is only slightly worse than qrf-oracle, but is even better than grf-oracle.

Multi-dimensional complex model The result is summarized in Figure 3.12. The censoring level is about $25 \%$. From the figure, we observe that the behavior of crf is still only slightly worse than qrf-oracle. In this experiment, grf-oracle behaves the best. All of $c r f$,
qrf-oracle and grf-oracle are significantly better than the biased models $q r f$ and $g r f$. When $\tau=0.7$, grf behaves slightly better than qrf-oracle when node size is small. The reason is that the conditional quantiles of $Y$ and $T$ are closer when $\tau$ is larger, and $g r f$ is more stable and smooth on the data in this experiment. But we still observe that the performance of $c r f$ and qrf-oracle are very close.


Figure 3.9: Quantile losses of Sine model with different node sizes.


Figure 3.10: Quantile losses of 1D AFT model with different node sizes.


Figure 3.11: Quantile losses of multi-dimensional AFT model with different node sizes.


Figure 3.12: Quantile losses of multi-dimensional complex model with different node sizes.

### 3.5 Real Data

In this section, we compare our censored forest (crf) with quantile random forest (qrf) [Mei06] and generalized forest (grf) [ATW16] on real datasets. In order to evaluate the performances unbiasedly, we manually add censoring to the data. In addition, we apply qrf and grf to the data without censoring and we call the resulted models qrf-oracle and grf-oracle, respectively.

For all these methods, bagged versions of the training data are used for each of the 1000 trees. We use 5-fold cross validation to select the best node sizes for different methods. For all the other parameters, we keep the default settings.

Datasets We use datasets BostonHousing, Ozone from the R packages mlbench and alr3. For all the datasets, we sample censoring variables from Exponential distributions with $\lambda$ set so that the censoring level is roughly $20 \%$. For BostonHousing dataset, we set $\lambda=0.01$. For Ozone, $\lambda=0.025$. For Abalone dataset, we random sample 1000 observations and take the $\log$-transformation of the response variable rings. We then set $\lambda=0.10$.

Evaluation For each dataset, we train our model on bootstrapped version of the data, and test the performance on out-of-bag observations. This process is repeated for 40 times, and we calculate the mean and standard deviation of the prediction errors. In our context, the prediction error is measured by the $\tau$-th quantile loss for $\tau$-th quantile estimation. The results are illustrated in Figure 3.13 .

On all data sets, our proposed method behaves better than quantile forest and generalized forest in terms of quantile losses. Especially when $\tau=0.1,0.3$ or 0.5 , the performance of our method is significantly better than $q r f$ and $g r f$, and is even comparable to that of oracle $q r f$ and $g r f$. It agrees with our observation in the one-dimensional example (Figure 3.2 and 3.3). While estimating larger quantiles, the true $\tau$-th quantile of $T_{i}$ and $Y_{i}$ are close, and hence the performance of all five models are similar. But when $\tau$ is small, the $\tau$-th quantile of $T_{i}$ and $Y_{i}$ are different because of the censoring, and in this case, our model has superior advantage and find the true quantiles of $T_{i}$ almost as good as the oracle methods.

Nodesize For each dataset, we train different models using different nodesizes and compare the performance. For each node size, we bootstrap the data and repeat the experiments for 20 times, and we calculate the mean and standard deviation of the quantile predictions for quantiles $\tau=0.3,0.5$, and 0.7. The result is in Figure 3.14. We observe that our method, $c r f$, is uniformly better than $q r f$ and $g r f$, proving that $c r f$ is able to correct the bias introduced by censoring. Moreover, the quantile loss of $c r f$ is always competitive to that of qrf-oracle and grf-oracle, and is actually always better than grf-oracle, only slightly worse than qrf-oracle.


Figure 3.13: Quantile losses on real data.

### 3.5.1 Prediction Intervals

All the forest methods can be used to get $95 \%$ prediction intervals by predicting the 0.025 and 0.975 quantiles. Then for any location $x \in \mathcal{X}$, a straightforward confidence interval will be $[Q(x ; 0.025), Q(x ; 0.975)]$. The result is illustrated in Figure 3.16 . For each data set, we bootstrap the data and calculate the 0.025 and 0.975 quantile for the out of bag points. Then for each node size, we repeat this process for 20 times and calculate the average coverage rate of the confidence intervals.

We observe that in all of the cases, our method crf and qrf-oracle give the coverage closest to $95 \%$. As can be seen from Figure 3.14, both $q r f$ and $g r f$ perform much worse on predicting lower quantiles. They tend to under-estimate the lower quantiles and hence make the confidence


Figure 3.14: Quantile losses of different node sizes on real data.
intervals much wider than the true ones.


Figure 3.15: Prediction intervals of Sine.


Figure 3.16: Confidence intervals with different node sizes on real data.
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## Chapter 4

## Estimation and Inference for

## High-dimensional Left-censored Quantiles

### 4.1 Introduction

In this chapter, we present a quantile regression framework for high-dimensional leftcensored linear models. Comparing to the forest-type regression framework in Chapter 3, the method introduced below is tailored towards high-dimensional quantile regression and statistical inference on left-censored data. A different approach, namely redistribution of mass, was adopted in the initial estimation here. This creates new challenges in estimation and inference of the problem. In return, the optimization problem can be transformed from a nonconvex optimization involving left-censored data into a modified quantile regression, which then greatly relieves computational burden.

### 4.1.1 Contributions

We develop methodology for the quantile estimation and inference under high-dimensional and left-censoring settings. In details, the work provides a $\tau$-quantile estimator and confidence
intervals for high-dimensional left-censored regression, for any $\tau \in(0,1)$, along with the theoretical guarantees. We modify a quantile regression estimation approach for right-censored data to accommodate the left-censored nature of our problem, and further extend the recently developed de-biasing techniques to derive an improved estimator suitable for high-dimensional inference.

### 4.1.2 Related Work

Quantile regression, as an robust alternative to ordinary linear regression, has received great attention since its introduction in [KBJ78]. The concept has then been taken to settings with heteroskedastic errors [KBJ82] and non-linear regression model [Obe82]. [Pow86] first studied censored quantile regression, where the method was first applied under fixed left-censored data setting, with known censoring levels. Despite of the difficulties present in the censored nature of the data, Powell showed that the proposed natural estimator is consistent and asymptotically normal. However, many works, including [KP96], [Fit97], [BH98] and [FW07], have discussed computational burden due to the nonconvexity nature of the minimization objective function involved in Powell's estimator.

Meanwhile, progress has been made in application of survival analysis. Under rightcensored data settings, both [KG01] and [Por03] have studied quantile regression with random right-censored data in details. Moreover, [Por03] proposed a recursively reweighted estimator of the regression quantile process, which generalized the Kaplan-Meier estimating scheme. Based on the redistribution of mass idea of [Efr67], the method in [Por03] recursively updates the weight of censored cases. Similarly, motivated by the same idea, [WW12] proposed a method, such that the weights of the censored observations are estimated in a single step. We extend the idea to high-dimensional left-censored models.

### 4.1.3 Content

In Section 4.2, the methodology is presented with both procedures for deriving the initial estimator and the de-biased estimator. In Section 4.3, we study the conditions and asymptotic theory of the proposed method. Numerical simulations and a real data application are presented in Section 4.4. Finally, lemmas and their proofs are provided in Section 4.5 and 4.6, and the proofs of theorems are provided in Section 4.7.

### 4.2 Methodology

We start with the problem setup with model description. Then we lay out the methodology in two parts. In the first subsection, we describe our proposal for initial estimator, and in the second subsection we present the details of bias correction for the initial estimator.

### 4.2.1 Model Description

We consider the problem in the context of left-censored linear models. Let $T_{i}$ be an underlying response variable, which is uncensored. We also denote $\boldsymbol{x}_{i}$ as our covariates vector of length $p$. The underlying latent quantile regression model for some quantile $\tau \in(0,1)$ comes in the form of

$$
\begin{equation*}
T_{i}=\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}(\tau)+\varepsilon_{i}(\tau), i=1, \ldots, n \tag{4.1}
\end{equation*}
$$

where $\varepsilon_{i}(\tau)$ is a random error, whose $\tau$-th quantile conditional on $x_{i}$ we assume is at 0 . Due to left-censoring, however, we only observe the triplet $\left(\boldsymbol{x}_{i}, Y_{i}, C_{i}\right)$, where

$$
\begin{equation*}
Y_{i}=\max \left(T_{i}, C_{i}\right), \text { and let } \delta_{i}=\mathbb{1}\left(T_{i}>C_{i}\right), \tag{4.2}
\end{equation*}
$$

and $i=1, \ldots, n$. Together (4.1) and (4.2) specify a left-censored quantile regression model. As $C_{i}$ is observed, one can always reduce (4.2) to a constant-censored model, also known as Type-I Tobit model, in which the censoring vector is a constant $c$ across $i$. Our interest lies in obtaining confidence intervals for the quantile coefficient $\beta^{o}(\tau)$ for various $\tau$, under high-dimensional settings with $p \gg n$. Bearing the high-dimensionality in mind, we denote $S_{\boldsymbol{\beta}^{o}}=\left\{j \mid \boldsymbol{\beta}_{j}^{o} \neq 0\right\}$ as the active set of variables of the coefficients and denote its cardinality by $s_{\boldsymbol{\beta}^{o}}=\left|S_{\boldsymbol{\beta}^{o}}\right|$.

### 4.2.2 Initial Estimator

In the case without censoring, quantile regression is carried out with the specific loss function $\rho_{\tau}(z)=z(\tau-\mathbb{1}\{z<0\})$, also known as the check function. In the censoring case, however, directly fitting using the quantile loss results in a nonconvex optimization problem. In addition, simply removing the censored observations results in loss of information and bias. With such consideration, we borrow an algorithm from [WW12]. Specifically, we mimicked the "locally weighted censored quantile regression" method, which is based on Efron's redistribution of mass idea. The method assigns different weights on censored data and non-censored data, and avoids discarding all censored data, while maintaining partial information provided by the non-censored ones.

The method redistributes the mass of each censored observation to some point far on left, which is $-\infty$ in the case of left censoring. Note that if $\boldsymbol{x}_{i} \boldsymbol{\beta}(\tau)>C_{i}$ for all $\boldsymbol{x}_{i}$, then the left censoring at $C_{i}$ has no impact on our estimate of $\tau$-quantile. This observation comes from the fact that the quantile regression estimator is only determined by the signs of residuals, in another word, we only care about the order of the responses.

We now present the initial estimator $\hat{\boldsymbol{\beta}}$, with the justification of the weights following.

$$
\hat{\boldsymbol{\beta}}=\underset{\boldsymbol{\beta}}{\arg \min } \frac{1}{n} \sum_{i=1}^{n}\left[w_{i}\left(F_{0}\right) \rho_{\tau}\left(Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right)+\left(1-w_{i}\left(F_{0}\right)\right) \rho_{\tau}\left(Y_{i}^{-\infty}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right]+\lambda_{n} \sum_{j=1}^{p}\left|\boldsymbol{\beta}_{j}\right|,
$$

where $w_{i}\left(F_{0}\right)$ is defined as following, $F_{0}$ being the distribution of $T_{i}$,

$$
w_{i}\left(F_{0}\right)=\left\{\begin{array}{ll}
1 & \text { if } \delta_{i}=1 \text { or } F_{0}\left(C_{i} \mid x_{i}\right)<\tau \\
1-\frac{\tau}{F_{0}\left(C_{i} \mid x_{i}\right)} & \text { if } \delta_{i}=0 \text { and } F_{0}\left(C_{i} \mid x_{i}\right)>\tau
\end{array} .\right.
$$

Notice that the additional penalty term is added, in order to accommodate the high-dimensional setting. To make sense out of the weights, we begin from the objective function of the underlying model under quantile loss,

$$
U_{n}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} \rho_{\tau}\left(T_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right) .
$$

Taking the derivative, we have the first order estimating equation

$$
D_{n}(\boldsymbol{\beta})=-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top}\left(\tau-\mathbb{1}\left\{T_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}<0\right\}\right) .
$$

The subgradient condition $D_{n}(\boldsymbol{\beta})=o_{p}(1)$ depends only on $\mathbb{1}\left\{T_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}<0\right\}$ for each $\boldsymbol{x}_{i}$. Now fix any $\boldsymbol{\beta}$, if an observation is uncensored, then $Y_{i}=T_{i}$ is observed, and so is $\mathbb{1}\left\{T_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}<0\right\}$. For censored observations $\left(Y_{i}=C_{i}>T_{i}\right)$, if $\boldsymbol{x}_{i} \boldsymbol{\beta}>C_{i}$, we immediately know $T_{i}<\boldsymbol{x}_{i} \boldsymbol{\beta}$. The tricky case is when $\boldsymbol{x}_{i} \boldsymbol{\beta}<C_{i}$, we cannot determine the sign of $T_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}$. Hence, we look at the expectation

$$
\mathbb{E}\left[\mathbb{1}\left\{T_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}>0\right\} \mid T_{i}<C_{i}\right]=\frac{\mathbb{P}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}<T_{i}<C_{i}\right)}{\mathbb{P}\left(T_{i}<C_{i}\right)}
$$

where $F_{0}$ is the distribution of $T_{i}$. When $\boldsymbol{\beta}=\boldsymbol{\beta}^{o}(\tau)$,

$$
\begin{aligned}
\mathbb{E}\left[\mathbb{1}\left\{T_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}(\tau)>0\right\} \mid T_{i}<C_{i}\right] & =\frac{\mathbb{P}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}(\tau)<T_{i}<C_{i}\right)}{\mathbb{P}\left(T_{i}<C_{i}\right)} \\
& =\frac{F_{0}\left(C_{i} \mid \boldsymbol{x}_{i}\right)-\tau}{F_{0}\left(C_{i} \mid \boldsymbol{x}_{i}\right)}
\end{aligned}
$$

The observations above motivated us to assign weight $w_{i}\left(F_{0}\right)=1$ to the first two scenarios,
when we have uncensored or $F_{0}\left(C_{i} \mid \boldsymbol{x}_{i}\right)<\tau$ observations. Note that at the location $\boldsymbol{x}_{i}$, even when a data point is censored, if we believe the quantile of interest is above the censoring level, we still assign full weight to that data. Intuitively, we are only interested in estimating in quantile $\tau$. In terms of a specific data point, our only concern is whether it is above or below the quantile line $\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}$. For censored and ambiguous scenarios which we cannot determine the sign of $T_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}(\tau)$, we assign weight $w_{i}\left(F_{0}\right)=1-\frac{\tau}{F_{0}\left(C_{i} \mid x_{i}\right)}$. By assigning the complimentary weight to any point below, such as $\left(\boldsymbol{x}_{i},-\infty\right)$ or $\left(\boldsymbol{x}_{i}, Y_{i}^{-\infty}\right)$, the quantile fit remains unaffected. Without loss of generality, we assume fixed censoring level $C_{i}=0$ for all $i$.

Finally, using a consistent plug in estimator $\hat{F}_{n}$ for $F_{0}$, we have the initial estimator as,
Step 0: Initial estimator

$$
\begin{align*}
\hat{\boldsymbol{\beta}}= & \underset{\boldsymbol{\beta}}{\arg \min } \frac{1}{n} \sum_{i=1}^{n}\left[w_{i}\left(\hat{F}_{n}\right) \rho_{\tau}\left(Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right.  \tag{4.3}\\
& \left.+\left(1-w_{i}\left(\hat{F}_{n}\right)\right) \rho_{\tau}\left(Y_{i}^{-\infty}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right]+\lambda_{n} \sum_{j=1}^{p}\left|\boldsymbol{\beta}_{j}\right| .
\end{align*}
$$

We delay the discussion of the estimator $\hat{F}_{n}$ to Condition 8 , where we will lay out the requirement on such estimator.

### 4.2.3 Bias Correction

With our inference objective, the estimator given in (4.3) needs improvement. As we show later, the initial estimator is consistent. However, as other penalized estimators, our initial estimator is also a biased one. Following classical one-step estimation framework, typically an one-step improvement of the following form is considered. With appropriate estimators plugged in as proxies, we have

Step 1: Bias correction

$$
\begin{equation*}
\tilde{\boldsymbol{\beta}}=\hat{\boldsymbol{\beta}}-\hat{\boldsymbol{\Theta}} \boldsymbol{S}_{n}\left(\hat{\boldsymbol{\beta}}, \hat{F}_{n}\right), \tag{4.4}
\end{equation*}
$$

where the vector $\boldsymbol{S}_{n}$ is the score and the matrix $\hat{\boldsymbol{\Theta}}$ is a proxy to the inverse Hessian matrix $\boldsymbol{H}^{-1}$. $\boldsymbol{H}$ is defined as the subgradient of $\boldsymbol{S}_{n}$.

We first define $\boldsymbol{S}_{n}$, and then provide an explanation for the transition between $\hat{\boldsymbol{\Theta}}$ and $\boldsymbol{H}^{-1}$.

$$
\boldsymbol{S}_{n}(\boldsymbol{\beta}, F):=-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top}\left[w_{i}(F) \psi_{\tau}\left(Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right)+\left(1-w_{i}(F)\right) \psi_{\tau}\left(Y_{i}^{-\infty}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right]
$$

with $\psi_{\tau}(z)=\tau-\mathbb{1}\{z<0\}$ being the differential of $\rho_{\tau}(z)$. Note that $Y_{i}^{-\infty}-\boldsymbol{x}_{i} \boldsymbol{\beta}<0$ due to our choice of $Y_{i}^{-\infty}=-\infty$. Therefore, we have $\psi_{\tau}\left(Y_{i}^{-\infty}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right)=\tau-1$ for all $i$, and hence

$$
\begin{align*}
\boldsymbol{S}_{n}(\boldsymbol{\beta}, F) & =-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top}\left[w_{i}(F) \psi_{\tau}\left(Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}\right)+\left(1-w_{i}(F)\right)(\tau-1)\right] \\
& =-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top}\left[w_{i}(F) \mathbb{1}\left\{Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta} \geq 0\right\}-(1-\tau)\right] \tag{4.5}
\end{align*}
$$

Notice that $\boldsymbol{S}_{n}\left(\hat{\boldsymbol{\beta}}, \hat{F}_{n}\right)$ depends on both the initial estimator $\hat{\boldsymbol{\beta}}$ and $\hat{F}_{n}$. This imposes an additional challenge on the theory, which we address later in Lemma 7. As for (4.3) being a consistent estimator, only consistency of the estimator $\hat{F}_{n}$ is required. However, for inference a slightly stronger convergence rate requirement on the error of the estimator $\hat{F}_{n}$ needs to be imposed, which is summarized in Condition 8 .

As for the Hessian matrix $\boldsymbol{H}$, we observe that the function $\psi_{\tau}$ is not everywhere differentiable. Hence, we propose to consider another candidate for the subgradient of $\boldsymbol{S}_{n}$. We first compute the expectation of the score $\boldsymbol{S}_{n}(\boldsymbol{\beta}, F)$, and then compute its gradient. Thus, for the simplicity of notation, the following expectations are taken with respect to $T_{i}$ given $\boldsymbol{x}$.

Proposition 1. Assuming the true distribution $F_{0}$, we have

$$
\begin{align*}
\mathbb{E}\left[\boldsymbol{S}_{n}\left(\boldsymbol{\beta}, F_{0}\right)\right] & =-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}\left(\tau-\mathbb{P}\left(Y_{i}<\boldsymbol{x}_{i} \boldsymbol{\beta}\right)-\tau \mathbb{1}\left\{F_{0}\left(0 \mid \boldsymbol{x}_{i}\right)>\tau\right\} \mathbb{1}\left\{\boldsymbol{x}_{i} \boldsymbol{\beta} \leq 0\right\}\right) \\
& = \begin{cases}-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}\left(\tau-\mathbb{P}\left(T_{i}<\boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right) & \text { if } \boldsymbol{x}_{i} \boldsymbol{\beta}>0 \\
-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}\left(\tau-\tau \mathbb{1}\left\{F_{0}\left(0 \mid \boldsymbol{x}_{i}\right)>\tau\right\}\right) & \text { if } \boldsymbol{x}_{i} \boldsymbol{\beta} \leq 0\end{cases} \tag{4.6}
\end{align*}
$$

and hence the Hessian

$$
\begin{equation*}
\boldsymbol{H}(\boldsymbol{\beta})=\frac{\partial}{\partial \boldsymbol{\beta}} \mathbb{E}\left[\boldsymbol{S}_{n}\left(\boldsymbol{\beta}, F_{0}\right)\right]=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \mid \boldsymbol{x}_{i}\right) \mathbb{1}\left\{\boldsymbol{x}_{i} \boldsymbol{\beta}>0\right\} \tag{4.7}
\end{equation*}
$$

where $f_{0}$ is the density function of $T_{i}$.
Remark 5. Note that $\mathbb{E}\left[D_{n}(\boldsymbol{\beta})\right]=-n^{-1} \sum_{i=1}^{n} \boldsymbol{x}_{i}\left(\tau-\mathbb{P}\left(T_{i}<\boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right)$. Comparing to 4.6), we know when $\boldsymbol{x}_{i} \boldsymbol{\beta}>0, \mathbb{E}\left[\boldsymbol{S}_{n}\left(\boldsymbol{\beta}, F_{0}\right)\right]=\mathbb{E}\left[D_{n}(\boldsymbol{\beta})\right]$, and hence when $\boldsymbol{\beta}=\boldsymbol{\beta}_{o}, \mathbb{E}\left[\boldsymbol{S}_{n}\left(\boldsymbol{\beta}_{o}, F_{0}\right)\right]=0$ since $\mathbb{E}\left[D_{n}\left(\boldsymbol{\beta}_{o}\right)\right]=0$. Furthermore, $\mathbb{1}\left\{F_{0}\left(0 \mid \boldsymbol{x}_{i}\right)>\tau\right\}=\mathbb{1}\left\{\boldsymbol{x}_{i} \boldsymbol{\beta}_{o} \leq 0\right\}$, if $F_{0}$ is strictly increasing, and hence $\mathbb{E}\left[\boldsymbol{S}_{n}\left(\boldsymbol{\beta}_{o}, F_{0}\right)\right]=0$ when $\boldsymbol{x}_{i} \boldsymbol{\beta}_{o} \leq 0$ as well. In summary, at the truth $\boldsymbol{\beta}_{o}$, the expectation of our score estimator $\mathbb{E}\left[\boldsymbol{S}_{n}\left(\boldsymbol{\beta}_{o}, F_{0}\right)\right]$ is indeed zero.

Note that the matrix $\boldsymbol{H}(\boldsymbol{\beta})$ is not invertible for general $\boldsymbol{\beta}$ when the number of parameters $p$ exceeds the number of observations $n$. In fact, with a little abuse of notation, we only assume the existence of $\boldsymbol{H}^{-1}$, which is layed out as Condition 14 later in the text (here, the expectation is with respect to $\boldsymbol{x}_{i}$ ). In the following section, we describe the details in obtaining the proxy $\hat{\boldsymbol{\Theta}}$ for $\boldsymbol{H}^{-1}$.

### 4.2.4 Inverse Hessian Estimator: Nodewise Lasso

Our Inverse Hessian estimator is inspired by the nodewise lasso method proposed in [VdGBRD14]. For notation simplicity, we first rewrite (4.7),

$$
\boldsymbol{H}(\boldsymbol{\beta})=n^{-1} \sum_{i=1}^{n} \boldsymbol{u}_{i}^{\top} \boldsymbol{u}_{i}=n^{-1} \boldsymbol{x}_{\boldsymbol{\beta}}^{\top} \boldsymbol{x}_{\boldsymbol{\beta}}
$$

where $\boldsymbol{u}_{i}:=\boldsymbol{x}_{i} \mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}>0\right) \sqrt{f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \mid \boldsymbol{x}_{i}\right)}, \boldsymbol{x}_{\boldsymbol{\beta}}=\boldsymbol{W}_{\boldsymbol{\beta}} \boldsymbol{x}$, and $\boldsymbol{W}_{\boldsymbol{\beta}}$ is defined as

$$
\begin{equation*}
\boldsymbol{W}_{\boldsymbol{\beta}}=\operatorname{diag}\left(\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}>0\right) \sqrt{f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \mid \boldsymbol{x}_{i}\right)}\right)_{i=1}^{n} . \tag{4.8}
\end{equation*}
$$

That is, $\boldsymbol{x}_{\boldsymbol{\beta}}$ is a new design matrix with $i$-th row to be $\boldsymbol{u}_{i}$, which can also be treated as the product of weighted matrix $\boldsymbol{W}_{\boldsymbol{\beta}}$ and $\boldsymbol{x}$. Note that for fixed data, $\left(\boldsymbol{W}_{\boldsymbol{\beta}}\right)_{j j}$ only depends on $\boldsymbol{\beta}$.

Then we carry out nodewise lasso using $\boldsymbol{x}_{\boldsymbol{\beta}}$. Note that as we use the initial estimator $\hat{\boldsymbol{\beta}}$ as the plug in for $\boldsymbol{x}_{\hat{\boldsymbol{\beta}}}$, we also use a consistent estimator $\hat{f}_{n}$ in place for $f_{0}$ in (4.8). The discussion of the estimator $\hat{f}_{n}$ is delayed later to Condition 9 . We have the nodewise lasso scheme as following. For each $j=1, \cdots, p$, define

$$
\begin{equation*}
\hat{\gamma}_{j}:=\underset{\gamma \in \mathbb{R}^{p-1}}{\arg \min }\left(n^{-1}\left\|\left(\boldsymbol{x}_{\hat{\boldsymbol{\beta}}}\right)_{j}-\left(\boldsymbol{x}_{\hat{\boldsymbol{\beta}}}\right)_{-j} \boldsymbol{\gamma}\right\|_{2}^{2}+2 \lambda_{j}\|\boldsymbol{\gamma}\|_{1}\right), \tag{4.9}
\end{equation*}
$$

where $\left(\boldsymbol{x}_{\hat{\boldsymbol{\beta}}}\right)_{-j}$ is the design submatrix without the $j$-th column. Note that 4.9 can be solved using standard lasso regression. We further denote the components of $\hat{\gamma}_{j} \in \mathbb{R}^{p-1}$ as $\left\{\hat{\gamma}_{j, k}: k=\right.$ $1, \cdots, p, k \neq j\}$. Then define

$$
\hat{C}:=\left(\begin{array}{cccc}
1 & -\hat{\gamma}_{1,2} & \cdots & -\hat{\gamma}_{1, p} \\
-\hat{\gamma}_{2,1} & 1 & \cdots & -\hat{\gamma}_{2, p} \\
\vdots & \vdots & \ddots & \vdots \\
-\hat{\gamma}_{p, 1} & -\hat{\gamma}_{p, 2} & \cdots & 1
\end{array}\right)
$$

and

$$
\hat{D}^{2}:=\operatorname{diag}\left(\hat{d}_{1}^{2}, \cdots, \hat{d}_{p}^{2}\right),
$$

where for $j=1, \cdots, p$,

$$
\begin{equation*}
\hat{d}_{j}^{2}:=n^{-1}\left\|\left(X_{\hat{\boldsymbol{\beta}}}\right)_{j}-\left(\boldsymbol{x}_{\hat{\boldsymbol{\beta}}}\right)_{-j} \hat{\gamma}_{j}\right\|_{2}^{2}+\lambda_{j}\left\|\hat{\gamma}_{j}\right\|_{1} . \tag{4.10}
\end{equation*}
$$

$\hat{d}_{j}^{2}$ serves as an estimate to the noise level of the regression in (4.9). Finally, our proxy $\hat{\boldsymbol{\Theta}}$ is defined as,

$$
\begin{equation*}
\hat{\Theta}:=\hat{D}^{-2} \hat{C} \tag{4.11}
\end{equation*}
$$

In addition, we note that using the KKT conditions, we can show

$$
\begin{equation*}
\left\|\boldsymbol{H}(\hat{\boldsymbol{\beta}}) \hat{\boldsymbol{\Theta}}_{j}^{\top}-e_{j}\right\|_{\infty} \leq \lambda_{j} / \hat{d}_{j}^{2}, \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\boldsymbol{H}(\hat{\boldsymbol{\beta}}) \hat{\boldsymbol{\Theta}}^{\top}\right)_{j j}=1 . \tag{4.13}
\end{equation*}
$$

Finally, we propose the novel High-dimensional Left-censored Quantile Regression in Algorithm 6 and 7.

```
Algorithm 6 High-dimensional Left-censored Quantile Regression
    Initial Estimation
    Obtain an estimator \(\hat{F}_{n}\)
    Plug in \(\hat{F}_{n}\) into (4.3) and obtain \(\hat{\boldsymbol{\beta}}\)
    One-step Correction
    Obtain estimator \(\hat{\boldsymbol{\Theta}}\), more details in Algorithm 7
    Plug in initial estimator \(\hat{\boldsymbol{\beta}}\) and \(\hat{F}_{n}\) for \(\boldsymbol{S}_{n}\left(\hat{\boldsymbol{\beta}}, \hat{F}_{n}\right)\) as in (4.5)
    Obtain the one-step improved estimator \(\tilde{\boldsymbol{\beta}}\) as in (4.4)
```

```
Algorithm 7 Inverse Hessian estimation \(\hat{\boldsymbol{\Theta}}\)
    Obtain an estimator \(\hat{f}_{n}\)
    Plug in initial estimator \(\hat{\boldsymbol{\beta}}\) and \(\hat{f}_{n}\) into (4.8)
    for \(j=1, \ldots, p\) do
        Obtain \(\hat{\gamma}_{j}\) and \(\hat{d}_{j}^{2}\) as in (4.9) and (4.10) respectively
    end for
    Obtain \(\hat{\Theta}\) as described in (4.11)
```


### 4.3 Theoretical Considerations

In what follows, we briefly discuss the preliminary theoretical results, along with the conditions required. In the first subsection, we address the requirements for the distribution and density estimators. Then we move on to conditions for acquiring consistency using the initial estimator. We are inspired by the consistency result of the penalized censored least absolute deviation estimator in [MvdG16]. Finally, we present the derivation of the normality result for the improved one-step estimator, which follows from the sketch of [BG16]. Under the current context, however, extra challenges surface as both score and inverse Hessian depends on distribution and density estimator in addition to the parameter estimator $\hat{\boldsymbol{\beta}}$.

### 4.3.1 Distribution and Density Estimators

We impose the following condition on the choice of distribution estimator.

Condition 8 (Distribution estimator condition). The estimator $\hat{F}_{n}(t \mid x)$ is a consistent estimator of the conditional distribution of $T, F_{0}(t \mid \boldsymbol{x})$, for all $\boldsymbol{x}$. More precisely, for any $t \in \mathbb{R}$,

$$
\sup _{\boldsymbol{x} \in \mathbb{R}^{p}}\left|\hat{F}_{n}(t \mid \boldsymbol{x})-F_{0}(t \mid \boldsymbol{x})\right|=O_{p}\left(\delta_{\hat{F}}\right),
$$

where $\delta_{\hat{F}} \xrightarrow{p} 0$ as $n \rightarrow \infty$.
Note that the condition essentially only requires $\hat{F}_{n}$ to be a consistent estimator. We have
selected the classical Kaplan-Meier estimator for analysis later in the paper. Likewise, we also impose a consistency condition on the density estimator $\hat{f}_{n}$ as following.

Condition 9 (Density condition). 1. The conditional density function $f_{0}(y \mid \boldsymbol{x})$ is a Lipschitz function in $y$ with a uniform Lipschitz constant L for all $\boldsymbol{x}$.
2. There exists $M>m>0$ such that $m \leq f_{0}(y \mid \boldsymbol{x}) \leq M$ for all $y$ and $\boldsymbol{x}$.
3. The conditional density estimator $\hat{f}_{n}(y \mid x)$ is a consistent estimator of $f_{0}(y \mid x)$. To be precise,

$$
\iint\left(\hat{f}_{n}(y \mid \boldsymbol{x})-f_{0}(y \mid \boldsymbol{x})\right)^{2} d \mu(\boldsymbol{x}) d y=o_{p}(1)
$$

where $\mu$ is a measure on the support of $\boldsymbol{x}$.
4. $\lim _{\varepsilon \rightarrow 0^{+}} \mathbb{P}\left(\left|\boldsymbol{x} \boldsymbol{\beta}^{o}\right|>\boldsymbol{\varepsilon}\right)=1$.

The two conditions above are not restrictive in their nature, though distribution and density estimation in high-dimensional settings remains an active research topic. Nevertheless, we refer one to [HY05], Efr07] and [IL15] for more discussions on the topic.

### 4.3.2 Consistency of Initial Estimator

In the section, we present the consistency analysis for the initial estimator. For notational simplicity, throughout this section, $\boldsymbol{x}$ and $\boldsymbol{x}_{i}$ are row vectors. Also, we denote $\hat{w}=w(\hat{F})$ and $w^{0}=$ $w\left(F_{0}\right)$. We also define the linear function $f_{\boldsymbol{\beta}}(\boldsymbol{x})=\boldsymbol{x} \boldsymbol{\beta}$, the reweighted loss function $\rho_{f}(\boldsymbol{x}, y, w)=$ $w \rho_{\tau}\left(y-f_{\boldsymbol{\beta}}(\boldsymbol{x})\right)+(1-w) \boldsymbol{\rho}_{\tau}\left(y^{-\infty}-f_{\boldsymbol{\beta}}(\boldsymbol{x})\right)$, the risk $\mathcal{P} \boldsymbol{\rho}_{f}=\mathbb{E} \rho_{f}\left(\boldsymbol{x}, y, w^{0}\right)$, the empirical risk $\mathcal{P}_{n} \rho_{f}=\frac{1}{n} \sum_{i=1}^{n} \rho_{f}\left(\boldsymbol{x}_{i}, y_{i}, w_{i}^{0}\right)$ at $F_{0}$, and the empirical risk $\hat{\mathcal{P}}_{n} \rho_{f}=\frac{1}{n} \sum_{i=1}^{n} \rho_{f}\left(\boldsymbol{x}_{i}, y_{i}, \hat{w}_{i}\right)$ at $\hat{F}$. Then we define $f^{*}$ as a linear functional such that for all $\boldsymbol{x}$,

$$
f^{*}(\boldsymbol{x})=\underset{a}{\arg \min } \mathbb{E}\left[w^{0} \rho_{\tau}(y-a)+\left(1-w^{0}\right) \rho_{\tau}\left(y^{-\infty}-a\right) \mid \boldsymbol{x}\right] .
$$

In order for $f^{*}$ to be uniquely defined, we need the following censoring condition Condition 10. To see the necessity of this condition, let $\boldsymbol{\beta}^{o}$ be the true parameter. By the first order property, $\mathbb{E}\left[w^{0} \psi_{\tau}(y-a)+\left(1-w^{0}\right)(\tau-1) \mid \boldsymbol{x}\right]=0$. Hence, for all $\boldsymbol{x}$,

$$
\begin{equation*}
\mathbb{E}\left[w^{0} \mathbb{1}(y>a) \mid \boldsymbol{x}\right]=1-\tau . \tag{4.14}
\end{equation*}
$$

By the definition of weight $w^{0}$, if $F_{0}(0 \mid \boldsymbol{x})<\tau$, 4.14) means $F_{0}(a \mid \boldsymbol{x})=\tau$, and hence, $f_{0}(\boldsymbol{x})=$ $f_{\boldsymbol{\beta}^{o}}(\boldsymbol{x})$. But if $F_{0}(0 \mid \boldsymbol{x})>\tau$, then any $a<0$ is a solution to (4.14). However, we require (4.14) to hold for every $\boldsymbol{x}$. So as long as not for all $\boldsymbol{x}, F_{0}(0 \mid \boldsymbol{x})>\tau$, then because of the linearity of $f^{*}$, there exists a unique solution.

Condition 10 (Censoring condition). Let $\mu$ be measure on $\mathcal{X}$. There exists a set $E \subset \mathcal{X}$ such that $\mu(E)>0$ and $F_{0}(0 \mid \boldsymbol{x})<\tau$ for all $\boldsymbol{x} \in E$. Furthermore, at the censoring level 0 , there exists $a$ constant $0<M_{0}<\tau$ such that $F_{0}(0 \mid \boldsymbol{x}) \geq M_{0}$ for all $\boldsymbol{x}$.

Some additional conditions also need to be imposed.
Condition 11 (Error condition). The conditional error distribution function $v_{0}(t \mid x)$ is continuously differentiable for all $\boldsymbol{x}$, and the first derivative $\dot{\vee}_{0}(t \mid \boldsymbol{x})$ satisfies Lipschitz condition with constant $L$ uniformly for all $\boldsymbol{x}$, and is bounded from above and below. Furthermore, $\dot{v}_{0}(0 \mid \boldsymbol{x})>0$ and $\int_{0}^{\varepsilon}(\varepsilon-t) d v_{0}(t \mid \boldsymbol{x})>0$ for all $\varepsilon>0$ and $\boldsymbol{x}$.

The above condition is our only limitation on the error distribution. Even though we require bounded first derivative for the error density, which excludes densities with unbounded first moment, the condition still allows for a class of distributions much larger than the Gaussian. Next, we have a condition on the design. First, we denote $\gamma_{j}:=\arg \min _{\gamma} \mathbb{E}\left\|\boldsymbol{X}_{j}-\boldsymbol{X}_{-j} \gamma\right\|_{n}^{2}$, and then $\boldsymbol{X}_{-j} \gamma_{j}$ is the projection of $\boldsymbol{X}_{j}$ into $\boldsymbol{X}_{-j}$ under the inner product $\left\langle\boldsymbol{X}_{i}, \boldsymbol{X}_{j}\right\rangle=\mathbb{E} \boldsymbol{X}_{i}^{\top} \boldsymbol{X}_{j} / n$.

Condition 12 (Design matrix condition). The design matrix $X$ satisfies $\|\boldsymbol{X}\|_{\infty}=\max _{i, j}\left|X_{i, j}\right|=$ $O(1)$, that is, every column $\left\|\boldsymbol{X}_{j}\right\|_{\infty}=O$ (1). If furthermore, the projection $\boldsymbol{X}_{-j} \gamma_{j}$ is also bounded for all $j$, i.e. $\left\|\boldsymbol{X}_{-j} \gamma_{j}\right\|_{\infty}=O(1)$, we say $\boldsymbol{X}$ is strongly bounded.

A bounded condition on design matrix entries $\boldsymbol{X}_{i j}$ is not uncommon in high-dimensional settings [VdGBRD14]. In fact, in many cases, if $\boldsymbol{X}$ follows an unbounded distribution, one can always approximate its distribution with a truncated one. The following is the same compatibility condition introduced for linear models [BRT09], which is standard condition when applying lasso estimators.

Condition 13 (Compatibility condition). There exists some $\phi_{0}>0$ and all $\boldsymbol{\beta}$ satisfying $\|(\boldsymbol{\beta}-$ $\left.\boldsymbol{\beta}^{o}\right)_{S_{\boldsymbol{\beta}^{o}}^{c}}\left\|_{1} \leq 3\right\|\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right)_{S_{\boldsymbol{\beta}^{o}}} \|_{1}$ it holds that

$$
\left\|\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right)_{\boldsymbol{\beta}^{o}}\right\|_{1}^{2} \leq \frac{\boldsymbol{s}^{o}}{\phi_{0}^{2}}\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right) \mathbb{E}\left[\boldsymbol{x}^{T} \boldsymbol{x}\right]\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right)
$$

Denoting the excess risk as $\mathcal{E}(f)=\mathcal{P} \rho_{f}-\mathcal{P} \rho_{f_{0}}$, and the sum of squares norm as $\|f\|^{2}=$ $\mathbb{E} f^{2}(\boldsymbol{x})$, in the linear case, $\left\|f_{\boldsymbol{\beta}}\right\|^{2}=\mathbb{E} f_{\boldsymbol{\beta}}^{2}(\boldsymbol{x})=\boldsymbol{\beta}^{T} \mathbb{E}\left[\boldsymbol{x}^{T} \boldsymbol{x}\right] \boldsymbol{\beta}$, we are now ready to present the consistency result.

Theorem 10. Under Conditions $10-13$ and define

$$
\lambda(t)=4 K_{X} \sqrt{\frac{2 \log (2 p)}{n}}+K_{X} \sqrt{\frac{32 t}{n}} .
$$

Thenfor $\lambda \geq 4 \lambda(t)$ with $t=2 \log (p)$ and some constant $C$, with probability at least $1-\log _{2}\left(8 n p^{2}\right) / p^{2}$,

$$
\begin{gather*}
\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} \leq \frac{6 C \lambda s_{\boldsymbol{\beta}^{o}}}{\phi_{0}^{2}},  \tag{4.15}\\
\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)^{T} \mathbb{E}\left[\boldsymbol{x}^{T} \boldsymbol{x}\right]\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right) \leq \frac{9 C^{2} \lambda^{2} s_{\boldsymbol{\beta}^{o}}}{\phi_{0}^{2}} . \tag{4.16}
\end{gather*}
$$

In other words, with $\lambda \asymp \sqrt{\log p / n}$, we have $\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1}=O_{p}\left(s_{\boldsymbol{\beta}^{o}} \sqrt{\frac{\log (p)}{n}}\right)$ and

$$
n^{-1}\left\|\boldsymbol{X}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)\right\|_{2}^{2}=O_{p}\left(s_{\boldsymbol{\beta}^{o}} \frac{\log (p)}{n}\right)
$$

Corollary 1. Under the assumption $s_{\boldsymbol{\beta}^{o}}=o(\sqrt{n / \log (p)})$, we have consistency for the initial estimator $\hat{\boldsymbol{\beta}}$.

### 4.3.3 Asymptotic Normality of One-step Penalized Estimator

This section entails the delicate details of obtaining the asymptotic normality of the improved one-step estimator, with imposed conditions as well as the preliminary lemmas. We start the analysis with the following decomposition of (4.4),

$$
\begin{align*}
\sqrt{n}\left(\tilde{\boldsymbol{\beta}}_{j}-\boldsymbol{\beta}_{j}^{o}\right) & =\sqrt{n} \underbrace{\left(\hat{\boldsymbol{\beta}}_{j}-\boldsymbol{\beta}_{j}^{o}\right)}_{\mathrm{I}}-\sqrt{n} \underbrace{\left(\hat{\boldsymbol{\Theta}}_{j} \boldsymbol{S}_{n}\left(\boldsymbol{\beta}^{o}, F_{0}\right)\right)}_{\mathrm{N}}  \tag{4.17}\\
& -\sqrt{n} \underbrace{\left[\hat{\boldsymbol{\Theta}}_{j}\left(\boldsymbol{S}_{n}\left(\hat{\boldsymbol{\beta}}, F_{0}\right)-\mathbb{E} \boldsymbol{S}_{n}\left(\hat{\boldsymbol{\beta}}, F_{0}\right)\right)-\hat{\boldsymbol{\Theta}}_{j}\left(\boldsymbol{S}_{n}\left(\boldsymbol{\beta}^{o}, F_{0}\right)-\mathbb{E} \boldsymbol{S}_{n}\left(\boldsymbol{\beta}^{o}, F_{0}\right)\right)\right]}_{\mathrm{II}}, \\
& -\sqrt{n} \underbrace{\hat{\boldsymbol{\Theta}}_{j}\left(\boldsymbol{S}_{n}\left(\hat{\boldsymbol{\beta}}, \hat{F}_{n}\right)-\boldsymbol{S}_{n}\left(\hat{\boldsymbol{\beta}}, F_{0}\right)\right)}_{\mathrm{III}}-\sqrt{n} \underbrace{\left(\hat{\boldsymbol{\Theta}}_{j}\left(\mathbb{E} \boldsymbol{S}_{n}\left(\hat{\boldsymbol{\beta}}, F_{0}\right)-\mathbb{E} \boldsymbol{S}_{n}\left(\boldsymbol{\beta}^{o}, F_{0}\right)\right)\right.}_{\Delta}
\end{align*}
$$

where $\hat{\boldsymbol{\Theta}}_{j}$ denotes the $j$-th row of $\hat{\boldsymbol{\Theta}}$. With the help of this decomposition, our aim is to show that part ( N ) converges to a Normal distribution, while the other terms converge to zero at a faster rate. In order to characterize and bound each individual term, we have lemmas for results leading up to Theorem 11 below. However, for the purpose of presentation, we defer the lemmas to Section 4.5 . Finally, we introduce the last condition we impose. One may also refer to this condition as the restrictive eigenvalue assumption, which requires the population Hessian to be at least invertible. We note that even in linear models without censoring, this is an indispensable condition.

Condition 14. The smallest eigenvalue $\Lambda_{\min }$ of $\mathbb{E}\left[X_{\beta^{o}}^{T} X_{\beta^{o}} / n\right]$ is strictly positive and $1 / \Lambda_{\min }=$
$O(1)$.

We are now ready to present the main result.

Theorem 11. Under Conditions 8 -14 with $\lambda \asymp \sqrt{\log p / n}$ and $\lambda_{j} \asymp \sqrt{\log p / n}$, and define $s_{j}:=$ $\left\|\boldsymbol{\Theta}_{j}^{0}\right\|_{0}=\left|\left\{k \neq j: \boldsymbol{\Theta}_{j, k}^{0} \neq 0\right\}\right|$, assuming $K s_{\boldsymbol{\beta}^{o}}^{2} \log p / n \vee s_{\boldsymbol{\beta}^{o}}^{1 / 2} s_{j}^{1 / 2}(\log p / n)^{1 / 4} \vee K\left\|\hat{\boldsymbol{\Theta}}_{j}-\boldsymbol{\Theta}_{j}^{0}\right\|_{1}=$ $o(1)$, where $K=\sqrt{s_{j}}$ and in the strongly bounded case, $K=1$. Let $I_{n}=\left(\tilde{\boldsymbol{\beta}}_{j}-a_{n}, \tilde{\boldsymbol{\beta}}_{j}+a_{n}\right)$ $a_{n}=z_{\alpha} \sqrt{\hat{\boldsymbol{\Theta}}_{j}{ }^{\boldsymbol{O m e g a}} \hat{\boldsymbol{\Theta}}_{j}^{\top} / n}$, where

$$
\begin{gathered}
\hat{\text { Orega }}=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i}\left(\hat{\phi}_{i}+\hat{\Psi}_{i}\right)^{2}, \\
\hat{\psi}_{i}:=-\left[w_{i}\left(\hat{F}_{n}\right) \mathbb{1}\left\{Y_{i}-\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \geq 0\right\}-(1-\tau)\right] \text { and } \\
\hat{\phi}_{i}:=\tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0\right) \mathbb{1}\left(Y_{i}=0\right) \frac{\mathbb{1}\left(\hat{F}_{n}>\tau\right)}{\hat{F}_{n}^{2}} \sum_{\substack{l=1 \\
l \neq i}}^{n} B_{n l}\left(\boldsymbol{x}_{i}\right)\left(1-\frac{\mathbb{1}\left(Y_{l}=0\right)}{\hat{F}_{n}}\right) .
\end{gathered}
$$

The distribution estimator $\hat{F}_{n}$ is chosen to be the classical Kaplan-Meier estimator,

$$
\begin{equation*}
\hat{F}_{n}(t \mid \boldsymbol{x})=\prod_{j=1}^{n}\left(1-\frac{1}{\sum_{k=1}^{n} \mathbb{1}\left(Y_{k} \leq Y_{j}\right)}\right)^{\eta_{j}(t)} \tag{4.18}
\end{equation*}
$$

where $\eta_{j}(t)=\mathbb{1}\left(Y_{j}>t, \delta_{j}=1\right)$. For $j \in\{1, \ldots, p\}$, when $n, p \rightarrow \infty$, we have

$$
\mathbb{P}\left(\boldsymbol{\beta}_{j}^{o} \in I_{n}\right)=1-2 \alpha
$$

Remark 6. The quantity $s_{j}$ quantifies the sparsity nature of the underlying precision matrix $\Theta^{0}$, which we aim to estimate with $\hat{\boldsymbol{\Theta}}$. This is a standard assumption in high dimensional inference. Essentially, it restricts the column $\left(\boldsymbol{X}_{\boldsymbol{\beta}^{o}}\right)_{j}$ to be dependent with only $s_{j}$ number of columns in $\left(\boldsymbol{X}_{\boldsymbol{\beta}^{o}}\right)_{-j}$.

### 4.4 Numerical Experiments and Application

In this section, we present the application our proposed method in details, along with simulation results under various settings and an application in real data study.

### 4.4.1 Further Details of Algorithm 6 and 7

We start with the definition of $Y^{-\infty}$. In practice, we have taken

$$
Y^{-\infty}:=-1000 \times\|Y\|_{\infty}=-1000 \times \max _{i}\left|Y_{i}\right| .
$$

For the estimator of conditional distribution of $T_{i}$, as mentioned earlier, there are options specifically tailored for distribution estimation in high-dimensions, we provide here a possible estimator $\hat{F}_{n}$ for line 2 in Algorithm 6 based on the ideas of Kaplan-Meier estimator, which is defined as the following.

$$
\begin{equation*}
\hat{F}_{n}(t \mid \boldsymbol{x})=\prod_{j=1}^{n}\left(1-\frac{B_{n j}(\boldsymbol{x})}{\sum_{k=1}^{n} \mathbb{1}\left(Y_{k} \leq Y_{j}\right) B_{n k}(\boldsymbol{x})}\right)^{\eta_{j}(t)} \tag{4.19}
\end{equation*}
$$

where $\eta_{j}(t)=\mathbb{1}\left(Y_{j}>t, \delta_{j}=1\right)$. Choosing $B_{n k}(\boldsymbol{x})=1 / n$ results in the classical Kaplan-Meier estimator. We also note that the Nadaraya-Watson's type weights for $B_{n k}(\boldsymbol{x})$ is also a common choice, which is

$$
\begin{equation*}
B_{n k}(\boldsymbol{x})=\frac{K\left(\frac{x-\boldsymbol{x}_{k}}{h_{n}}\right)}{\sum_{i=1}^{n} K\left(\frac{x-x_{i}}{h_{n}}\right)}, \tag{4.20}
\end{equation*}
$$

where $K$ is a density kernel function, and $h_{n} \in \mathbb{R}^{+}$is the bandwidth converging to zero as $n \rightarrow \infty$. In the simulations, we have opted for the classical Kaplan-Meier estimator for simplicity. In addition, we have the following density estimator for $\hat{f}_{n}$ in line 1 in Algorithm 7. For a positive
bandwidth sequence $\hat{h}_{n}$,

$$
\begin{equation*}
\hat{f}_{n}=\hat{h}_{n}^{-1} \sum_{i=1}^{n} \frac{\mathbb{1}\left(x_{i} \hat{\boldsymbol{\beta}}>0\right) \mathbb{1}\left(0 \leq Y_{i}-\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq \hat{h}_{n}\right)}{\sum_{i=1}^{n} \mathbb{1}\left(x_{i} \hat{\boldsymbol{\beta}}>0\right)} . \tag{4.21}
\end{equation*}
$$

This estimator is inspired by the estimator for error density at 0 presented in [BG16], which translates to an estimation for density of $T_{i}$ at $\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}(\tau)$. For the choice of $\hat{h}_{n}$, we also follow the adaptive choice of the bandwidth sequence thereof. Let $u_{i}:=y_{i}-x_{i} \hat{\boldsymbol{\beta}}$,

$$
\hat{h}_{n}=c\left\{s_{\hat{\boldsymbol{\beta}}} \log p / n\right\}^{-1 / 3} \text { median }\left\{u_{i}: u_{i}>\sqrt{\log p / n}, x_{i} \hat{\boldsymbol{\beta}}>0\right\}
$$

for a constant $c>0$. Here, $s_{\hat{\boldsymbol{\beta}}}$ denotes the size of the estimated set of the non-zero elements of the initial estimator $\hat{\boldsymbol{\beta}}$, i.e., $s_{\hat{\boldsymbol{\beta}}}=\|\hat{\boldsymbol{\beta}}\|_{0}$.

An additional note is also in place for line 3 of Algorithm6. Regarding the computation procedure to obtain the initial estimator, we note that this boils down to a weighted quantile regression problem and is readily solvable using linear programming techniques. The penalty parameter $\lambda$ in (4.3) is chosen by the minimum of $K$-fold cross validation statistic, $\arg \min \sum_{\lambda} \sum_{k=1}^{K} \mathrm{CV}_{k}(\lambda)$, and

$$
\begin{equation*}
\mathrm{CV}_{k}(\boldsymbol{\lambda}):=n_{k}^{-1} \sum_{i \in F_{k}}\left[w_{i}\left(\hat{F}_{n}\right) \rho_{\tau}\left(Y_{i}-\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}^{k}\right)+\left(1-w_{i}\left(\hat{F}_{n}\right)\right) \rho_{\tau}\left(Y_{i}^{-\infty}-\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}^{k}\right)\right] \tag{4.22}
\end{equation*}
$$

where $F_{k}$ denotes the $k$-th fold of the $n$ observations, $n_{k}$ is the number of observations in $F_{k}$, and $\hat{\boldsymbol{\beta}}^{k}$ is the parameter coefficients fitted on $F_{k}^{c}$ observations. Likewise, the choice of $\lambda_{j}$ in line 4 of Algorithm 7 is chosen in the same way, except in the cross validation statistic, the squared error loss is used instead of the weighted quantile loss in (4.22).

Table 4.1: $\tau=0.4$ Coverage Probability for High-dimensional Left-censored Quantile Regression (HLQR) with True $F_{0}$ and True $f_{0}$

| Distribution of the error term | Simulation Setting for $n=200, p=300$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Toeplitz design $\rho=0.3$ |  | Identity design |  |
|  | Signal <br> Variable | Noise <br> Variable | Signal <br> Variable | Noise Variable |
| Normal | 0,95 | 0,97 | 0,95 | 0,93 |
| Student's | 0,95 | 0,94 | 0,95 | 0,92 |
| Beta | 0,90 | 0,93 | 0,91 | 0,93 |
| Weibull | 0,94 | 0,97 | 0,98 | 0,94 |

### 4.4.2 Simulation Data

We are now ready to present the simulation results. The size of the model settings are chosen to be of $n=200$ for the number of observations, and $p=300$ for the number of parameters. In addition, the sparsity of the underlying true parameter $\boldsymbol{\beta}^{o}$, denoted as $s_{\boldsymbol{\beta}^{o}}$ earlier in the text, is set to be 5 . We have also selected four different distributions for the error of the model: standard normal, Student's $t$ with 4 degrees of freedom, Beta distribution with parameters $(2,3)$ and Weibull distribution with parameters $(1,1)$. The design matrix $\boldsymbol{X}$ is generated from a multivariate Normal distribution $\mathcal{N}(\mu, \Sigma)$, where $\mu$ is chosen to be the zero vector, and the covariance matrix $\Sigma$ is taken to be the identity matrix or the Toeplitz matrix such that $\Sigma_{i j}=\rho^{|i-j|}$ for $\rho=0.3$. The two quantiles of interest are chosen to be $\tau=0.4$ and $\tau=0.7$. In the case when $\tau$-th quantile of the error is not zero, we subtract off the $\tau$-th quantile of the error distribution from the model. The censoring level $c$ is chosen such that the proportion of the censoring data is set at $10 \%$. We present simulation results for when the true $F_{0}$ and $f_{0}$ plugged in, and also when we use our proposed rudimentary estimators $\hat{F}_{n}$ and $\hat{f}_{n}$ as described earlier in the section.

Table 4.1 and 4.2 summarize the average coverage probabilities of the constructed $95 \%$ level confidence intervals for obtaining $\tau=0.4$ and 0.7 quantile regression estimators under various settings. We report the signal and noise parameters separately, as the coverage of the signal ones are known to be more difficult. In conjunction, we have also included box plots


Figure 4.1: $\tau=0.4$ comparative boxplots of the average interval length (with true $F_{0}$ and true $f_{0}$ ). Signal (left) and noise (right) variables, and Toeplitz design with $\rho=0.3$ (top) and identity design (bottom).


Figure 4.2: $\tau=0.7$ comparative boxplots of the average interval length (with true $F_{0}$ and true $f_{0}$ ). Signal (left) and noise (right) variables, and Toeplitz design with $\rho=0.3$ (top) and identity design (bottom).

Table 4.2: $\tau=0.7$ Coverage Probability for High-dimensional Left-censored Quantile Regression (HLQR) with True $F_{0}$ and True $f_{0}$

| Distribution of the error term | Simulation Setting for $n=200, p=300, \tau=0.7$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Toeplitz design $\rho=0.3$ |  | Identity design |  |
|  | Signal Variable | Noise <br> Variable | Signal Variable | Noise <br> Variable |
| Normal | 0,94 | 0,97 | 0,92 | 0,97 |
| Student's | 0,91 | 0,94 | 0,91 | 0,95 |
| Beta | 0,96 | 0,99 | 0,89 | 0,95 |
| Weibull | 0,92 | 0,94 | 0,87 | 0,91 |

of interval widths under these settings (Figure 4.1 and 4.2). From the results of applying our methodology with true $F_{0}$ and true $f_{0}$, it is observed that the coverage probabilities are approximately the same and are close to the nominal values. In addition, we noticed that among the four chosen error distributions, our method turns out to be most efficient, in terms of the confidence interval width, when the error distribution is bounded. However, it is observed that our method is sensitive to heavy-tailed distributions, such as the Student's $t$ distribution with degrees of freedom being 4.

The results of plugging in estimators $\hat{F}_{n}$ and $\hat{f}_{n}$ are summarized in Table 4.3 and 4.4 for the two quantile settings $\tau=0.4$ and 0.7 . In terms of coverage probability, we observe similar results as the ones with true $F_{0}$ and $f_{0}$, as the probabilities are approximately the same and are close to the nominal values. We notice that the interval widths almost tripled for the cases of error being standard normal and Student's $t$ distribution as seen in Figure 4.3 and 4.4. However, this is not unexpected as we using estimators instead of the true underlying values. With better tailored estimators to the scenario, we believe that the width of the intervals in the two cases can be reduced.

In addition, we have also examined the power of our estimator. Maintaining similar settings as in previous simulations, that is $n=200$ and $p=300$, whereas $s_{\boldsymbol{\beta}^{o}}$ is also set to be 5. We have our null hypothesis for the coefficients being 1 for the signals and 0 for the noises.

Table 4.3: $\tau=0.4$ Coverage Probability for High-dimensional Left-censored Quantile Regression (HLQR) with Estimated $\hat{F}_{n}$ and Estimated $\hat{f}_{n}$

| Distribution of the error term | Simulation Setting for $n=200, p=300$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Toeplitz design $\rho=0.3$ |  | Identity design |  |
|  | Signal Variable | Noise Variable | Signal Variable | Noise Variable |
| Normal | 0,95 | 0,97 | 0,97 | 0,94 |
| Student's | 0,98 | 0,94 | 0,98 | 1,00 |
| Beta | 0,99 | 0,95 | 0,97 | 0,97 |
| Weibull | 0,99 | 0,92 | 0,96 | 0,95 |

Table 4.4: $\tau=0.7$ Coverage Probability for High-dimensional Left-censored Quantile Regression (HLQR) with Estimated $\hat{F}_{n}$ and Estimated $\hat{f}_{n}$

| Distribution of the error term | Simulation Setting for $n=200, p=300, \tau=0.7$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Toeplitz design$\rho=0.3$ |  | Identity design |  |
|  | Signal Variable | Noise <br> Variable | Signal <br> Variable | Noise Variable |
| Normal | 0,89 | 0,99 | 0,96 | 0,97 |
| Student's | 0,93 | 0,93 | 1,00 | 0,96 |
| Beta | 0,96 | 0,97 | 0,91 | 0,96 |
| Weibull | 0,95 | 0,95 | 0,99 | 0,96 |



Figure 4.3: $\tau=0.4$ comparative boxplots of the average interval length (with estimated $\hat{F}_{n}$ and true $\hat{f}_{n}$ ). Signal (left) and noise (right) variables, and Toeplitz design with $\rho=0.3$ (top) and identity design (bottom).


Figure 4.4: $\tau=0.7$ comparative boxplots of the average interval length (with estimated $\hat{F}_{n}$ and true $\hat{f}_{n}$ ). Signal (left) and noise (right) variables, and Toeplitz design with $\rho=0.3$ (top) and identity design (bottom).


Figure 4.5: Power curve of signal (left) and noise (right) variables under normal errors, $H_{0}$ : $\boldsymbol{\beta}_{j}^{o}=c$ versus $H_{1}: \boldsymbol{\beta}_{j}^{o} \neq c$, where the true parameter $\boldsymbol{\beta}_{j}^{o}=c+h$. The deviation from the null hypothesis $h$ ranges from 0 to 1 .


Figure 4.6: Power curve of signal (left) and noise (right) variables under normal errors, $H_{0}$ : $\boldsymbol{\beta}_{j}^{o}=c$ versus $H_{1}: \boldsymbol{\beta}_{j}^{o} \neq c$, where the true parameter $\boldsymbol{\beta}_{j}^{o}=c+h$. The deviation from the null hypothesis $h$ ranges from 0 to 1 .

We test $H_{0}: \tilde{\boldsymbol{\beta}}_{j}=\boldsymbol{\beta}_{j}^{o}$ versus $H_{1}: \tilde{\boldsymbol{\beta}}_{j}=\boldsymbol{\beta}_{j}^{o}+h$. While keeping the significance level at 0.05 , we increase the deviation from the null hypothesis $h$ gradually from 0.1 to 1 . We observe that both the signal and noise variables converges to power of 1 quickly for various settings, which testifies the effectiveness of our estimator. The results are summarized in Figure 4.5 and 4.6 below.

### 4.4.3 Real Data

In this section, we apply our High-dimensional Left-censored Quantile Regression (HLQR) to a microarray dataset of cardiomyopathy in transgenic mice, kindly provided by Professor Mark Segal, who also studied the dataset in [SDC03]. To study human diseases such as chamber dilation and left ventricular conduction delay, a transgenic mouse model of dilated cardiomyopathy was used.

Specifically, $\left[\mathrm{RDK}^{+} 00\right]$ proposed to control a G protein-coupled receptor, designated as Ro1, through an inducible expression system. Thirty mice are used for the study, and are divided into four experimental groups. Six transgenic mice expressed Ro1 for two weeks, which did not show symptoms of disease. Nine other transgenic mice expressed Ro1 for eight weeks, and exhibited cardiomyopathy symptoms. The recovery group consists of seven transgenic mice, whose expression of Ro1 was on for eight weeks and off for four weeks. Finally, the control group is made up of non-transgenic mice expressed Ro1 for eight weeks.

The goal is to identify genes involved in the Ro1 expression changes, which may provide new diagnostic markers for cardiomyopathy. To this end, Affymetrix Mu6500 arrays were used for the study, and the response of interest is Ro1, whereas the predictors are 6,319 microarray gene expressions. The dimensionality of the model is then 30 observations ( $n=30$ ) and 6,319 features ( $p=6319$ ). In order to verify the effectiveness of our High-dimensional Left-censored Quantile Regression framework, we artificially created a $10 \%$ censoring on the response Rol value, and fitted the dataset for five quantiles, $\tau=0.5,0.75$, and 0.9 . The regularization parameter in the initial estimator is chosen using a five-fold cross validation procedure as described in (4.22).

Table 4.5: Gene expressions selected by High-dimensional Left-censored Quantile Regression (HLQR) with $10 \%$ censoring in comparison with the ones selected by $L_{1}$ norm QR model in [LZ08] ( $L_{1} \mathrm{QR}$ ) with no censoring

| GeneBank | $\tau=0.5$ |  | $\tau=0.75$ |  | $\tau=0.9$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HLQR | $L_{1} \mathrm{QR}$ | HLQR | $L_{1} Q R$ | HLQR | $L_{1} Q R$ |
| D31717 | $(97,68,97.92)$ | $\checkmark$ | $(97,65,97.96)$ | $\checkmark$ | (97,61,97.91) | $\checkmark$ |
| U73744 | $(20,09,20.32)$ | $\checkmark$ | $(20,08,20.29)$ | $\checkmark$ | (20,06, 20.31) | $\checkmark$ |
| U25708 | $(46,61,46.82)$ | $\checkmark$ | $(46,60,46.83)$ | $\checkmark$ | (46,60, 46.90) |  |
| AA061310 | (9,07,9.26) | $\checkmark$ | (9,07, 9.22) |  | (9,05, 9.29) |  |
| M30127 | ( $-0,04,0.06$ ) | $\checkmark$ | ( $-0,03,0.05$ ) | $\checkmark$ | ( $-0,04,0.06$ ) | $\checkmark$ |
| L38971 | (20,36, 20.54) | $\checkmark$ | (20,35, 20.54) |  | $(20,34,20.58)$ |  |
| Z32675 | $(25,07,25.28)$ | $\checkmark$ | (25,03, 25.15) |  | (25,02, 25.36) |  |
| W75373 | $(41,96,42.17)$ | $\checkmark$ | (41,94,42.20) |  | $(41,94,42.16)$ |  |
| AA044561 | $(0,02,0.18)$ |  | ( $-0,01,0.28$ ) | $\checkmark$ | $(-0,05,0.33)$ |  |
| AA111168 | ( $-0,12,0.22$ ) |  | $(-0,10,0.17)$ |  | $(-0,13,0.21)$ | $\checkmark$ |
| M18194 | ( $-0,04,0.10$ ) |  | $(-0,12,0.15)$ |  | ( $-0,04,0.09$ ) |  |

The gene expressions deemed to be significant by the confidence intervals are summarized in Table 4.5. We also noticed that the same dataset has also been studied in both [LZ08]. Thereby, we included real data results therein for comparison.

As one can see from Table 4.5, there are quite a few overlaps between the gene expressions selected in [LZ08] and the ones selected by our High-dimensional Left-censored Quantile Regression method, even with $10 \%$ of censoring introduced. In addition to merely identifying the significant genes, our methodology is capable of providing a precise confidence interval for the significant gene expressions. Moreover, we notice that the sets of selected genes by models across various quantiles, i.e. $\tau=0.5,0.75$, and 0.9 , using our HLQR are more consistent than the sets reported for models with different quantiles from $L_{1} \mathrm{QR}$. In other words, our methodology tends to agree on a common set of significant gene expressions across models with different quantile levels.

The starkest contrast between the gene expressions reported can be seen in M30127 (Mouse MHC class I tum-transplantation antigen P35B gene), whose importance has been noted consistently across quantiles in $L_{1} \mathrm{QR}$, whereas our HLQR procedure does not find the expression significant. Instead, we do notice that our resulting confidence interval does suggest
the significance of another gene expression M20985 (Mouse MHC class I H2-Qa-Mb1 gene). The confidence intervals for M20985 is as following $(91.14,91.32)$ in $\tau=0.5,(91.14,91.30)$ in $\tau=0.75$, and $(91.11,91.35)$ in $\tau=0.9$. Whereas as of date the M30127 expression's role in the cardiomyopathy development is yet to be determined, [PSA ${ }^{+}$10] has confirmed that M20985 is part of a locus that confers susceptibility of viral-induced chronic myocarditis. In such case, our methodology has correctly identified a substantial gene candidate for further study of the disease.

Last but not the least, we would like to emphasize on the necessity of considering censoring data cases. In fact, it is difficult to accurately measure absolute expression levels and reliably detect low abundance genes [DKES06]. Thus, we believe our method would be a great asset for researchers analyzing datasets, which have observations with lower detection limit.

### 4.5 Lemmas

The following result gives a bound on the estimation error of our inverse Hessian estimator $\hat{\Theta}_{j}$ to the underlying population quantity $\Theta_{j}^{0}$.

Lemma 6. Under Conditions 8 - 14

$$
\left\|\hat{\Theta}_{\hat{\boldsymbol{\beta}}, j}-\Theta_{\boldsymbol{\beta}^{o}, j}\right\|_{1}=O_{p}\left(\lambda_{j} s_{j}\right)+O_{p}\left(K \sqrt{\lambda s_{\boldsymbol{\beta}^{o} s_{j}}}\right)+O_{p}\left(K\left(\lambda s_{\left.\boldsymbol{\beta}^{o} s_{j}^{2} / n\right)^{1 / 4}}\right)+O_{p}\left(\sqrt{s_{j} \delta_{f, n}} K\right)\right.
$$

where $\boldsymbol{\delta}_{f, n}:=n^{-1} \sum_{i=1}^{n}\left(\hat{f}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \mid \boldsymbol{x}_{i}\right)-f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}_{i}\right)\right)^{2}$. For bounded case, $K=\sqrt{s_{j}}$, and $K=1$ in the strongly bounded case.

Remark 7. In particular, in the bounded case, if we choose $\lambda \asymp \sqrt{\log (p) / n}, \lambda_{j} \asymp \sqrt{\log (p) / n}$, $s_{j}^{2} s_{\beta^{o}} \sqrt{\log (p) / n}=o_{p}(1), s_{\beta^{o}} s_{j}^{4} \sqrt{\log (p) / n^{3}}=o_{p}(1)$ and $s_{j} \sqrt{\delta_{f, n}}=o_{p}(1)$, then

$$
\left\|\hat{\boldsymbol{\Theta}}_{\hat{\boldsymbol{\beta}}_{, j}}-\boldsymbol{\Theta}_{\boldsymbol{\beta}^{o}, j}\right\|_{1}=o_{p}(1) .
$$

In the strongly bounded case, we only require $\lambda \asymp \sqrt{\log (p) / n}, \lambda_{j} \asymp \sqrt{\log (p) / n}$,

$$
s_{j} s_{\beta^{o}} \sqrt{\log (p) / n}=o_{p}(1)
$$

and $s_{j} \delta_{f, n}=o_{p}(1)$.
Finally, we begin presenting preliminary results for each term in the decomposition 4.17). We start with term (III), which measures the error of the one-step improvement quantity using the estimator $\hat{F}_{n}$.

Lemma 7. Under Condition 8-14 for $\hat{F}_{n}$ chosen to be as in 4.18)

$$
I I I=-\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \phi_{i}+O_{p}\left(\frac{K}{n}+K\left(\frac{\log n}{n}\right)^{3 / 4}\right)
$$

where $K=\sqrt{s_{j}}$, and in the strongly bounded case, $K=1$, and
$\phi_{i}:=\tau \mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}} \sum_{\substack{l=1 \\ l \neq i}}^{n} B_{n l}\left(\boldsymbol{x}_{i}\right)\left(\frac{\mathbb{1}\left(Y_{l}>0, \boldsymbol{\delta}_{l}=1\right)}{F_{0}\left(Y_{l} \mid \boldsymbol{x}\right)}-\int_{\max \left\{0, Y_{l}\right\}}^{\infty} \frac{\mathrm{d} F_{0}(s \mid \boldsymbol{x})}{F_{0}^{2}(s \mid \boldsymbol{x})}\right)$.

## Furthermore,

$$
\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \phi_{i} \xrightarrow{d} \mathcal{N}\left(0, \frac{\sigma_{\phi}^{2}}{n}\right),
$$

where $\sigma_{\phi}^{2}=\mathbb{E} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{\Omega}_{\phi} \hat{\boldsymbol{\Theta}}_{j}^{\top}$ and $\boldsymbol{\Omega}_{\phi}:=\sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \phi_{i}^{2} / n$.
Remark 8. Lemma 7 implies that an additional normality term results from using the classical Kaplan-Meier estimator as a proxy for the true distribution F. Such a term can be understood as the extra variability due to the missing information regarding underlying distribution.

In the following, we apply linearization on the term $(\Delta)$ and then combine the term together with (I), which then gives us the following Lemma. The rationale behind such arrangement is that
the term $(\Delta)$ describes the difference in the one-step correction with expectation of score using initial estimator $\hat{\boldsymbol{\beta}}$, whereas the term (I) is exactly the difference of $\hat{\boldsymbol{\beta}}$ and $\boldsymbol{\beta}^{o}$.

Lemma 8. Under Conditions 8-14. when $\left\|\hat{\boldsymbol{\Theta}}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{\Theta}_{\boldsymbol{\beta}^{o}, j}\right\|_{1}=o_{p}(1)$,

$$
|I-\Delta|=O_{p}\left(K \lambda \lambda_{j} \lambda s_{\boldsymbol{\beta}^{o}}\right)+O_{p}\left(K \lambda^{2} s_{\boldsymbol{\beta}^{o}}^{2}\right)
$$

where $K=\sqrt{s_{j}}$, and in the strongly bounded case, $K=1$.

For part (II), we have the following lemma, which aims to bound the difference of a empirical process.

Lemma 9. Under Conditions 8 - 14

$$
|I I|=O_{p}\left(\sqrt{\lambda s_{\beta^{o}} s_{j} / n}\right)
$$

Last but not the least, we show the normality of the term $\sqrt{n} \hat{\boldsymbol{\Theta}} \mathbb{S}_{n}\left(\boldsymbol{\beta}^{o}\right)$ for part $(\mathrm{N})$. The lemma shows that the leading term of the Bahadur decomposition 4.17) follows a normal distribution.

Lemma 10. Assuming Conditions 8 - 14

$$
N=-\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \psi_{i} \xrightarrow{d} \mathcal{N}\left(0, \frac{\sigma_{\psi}^{2}}{n}\right),
$$

where $\psi_{i}=-\left[w_{i}\left(F_{0}\right) \mathbb{1}\left\{Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \geq 0\right\}-(1-\tau)\right]$, and $\sigma_{\psi}^{2}=\mathbb{E} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{\Omega}_{\psi} \hat{\boldsymbol{\Theta}}_{j}^{\top}$ and

$$
\boldsymbol{\Omega}_{\psi}:=\sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \psi_{i}^{2} / n
$$

### 4.6 Proofs of Lemmas

Proof of Lemma 6 Let $\boldsymbol{w}_{\boldsymbol{\beta}}$ be the diagonal of the weighted matrix $\boldsymbol{w}_{\boldsymbol{\beta}}$. Denote

$$
\begin{equation*}
\boldsymbol{x}_{\boldsymbol{\beta}^{o}, j}=\boldsymbol{x}_{\boldsymbol{\beta}^{o},-j} \gamma_{\boldsymbol{\beta}^{o}, j}+\eta_{\boldsymbol{\beta}^{o}, j} \tag{4.23}
\end{equation*}
$$

and

$$
\hat{\boldsymbol{\gamma}}_{\hat{\boldsymbol{\beta}}, j}=\underset{\gamma}{\arg \min }\left\|\boldsymbol{x}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{x}_{\hat{\boldsymbol{\beta}},-j} \gamma\right\|_{n}^{2}+2 \lambda_{j}\|\gamma\|_{1},
$$

where $\boldsymbol{\gamma}_{\boldsymbol{\beta}^{o}, j}=\arg \min _{\boldsymbol{\gamma}} \mathbb{E}\left\|\boldsymbol{x}_{\boldsymbol{\beta}^{o}, j}-\boldsymbol{x}_{\boldsymbol{\beta}^{o},-j} \boldsymbol{\gamma}\right\|_{n}^{2}$. Define

$$
\begin{equation*}
\eta_{j}:=\boldsymbol{x}_{j}-\boldsymbol{x}_{-j} \gamma_{\boldsymbol{\beta}^{o}, j}, \tag{4.24}
\end{equation*}
$$

we can rewrite equation (4.23) as

$$
\boldsymbol{w}_{\boldsymbol{\beta}^{o}} \boldsymbol{x}_{j}=\boldsymbol{w}_{\boldsymbol{\beta}^{o}} \boldsymbol{x}_{-j} \boldsymbol{\gamma}_{\boldsymbol{\beta}^{o}, j}+\boldsymbol{w}_{\boldsymbol{\beta}^{o}} \eta_{j}
$$

and similarly by (4.24), we also have

$$
\begin{equation*}
\boldsymbol{w}_{\hat{\boldsymbol{\beta}}} \boldsymbol{x}_{j}=\boldsymbol{w}_{\hat{\boldsymbol{\beta}}} \boldsymbol{x}_{-j} \gamma_{\boldsymbol{\beta}^{o}, j}+\boldsymbol{w}_{\hat{\boldsymbol{\beta}}} \eta_{j} \tag{4.25}
\end{equation*}
$$

By the definition of $\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}$,

$$
\begin{aligned}
& \left\|\boldsymbol{x}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{x}_{\hat{\boldsymbol{\beta}},-j} \hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}\right\|_{n}^{2}+2 \lambda_{j}\left\|\hat{\boldsymbol{\gamma}}_{\hat{\boldsymbol{\beta}}, j}\right\|_{1} \\
\leq & \left\|\boldsymbol{x}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{x}_{\hat{\boldsymbol{\beta}},-j} \gamma_{\boldsymbol{\beta}^{o}, j}\right\|_{n}^{2}+2 \lambda_{j}\left\|\gamma_{\boldsymbol{\beta}^{o}, j}\right\|_{1} .
\end{aligned}
$$

Replacing $\hat{\boldsymbol{x}}_{\hat{\boldsymbol{\beta}}, j}$ by (4.25) and rearranging terms, we get

$$
\begin{aligned}
& \left\|\boldsymbol{x}_{\hat{\boldsymbol{\beta}},-j}\left(\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}-\gamma_{\boldsymbol{\beta}^{o}, j}\right)\right\|_{n}^{2}+2 \lambda_{j}\left\|\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}\right\|_{1} \\
\leq & \frac{2}{n}\left(\boldsymbol{w}_{\hat{\boldsymbol{\beta}}}^{2} \eta_{j}\right)^{\top} \boldsymbol{x}_{-j}\left(\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}-\gamma_{\boldsymbol{\beta}^{o}, j}\right)+2 \lambda_{j}\left\|\gamma_{\boldsymbol{\beta}^{o}, j}\right\|_{1} \\
= & \frac{2}{n} \eta_{\boldsymbol{\beta}^{0}, j}^{\top} \boldsymbol{x}_{\boldsymbol{\beta}^{o},-j}\left(\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{\gamma}_{\boldsymbol{\beta}^{o}, j}\right)+2 \lambda_{j}\left\|\gamma_{\boldsymbol{\beta}^{o}, j}\right\|_{1}+\text { Rem },
\end{aligned}
$$

where the remainder Rem $=(2 / n)\left(\left(\boldsymbol{w}_{\hat{\boldsymbol{\beta}}}^{2}-\boldsymbol{w}_{\boldsymbol{\beta}^{o}}^{2}\right) \eta_{j}\right)^{\top} \boldsymbol{x}_{-j}\left(\hat{\boldsymbol{\gamma}}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{\gamma}_{\boldsymbol{\beta}^{o}, j}\right)$. Note that by Condition 12. $\left\|\eta_{j}\right\|_{\infty} \leq\left\|\boldsymbol{x}_{j}\right\|_{\infty}+\left\|\boldsymbol{x}_{-j} \gamma_{\beta^{o}, j}\right\|_{\infty}=O_{p}\left(\sqrt{s_{j}}\right)$. In the strongly bounded case, we have the projection $\left\|x_{\boldsymbol{\beta}^{o},-j} \gamma_{\boldsymbol{\beta}^{o}, j}\right\|_{\infty}=O_{p}(1)$, hence $\left\|\eta_{j}\right\|_{\infty}=O_{p}(1)$. In the following, we write $\left\|\eta_{j}\right\|_{\infty}=$ $O_{p}(K)$ where $K=\sqrt{s_{j}}$ in general case, and $K=1$ when data is strongly bounded.

We can bound the remainder term

$$
|\operatorname{Rem}| \leq \frac{2}{n}\left\|\left(\boldsymbol{w}_{\hat{\boldsymbol{\beta}}}^{2}-\boldsymbol{w}_{\boldsymbol{\beta}^{o}}^{2}\right) \eta_{j}\right\|_{2}\left\|\boldsymbol{x}_{-j}\left(\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{\gamma}_{\boldsymbol{\beta}^{o}, j}\right)\right\|_{2} .
$$

Therefore,

$$
\begin{aligned}
& n^{-1}\left\|\left(\boldsymbol{w}_{\hat{\boldsymbol{\beta}}}^{2}-\boldsymbol{w}_{\boldsymbol{\beta}^{o}}^{2}\right) \eta_{\boldsymbol{\beta}^{0}, j}\right\|_{2}^{2} \\
\leq & \frac{1}{n}\left\|\eta_{\boldsymbol{\beta}^{0}, j}\right\|_{\infty}^{2} \sum_{i=1}^{n}\left(\boldsymbol{w}_{\hat{\boldsymbol{\beta}}, i}^{2}-\boldsymbol{w}_{\boldsymbol{\beta}^{o}, i}^{2}\right)^{2} \\
= & \frac{1}{n}\left\|\eta_{\boldsymbol{\beta}^{0}, j}\right\|_{\infty}^{2} \sum_{i=1}^{n}\left(\hat{f}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \mid \boldsymbol{x}_{i}\right) \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}>0\right)-f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}_{i}\right) \mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}>0\right)\right)^{2} \\
\leq & \frac{1}{n}\left\|\eta_{\boldsymbol{\beta}^{0}, j}\right\|_{\infty}^{2}\left\{\sum_{i=1}^{n}\left(\hat{f}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \mid \boldsymbol{x}_{i}\right)-f_{0}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \mid \boldsymbol{x}_{i}\right)\right)^{2}+\sum_{i=1}^{n}\left(f_{0}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \mid \boldsymbol{x}_{i}\right)-f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}_{i}\right)\right)^{2}\right\} \\
& +\frac{1}{n}\left\|\eta_{\boldsymbol{\beta}^{o}, j}\right\|_{\infty} \sum_{i=1}^{n} f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}_{i}\right)^{2}\left(\mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}>0\right)-\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}>0\right)\right)^{2} \\
= & \boldsymbol{\delta}_{f, n} O_{p}\left(K^{2}\right)+\frac{1}{n}\left\|\boldsymbol{x}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)\right\|_{2}^{2} O_{p}\left(K^{2}\right)+\frac{1}{n} \sum_{i=1}^{n}\left(\mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}>0\right)-\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}>0\right)\right)^{2} O_{p}\left(K^{2}\right) \\
= & O\left(\delta_{f, n} K^{2}\right)+O_{p}\left(\lambda^{2} s_{\boldsymbol{\beta}^{o}} K^{2}\right)+O_{p}\left(K^{2}\right) \frac{1}{n} \sum_{i=1}^{n} \mathcal{B}_{i}(\hat{\boldsymbol{\beta}})
\end{aligned}
$$

where $\boldsymbol{\delta}_{f, n}=n^{-1} \sum_{i=1}^{n}\left(\hat{f}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \mid \boldsymbol{x}_{i}\right)-f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}_{i}\right)\right)^{2}$ and $\mathcal{B}_{i}(\boldsymbol{\beta})=\left(\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}>0\right)-\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}>0\right)\right)^{2}$. Observe that for any fixed $\boldsymbol{\beta}, \mathcal{B}_{i}(\boldsymbol{\beta})$ is Bernoulli random variable. Let $\mathcal{P}=\mathbb{P}\left(\mathcal{B}_{i}=1\right)$. Note that

$$
\max _{i}\left|\boldsymbol{x}_{i} \boldsymbol{\beta}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}\right|=\left\|\boldsymbol{x} \boldsymbol{\beta}-\boldsymbol{x} \boldsymbol{\beta}^{o}\right\|_{\infty} \leq\|\boldsymbol{x}\|_{\infty}\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq K_{X}\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1}
$$

and

$$
\frac{1}{n} \sum_{i=1}^{n}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}\right)^{2}=n^{-1}\left\|\boldsymbol{x}\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right)\right\|_{2}^{2}
$$

Therefore, $\mathcal{P} \leq \mathbb{P}\left(\left|\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}\right| \leq K_{X}\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1}\right)=\boldsymbol{O}\left(\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1}\right)$ by the boundedness of density $f_{0}$.
By Chernoff inequality,

$$
\left|\frac{1}{n} \sum_{i=1}^{n} \mathcal{B}_{i}(\boldsymbol{\beta})\right|=O_{p}(\mathcal{P})+O_{p}\left(\frac{\sqrt{\mathcal{P}(1-\mathcal{P})}}{\sqrt{n}}\right)
$$

Hence, we have

$$
\left|\frac{1}{n} \sum_{i=1}^{n} \mathcal{B}_{i}(\hat{\boldsymbol{\beta}})\right|=O_{p}\left(\lambda s_{\boldsymbol{\beta}^{o}}\right)+O_{p}\left(\frac{\sqrt{\lambda s_{\boldsymbol{\beta}^{o}}}}{\sqrt{n}}\right) .
$$

Therefore, for any $\delta>0$,

$$
\begin{aligned}
& |\operatorname{Rem}| \quad \delta\left\|\boldsymbol{x}_{\hat{\boldsymbol{\beta}},-j}\left(\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}-\gamma_{\boldsymbol{\beta}^{o}, j}\right)\right\|_{n}^{2}+O\left(\delta_{f, n} K^{2}\right) \\
& +O_{p}\left(\lambda^{2} s_{\boldsymbol{\beta}^{o}} K^{2}\right)+O_{p}\left(K^{2} \lambda s_{\boldsymbol{\beta}^{o}}\right)+O_{p}\left(K^{2} \sqrt{\lambda s_{\boldsymbol{\beta}^{o}} / n}\right)
\end{aligned}
$$

By the standard arguments, choosing $\lambda_{j} \asymp \sqrt{\log (p) / n}$, we get

$$
\left\|\boldsymbol{x}_{\hat{\boldsymbol{\beta}},-j}\left(\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}-\gamma_{\boldsymbol{\beta}^{o}, j}\right)\right\|_{n}^{2}=O_{p}\left(\lambda_{j}^{2} s_{j}\right)+O\left(\delta_{f, n} K^{2}\right)+O_{p}\left(\lambda s_{\boldsymbol{\beta}^{o}} K^{2}\right)+O_{p}\left(K^{2} \sqrt{\lambda s_{\boldsymbol{\beta}^{o} / n}}\right)
$$

and

$$
\left\|\hat{\gamma}_{\hat{\boldsymbol{\beta}}, j}-\gamma_{\boldsymbol{\beta}^{o}, j}\right\|_{1}=O_{p}\left(\lambda_{j} s_{j}\right)+O\left(\sqrt{\delta_{f, n}} K \sqrt{s_{j}}\right)+O_{p}\left(K \sqrt{\lambda s_{\boldsymbol{\beta}^{o s}}}\right)+O_{p}\left(K\left(\lambda s_{\boldsymbol{\beta}^{o}} s_{j}^{2} / n\right)^{1 / 4}\right)
$$

Using (4.24) again, we get

$$
\hat{d}_{\hat{\boldsymbol{\beta}}, j}^{2}-d_{\boldsymbol{\beta}^{o}, j}^{2}=\underbrace{\boldsymbol{x}_{\boldsymbol{\beta}^{o}, j}^{\top}\left(\boldsymbol{x}_{\boldsymbol{\beta}^{o}, j}-\boldsymbol{x}_{\boldsymbol{\beta}^{o},-j} \hat{\boldsymbol{\gamma}}_{\hat{\boldsymbol{\beta}}, j}\right) / n-d_{\boldsymbol{\beta}^{o}, j}^{2}}_{(i)}+\underbrace{\boldsymbol{x}_{j}^{\top}\left(\boldsymbol{w}_{\hat{\boldsymbol{\beta}}}^{2}-\boldsymbol{w}_{\boldsymbol{\beta}^{o}}^{2}\right)\left(\boldsymbol{x}_{j}-\boldsymbol{x}_{-j} \hat{\boldsymbol{\gamma}}_{\hat{\boldsymbol{\beta}}, j}\right) / n}_{(i i)}
$$

By Theorem 2.4 in [VdGBRD14], we have $(i)=O_{p}\left(\lambda_{j} \sqrt{s_{j}}\right)$. For the second part (ii), by Condition 12,

$$
\begin{aligned}
(i i) & =O_{p}(K) \frac{1}{n} \sum_{i=1}^{n}\left|\hat{f}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \mid \boldsymbol{x}_{i}\right) \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}>0\right)-f_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}_{i}\right) \mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}>0\right)\right| \\
& =O_{p}\left(\sqrt{\delta_{f, n}} K\right)+O_{p}\left(\lambda \sqrt{\boldsymbol{s}^{o}} K\right)+O_{p}\left(K\left(\lambda s_{\boldsymbol{\beta}^{o}} / n\right)^{1 / 4}\right)
\end{aligned}
$$

Therefore,

$$
\left|\hat{d}_{\hat{\boldsymbol{\beta}}, j}^{2}-d_{\boldsymbol{\beta}^{o}, j}^{2}\right|=O_{p}\left(\lambda_{j} \sqrt{s_{j}}\right)+O_{p}\left(\sqrt{\delta_{f, n}} K\right)+O_{p}\left(\lambda \sqrt{s_{\boldsymbol{\beta}^{o}}} K\right)+O_{p}\left(K\left(\lambda s_{\boldsymbol{\beta}^{o}} / n\right)^{1 / 4}\right) .
$$

Combining all previous results,

$$
\begin{aligned}
& \left\|\hat{\boldsymbol{\Theta}}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{\Theta}_{\boldsymbol{\beta}^{o}, j}\right\|_{1} \\
\leq & \left\|\hat{\boldsymbol{\gamma}}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{\gamma}_{\boldsymbol{\beta}^{o}, j}\right\|_{1} / \hat{d}_{\hat{\boldsymbol{\beta}}, j}^{2}+\left\|\boldsymbol{\gamma}_{\boldsymbol{\beta}^{o}, j}\right\|_{1}\left(1 / \hat{d}_{\hat{\boldsymbol{\beta}}, j}^{2}-1 / d_{\boldsymbol{\beta}^{o}, j}^{2}\right) \\
= & O_{p}\left(\lambda_{j} s_{j}\right)+O_{p}\left(K \sqrt{\lambda_{\boldsymbol{\beta}^{o} s_{j}}}\right)+O_{p}\left(K\left(\lambda s_{\boldsymbol{\beta}^{o}} s_{j}^{2} / n\right)^{1 / 4}\right)+O_{p}\left(\sqrt{s_{j} \boldsymbol{\delta}_{f, n}} K\right)
\end{aligned}
$$

Proof of Lemma 7 We begin with expanding on the following difference,

$$
\hat{\boldsymbol{\Theta}}_{j}\left(\mathbb{S}_{n}\left(\hat{\boldsymbol{\beta}}, \hat{F}_{n}\right)-\mathbb{S}_{n}\left(\hat{\boldsymbol{\beta}}, F_{0}\right)\right)=\left.\hat{\boldsymbol{\Theta}}_{j} \frac{\partial \mathbb{S}_{n}(\hat{\boldsymbol{\beta}}, F)}{\partial F}\right|_{F=F_{0}}\left(\hat{F}_{n}-F_{0}\right)+\left.\frac{1}{2} \frac{\partial^{2} \mathbb{S}_{n}(\hat{\boldsymbol{\beta}}, F)}{\partial F^{2}}\right|_{F=\tilde{F}}\left(\hat{F}_{n}-F_{0}\right)^{2}(4.26)
$$

for some $\tilde{F}$ between $\hat{F}_{n}$ and $F_{0}$. We then work on rewriting the terms in the summation of $\mathbb{S}_{n}(\boldsymbol{\beta}, F)$.

Let $\mathbb{S}_{n}(\boldsymbol{\beta}, F):=n^{-1} \sum_{i=1}^{n} \mathbb{S}_{i}(\boldsymbol{\beta}, F)$,

$$
\begin{gathered}
=-\boldsymbol{x}_{i}^{\top}\left[w_{i}(F) \mathbb{1}\left(Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta} \geq 0\right)+\tau-1\right] \\
=-\boldsymbol{x}_{i}^{\top}\left[\mathbb{1}\left(T_{i} \leq 0\right)\left(\tau-1+\frac{\tau}{F} \mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \leq 0\right) \mathbb{1}(F>\tau)\right)\right. \\
\left.+\mathbb{1}\left(T_{i}>0\right)\left(\tau-1+\mathbb{1}\left(T_{i} \geq \boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right)\right] \\
=-\boldsymbol{x}_{i}^{\top}\left[\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \leq 0\right)\left(\mathbb{1}\left(T_{i} \leq 0\right)(\tau-1)+\mathbb{1}\left(T_{i} \leq 0\right) \frac{\tau}{F} \mathbb{1}(F>\tau)+\tau \mathbb{1}\left(T_{i}>0\right)\right)\right. \\
\left.+\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}>0\right)\left(\mathbb{1}\left(T_{i} \leq 0\right)(\tau-1)+\mathbb{1}\left(T_{i}>0\right)(\tau-1)+\mathbb{1}\left(T_{i} \geq \boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right)\right] \\
=-\boldsymbol{x}_{i}^{\top}\left[\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \leq 0\right)\left(\tau-\mathbb{1}\left(T_{i} \leq 0\right)+\mathbb{1}\left(T_{i} \leq 0\right) \frac{\tau}{F} \mathbb{1}(F>\tau)\right)\right. \\
\left.+\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}>0\right)\left(\tau-1+\mathbb{1}\left(T_{i} \geq \boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right)\right] \\
=-\boldsymbol{x}_{i}^{\top}\left[\tau-\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \leq 0, T_{i} \leq 0\right)+\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \leq 0, T_{i} \leq 0\right) \frac{\tau}{F} \mathbb{1}(F>\tau)\right. \\
\left.-\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}>0\right)+\mathbb{1}\left(T_{i} \geq \boldsymbol{x}_{i} \boldsymbol{\beta}, \boldsymbol{x}_{i} \boldsymbol{\beta}>0\right)\right] .
\end{gathered}
$$

We derive the first derivative of $\mathbb{S}_{n}$ with respect to $F$ at $F_{0}$,

$$
\begin{array}{r}
\left.\frac{\partial \mathbb{S}_{n}(\hat{\boldsymbol{\beta}}, F)}{\partial F}\right|_{F=F_{0}}=\lim _{\varepsilon \rightarrow 0}-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0, T_{i} \leq 0\right) \\
\times \frac{1}{\varepsilon\left(F-F_{0}\right)}\left(\frac{\mathbb{1}\left(F_{0}+\varepsilon\left(F-F_{0}\right)>\tau\right)}{F_{0}+\varepsilon\left(F-F_{0}\right)}-\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}}\right) \\
=-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0, T_{i} \leq 0\right) \\
\times \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon\left(F-F_{0}\right)}\left(\frac{\mathbb{1}\left(F_{0}+\varepsilon\left(F-F_{0}\right)>\tau\right)}{F_{0}+\varepsilon\left(F-F_{0}\right)}-\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}+\varepsilon\left(F-F_{0}\right)}\right. \\
\left.+\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}+\varepsilon\left(F-F_{0}\right)}-\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}}\right)
\end{array}
$$

where the details of taking the limit is as the following.

$$
\begin{gathered}
\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon\left(F-F_{0}\right)}\left(\frac{\mathbb{1}\left(F_{0}+\varepsilon\left(F-F_{0}\right)>\tau\right)}{F_{0}+\varepsilon\left(F-F_{0}\right)}-\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}+\varepsilon\left(F-F_{0}\right)}+\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}+\varepsilon\left(F-F_{0}\right)}-\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}}\right) \\
=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon\left(F-F_{0}\right)}\left(\frac{\mathbb{1}\left(F_{0}+\varepsilon\left(F-F_{0}\right)>\tau\right)-\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}+\varepsilon\left(F-F_{0}\right)}-\frac{\varepsilon\left(F-F_{0}\right)}{F_{0}\left(F_{0}+\varepsilon\left(F-F_{0}\right)\right)} \mathbb{1}\left(F_{0}>\tau\right)\right) \\
=-\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}},
\end{gathered}
$$

since $F_{0}$ is bounded away from $\tau$. Likewise, we have the second derivative of $\mathbb{S}_{n}$ with respect to $F$ at $\tilde{F}$ as

$$
\left.\frac{\partial^{2} \mathbb{S}_{n}(\hat{\boldsymbol{\beta}}, F)}{\partial F^{2}}\right|_{F=\tilde{F}}=-\frac{2}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}(\tilde{F}>\tau)}{\tilde{F}^{3}}
$$

as for $F$ close to $F_{0}, \tilde{F}$ is also bounded away from $\tau$.
Plugging the derivatives into (4.26), we have

$$
\begin{aligned}
\hat{\boldsymbol{\Theta}}_{j}\left(\mathbb{S}_{n}\left(\hat{\boldsymbol{\beta}}, \hat{F}_{n}\right)-\mathbb{S}_{n}\left(\hat{\boldsymbol{\beta}}, F_{0}\right)\right)= & \underbrace{\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}}\left(\hat{F}_{n}-F_{0}\right)}_{\text {(i) }} \\
& -\underbrace{\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}(\tilde{F}>\tau)}{\tilde{F}^{3}}\left(\hat{F}_{n}-F_{0}\right)^{2}}_{\text {(ii) }} .
\end{aligned}
$$

Following the framework of Theorem 1 of [LS86] and Theorem 2.3 of [GMCS94] that for the classical Kaplan-Meier estimator $\hat{F}_{n}$ as defined in (4.18), we have the following linearization.

$$
\hat{F}_{n}(0 \mid \boldsymbol{x})-F_{0}(0 \mid \boldsymbol{x})=\frac{1}{n} \sum_{l=1}^{n} \zeta\left(Y_{l}, \delta_{l}, \boldsymbol{x}\right)+O_{p}\left(\left(\frac{\log n}{n}\right)^{3 / 4}\right)=O_{p}\left(\frac{1}{\sqrt{n}}+\left(\frac{\log n}{n}\right)^{3 / 4}\right)
$$

for some $\Theta_{i}$ between $\left(\boldsymbol{x}-\boldsymbol{x}_{i}\right) / h_{n}$ and $\left(\boldsymbol{x}-\boldsymbol{x}_{l}\right) / h_{n}$, where

$$
\zeta\left(Y_{l}, \delta_{l}, \boldsymbol{x}\right)=\frac{\mathbb{1}\left(Y_{l}>0, \delta_{l}=1 \mid \boldsymbol{x}\right)}{F_{0}\left(Y_{l} \mid \boldsymbol{x}\right)}-\int_{\max \left\{0, Y_{l}\right\}}^{\infty} \frac{\mathrm{d} F_{0}(s \mid \boldsymbol{x})}{F_{0}^{2}(s \mid \boldsymbol{x})} .
$$

In fact, for $i \neq l, \mathbb{1}\left(T_{i} \leq 0\right) \zeta\left(Y_{l}, \delta_{l}, \boldsymbol{x}\right)$ are independent random variables with mean zero and finite variances for any given $\boldsymbol{x}$.

Replacing the term $\left(\hat{F}_{n}-F_{0}\right)$ with its linearization, and separating the terms of $i=l$ from $i \neq l$, for term (i), we have

$$
\text { (i) } \begin{array}{r}
=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{\substack{l=1 \\
l \neq i}}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}} B_{n l}\left(\boldsymbol{x}_{i}\right) \zeta\left(Y_{l}, \boldsymbol{\delta}_{l}, \boldsymbol{x}_{i}\right) \\
+\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{\substack{l=1 \\
l \neq i}}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \tau\left(\mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0\right)-\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \leq 0\right)\right) \\
\times \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}} B_{n l}\left(\boldsymbol{x}_{i}\right) \zeta\left(Y_{l}, \boldsymbol{\delta}_{l}, \boldsymbol{x}_{i}\right) \\
+\frac{1}{n^{2}} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1 ( F _ { 0 } > \tau )}}{F_{0}^{2}} B_{n i}\left(\boldsymbol{x}_{i}\right) \zeta\left(Y_{i}, \boldsymbol{\delta}_{i}, \boldsymbol{x}_{i}\right) \\
+\left(\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}}\right) \cdot O_{p}\left(\left(\frac{\log n}{n}\right)^{3 / 4}\right) \\
=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{\substack{l=1 \\
l \neq i}}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}} B_{n l}\left(\boldsymbol{x}_{i}\right) \zeta\left(Y_{l}, \boldsymbol{\delta}_{l}, \boldsymbol{x}_{i}\right) \\
+  \tag{4.29}\\
+O_{p}\left(\frac{K \lambda s_{\boldsymbol{\beta}^{o}}}{n}\right)+O_{p}\left(\frac{K}{n^{3 / 2}}\right)+O_{p}\left(K\left(\frac{\log n}{n}\right)^{3 / 4}\right),
\end{array}
$$

where $K=\sqrt{s_{j}}$, and in the strongly bounded case, $K=1$. The order in (4.29) results from the condition that $\left\|\hat{\boldsymbol{\Theta}}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{\Theta}_{\boldsymbol{\beta}^{o}, j}\right\|_{1}=o_{p}(1)$, and similar arguments as in Lemma 6. For the other term (ii), we can bound it as following,

$$
\text { (ii) } \begin{aligned}
&=\left(\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \tau \mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}(\tilde{F}>\tau)}{\tilde{F}^{3}}\right) \cdot O_{p}\left(\frac{1}{n}+\left(\frac{\log n}{n}\right)^{3 / 2}+\frac{\log ^{3 / 4} n}{n^{4 / 5}}\right) \\
&=O_{p}\left(\frac{K}{n}+K\left(\frac{\log n}{n}\right)^{3 / 2}\right) .
\end{aligned}
$$

For convenience in notations, define random variables $\phi_{i}$ as following,

$$
\phi_{i}:=\tau \mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \leq 0\right) \mathbb{1}\left(T_{i} \leq 0\right) \frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}} \sum_{\substack{l=1 \\ l \neq i}}^{n} B_{n l}\left(\boldsymbol{x}_{i}\right) \zeta\left(Y_{l}, \boldsymbol{\delta}_{l}, \boldsymbol{x}_{i}\right) .
$$

Then $\left\{\hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \boldsymbol{\phi}_{i}\right\}_{i=1}^{n}$ are i.i.d. mean zero random variables with finite variance. Thus, by the central
limit theorem, $(4.28) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{1}^{2} / n\right)$, where $\sigma_{1}^{2}=\mathbb{E} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{\Omega}_{1} \hat{\boldsymbol{\Theta}}_{j}^{\top}$, and $\boldsymbol{\Omega}_{1}:=\sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \phi_{i}^{2} / n$.

Lemma 11 (Preliminary Result for Lemma 8). By the construction of inverse matrix $\Theta^{0}$ and $\hat{\boldsymbol{\Theta}}$, we have $1 / \hat{d}_{j}^{2}=O(1)$.

Proof of Lemma 11 First, we note that $\Theta_{j, j}^{0}=1 / d_{j}^{2}$, which is a result of the KKT condition following similar arguments as in 2.3.1 of [BG16]. Second, following the proof of lemma 5.3 in [VdGBRD14], we can show $\hat{d}_{j}^{2}=d_{j}^{2}+o_{p}(1)$. Then the results follows from Condition 14 .

Proof of Lemma 8 We will suppress $F_{0}$ in the argument of $\mathbb{S}_{n}$ for the proof, and start by first examining part of $\Delta$. Denote $\mathbb{H}()=\left[\partial \mathbb{E} \mathbb{S}_{n}(\boldsymbol{\beta}) / \partial \boldsymbol{\beta}\right]_{\boldsymbol{\beta}=}$,

$$
\begin{aligned}
\mathbb{E S}_{n}(\hat{\boldsymbol{\beta}})-\mathbb{E} \mathbb{S}_{n}\left(\boldsymbol{\beta}^{o}\right) & =\mathbb{H}()\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right) \\
& =\mathbb{H}(\hat{\boldsymbol{\beta}})\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)+(\mathbb{H}()-\mathbb{H}(\hat{\boldsymbol{\beta}}))\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right) .
\end{aligned}
$$

Thus, we can rewrite $\Delta$ as

$$
\Delta=\hat{\boldsymbol{\Theta}}_{j} \mathbb{H}(\hat{\boldsymbol{\beta}})\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)+\hat{\boldsymbol{\Theta}}_{j}(\mathbb{H}()-\mathbb{H}(\hat{\boldsymbol{\beta}}))\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right) .
$$

Subtracting ( $\Delta$ ) from (I), we have

$$
\begin{aligned}
I-\Delta & =\hat{\boldsymbol{\beta}}_{j}-\boldsymbol{\beta}_{j}^{o}-\hat{\boldsymbol{\Theta}}_{j} \mathbb{H}(\hat{\boldsymbol{\beta}})\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)-\hat{\boldsymbol{\Theta}}_{j}(\mathbb{H}()-\mathbb{H}(\hat{\boldsymbol{\beta}}))\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right) \\
& =\underbrace{\left(e_{j}^{T}-\hat{\boldsymbol{\Theta}}_{j} \mathbb{H}(\hat{\boldsymbol{\beta}})\right)\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)}_{\text {(i) }}+\underbrace{\hat{\boldsymbol{\Theta}}_{j}(\mathbb{H}(\hat{\boldsymbol{\beta}})-\mathbb{H}())\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)}_{\text {(ii) }}
\end{aligned}
$$

Using the KKT condition described in (4.12), we could work out a bound for (i). In more
detail,

$$
\begin{aligned}
\left|\left(e_{j}^{T}-\hat{\boldsymbol{\Theta}}_{j} \mathbb{H}(\hat{\boldsymbol{\beta}})\right)\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)\right| & \leq\left\|\left(e_{j}^{T}-\hat{\boldsymbol{\Theta}}_{j} \mathbb{H}(\hat{\boldsymbol{\beta}})\right)\right\|_{\infty}\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} \\
& \leq \frac{\lambda_{j}}{\hat{d}_{j}^{2}}\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} \\
& =O_{p}\left(\lambda_{j} \lambda \lambda_{\boldsymbol{\beta}^{o}}\right)
\end{aligned}
$$

where the last inequality is due to the consistency result of Theorem 10 and the fact that $1 / \hat{d}_{j}^{2}$ is bounded, which is shown in Lemma 11. Now for part (ii),

$$
\begin{aligned}
& \left|\hat{\boldsymbol{\Theta}}_{j}(\mathbb{H}()-\mathbb{H}(\hat{\boldsymbol{\beta}}))\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)\right| \\
\leq & \left|\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{T} \cdot \boldsymbol{x}_{i}\left(\mathbb{1}\left(\boldsymbol{x}_{i}>0\right) f_{0}\left(\boldsymbol{x}_{i} \mid \boldsymbol{x}_{i}\right)-\mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}>0\right) f_{0}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \mid \boldsymbol{x}_{i}\right)\right)\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)\right| \\
\leq & \left|\frac{L}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{T}\left(\boldsymbol{x}_{i}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)\right)^{2}\right|+M\left|\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)\left(\mathbb{1}\left(\boldsymbol{x}_{i}>0\right)-\mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}>0\right)\right)\right| \\
\leq & L\left\|\boldsymbol{x} \hat{\boldsymbol{\Theta}}_{j}^{\top}\right\|_{\infty}\left\|\boldsymbol{x}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)\right\|_{2} / n+M K_{X}\left\|\boldsymbol{x} \hat{\boldsymbol{\Theta}}_{j}^{\top}\right\|_{\infty}\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} \frac{1}{n} \sum_{i=1}^{n}\left|\mathbb{1}\left(\boldsymbol{x}_{i}>0\right)-\mathbb{1}\left(\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}}>0\right)\right| \\
= & O_{p}\left(K \lambda^{2} \boldsymbol{s}_{\boldsymbol{\beta}^{o}}\right)+O_{p}\left(K \lambda \boldsymbol{s}_{\boldsymbol{\beta}^{o}}\right) \frac{1}{n} \sum_{i=1}^{n} \mathcal{B}_{i} .
\end{aligned}
$$

When $\left\|\hat{\boldsymbol{\Theta}}_{j}-\Theta_{j}^{0}\right\|_{1}=o_{p}(1)$, the term $\left\|\boldsymbol{x} \hat{\boldsymbol{\Theta}}_{j}^{\top}\right\|_{\infty}$ is $O_{p}(K)$, where $K=\sqrt{s_{j}}$ in the bounded case, and $K=1$ in the strongly bounded case. By similar argument in Lemma 6, $n^{-1} \sum_{i=1}^{n} \mathcal{B}_{i}=O_{p}\left(\lambda s_{\beta^{o}}\right)$.

Putting parts of (i) and (ii) together, we have

$$
|I-\Delta|=O_{p}\left(\lambda_{j} \lambda s_{\boldsymbol{\beta}^{o}}\right)+O_{p}\left(K \lambda^{2} s_{\boldsymbol{\beta}^{o}}^{2}\right)
$$

Proof of Lemma 9 Suppressing the argument $F_{0}$ for simplicity of notation, define

$$
\begin{aligned}
\Xi(\boldsymbol{\beta}) & =\Theta_{j}\left[\mathbb{S}_{n}(\boldsymbol{\beta})-\mathbb{S}_{n}\left(\boldsymbol{\beta}^{o}\right)\right]-\Theta_{j}\left[\mathbb{E}_{n}(\boldsymbol{\beta})-\mathbb{E}_{n}\left(\boldsymbol{\beta}^{o}\right)\right] \\
& =\underbrace{\Theta_{j}\left[\mathbb{S}_{n}(\boldsymbol{\beta})-\mathbb{S}_{n}\left(\boldsymbol{\beta}^{o}\right)\right]}_{\overline{\boldsymbol{x} i_{n}}}-\mathbb{E} \boldsymbol{\Theta}_{j}\left[\mathbb{S}_{n}(\boldsymbol{\beta})-\mathbb{S}_{n}\left(\boldsymbol{\beta}^{o}\right)\right]
\end{aligned}
$$

where the expectation is with respect to response variables $T_{i}$ and $\Theta$ is any $p$ by $p$ matrix with $\left\|\Theta_{j}\right\|=O\left(\sqrt{s_{j}}\right)$ ( $s_{j}$ is still the $j$-th row cardinality of $\Theta^{o}$. So in another word, $\Theta$ is any matrix with the same row cardinality as $\Theta^{o}$ ). Then the term (II) is just $\Xi(\hat{\boldsymbol{\beta}})$ with $\Theta=\hat{\boldsymbol{\Theta}}$. Note that

$$
\overline{\boldsymbol{x}} \boldsymbol{i}_{n}=\frac{\sqrt{s_{j}}}{n} \sum_{i=1}^{n} \underbrace{s_{j}^{-1 / 2} \boldsymbol{\Theta}_{j} \boldsymbol{x}_{i}^{T} w_{i}\left[\mathbb{1}\left(Y_{i} \geq \boldsymbol{x}_{i} \boldsymbol{\beta}^{o}\right)-\mathbb{1}\left(Y_{i} \geq \boldsymbol{x}_{i} \boldsymbol{\beta}\right)\right]}_{\tilde{\xi}_{i}} .
$$

Now for any $i$, without loss of generality, assume $\boldsymbol{x}_{i} \boldsymbol{\beta}>\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \geq 0$. Then $\xi_{i}=\tilde{\xi}_{i} / \boldsymbol{\Theta}_{j} \boldsymbol{x}_{i}^{T} w_{i}$ is a Bernoulli random variable

$$
\xi_{i}= \begin{cases}1, & \text { if } \boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \leq Y_{i}<\boldsymbol{x}_{i} \boldsymbol{\beta} \\ 0, & \text { elsewhere }\end{cases}
$$

and $\mathbb{P}\left(\xi_{i}=1\right)=F_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta} \mid \boldsymbol{x}_{i}\right)-F_{0}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}_{i}\right)=f_{0}\left(\boldsymbol{x}_{i} \mid \boldsymbol{x}_{i}\right) \boldsymbol{x}_{i}\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right)$ for some $\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}<\boldsymbol{x}_{i}<\boldsymbol{x}_{i} \boldsymbol{\beta}$. Therefore, $\operatorname{Var}\left(\xi_{i}\right) \leq \mathbb{P}\left(\xi_{i}=1\right)=O_{p}\left(\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1}\right)$ by Condition 9 and 12 , and so is the variance of $\tilde{\xi}_{i}$ because $\left\|s_{j}^{-1 / 2} \boldsymbol{\Theta}_{j}(\boldsymbol{\beta}) \boldsymbol{x}_{i}^{T} w_{i}\right\|_{\infty}$ is bounded. Furthermore, it is easy to see that $\tilde{\xi}_{i}$ is a stochastically bounded random variable, say $\left|\tilde{\xi}_{i}\right| \leq a$ almost surely. Then $\operatorname{Var}\left(\tilde{\xi}_{i}\right) / a=O_{p}\left(\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1}\right)$ and this holds true for all $\boldsymbol{\beta}$. Invoking Bennett's inequality and the fact $\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1}=O_{p}\left(s_{\boldsymbol{\beta}^{o}} \boldsymbol{\lambda}\right)$, we have $\Xi(\hat{\boldsymbol{\beta}})=O_{p}\left(\sqrt{\lambda s_{\boldsymbol{\beta}^{o}} s_{j} / n}\right)$, and hence Lemma 9 .

Proof of Lemma 10 We start by rewriting part of term $(\mathrm{N})$, we note that

$$
\begin{aligned}
\mathbb{S}_{n}\left(\boldsymbol{\beta}^{o}, F_{0}\right) & =-\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top}\left[w_{i}\left(F_{0}\right) \mathbb{1}\left\{Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \geq 0\right\}-(1-\tau)\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \psi_{i}
\end{aligned}
$$

where $\psi_{i}=-\left[w_{i}\left(F_{0}\right) \mathbb{1}\left\{Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \geq 0\right\}-(1-\tau)\right]$. It is easy to show that, for each $i$,

$$
\mathbb{E}\left[\psi_{i} \mid \boldsymbol{x}_{i}\right]=-\left(\tau-\mathbb{P}\left(Y_{i}<\boldsymbol{x}_{i} \boldsymbol{\beta}^{o}\right)-\tau\left(\mathbb{1}\left(\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \leq 0\right)\right)^{2}\right)=0 .
$$

Furthermore, $\left|\psi_{i}\right| \leq 1$. Then we can apply Lindeberg central limit theorem to random variable $\left\{\hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \Psi_{i}\right\}_{i=1}^{n}$. We have

$$
\hat{\boldsymbol{\Theta}}_{j} \mathbb{S}_{n}\left(\boldsymbol{\beta}^{o}, F_{0}\right)=\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \psi_{i} \xrightarrow{d} \mathcal{N}\left(0, \frac{\boldsymbol{\sigma}_{\psi}^{2}}{n}\right),
$$

where $\sigma_{2}^{2}=\mathbb{E} \hat{\boldsymbol{\Theta}}_{j}\left[n^{-1} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \boldsymbol{\psi}_{i}^{2}\right] \hat{\boldsymbol{\Theta}}_{j}^{\top}=\mathbb{E} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{\Omega}_{\psi} \hat{\boldsymbol{\Theta}}_{j}^{\top}$ and $\boldsymbol{\Omega}_{\psi}:=\sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \psi_{i}^{2} / n$.

Proof of Lemma 12 Assume $f_{\boldsymbol{\beta}}(\boldsymbol{x})=a>0$. Let the distribution function of error at $\boldsymbol{x}$ be

$$
v_{0}(t \mid \boldsymbol{x})=\mathbb{P}(\varepsilon \leq t \mid \boldsymbol{x})
$$

$$
\begin{aligned}
\mathscr{P} \rho_{f} \mid \boldsymbol{x}= & \mathbb{E}\left[w \rho_{\tau}(y-a)+(1-w) \rho_{\tau}\left(y^{-\infty}-a\right) \mid \boldsymbol{x}\right] \\
= & \int_{a}^{\infty}\left[w(t) \rho_{\tau}(t-a)+(1-w(t)) \rho_{\tau}\left(y^{-\infty}-a\right)\right] d F_{0}(t \mid \boldsymbol{x}) \\
& +\int_{0}^{a}\left[w(t) \rho_{\tau}(t-a)+(1-w(t)) \rho_{\tau}\left(y^{-\infty}-a\right)\right] d F_{0}(t \mid \boldsymbol{x}) \\
& +\int_{-\infty}^{0}\left[w(t) \rho_{\tau}(t-a)+(1-w(t)) \rho_{\tau}\left(y^{-\infty}-a\right)\right] d F_{0}(t \mid \boldsymbol{x}) \\
= & \int_{a}^{\infty} \tau(t-a) d F_{0}(t \mid \boldsymbol{x})+\int_{0}^{a}(\tau-1)(t-a) d F_{0}(t \mid \boldsymbol{x}) \\
& +\int_{-\infty}^{0}\left[\left(1-\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}\right)(\tau-1)(t-a)+\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}(\tau-1)\left(y^{-\infty}-a\right)\right] d F_{0}(t \mid \boldsymbol{x}) \\
= & \tau \int_{0}^{\infty} t d F_{0}-\int_{0}^{a} t d F_{0}+\left(\tau F_{0}(0 \mid \boldsymbol{x})-\tau-F_{0}(0 \mid \boldsymbol{x})\right) a+a F_{0}(a \mid \boldsymbol{x}) \\
& +\int_{-\infty}^{0}\left[\left(1-\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}\right)(\tau-1)(t-a)+\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}(\tau-1)\left(y^{-\infty}-a\right)\right] d F_{0}(t \mid \boldsymbol{x}) .
\end{aligned}
$$

$$
\begin{aligned}
\mathscr{P} \rho_{f_{0}} \mid \boldsymbol{x}= & \mathbb{E}\left[w \rho_{\tau}\left(y-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)+(1-w) \rho_{\tau}\left(y^{-\infty}-\boldsymbol{x} \boldsymbol{\beta}^{o}\right) \mid \boldsymbol{x}\right] \\
= & \tau \int_{0}^{\infty} t d F_{0}-\int_{0}^{\boldsymbol{x} \boldsymbol{\beta}^{o}} t d F_{0}+\left(\tau F_{0}(0 \mid \boldsymbol{x})-\tau-F_{0}(0 \mid \boldsymbol{x})\right) \boldsymbol{x} \boldsymbol{\beta}^{o}+\boldsymbol{x} \boldsymbol{\beta}^{o} F_{0}\left(\boldsymbol{x} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}\right) \\
& +\int_{-\infty}^{0}\left[\left(1-\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}\right)(\tau-1)\left(t-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)+\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}(\tau-1)\left(y^{-\infty}-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)\right] d F_{0}(t \mid \boldsymbol{x}) .
\end{aligned}
$$

$$
\begin{align*}
& \mathcal{P} \rho_{f}\left|\boldsymbol{x}-\mathcal{P} \rho_{f_{0}}\right| \boldsymbol{x}=-\int_{\boldsymbol{x} \boldsymbol{\beta}^{o}}^{a} t d F_{0}+\left(\tau F_{0}(0 \mid \boldsymbol{x})-\tau-F_{0}(0 \mid \boldsymbol{x})\right)\left(a-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)+a F_{0}(a \mid \boldsymbol{x})-\tau \boldsymbol{x} \boldsymbol{\beta}^{o} \\
& +\int_{-\infty}^{0}\left[\left(1-\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}\right)(\tau-1)\left(\boldsymbol{x} \boldsymbol{\beta}^{o}-a\right)\right. \\
& \left.+\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}(\tau-1)\left(\boldsymbol{x} \boldsymbol{\beta}^{o}-a\right)\right] d F_{0}(t \mid \boldsymbol{x}) \\
& =-\int_{\boldsymbol{x} \boldsymbol{\beta}^{o}}^{a} t d F_{0}+\left(\tau F_{0}(0 \mid \boldsymbol{x})-\tau-F_{0}(0 \mid \boldsymbol{x})\right)\left(a-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)+a F_{0}(a \mid \boldsymbol{x})-\tau \boldsymbol{x} \boldsymbol{\beta}^{o} \\
& +\left(\boldsymbol{x} \boldsymbol{\beta}^{o}-a\right)(\tau-1) \int_{-\infty}^{0}\left[\left(1-\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}\right)+\frac{\tau}{F_{0}(0 \mid \boldsymbol{x})}\right] d F_{0}(t \mid \boldsymbol{x}) \\
& =-\int_{\boldsymbol{x} \boldsymbol{\beta}^{o}}^{a} t d F_{0}+\left(\tau F_{0}(0 \mid \boldsymbol{x})-\tau-F_{0}(0 \mid \boldsymbol{x})\right)\left(a-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)+a F_{0}(a \mid \boldsymbol{x})-\tau \boldsymbol{x} \boldsymbol{\beta}^{o} \\
& +\left(\boldsymbol{x} \boldsymbol{\beta}^{o}-a\right)(\tau-1) F_{0}(0 \mid \boldsymbol{x}) \\
& =-\int_{0}^{a-\boldsymbol{x} \boldsymbol{\beta}^{o}}\left(t+\boldsymbol{x} \boldsymbol{\beta}^{o}\right) d v_{0}(t \mid \boldsymbol{x}) \\
& +\left(\tau v_{0}\left(-\boldsymbol{x} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}\right)-\tau-\mathrm{v}_{0}\left(-\boldsymbol{x} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}\right)\right)\left(a-\boldsymbol{x} \boldsymbol{\beta}^{o}\right) \\
& +a v_{0}\left(a-\boldsymbol{x} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}\right)-\tau \boldsymbol{x} \boldsymbol{\beta}^{o}+\left(\boldsymbol{x} \boldsymbol{\beta}^{o}-a\right)(\tau-1) v_{0}\left(-\boldsymbol{x} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}\right) \\
& =-\int_{0}^{a-\boldsymbol{x} \boldsymbol{\beta}^{o}} t d v_{0}(t \mid \boldsymbol{x})+\left(a-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)\left(v_{0}\left(a-\boldsymbol{x} \boldsymbol{\beta}^{o} \mid \boldsymbol{x}\right)-\tau\right) . \tag{4.30}
\end{align*}
$$

Let $z:=a-\boldsymbol{x} \boldsymbol{\beta}^{o}$, then:

$$
\begin{align*}
&(4.30)=-\int_{0}^{z} t d v_{0}(t \mid \boldsymbol{x})+z\left(v_{0}(z \mid \boldsymbol{x})-\tau\right) \\
&=-\int_{0}^{z} t d v_{0}(t \mid \boldsymbol{x})+\int_{0}^{z} z d v_{0}(t \mid \boldsymbol{x}) \\
&=\int_{0}^{z}(z-t) d v_{0}(t \mid \boldsymbol{x}) \\
&=\int_{0}^{z}(z-t) \dot{v}_{0}(t \mid \boldsymbol{x}) d t \\
&=\int_{0}^{z}(z-t) \dot{\mathrm{v}}_{0}(0 \mid \boldsymbol{x}) d t+\int_{0}^{z}(z-t)\left(\dot{\mathrm{v}}_{0}(t \mid \boldsymbol{x})-\dot{\mathrm{v}}_{0}(0 \mid \boldsymbol{x})\right) d t \\
& \geq \int_{0}^{z}(z-t) \dot{\mathrm{v}}_{0}(0 \mid \boldsymbol{x}) d t-\int_{0}^{|z|}(|z|-t)\left|\dot{v}_{0}(t \mid \boldsymbol{x})-\dot{\mathrm{v}}_{0}(0 \mid \boldsymbol{x})\right| d t \\
& \geq \int_{0}^{z}(z-t) \dot{\mathrm{v}}_{0}(0 \mid \boldsymbol{x}) d t-L \int_{0}^{|z|}(|z|-t) t d t \\
&=\frac{1}{2} \dot{\mathrm{v}}(0 \mid \boldsymbol{x}) z^{2}-\frac{1}{6} L|z|^{3} . \tag{4.31}
\end{align*}
$$

In (i), we use the Lipschitz condition of the density function of error. Because of (4.31) and Condition 11, we can then use the Lemma in Stadler (2010) to conclude that there exists $C_{1}>0$ s.t. $\mathcal{E}\left(f_{\boldsymbol{\beta}}\right) \geq C_{1}^{2}\left\|f_{\boldsymbol{\beta}}-f_{0}\right\|^{2}$.

## Proof of Lemma 13

$$
\begin{gathered}
\left|\gamma_{\boldsymbol{\beta}}(y, \boldsymbol{x})\right|=\left|w \rho_{\tau}(y-\boldsymbol{x} \boldsymbol{\beta})+(1-w) \rho_{\tau}\left(y^{-\infty}-\boldsymbol{x} \boldsymbol{\beta}\right)-w \rho_{\tau}\left(y-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)-(1-w) \rho_{\tau}\left(y^{-\infty}-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)\right| \\
=\left|w \rho_{\tau}(y-\boldsymbol{x} \boldsymbol{\beta})-w \rho_{\tau}\left(y-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)+(1-w) \rho_{\tau}\left(y^{-\infty}-\boldsymbol{x} \boldsymbol{\beta}\right)-(1-w) \rho_{\tau}\left(y^{-\infty}-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)\right| \\
=\left|w\left(\rho_{\tau}(y-\boldsymbol{x} \boldsymbol{\beta})-\rho_{\tau}\left(y-\boldsymbol{x} \boldsymbol{\beta}^{o}\right)\right)+(1-w)(\tau-1) \boldsymbol{x}\left(\boldsymbol{\beta}^{o}-\boldsymbol{\beta}\right)\right| \\
\leq{ }_{(i)} w\left|\max (\tau, 1-\tau) \boldsymbol{x}\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right)\right|+(1-w)\left|(\tau-1) \boldsymbol{x}\left(\boldsymbol{\beta}^{o}-\boldsymbol{\beta}\right)\right| \\
=\{w \max (\tau, 1-\tau)+(1-w)(1-\tau)\}\left|\boldsymbol{x}\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right)\right| \\
\leq \max (\tau, 1-\tau)\left|\boldsymbol{x}\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right)\right| \\
\leq\left.\max (\tau, 1-\tau)\|\boldsymbol{x}\|\right|_{\infty} \mid\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \\
\leq{ }_{(i i)} \max (\tau, 1-\tau) K_{X}\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} .
\end{gathered}
$$

for all $x, y, \boldsymbol{\beta}$ in the range. The inequality (i) is from triangle inequality and property of loss function $\rho_{\tau}$, and (ii) is because of Condition 12. Therefore, we have

$$
\left|\gamma_{\boldsymbol{\beta}}\left(y_{i}, \boldsymbol{x}_{i}\right)-\mathbb{E} \gamma_{\boldsymbol{\beta}}\left(y_{i}, \boldsymbol{x}_{i}\right)\right| \leq 2 \max (\tau, 1-\tau)\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} K_{X}
$$

Denote $c_{i, \boldsymbol{\beta}}:=2 \max (\tau, 1-\tau)\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} K_{X}$, it is easy to show that

$$
\sup _{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{\circ}\right\|_{1} \leq M} \sum_{i=1}^{n} c_{i, \boldsymbol{\beta}}^{2} \leq\left(4 \max (\tau, 1-\tau)^{2} M^{2} K_{X}^{2}\right) n \leq 4 M^{2} K_{X}^{2} n .
$$

By the concentration theorem (Massart, 2000), we have

$$
\mathbb{P}\left(Z_{M} \geq \mathbb{E} Z_{M}+t\right) \leq \exp \left(-\frac{n t^{2}}{32 M^{2} K_{X}^{2}}\right)
$$

Therefore,

$$
\mathbb{P}\left(Z_{M} \geq \mathbb{E} Z_{M}+M K_{X} \sqrt{\frac{32 t}{n}}\right) \leq e^{-t}
$$

By the contraction inequality (Lemma 14.20 in Buhlmann and van de Geer (2011)), we have

$$
\mathbb{E} Z_{M} \leq 4 M K_{X} \sqrt{\frac{2 \log (2 p)}{n}}
$$

Consequently, for all $t>0$ and $M>0$,

$$
\mathbb{P}\left(Z_{M} \geq 4 M K_{X} \sqrt{\frac{2 \log (2 p)}{n}}+M K_{X} \sqrt{\frac{32 t}{n}}\right) \leq e^{-t}
$$

Let

$$
\begin{equation*}
\lambda(t)=4 K_{X} \sqrt{\frac{2 \log (2 p)}{n}}+K_{X} \sqrt{\frac{32 t}{n}} \tag{4.32}
\end{equation*}
$$

we have

$$
\mathbb{P}\left(Z_{M} \geq M \lambda(t)\right) \leq e^{-t}
$$

### 4.7 Proofs of Theorems

Proof of Theroem 10.
Lemma 12. Assuming Conditions 10 and 13 there exists some constant $C_{1}$ such that

$$
\mathcal{E}\left(f_{\boldsymbol{\beta}}\right) \geq C_{1}^{2}\left\|f_{\boldsymbol{\beta}}-f_{0}\right\|^{2}
$$

Lemma 13 (Concentration inequality). Define

$$
\begin{gathered}
\gamma_{\boldsymbol{\beta}}(y, \boldsymbol{x}):=\rho_{f_{\boldsymbol{\beta}}}(y, \boldsymbol{x}, w)-\rho_{f_{\boldsymbol{\beta}^{o}}}(y, \boldsymbol{x}, w), \\
Z_{M}:=\sup _{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq M}\left|\frac{1}{n} \sum_{i=1}^{n} \gamma_{\boldsymbol{\beta}}\left(y_{i}, \boldsymbol{x}_{i}\right)-\mathbb{E} \gamma_{\boldsymbol{\beta}}\left(y_{i}, \boldsymbol{x}_{i}\right)\right|, \\
\lambda(t):=4 K_{X} \sqrt{\frac{2 \log (2 p)}{n}}+K_{X} \sqrt{\frac{32 t}{n}} .
\end{gathered}
$$

Then we have

$$
\mathbb{P}\left(Z_{M} \geq M \lambda(t)\right) \leq e^{-t}
$$

The following argument follows Muller and van der Geer (2014). We start with bounding
the excess risk for $f_{\hat{\beta}}$,

$$
\begin{align*}
\mathcal{E}\left(f_{\hat{\boldsymbol{\beta}}}\right)= & \mathcal{P} \rho_{f_{\hat{\boldsymbol{\beta}}}}-\mathcal{P} \rho_{f_{0}} \\
= & -\left(\mathcal{P}_{n}-\mathcal{P}\right)\left(\rho_{f_{\hat{\boldsymbol{\beta}}}}-\rho_{f_{0}}\right)  \tag{4.33}\\
& +\hat{\mathcal{P}}_{n}\left(\rho_{f_{\hat{\boldsymbol{\beta}}}}\right)+\lambda\|\hat{\boldsymbol{\beta}}\|_{1}-\left(\hat{\mathcal{P}}_{n}\left(\rho_{f_{0}}\right)+\lambda\left\|\boldsymbol{\beta}^{o}\right\|_{1}\right)  \tag{4.34}\\
& +\lambda\left\|\boldsymbol{\beta}^{o}\right\|_{1}-\lambda\|\hat{\boldsymbol{\beta}}\|_{1}  \tag{4.35}\\
& +\mathcal{P}_{n}\left(\rho_{f_{\hat{\boldsymbol{\beta}}}}\right)-\hat{\mathcal{P}}_{n}\left(\rho_{f_{\hat{\boldsymbol{\beta}}}}\right)+\mathcal{P}_{n}\left(\rho_{f_{0}}\right)-\hat{\mathcal{P}}_{n}\left(\rho_{f_{0}}\right) \tag{4.36}
\end{align*}
$$

The plan is that, for equation (4.33), the empirical process part, we bound the term using concentration inequality. While equation (4.34) is negative by the definition of $\hat{\boldsymbol{\beta}}$, equation (4.35) can be bounded using triangular inequality. Finally, for equation 4.36, it is negligible because $\left\|w^{0}-\hat{w}\right\|_{\infty}=o_{p}(1)$, which is shown in the proof of Lemma 7 .

We then bound (4.33), (4.34), (4.35) separately. For (4.35), it is easy to show:

$$
\lambda\left\|\boldsymbol{\beta}^{o}\right\|_{1}-\lambda\|\hat{\boldsymbol{\beta}}\|_{1} \leq \lambda \sum_{j \in S\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}-\beta_{j}^{o}\right|-\lambda \sum_{j \in S^{c}\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}\right| .
$$

For (4.33), we have

$$
-\left(\mathscr{P}_{n}-\mathcal{P}\right)\left(\rho_{f_{\hat{\beta}}}-\rho_{f_{0}}\right)=-\left(\mathscr{P}_{n}-\mathcal{P}\right) \gamma_{\hat{\boldsymbol{\beta}}}
$$

and

$$
Z_{M}=\sup _{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq M}\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \boldsymbol{\gamma}_{\boldsymbol{\beta}}\right|
$$

Now define

$$
Z_{M}^{\delta}:=\sup _{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq M} \frac{\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right|}{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \vee \delta}
$$

We have

$$
\begin{aligned}
& \mathbb{P}\left(\boldsymbol{Z}_{M}^{\delta}>2 \lambda(t)\right)=\mathbb{P}\left(\sup _{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq M} \frac{\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right|}{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \vee \delta}>2 \lambda(t)\right) \\
& \leq \sum_{j=\left\lfloor-\log _{2} M\right\rfloor}^{\left\lceil-\log _{2} \delta-1\right\rceil} \mathbb{P}\left(\sup _{2^{-j-1} \leq\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq 2^{-j}} \frac{\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right|}{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \vee \delta}>2 \lambda(t)\right) \\
& +\mathbb{P}\left(\sup _{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq \delta} \frac{\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right|}{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \vee \delta}>2 \lambda(t)\right) \\
& \leq \sum_{j=\left\lfloor-\log _{2} M\right\rfloor}^{\left\lceil-\log _{2} \delta-1\right\rceil} \mathbb{P}\left(\sup _{2^{-j-1} \leq\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq 2^{-j}} \frac{\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right|}{2^{-j-1}}>2 \lambda(t)\right) \\
& +\mathbb{P}\left(\sup _{\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{\circ}\right\|_{1} \leq \delta} \frac{\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right|}{\delta}>2 \lambda(t)\right) \\
& =\sum_{j=\left\lfloor-\log _{2} M\right\rfloor}^{\left\lceil-\log _{2} \delta-1\right\rceil} \mathbb{P}\left(\sup _{2^{-j-1} \leq\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq 2^{-j}}\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right|>2^{-j} \lambda(t)\right) \\
& +\mathbb{P}\left(\sup _{\left\|\beta-\boldsymbol{\beta}^{o}\right\|_{1} \leq \delta}\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right|>2 \delta \lambda(t)\right) \\
& \leq \sum_{j=\left\lfloor-\log _{2} M\right\rfloor}^{\left\lceil-\log _{2} \delta-1\right\rceil} \mathbb{P}\left(Z_{2^{-j}}>2^{-j} \lambda(t)\right)+e^{-t} \\
& \leq \sum_{j=\left\lfloor-\log _{2} M\right\rfloor}^{\left\lceil-\log _{2} \delta-1\right\rceil} e^{-t}+e^{-t} \\
& =\left(\left\lceil-\log _{2} \delta-1\right\rceil-\left\lfloor-\log _{2} M\right\rfloor+2\right) e^{-t} \\
& =\left(\left\lceil\log _{2} M\right\rceil-\left\lfloor\log _{2} \delta+1\right\rfloor+2\right) e^{-t} \\
& \leq\left(\left\lceil\log _{2} M\right\rceil-\left\lceil\log _{2} \delta\right\rceil+2\right) e^{-t} \\
& \leq \log _{2}\left(\frac{8 M}{\delta}\right) e^{-t} \text {. }
\end{aligned}
$$

Therefore, for any $\boldsymbol{\beta}$ with $\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \leq M$, we have

$$
\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\boldsymbol{\beta}}\right| \leq 2 \lambda(t)\left(\left\|\boldsymbol{\beta}-\boldsymbol{\beta}^{o}\right\|_{1} \vee \delta\right)
$$

with probability at least $1-\log _{2}\left(\frac{8 M}{\delta}\right) e^{-t}$.
It is easy to show that $\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} \ll n$. Then let $\delta=p^{-2}, t=2 \log (p)$ we have

$$
\left|\left(\mathcal{P}_{n}-\mathcal{P}\right) \gamma_{\hat{\boldsymbol{\beta}}}\right| \leq 2 \lambda(t)\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} \vee p^{-2}\right)
$$

with probability at least $1-\log _{2}\left(8 n p^{2}\right) / p^{2}$.
If $\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} \leq p^{-2}$, trivially we have consistency.
If $\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1}>p^{-2}$, then because (4.34) is always non-positive by the definition of $\hat{\boldsymbol{\beta}}$, we have

$$
\begin{align*}
& \leq-\left(\mathcal{P}_{n}-\mathcal{P}\right)\left(f_{\hat{\boldsymbol{\beta}}}\right) \\
&\left.\leq 2 \lambda(t)\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{\hat{\boldsymbol{\beta}}}\right\|_{1}+\rho_{f_{0}}\right)+\lambda\| \|^{o}\left\|_{1}-\lambda\right\| \hat{\boldsymbol{\beta}} \|_{1} \\
&= 2 \lambda(t)\left(\sum_{j \in S\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}-\boldsymbol{\beta}_{j}^{o}\right|+\sum_{j \in S^{c}\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}\right|\right) \\
&+ \lambda\left(\sum_{j \in S\left(\boldsymbol{\beta}^{o}\right)}\left|\boldsymbol{\beta}_{j}^{o}\right|-\sum_{j \in S\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}\right|-\sum_{j \in S^{c}\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}\right|\right) \\
& \leq 2 \lambda(t)\left(\sum_{j \in S\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}-\beta_{j}^{o}\right|+\sum_{j \in S^{c}\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}\right|\right)+\lambda\left(\sum_{j \in S\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}-\beta_{j}^{o}\right|-\sum_{j \in S^{c}\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}\right|\right) \\
&=(2 \lambda(t)+\lambda) \sum_{j \in S\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}-\boldsymbol{\beta}_{j}^{o}\right|+(2 \lambda(t)-\lambda) \sum_{j \in S^{c}\left(\boldsymbol{\beta}^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}\right| . \tag{4.37}
\end{align*}
$$

Since $\mathcal{E}\left(f_{\hat{\boldsymbol{\beta}}}\right) \geq 0$ and $\lambda \geq 4 \lambda(t)$, from (4.37), we know

$$
\begin{equation*}
\left\|\hat{\boldsymbol{\beta}}_{S_{o}^{c}}\right\|_{1} \leq \frac{\lambda+2 \lambda(t)}{\lambda-2 \lambda(t)}\left\|\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)_{S_{o}}\right\|_{1} \leq 3\left\|\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)_{S_{o}}\right\|_{1} \tag{4.38}
\end{equation*}
$$

which allows us to use the compatibility and censoring conditions. And again by (4.37) and $\lambda \geq 4 \lambda(t)$, we have

$$
\begin{equation*}
\mathcal{E}\left(f_{\hat{\boldsymbol{\beta}}}\right) \leq(2 \lambda(t)+\lambda) \sum_{j \in S\left(\beta^{o}\right)}\left|\hat{\boldsymbol{\beta}}_{j}-\beta_{j}^{o}\right| \tag{4.39}
\end{equation*}
$$

By Lemma 12, equation (4.39), the censoring condition and the compatibility condition,
we have

$$
\begin{align*}
(2 \lambda(t)+\lambda)\left\|\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)_{S_{o}}\right\|_{1} & \geq C_{1}^{2}\left\|f_{\hat{\boldsymbol{\beta}}}-f_{0}\right\|_{2}^{2} \\
& =C_{1}^{2}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)^{T} \mathbb{E}\left[\boldsymbol{x}^{T} \boldsymbol{x}\right]\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right) \\
& \geq{ }_{(i)} C_{1}^{2} \frac{\phi_{0}^{2}}{\boldsymbol{s}_{\boldsymbol{\beta}^{o}}}\left\|\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)_{S_{o}}\right\|_{1}^{2} \tag{4.40}
\end{align*}
$$

where (i) is from the compatibility condition.
By (4.40),

$$
\begin{equation*}
\left\|\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)_{S_{o}}\right\|_{1} \leq \frac{s_{\boldsymbol{\beta}^{o}}(2 \lambda(t)+\lambda)}{C_{1}^{2} \phi_{0}^{2}} . \tag{4.41}
\end{equation*}
$$

Equation (4.38) implies that $\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} \leq 4\left\|\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)_{S_{o}}\right\|_{1}$, and hence by (4.41),

$$
\begin{align*}
\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} & \leq \frac{4 s_{\boldsymbol{\beta}^{o}}(2 \lambda(t)+\lambda)}{C_{1}^{2} \phi_{0}^{2}} \\
& \leq \frac{6 \lambda s_{\boldsymbol{\beta}^{o}}}{C_{1}^{2} \phi_{0}^{2}} \tag{4.42}
\end{align*}
$$

With $C=1 / C_{1}^{2}$, we have Theorem 10 . Furthermore, by (4.40), we have

$$
\begin{equation*}
\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right)^{T} \mathbb{E}\left[\boldsymbol{x}^{T} \boldsymbol{x}\right]\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right) \leq \frac{3 \lambda C}{2}\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}^{o}\right\|_{1} . \tag{4.43}
\end{equation*}
$$

Proof of Theorem 11. Following results from Lemmas 7. -10. when $\left\|\hat{\boldsymbol{\Theta}}_{\hat{\boldsymbol{\beta}}, j}-\boldsymbol{\Theta}_{\boldsymbol{\beta}^{o}, j}\right\|_{1}=o_{p}(1)$,
the representation (4.17) can be simplified as

$$
\begin{aligned}
\sqrt{n}\left(\tilde{\boldsymbol{\beta}}_{j}-\boldsymbol{\beta}_{j}^{o}\right) & =\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \psi_{i}+\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top} \phi_{i}\right) \\
+O_{p}(K & \left.\lambda_{j} \lambda s_{\boldsymbol{\beta}^{o}} \sqrt{n}+K \lambda^{2} s_{\boldsymbol{\beta}^{o}}^{2} \sqrt{n}+\sqrt{\lambda s_{\boldsymbol{\beta}^{o}} S_{j}}+\frac{K}{\sqrt{n}}+K \frac{\log ^{3 / 4} n}{\sqrt{n}}\right) \\
& =\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{x}_{i}^{\top}\left(\psi_{i}+\phi_{i}\right)\right)+o_{p}(1)
\end{aligned}
$$

The last line follows from assuming both $\lambda$ and $\lambda_{j}$ are of order $O(\sqrt{\log p / n})$, and $K s_{\beta^{o}}^{2} \log p / n \vee$ $s_{\beta^{o}}^{1 / 2} s_{j}^{1 / 2}(\log p / n)^{1 / 4}=o(1)$. Then we have that

$$
\sqrt{n}\left(\tilde{\boldsymbol{\beta}}_{j}-\boldsymbol{\beta}_{j}^{o}\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{j}^{2}\right),
$$

where $\sigma_{j}^{2}=\mathbb{E} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{\Omega} \hat{\boldsymbol{\Theta}}_{j}^{\top}$ and $\boldsymbol{\Omega}:=\sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i}\left(\psi_{i}+\phi_{i}\right)^{2} / n$.
The only missing part of the proof is the bound on the estimation error for $\hat{\sigma}_{j}^{2}:=\hat{\Theta} \hat{\Omega} \hat{\Theta}^{\top}$ from $\mathbb{E} \hat{\boldsymbol{\Theta}}_{j} \boldsymbol{\Omega} \hat{\boldsymbol{\Theta}}_{j}^{\top}$, where $\hat{\boldsymbol{\Omega}}=\sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i}\left(\hat{\Psi}_{i}+\hat{\phi}_{i}\right)^{2} / n$. We start with rewriting the estimation error,

$$
\begin{aligned}
\left|\hat{\sigma}_{j}^{2}-\sigma_{j}^{2}\right| & =\underbrace{\left|\hat{\Theta}_{j} \hat{\Omega} \hat{\Theta}_{j}^{T}-\Theta_{j}^{0} \hat{\Omega} \Theta_{j}^{0, \top}\right|}_{T_{1}}+\underbrace{\left|\Theta_{j}^{0} \hat{\Omega} \Theta_{j}^{0, \top}-\Theta_{j}^{0} \Omega \Theta_{j}^{0, \top}\right|}_{T_{3}} \\
& +\underbrace{\left|\Theta_{j}^{0} \Omega \Theta_{j}^{0, T}-\Theta_{j}^{0} \mathbb{E} \Omega \Theta_{j}^{0, T}\right|}_{T_{4}}+\underbrace{\left|\mathbb{E}\left(\Theta_{j}^{0} \Omega \Theta_{j}^{0, \top}-\hat{\Theta}_{j} \Omega \hat{\Theta}_{j}^{\top}\right)\right|}
\end{aligned}
$$

For the term $T_{1}$, we can further decompose it as

$$
\begin{aligned}
T_{1} & \leq\left|\left(\boldsymbol{\Theta}_{j}^{0}-\hat{\boldsymbol{\Theta}}_{j}\right) \boldsymbol{\Omega} \boldsymbol{\Theta}_{j}^{0, \top}\right|+\left|\hat{\boldsymbol{\Theta}}_{j} \boldsymbol{\Omega}\left(\boldsymbol{\Theta}_{j}^{0, \top}-\hat{\boldsymbol{\Theta}}_{j}^{\top}\right)\right| \\
& \leq 2\left|\boldsymbol{\Theta}_{j}^{0} \boldsymbol{\Omega}\left(\boldsymbol{\Theta}_{j}^{0}-\hat{\boldsymbol{\Theta}}_{j}\right)^{\top}\right|+\left|\left(\boldsymbol{\Theta}_{j}^{0}-\hat{\boldsymbol{\Theta}}_{j}\right) \boldsymbol{\Omega}\left(\boldsymbol{\Theta}_{j}^{0}-\hat{\boldsymbol{\Theta}}_{j}\right)^{\top}\right| \\
& \leq 2\left\|\boldsymbol{\Theta}_{j}^{0} \boldsymbol{\Omega}\right\|_{\infty}\left\|\hat{\boldsymbol{\Theta}}_{j}-\boldsymbol{\Theta}_{j}^{0}\right\|_{1}+\|\boldsymbol{\Omega}\|_{\infty}\left\|\hat{\boldsymbol{\Theta}}_{j}-\boldsymbol{\Theta}_{j}^{0}\right\|_{1}^{2}
\end{aligned}
$$

Because $\left|\Theta_{j}^{0} x_{i}^{\top}\right|=O(K)$ and $\left\|x_{i}\right\|_{\infty}=O(1)$, we know $\left\|\Theta_{j}^{0} \Omega\right\|_{\infty}=O(K)$ and $\|\Omega\|_{\infty}=O(1)$. Therefore, $T_{1}=o_{p}(1)$ if $K\left\|\hat{\Theta}_{j}-\Theta_{j}^{0}\right\|_{1}=o_{p}(1)$. We note that term $T_{4}$ can be bounded similarly.

For the term $T_{2}+T_{3}$, denote $\hat{\xi}_{i}=\hat{\psi}_{i}+\hat{\phi}_{i}$, then

$$
T_{2}+T_{3}=\underbrace{\left|\Theta_{j}^{0}\left(\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i}\left(\hat{\xi}_{i}^{2}-\xi_{i}^{2}\right)\right) \boldsymbol{\Theta}_{j}^{0, \top}\right|}_{T_{2}}+\underbrace{\left|\Theta_{j}^{0}\left(\frac{1}{n} \sum_{i=1}^{n}\left(\boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \xi_{i}^{2}-\mathbb{E} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \xi_{i}^{2}\right)\right) \Theta_{j}^{0, \top}\right|}_{T_{3}}
$$

For term $T_{3}$, since $\|x\|_{\infty}=O(1)$ and $\left|\xi_{i}\right| \leq 1$, by Hoeffding's inequality, we have

$$
\frac{1}{n} \sum_{i=1}^{n}\left(\Theta_{j}^{0} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \Theta_{j}^{0, \top} \xi_{i}^{2}-\mathbb{E} \Theta_{j}^{0} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i} \Theta_{j}^{0, \top} \xi_{i}^{2}\right)=O_{p}\left(\frac{K^{2}}{\sqrt{n}}\right)
$$

Next, note that for $T_{2}$

$$
\begin{aligned}
&\left|\frac{1}{n} \sum_{i=1}^{n} \hat{\xi}_{i}^{2}-\xi_{i}^{2}\right|=\left|\frac{1}{n} \sum_{i=1}^{n}\left(\hat{\xi}_{i}+\xi_{i}\right)\left(\hat{\xi}_{i}-\xi_{i}\right)\right| \\
&=\left|\frac{1}{n} \sum_{i=1}^{n}\left(\hat{\Psi}_{i}+\hat{\phi}_{i}+\psi_{i}+\phi_{i}\right)\left(\hat{\Psi}_{i}+\hat{\phi}_{i}-\psi_{i}-\phi_{i}\right)\right| \\
& \leq 4\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left(\hat{\Psi}_{i}-\psi_{i}\right)\right|+\left|\frac{1}{n} \sum_{i=1}^{n}\left(\hat{\phi}_{i}-\phi_{i}\right)\right|\right) .
\end{aligned}
$$

For the first difference, we have

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n}\left(\hat{\Psi}_{i}-\psi_{i}\right)\right| \quad=\left|\frac{1}{n} \sum_{i=1}^{n}\left(w_{i}\left(\hat{F}_{n}\right) \mathbb{1}\left(Y_{i}-\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \geq 0\right)-w_{i}\left(F_{0}\right) \mathbb{1}\left(Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \geq 0\right)\right)\right| \\
& \leq\left|\frac{1}{n} \sum_{i=1}^{n}\left(w_{i}\left(\hat{F}_{n}\right)-w_{i}\left(F_{0}\right)\right)\right|+\left|\frac{1}{n} \sum_{i=1}^{n}\left(\mathbb{1}\left(Y_{i}-\boldsymbol{x}_{i} \hat{\boldsymbol{\beta}} \geq 0\right)-\mathbb{1}\left(Y_{i}-\boldsymbol{x}_{i} \boldsymbol{\beta}^{o} \geq 0\right)\right)\right| \\
& =O_{p}(1 / \sqrt{n})+O_{p}\left(\lambda s_{\boldsymbol{\beta}^{o}}\right),
\end{aligned}
$$

following results in Lemma 7. In addition,

$$
\begin{gathered}
\left|\hat{\phi}_{i}-\phi_{i}\right| \leq \tau\left|\frac{1}{n} \sum_{\substack{l=1 \\
l \neq i}}^{n} \frac{\mathbb{1}\left(\hat{F}_{n}>\tau\right)}{\hat{F}_{n}^{2}}\left(1-\frac{\mathbb{1}\left(Y_{l}=0\right)}{\hat{F}_{n}}\right)-\frac{1}{n} \sum_{\substack{l=1 \\
l \neq i}}^{n} \frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}}\left(1-\frac{\mathbb{1}\left(Y_{l}=0\right)}{F_{0}}\right)\right| \\
=\frac{\tau}{n} \left\lvert\, \sum_{\substack{l=1 \\
l \neq i}}^{n}\left(\frac{\mathbb{1}\left(\hat{F}_{n}>\tau\right)}{\hat{F}_{n}^{2}}-\frac{\mathbb{1}\left(F_{0}>\tau\right)}{F_{0}^{2}}\right)\right. \\
\left.+\sum_{\substack{l=1 \\
l \neq i}}^{n}\left(\frac{\mathbb{1}\left(F_{0}>\tau\right) \mathbb{1}\left(Y_{l}=0\right)}{F_{0}^{3}}-\frac{\mathbb{1}\left(\hat{F}_{n}>\tau\right) \mathbb{1}\left(Y_{l}=0\right)}{\hat{F}_{n}^{3}}\right) \right\rvert\, \\
\\
=O_{p}(1 / \sqrt{n}),
\end{gathered}
$$

which then gives that $\left[\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{i}\left(\hat{\xi}_{i}^{2}-\xi_{i}^{2}\right)\right]_{j, k}=O_{p}\left(1 / \sqrt{n}+\lambda s_{\boldsymbol{\beta}^{o}}\right)$. Then we conclude that $T_{3}=O_{p}\left(K^{2} / \sqrt{n}+K^{2} \lambda s_{\boldsymbol{\beta}^{o}}\right)$.

Finally, when $K s_{\boldsymbol{\beta}^{o}}^{2} \log p / n \vee s_{\boldsymbol{\beta}^{o}}^{1 / 2} s_{j}^{1 / 2}(\log p / n)^{1 / 4} \vee K\left\|\hat{\boldsymbol{\Theta}}_{j}-\Theta_{j}^{0}\right\|_{1} \vee K^{2} / \sqrt{n} \vee K^{2} \lambda s_{\boldsymbol{\beta}^{o}}=$ $o(1)$, we have that $\hat{\sigma}_{j}=\sigma_{j}+o(1)$, which then completes the proof.
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[^0]:    ${ }^{1}$ Observe that the condition of $p_{x} \in[\delta, 1-\delta]$ for some $\delta \in\left(0, \frac{1}{2}\right)$ restricts our setting to the "low-noise" setting where the true probability of the class membership is bounded away from 0 or 1 .

[^1]:    ${ }^{2}$ https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)
    ${ }^{3}$ radius, texture, perimeter, area, smoothness, compactness, concavity, concave points, symmetry, fractal dimension

[^2]:    4http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE20194

[^3]:    $\sqrt[5]{\text { https://archive.ics.uci.edu/ml/datasets/Dataset+for+Sensorless+Drive+Diagnosis }}$

[^4]:    Algorithm 3 Forest-type regression
    Step 1: Calculate local weights $w\left(X_{i}, x\right)$ using ensemble or trees.
    Step 2: Choose a loss $\phi(\cdot, \cdot)$ and a family $\mathcal{F}$ of function. Then do the locally weighted regression

    $$
    \hat{Y}(x)=\underset{s \in \mathcal{F}}{\arg \min } \sum_{i=1}^{n} w\left(X_{i}, x\right) \phi\left(Y_{i}, s\left(X_{i}\right)\right) .
    $$

