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ABSTRACT OF THE DISSERTATION

Enhancing Local Derivative-Free Optimization

with Curvature Information and Inspection Strategies

by

Bumsu Kim

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2023

Professor Stanley J. Osher, Chair

Derivative-Free Optimization (DFO) problems naturally arise in various domains, from

engineering design to hyperparameter optimization and beyond. This thesis introduces two

methodologies for improving local DFO methods. Curvature-Aware Random Search (CARS)

uses the approximate second-order information of the objective function in computing the

step size to enhance the speed of local convergence. We prove the linear convergence of

CARS for strongly convex objective functions and propose two variants of CARS: CARS

with Cubic Regularization (CARS-CR), which has an O(k−1) convergence rate without the

assumption of strong convexity, and CARS with Numerical Quadrature (CARS-NQ), which

offers robustness against oscillatory noise. We also introduce a novel randomized matrix

inversion method to leverage more curvature information. The second method, Inspect as

You Run (IR), can be integrated into any iterative DFO method. It aids in escaping spurious

local optima while preserving local convergence properties. We also prove that IR assists

in verifying R-local optimality, an intermediate between the local and global optimality.

Extensive numerical results are provided, demonstrating the efficacy of these methods.
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CHAPTER 1

Introduction

Derivative-Free Optimization (DFO) is an important area of optimization that aims to

minimize an objective in situation where where derivative information or internal structures

are inaccessible. Also referred to as black-box optimization, simulation-based optimization,

or zeroth-order optimization, these kinds of problems have emerged organically in diverse

fields including natural sciences, engineering, computer science, economics, as well as business

and social sciences.

A range of major applications for DFO includes model-free reinforcement learning [SHC17,

MGR18, CPP20], hyperparameter tuning [BB12, HKV19, YS20, KGG18], engineering designs

such as wing planform design [AD04], and biomedical imaging [Oeu05], among others. The

sheer diversity of applications signifies that these problems fall into various categories, where

each might require different approaches. The domain of a DFO problem can be continuous,

discrete, or a blend of both, and the function query can also be noisy. This thesis is primarily

centered around unconstrained continuous optimization without noise. That is, minimizing a

function f : Rd → R, where the function queries at an arbitrary point give the exact function

values.

1.1 Categories of Derivative-Free Optimization Methods

DFO methods can be broadly classified into two categories: global and local. Typically, global

DFO methods are designed to set up a model that approximates the function across the
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entire search space, which makes them a powerful tool for thorough exploration. Due to their

comprehensive approach, they often require substantial computational resources. A standard

workflow for global DFO methods encompasses several steps, primarily the exploration and

exploitation stages. During the exploration phase, the search space is surveyed to improve

the model’s accuracy. In the exploitation phase, the accumulated information is harnessed to

pinpoint a viable candidate for the minimum.

Among the spectrum of global DFO methods, Bayesian optimization [SSW15] is one

of the most popular choices. It incrementally updates the probabilistic model to estimate

the objective using Bayes’ rule. Another well-regarded model-based approach is built on

radial basis functions, such as RBFOpt [CN18]. RBFOpt works very well in practice,

making it favourable among others. Although these global methods tend to show better

sample complexity in a complex non-convex problem due to their effectiveness in maximizing

information usage, they suffer from poor scalability issue; the search space grows exponentially

with the dimension.

In constrast, local methods usually follow a more focused approach. They sample points

near the current iterate and use these points to inform next steps. Local methods generally

estimate derivative information through specific techniques such as finite difference [NS17] or

smoothing methods [ZTL20] and replicate their first- or second- order counterparts.

Interestingly, with careful handling of these estimated derivatives, it’s often possible to

demonstrate local convergence properties similar to methods with access to exact derivative

information, up to a linear factor in the dimension d. As such, local DFO methods are less

affected by scalability issues. However, they face challenges when dealing with non-convex

objectives, as they are frequently caught in local minima from which they cannot escape.

This often significantly degrades the performance of local DFO, leading to the development

of various approaches to overcome this, such as random initializations, multiple restarts, and

many other heuristics [JS01, Kwe15, YLD23].
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1.2 Preliminary Insights

One of the key insights to understand the role of the finite difference in DFO is to see that it

is a stochatstic, unbiased estimator of the gradient of smoothed version of f [NS17]. Namely,

for r > 0 and u ∼ N (0, Id), define the smoothed function fr as

fr(x) = Eu∼N (0,Id)f(x+ ru).

Then the directional finite difference of f along u,

δ+ =
f(x+ ru)− f(x)

r
and δ0 =

f(x+ ru)− f(x− ru)

2r
,

provide the unbiased estimators of ∇fr(x) when multiplied to u:

E[δ+ u] = E[δ0 u] = ∇fr(x).

Hence, the finite difference essentially provides a stochastic gradient for the smoothed function

fr. This gives two important insights:

1. The existing analysis on stochastic gradient descent can be applied, as long as we can

also handle the error due to the smoothing. This is well illustrated in the proof of

convergence results of CARS and its variant CARS-CR in Chapter 2.

2. While the accuracy of the finite difference to ∂f
∂u

is degraded as r increases, larger

sampling radius r leads to more smoothing effect, which is beneficial under the presence

of oscillatory noise. This is the key idea behind CARS-NQ, instroduced in Chapter 2,

using an alternative to the finite difference, numerical quadrature, to estimate directional

derivatives of the smoothed function.

The term local in local minimum of a function can mean an arbitrarily small neighborhood.

When the function is convex, it necessarily is a global minimum, but this is not the case for

3



non-convex functions. This is, however, to some extent resolved in the smoothing nature of

DFO methods discussed above. Nevertheless, we cannot control the size of the guaranteed

region of minimality. This is where the notion of R-local minimum comes in. An R-local

minimum is defined to be a minimum within a ball of radius R around itself:

f(x̄) = min
x∈B(x̄,R)

f(x).

This notion was first introduced in [CSY19], and this notion makes the inspection strategy

to be a useful tool to fill the gap between local and global methods. We focus more on this

in Chapter 3.

1.3 Contributions

This thesis augments local DFO methods in two significant ways: enhancing local convergence

property and enabling local DFO methods to escape local minima while preserving the local

convergence property.

In Chapter 2, we develope a local DFO method that utilizes approximate second-order

information to determine a better step size for a given search direction. It is capable of

accepting a wide variety of distributions for the search direction, making it suitable at

exploiting the known structure of the problem.

In Chapter 3, we propose a method to find R-local minima [CSY19] to bridge the gap

between local and global methods. This simple add-on method that can be incorporated into

any iterative DFO methods, preserving the same local convergence rate, up to a constant,

while also having the capability to escape local minima. The inspection stage in each iteration

can be utilized either to improve the solution or verify its R-local optimality.
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CHAPTER 2

Curvature-Aware Derivative-Free Optimization

2.1 Introduction

We consider minimizing a function f : Rd → R, with only access to function evaluations

f(x), and no access to gradients or directional derivatives. This setting is commonly referred

to as Derivative-Free Optimization (DFO). DFO has a rich history and has recently gained

popularity in various areas such as reinforcement learning [SHC17, MGR18, CPP20], hy-

perparameter tuning [BB12, HKV19] and adversarial attacks on neural network classifiers

[CZS17, CMY22b]. In all of these applications, evaluating f(x) is either expensive, time-

consuming, or inconvenient, and therefore, it is desirable for DFO algorithms to minimize

the number of function evaluations required.

Classical methods for DFO include the Nelder-Mead simplex method [NM65], direct

search methods [KLT03], and model-based methods [CSV09]. However, these methods tend

to scale poorly with the problem dimension d, although recent works [CR22, CMO22, CO22]

have made progress in this direction. Due to the demands of large-scale machine learning

applications, zeroth-order (ZO) methods for DFO have gained increasing attention [LCK20].

ZO methods mimic first-order methods like gradient descent but approximate all derivative

information using function queries.

At each iteration, the algorithm selects a direction uk and takes a step xk+1 = xk + αkuk.

While the selection of uk has been well studied (see [BCC21] and references therein), this

thesis focuses on the selection of αk, allowing for uk to be either randomly selected or an
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approximation to the negative gradient (i.e., uk ≈ −∇f(xk)).

The first part of this thesis, Chapter 2, focuses on the development of a novel ZO method

in this direction. Intelligently choosing αk can lead to convergence in fewer iterations, but

this gain may be offset by the number of queries it takes. If we compute uk ≈ −∇f(xk),

techniques such as backtracking line search from first-order optimization can be employed

[BCS21]. However, obtaining a sufficiently accurate approximation to −∇f(xk) requires Ω(d)

queries per iteration [BCC21], which is not ideal to generate just one step when the dimension

d is large. On the other hand, when we take uk as a random vector, with high probability

uk is almost orthogonal to −∇f(xk). Hence, αk in [GL13, NS17, BGR20] is very small to

guarantee descent at every iteration (possibly in expectation).

In this chapter, we propose using finite difference approximations to the first and second

derivatives of the univariate function α 7→ f(xk + αuk) to compute a candidate α+ for αk.

Specifically, we set

α+ =
dr

L̂hr
,

where

dr :=
f(xk + ruk)− f(xk − ruk)

2r
, (2.1)

hr :=
f(xk + ruk)− 2f(xk) + f(xk − ruk)

r2
, (2.2)

and L̂ is a user-specified parameter. Computing α+ requires only three queries per iteration.

This simple modification to the well-known Random Search algorithm [GL13, NS17] (which

takes αk = dr/L̂ or similar) can be viewed as an inexact one-dimensional Newton’s method

at each iteration. When encountering low curvature directions, hr is small and α+ is large, so

this α+ may occasionally fail to guarantee descent. To remedy this, we combine our step-size

rule with a simple safeguarding scheme based on the recently introduced Stochastic Three
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Point method [BGR20], which guarantees f(xk+1) ≤ f(xk) at every iterate. Importantly,

we show that α+ is a good candidate, i.e., f(xk+1) is significantly smaller than f(xk) a

positive proportion of the time. From this, we can quantify the expected total number

of function queries required to reach a target solution accuracy. Because our method is a

natural extension of Random Search that incorporates second derivative information, we dub

it Curvature-Aware Random Search, or CARS.

In addition to CARS, we propose an extension called CARS-CR (CARS with Cubic

Regularization) and CARS-NQ (CARS with Numerical Quadrature). CARS-CR modifies

the stochastic subspace cubic Newton method [HDN20] into a zeroth-order method, and it is

essentially CARS with an adaptive parameter L̂ and achieves O(k−1) convergence for convex

functions. CARS-NQ, on the other hand, incorporates Gauss-Hermite quadrature to estimate

the derivatives of the smoothed function. It allows larger sampling radius and is particularly

effective for non-convex functions of the form f = fcvx + fosc where fcvx is strongly convex

and fosc is rapidly oscillating.

Our numerical experiments show that both CARS and its variants outperform state-of-the-

art algorithms on benchmarks across various problem dimensions, demonstrating efficiency

and robustness. Furthermore, our results on adversarial attacks show that CARS can be

adapted to different sample distributions of uk. We demonstrate that CARS performs well

with a tailored distribution for a particular problem, an adversarial attack on a pre-trained

neural network.

Organization. This chapter is laid out as follows. In the rest of this section, we fix the

notation and discuss prior art. In Section 2.2, we introduce the main algorithm, namely

Curvature-Aware Random Search (CARS), along with its convergence analysis. Section 2.3

extends CARS with Cubic Regularization (CARS-CR) for general convex functions. In

Section 2.4 we introduce CARS with Numerical Quadrature (CARS-NQ), which replaces

finite difference with numerical quadrature. Section 2.5 brings forth a novel approach to
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randomized matrix inversion, resulting in the development of the Stochastic Hessian Inversion

for Projected Search (SHIPS) that makes use of more curvature information. In Section 2.6,

we provide mathematical proofs to support our technical claims. Section 2.7 contains extensive

numerical experiments that empirically verify our technical claims.

2.1.1 Assumptions and Notation

In developing and analyzing CARS, we assume that f is a convex and twice continuously

differentiable function. We use g(x) = ∇f(x) andH(x) = ∇2f(x) in the theoretical analysis of

Section 2.2.1. For a fixed initial point x0, we define the level-set Q = {x ∈ Rd : f(x) ≤ f(x0)},
‖ · ‖ as the Euclidean norm, and f? := minx∈Rd f(x). We say xk is an ε-optimal solution if

f(xk)− f? ≤ ε. We use D to denote a probability distribution on Rd. For any measurable

set S ⊆ Rd with finite measure, Unif(S) denotes the uniform distribution over S. The unit

sphere is written as Sd−1 := {u : ‖u‖ = 1} ⊆ Rd, and e1, · · · , ed represent the canonical basis

vectors in Rd. For two matrices A and B, we write A � B if B − A is positive semi-definite.

Definition 1. We say f is L-smooth, L > 0, if H(x) � LId for all x ∈ Q.

Definition 2. We say f is µ-strongly convex, µ > 0, if µId � H(x) for all x ∈ Q.

Under strong convexity, H(z) is positive definite for all z ∈ Q; hence the following inner

product and induced norm are well-defined for all z ∈ Q:

〈x, y〉H(z) := 〈H(z)x, y〉 and ‖x‖2
H(z) := 〈x, x〉H(z).

Strong convexity also implies the following [GKL19, Proposition 2].

Lemma 2.1.1 (L̂-Relative Smoothness and µ̂-Relative Convexity). If f is µ-strongly convex,

then f is µ̂-relatively convex and L̂-relatively smooth for some L̂ ≥ µ̂ > 0, i.e. for all x, y ∈ Q

µ̂

2
‖x− y‖2

H(y) ≤ f(x)− f(y)− 〈g(y), x− y〉 ≤ L̂

2
‖x− y‖2

H(y).
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We also make the following regularity assumption on H.

Assumption 1. H is a-Hölder continuous for some a > 0, i.e.

|u>(H(x)−H(y))u| ≤ La‖x− y‖a (2.3)

for any unit vector u ∈ Sd−1 and x, y ∈ Q.

Hölder continuity reduces to Lipschitz continuity when a = 1. Assumption 1 can be used

to refine the relative smoothness and relative convexity constants in a smaller region.

2.1.2 Prior Art

For a comprehensive introduction to DFO we refer the reader to [CSV09] or the more recent

survey article [LMW19]. As mentioned above, our interest is in ZO approaches to DFO

[LCK20], as these have low per-iteration query complexity (with respect to the dimension of

the problem) and have been successfully used in modern machine learning applications, such

as adversarial attacks on neural networks [CZS17, LKC18, CSC19, CMY22b, CLM21] and

reinforcement learning [SHC17, CRS18, FGK18]. Of particular relevance to this work is ZO

algorithms based on line search:

Sample uk from D,

αk ≈ α? = arg min
α∈R

f(xk + αuk), (2.4a)

xk+1 = xk + αkuk, (2.4b)

which may be thought of as zeroth-order analogues of coordinate descent [Nes12]. All of

the complexity results discussed below assume noise-free access to f(x). The noisy case is

more complicated, see [JNR12]. The first papers to use this scheme were [Kar74, Kar75],

9



where convergence is discussed under the assumptions that uk is a descent direction1 for

all k and (2.4a) is solved sufficiently accurately. Assuming (2.4a) is solved exactly, [MR64]

proves this scheme finds an ε-optimal solution in O(log(1/ε)) iterations when f is a quadratic

function (see also [SC76] for a discussion of these results in English). In [Kru83], O(log(1/ε))

iteration complexity was proved assuming access to an approximate line search oracle that

solves (2.4a) sufficiently accurately, for any strongly convex f , as long as uk are cyclically

sampled coordinate vectors. Similar ideas can be found in [GLL88, GS07, GR15]. More

recently, [SMG13] studied (2.4) under the name Random Pursuit which assumes access to an

approximate line search oracle satisfying either additive (α?−δ ≤ α̃ ≤ α?+δ) or multiplicative

((1− δ)α? ≤ α̃ ≤ α? and sign(α̃) = sign(α?)) error bounds. They show Random Pursuit finds

an ε-optimal solution in O(log(1/ε)) (resp. O(1/ε)) iterations if f is strongly convex (resp.

convex). The use of O(·) above suppresses the dependence of the query complexity on the

dimension d. In all results stated, the query complexity scales at least linearly with d. This is

unavoidable in DFO for generic f ; see [WDB18, BG21, CMY22b, CMY22a, CLM21, CR21]

for recent progress in overcoming this.

We highlight a shortcoming of the aforementioned works: Although they provide essentially

optimal bounds on the iteration complexity, they do not bound the query complexity. Indeed,

the true query complexity will depend on the inner workings of the solver employed to

solve (2.4a). For example, [SMG13] reports each call to the line search oracle requires an

average of 4 function queries when d ≤ 128 which increases to 7 when d = 1024. In contrast,

CARS requires only three queries per iteration, independent of d. The recently introduced

Stochastic Three Point (STP) method [BGR20, BBS20] also uses only three queries per

iteration. However, STP is not scale invariant, and in practice we find its performance

compares poorly against CARS (see Section 2.7).

We are partially motivated by ZOO-Newton [CZS17], which is essentially CARS with

D = Unif({e1, · · · , ed}). In [CZS17], it is demonstrated empirically that ZOO-Newton

1u>k∇f(xk) < 0.
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Algorithm Strg. Convex Convex Queries/Iter Use Line Search?

[Kar75] O(log(1/ε)) O(1/ε) — Yes
[Kru83] O(log(1/ε)) — — Yes
NDFLS [GR15] — — <∞ No
Random Pursuit [SMG13] O(log(1/ε)) O(1/ε) 4–7 (empirical) Yes
ZOO-Newton [CZS17] — — 3 No
Stochastic 3 Points [BGR20] O(log(1/ε)) O(1/ε) 3 No
CARS (proposed) O(log(1/ε)) O(1/ε)† 3 or 4† No

Table 2.1: Comparison of various line-search based ZO algorithms, all of which use random
search directions. We refer to algorithms without an agreed-upon name by the paper in which
it first appeared. If a quantity (e.g. queries per iteration, convergence rate) is not explicitly
computed we denote this with “—”. Notes: †: refers to CARS-CR variant.

performs well but no theoretical guarantees are provided. Our convergence guarantees for

CARS imply convergence of ZOO-Newton as a special case. Many other works consider

adapting Newton’s method to the derivative-free setting. However, obtaining an estimate

of the d × d Hessian ∇2f(xk) for general (i.e. unstructured) f(x) is difficult. Thus, one

needs to either use Ω(d2) queries [Fab71] in order to obtain an accurate estimate of ∇2f(xk)—

far too many for most applications—or use a high-variance approximation to ∇2f(xk)

[Spa00, YHF18, GK20, ZWS19, Zhu20]. CARS sidesteps this dichotomy, as it applies

Newton’s method to a one-dimensional function. Thus the “Hessian” to be estimated is 1× 1.

Connection to Evolution Strategies. Evolution strategies (ES) are a class of derivative-

free optimization strategies inspired by biological evolution. Surprisingly, recent works

[SHC17] have shown that many ES algorithms are in fact equivalent to Random Search

algorithm [NS17] with Monte Carlo estimation of smoothed gradient. In this section we

show how CARS can also be viewed as an ES. First, recall that the defining feature of an

ES algorithm is that it maintains and iteratively updates a population distribution, i.e. a

distribution over the search space Rd, pθ. The goal of any ES is to find

θ? = arg min{F (θ) = Ex∼pθ [f(x)]}.
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Now consider a Gaussian population distribution: pθ = N (ψ, r2A2) where θ = (ψ,A).

and r > 0 is a small, fixed, constant. We assume A is symmetric and positive definite. F (θ)

can be written as

F (ψ,A) = Eu∼N (0,Id)[f(ψ + rAu)] =

∫
f(ψ + rAu)φ(u) du,

where φ(u) = (2π)−d/2 exp(−‖u‖2/2) denotes the density of the d-dimensional standard

normal distribution. Thus, we can regard F as a smoothed version of f . Integration by parts

reveals:

∇ψF (ψ,A) = r−1E
[
f(ψ + rAu)A−1u

]
. (2.5)

Noticing that E[f(ψ)A−1u] = 0 and E[f(ψ − rAu)A−1u] = −E[f(ψ + rAu)A−1u], we can

also write (2.5) as

∇ψF (ψ,A) = E
[
r−1(f(ψ + rAu)− f(ψ))A−1u

]
= E

[
(2r)−1(f(ψ + rAu)− f(ψ − rAu))A−1u

]
= E

[
dr(ψ;Au)A−1u

]
Fixing A to be a constant matrix, and using a single sample to estimate ∇ψF (ψ) we

obtain the NRS gradient estimator [NS17]. Setting A = Id and using a population of size

greater than one for the Monte Carlo approximation of the expectation, it becomes the

evolution strategy introduced in [SHC17]. Allowing A to vary and using additional samples

to approximate A ≈ H−1 yields the gradient estimator employed in [YHF18, SY20]. Note

that they use the estimated Newton vector: A2∇ψF (ψ,A) as their descent direction.

We now show the connection between this evolution strategy and CARS. Again by

integration by parts2:

2This can also by deduced from Stein’s formula [Ste72, Ste81]
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∇2
ψF (ψ,A) = r−2A−1E[f(ψ + rAu)(uu> − Id)]A−1. (2.6)

For simplicity define M := r−2E[f(ψ + rAu)(uu> − Id)]. Then, fixing A, the Newton vector

~n(ψ) for F at ψ is

~n(ψ) = −(∇2
ψF )−1(∇ψF ) = AM−1E[dr(ψ;Au)u]. (2.7)

Note that E[uu>−Id] = 0, so we can subtract 2f(ψ)(uu>−Id) fromM inside the expectation.

Using symmetry:

M = E[hr(ψ;Au)(uu> − Id)/2].

Finally, if we use a single sample u for each expectation in (2.7),

~n(ψ) ≈ −2
dr(ψ;Au)

hr(ψ;Au)
A(uu> − Id)−1u

(a)
= −2

dr(ψ;Au)

hr(ψ;Au)

1

‖u‖2
2 − 1

Au,

where (a) follows as u is an eigenvector of uu> − Id with eigenvalue ‖u‖2
2 − 1. For A = Id,

we recover CARS, up to a constant factor coming from the difference between the Gaussian

distribution and the uniform distribution on the unit sphere. Thus, CARS can be thought

of as an ES maintaining an isotropic population distribution (as Id is the covariance) but

taking a Newton step each iteration to update the mean. This interpretation suggests the

following modification to CARS: one can also update A using the stochastic gradient:

∇AF (ψ,A) = A−1E[f(ψ + rAu)(uu> − Id)], (2.8)

Another natural extension of CARS in this direction is to use a population of size greater

than one to estimate the Newton vector in (2.7). This yields

~n(ψ) ≈ −2A

(
m∑
i=1

hr(ψ;Aui)(uiu
>
i − Id)

)−1( m∑
i=1

dr(ψ;Aui)ui

)
, (2.9)
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where the inverse of the sum of m matrices in (2.9) can be efficiently computed through, for

instance, the Woodbury matrix formula. We leave the exploration of thes ideas to future

work.

2.1.3 Main Contributions

We propose a simple and lightweight zeroth-order algorithm: CARS. To derive convergence

rates for CARS we use a novel convergence analysis that hinges on the insight that CARS

need only significantly decrease the objective function on a positive proportion of iterations.

Our results allow for a Hölder continuous Hessian—a weaker assumption than the Lipschitz

continuity typically considered in such settings. We also propose a cubic-regularized variant,

CARS-CR. The analysis of CARS-CR extends that of the Stochastic Subspace Newton method

[HDN20] to the zeroth-order setting. The key ingredient is a careful handling of the errors

introduced by replacing directional derivatives with their finite difference counterparts. We

further propose an additional variant, CARS-NQ, in combination with numerical quadrature.

This variant facilitates obtaining more precise approximation, thus permitting a larger

smoothing parameter. Our theoretical results are corroborated by rigorous benchmarking

on two datasets: Moré-Garbow-Hillstrom [MGH81] and CUTEst [GOT15]. The benchmark

results demonstrate that CARS outperforms existing line-search based ZOO algorithms. Our

result is accompanied by an open-source implementation of CARS (and its variant), available

online at https://github.com/bumsu-kim/CARS.

2.2 Curvature-Aware Random Search

Given uk sampled from D, consider the one-dimensional Taylor expansion:

T2(α;xk, uk) := f(xk) + αu>k gk +
α2

2
u>kHkuk ≈ f(xk + αuk). (2.10)
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CARS selects αk ≈ arg minα T2(α;xk, uk). The exact minimizer u>k gk/u>kHkuk depends on

unavailable quantities. CARS uses αk = drk/hrk , where dr and hr are finite difference

approximations:

drk(xk;uk) :=
f(xk + rkuk)− f(xk − rkuk)

2rk
= u>k gk +O(r2

k‖uk‖2), (2.11)

hrk(xk;uk) :=
f(xk + rkuk)− 2f(xk) + f(xk − rkuk)

r2
= u>kHkuk +O(r2

k‖uk‖2). (2.12)

(We write drk and hrk , in place of drk(xk;uk) and hrk(xk;uk) when xk and uk are clear from

context.) Thus each iteration of CARS is a zeroth-order analogue of a single iteration of

Newton’s method applied to f restricted to the line spanned by uk. As is well-known [NP06],

pure Newton’s method may not converge. So, following [GKL19] we add a fixed step-size

1/L̂ and define:

xCARS,k = xk −
drk
L̂hrk

uk. (2.13)

We allow the distribution D to be iteration dependent, i.e. uk can be sampled from Dk.
In computing drk(xk) and hrk(xk), CARS queries f at the symmetric points xk + rkuk and

xk − rkuk. We extend STP [BGR20] into a safeguarding mechanism for CARS and choose

the next iterate

xk+1 = arg min{f(xCARS,k), f(xk), f(xk − rkuk), f(xk + rkuk)},

which ensures monotonicity: f(x0) ≥ f(x1) ≥ f(x2) ≥ · · · . CARS requires two input param-

eters, L̂ and C. Ideally, L̂ should be the relative smoothness parameter (see Lemma 2.1.1),

although CARS-CR (see Section 2.3) introduces a mechanism for selecting L̂ adaptively. The

selection of C is the subject of the next section.
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Algorithm 1 Curvature-Aware Random Search (CARS)
1: Input: x0: initial point; L̂: relative smoothness parameter, C: scale-free sampling radius

limit.
2: Get the oracle f(x0).
3: for k = 0 to K do
4: Sample uk from Dk.
5: Set rk ≤ C/‖uk‖.
6: Evaluate and store f(xk ± rkuk).
7: Compute drk and hrk using (2.11) and (2.12).
8: Compute xCARS,k = xk − drk

L̂hrk
uk.

9: xk+1 = arg min{f(xCARS,k), f(xk), f(xk − rkuk), f(xk + rkuk)}.
10: end for
11: Output: xK : estimated optimum point.

2.2.1 Convergence Guarantees

Before proceeding we list two necessary assumptions on Dk. To describe the assumptions,

introduce:

η(g,H;D) = Eu∼D
[

(u>g)2

(u>Hu)(g>H−1g)

]
. (2.14)

By Cauchy-Schwarz η(g,H;D) ≤ 1 for all g, D, and positive definite H. We use η to measure

the quality of the sampling distribution D with respect to the Newton vector H−1g, and it is

exactly 1 when all u ∼ D are parallel to H−1g. Our analysis assumes η(g,H;D) is bounded

away from zero, and this property holds for common choices of D as shown in Lemma 2.2.3.

Since replacing (rk,Dk) by (β−1rk, βDk), for any β > 0, will not affect CARS, we use the

scale-free sampling radius, rk‖uk‖, and define the following constants depending on the Hölder

continuity of H:

C1,a =

(
(a+ 1)(a+ 2)

21/2+aLa

)1/(1+a)

and C2,a =

(
(a+ 1)(a+ 2)

4(
√

2 + 1)La

)1/a

.
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Our analysis requires us to define the following sampling radius limit, C, which also depends

on the target accuracy ε and a free parameter γ ∈ (0, 1]:

C := min{C1,a(γ
√

2µε)1/(1+a), C2,aµ
1/a}. (2.15)

CARS uses C to choose the sampling radius rk‖uk‖ after sampling uk (see Line 6 of Algo-

rithm 1). For instance, when H is Lipschitz continuous, this rule gives rk‖uk‖ = O(ε1/4).

Note that C is scale-invariant, i.e. replacing (f, ε) by (λf, λε) for any λ > 0 does not change

C.

Theorem 2.2.1 (Expected descent of CARS). Suppose f is µ-strongly convex and its Hessian,

H, is a-Hölder continuous. Suppose further that η(gk, Hk;Dk) ≥ η0 > 0. Let γ ∈ (0, 1] and ε

be the target accuracy. Take the scale-free limit of sampling radius C in (2.15). Let xCARS,k

be as in (2.13) and let Ak denote the event:

γ‖uk‖
√

2µε ≤ |u>k gk|. (2.16)

Then,

E [f(xCARS,k)− f? | Ak] ≤
(

1− η0
µ̂

2L̂

)
(f(xk)− f?). (2.17)

In words, by limiting the sampling radius to C, and conditioning on uk being “good

enough” (i.e. Ak occurs,) we obtain linear descent in expectation. The proof of Theorem 2.2.1

can be found in Section 2.6. Although Ak does not occur with probability 1, we show Ak
occurs for a positive fraction of CARS iterations. When Ak does not occur, the safeguarding

mechanism (Line 10 of Algorithm 1) still ensures monotonicity: f(xk+1) ≤ f(xk). This reveals

the key idea behind CARS: it exploits good search directions uk when they arise yet is robust

against poor search directions. Carefully quantifying this intuition, we have:

Corollary 2.2.2 (Convergence of CARS). Take the assumptions of Theorem 2.2.1. Suppose
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further that there exists γ ∈ (0, 1] such that

pγ := inf
k≥0

Puk∼Dk
[
|u>k gk| ≥ γ‖uk‖‖gk‖

]
> 0 (2.18)

for all k ≥ 0, and use γ to define C in (2.15). Then, Algorithm 1 converges linearly. More

specifically, for any

K ≥ 2L̂

η0pγµ̂
log

(
f(x0)− f?

ε

)
,

we have E[f(xK)]− f? ≤ ε.

The additional assumption on Dk i.e. the existence of γ, is very mild, and is discussed in

Sec. 2.2.2.

2.2.2 Further Results on the Sampling Distribution

The speed of convergence of CARS depends crucially on the lower bounds η0 and pγ (see (2.14)

and (2.18)). The following Lemma computes η0 for several commonly used distributions.

Lemma 2.2.3. 1. (Isotropic distributions) When

D = Unif(Sd−1), Unif({e1, · · · , ed}), N (0, Id), or Unif({±1}d),

we have η(g,H;D) ≥ µ/(dL). The distributions in the above equation are uniform on

sphere, coordinate directions, Gaussian, and Rademacher, respectively.

2. (Approximate gradient direction) If D satisfies

Eu∼D

[(
|u>g|
‖u‖‖g‖

2
)]
≥ β > 0 (2.19)

for some β > 0, then η(g,H;D) ≥ βµ/L.
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3. (Newton direction) When u is parallel to H−1g with probability 1, we have η(g,H;D) =

1.

Proof. Since u>Hu ≤ L‖u‖2 and g>H−1g ≤ µ−1‖g‖2,

η(g,H;D) ≥ µ

L
Eu∼D

[( |u>g|
‖u‖‖g‖

)2
]
. (2.20)

1. When D = N (0, Id) or Unif(Sd−1), we can replace g by the standard basis vector

e1 by symmetry, and it immediately follows that η(g,H;D) ≥ µ/(dL). When D =

Unif({e1, · · · , ed}),

Eu∼D

[( |u>g|
‖u‖‖g‖

)2
]

=
1

d

d∑
i=1

|gi|2/‖g‖2 =
1

d

and when D = Unif({±1}d),

Eu∼D

[( |u>g|
‖u‖‖g‖

)2
]

=
1

2d

∑
u∈{±1}d

∑d
i=1 |gi|2 +

∑
i 6=j uiujgigj

d‖g‖2
=

1

d
.

Hence, again from (2.20), we have the same lower bound µ/(dL).

2. When (2.19) holds, (2.20) provides the lower bound η(g,H;D) ≥ βµ/L. In particular,

when u is parallel to g (i.e. gradient direction) with probability p, then η ≥ pµ/L.

3. When u is the Newton direction, i.e. u is parallel to H−1g with probability 1, u>g =

u>Hu = g>H−1g, and so η(g,H;D) = 1.

This finishes the proof.

Lemma 2.2.3 suggests that assuming η(gk, Hk;Dk) ≥ η0 > 0 for all k ≥ 0 is reasonable

in practice. Note Case 3 yields the best possible η, as η ≤ 1 by Cauchy-Schwarz. The next

Lemma suggests that assuming pγ > 0 is also reasonable in practice.
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Lemma 2.2.4 (Estimation and Lower Bounds of pγ for Various Distributions).

1. (Uniform on sphere and Gaussian) When D = N (0, Id) or Unif(Sd−1) we have

Pu∼D
[
|u>g| ≥ γ‖u‖‖g‖

]
= I1−γ2

(
d− 1

2
,
1

2

)
. (2.21)

In particular, for d ≥ 2, Pu∼D
[
|u>g| ≥ ‖u‖‖g‖/

√
d
]
≥ 0.315603.

2. (Random coordinate direction) When D = Unif({e1, · · · , ed}) we have

Pu∼D
[
|u>g| ≥ ‖u‖‖g‖/

√
d
]
≥ 1/d.

Proof. 1. First note that we can assume ‖u‖ = 1 in (2.21), and thus we only need to

consider the case D = Unif(Sd−1). In this case, D is invariant under rotation so we can

take g = e1 and

Pu∼D
[
|u>g| ≥ γ‖u‖‖g‖

]
= P[|u1| ≥ γ] = I1−γ2

(
d− 1

2
,
1

2

)

where I is the regularized incomplete Beta function as in [CMY22a, Theorem 2.3]. In

particular, when γ = 1/
√
d, the function d 7→ I1−1/d

(
d−1

2
, 1

2

)
is decreasing for d ≥ 2

and bounded below by 0. Thus pγ ≥ limd→∞ I1−1/d

(
d−1

2
, 1

2

)
= 0.315603 · · · .

2. When D = Unif{e1, · · · , ed},

Pu∼D
[
|u>g| ≥ γ‖u‖‖g‖

]
=

1

d

d∑
i=1

1|gi|≥γ‖g‖.

Recall that ‖g‖2 =
∑

i |gi|2. Hence, we have maxi |gi| ≥ ‖g‖/
√
d, which implies

Pu∼D
[
|u>g| ≥ ‖u‖‖g‖/

√
d
]
≥ 1/d. Note that this bound is tight; the equality holds

when, for example, g = (1, 0, · · · , 0).

This finishes the proof.
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When γ is small enough and Dk approximates the gradient or Newton direction close

enough, both ηDk and pγ do not depend on d, leading to dimension independent convergence

rates. So, CARS can be combined with other derivative-free techniques that estimate the

gradient (or Newton direction)—at the cost of two additional function queries per iteration

CARS will choose an approximately optimal step-size in this computed direction. Our analysis

easily extends to such combined methods, and we sketch how to do so for the widely used

[NS17, SHC17, CRS18, FGK18] variance-reduced Nesterov-Spokoiny gradient estimate:

g̃k :=
1

m

m∑
i=1

dr(xk;uk)uk ≈ gk. (2.22)

For simplicity, we assume access to exact directional derivatives (as in [NS17]).

Corollary 2.2.5. Let f be µ-strongly convex and H be a-Hölder continuous. Suppose, at

each step, uk is generated by first sampling v1, · · · , vm from Gaussian distribution N (0, Id)

and defining:

uk =
1

m

m∑
j=1

(g>k vj)vj.

Then CARS (Algorithm 1) finds xK with E[f(xK)]− f? ≤ ε if

K ≥ 2L̂L(m+ d+ 1)

µ̂µmpγ
log

(
f(x0)− f?

ε

)
.

Proof. From Lemma 2.2.3 (part 2) we obtain:

ηD ≥
µm

L(m+ d+ 1)
.

Combining this with Corollary 2.2.2 yields the claim.
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2.3 CARS with Cubic Regularization for General Convex Functions

Here, we adopt cubic regularization [NP06, HDN20], a technique to achieve global convergence

of a second-order method for convex functions, in CARS and prove convergence. We drop

strong convexity and assume only L-smoothness. We assume Lipschitz continuity of the

Hessian (i.e. a = 1 in Assumption 1) and let M = L1 be the Lipschitz constant. Instead of

using the second-order Taylor expansion (2.10), we now use

P (α; d, h) := dα +
1

2
hα2 +

M

6
|α|3, (2.23)

with the exact derivatives P ( · ; d0, h0) and the finite difference approximations P ( · ;±drk , hrk).
The method of Stochastic Subspace Cubic Newton (SSCN) [HDN20] takes exact derivatives

and uses the following inequality [HDN20, Lemma 2.3]

f(xk + αuk) ≤ f(xk) + P (α; d0(xk;uk), h0(xk;uk)) (2.24)

to derive the algorithm xk+1 = xk + α̂kuk, where α̂k = arg minα P (α; d0, h0). We propose

using α±k = arg minα P (α;±drk , hrk) in place of α̂k. By solving P ′(α;±drk , hrk) = 0 we obtain

α±k = − ±2drk

hrk +
√
h2
rk

+ 2M |drk |
.

This step-size is equal to − ±drk
hrk L̂k

with

L̂k =
1

2
+

√
1

4
+
M |drk |
2h2

rk

, (2.25)

so it is CARS with this varying relative smoothness constant. We formalize this as Algorithm 2.

To analyze CARS-CR (Algorithm 2), we make a boundedness assumption.

Definition 3. Recall that Q = {x ∈ Rd : f(x) ≤ f(x0)}. We say f has an R-bounded level
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Algorithm 2 CARS with Cubic Regularization (CARS-CR)
1: Input: ε: target accuracy; x0: initial point; r0: initial sampling radius; M : Lipschitz

constant of Hessian.
2: Get the oracle f(x0).
3: for k = 0 to K do
4: Sample uk from Dk.
5: Set rk ≤ ρ

√
ε/
√
k + 2 where ρ = R/

√
2B as defined in Theorem 2.3.3.

6: Evaluate and store f(xk ± rkuk).
7: Compute drk and hrk using (2.11) and (2.12).
8: Compute L̂k using (2.25).
9: Compute xCR±,k = xk ± drk

L̂khrk
uk.

10: xk+1 = arg min{f(xCR+,k), f(xCR−,k), f(xk), f(xk − rkuk), f(xk + rkuk)}.
11: end for
12: Output: xK : estimated optimum point.

set if the diameter of Q is R <∞.

Without loss of generality, we may assume the distribution is normalized (i.e. ‖u‖ = 1

w.p. 1.) This is because we only need to bound the scale-free sampling radius rk‖uk‖, as
before. To ensure that the finite difference error is insignificant, the sampling radius needs

to be small enough. However, for a more concise analysis, it is helpful to have an upper

bound that can be chosen arbitrarily. Let R > 0 be an upper bound of rk for all k ≥ 0. Note

that any rk selected by CARS-CR automatically satisfies rk ≤ R (see line 5 of Algorithm 2).

Using this notation, we get:

Lemma 2.3.1 (Finite difference error bound for the minimum of P ). Let P ( · ) = P ( · ; d0, h0).

Then for any 0 ≤ rk ≤ R,

min(|P (α̂k)− P (α+
k )|, |P (α̂k)− P (α−k )|) ≤ 2B

R2
r2
k, (2.26)

where B = max(LR2,MR3, f(x0)− f?).

If the sampling distribution is isotropic in expectation, i.e. it satisfies E
[
uku

>
k

]
= 1

d
Id,,

we get the following descent lemma:
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Theorem 2.3.2 (Expected descent of CARS-CR). Suppose f is convex, L-smooth, and has

M-Lipschitz Hessian. If Dk is isotropic in expectation, then with Algorithm 2, we have

E [f(xk+1) | xk] ≤
(

1− 1

d

)
f(xk) +

1

d
f(xk + z) +

L

2d
‖z‖2 +

M

6d
‖z‖3 +

2B

R2
r2
k (2.27)

for any z ∈ Rd.

Finally, with decreasing rk as given in Algorithm 2, we obtain the O(k−1) convergence

rate for CARS-CR.

Theorem 2.3.3 (Convergence of CARS-CR). Under the assumptions of Theorem 2.3.2,

further assume f has an R-bounded level set. Set rk ≤ ρ
√
ε√

k+2
where ρ = R√

2B
. Then, with

Algorithm 2, we have

E[f(xK)]− f? ≤
ss(f(x0)− f?)(1 + log(K + 2))

(K/d)s+1
+
es/K(s+ 1)2LR2

2s(K/d)

+
e(s−1)/K(s+ 1)3MR3

6(s− 1)(K/d)2
+
e2(s+1)/K

s+ 1
ε

(2.28)

for any s > 1. That is, for any 0 < p < 1 there exists Cp > 0 such that E[f(xK)]− f? ≤ ε if

K ≥ Cpdmax

{
LR2

ε
,

√
MR3

ε
,

(
f(x0)− f?

ε

)p}
. (2.29)

2.4 Incorporating Numerical Quadrature

Recall that the Gaussian smoothing of f is defined as

Gr[f ](x) = Eu∼N (0,Id)[f(x+ ru)].

As discussed in [NS17] and elsewhere

∇Gr[f ](x) = r−1E[f(x+ ru)u] = E[dr(x;u)u],
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thus dr(x;u)u is an unbiased estimator of ∇Gr[f ]. This fact is key in proving the convergence

of NS random search [NS17]. Consider a single step of Newton’s method to a smoothed, one-

dimensional function, by slicing f in a fixed direction ûk ∈ Sd−1. That is, consider uk = tkûk

with tk ∼ N (0, 1), and define the one-dimensional function f̃(t;xk, ûk) = f(xk + tûk). Then

its Gaussian smoothing is given by

Gr[f̃(·;xk, ûk)](s) = Et∼N (0,1)[f̃(s+ rt;xk, ûk)].

For simplicity, we omit xk and ûk when they are clear from context. Note that dr is an

unbiased estimator of Gr[f̃ ]′(0), and hr is a (biased) estimator of Gr[f̃ ]′′(0). Thus, the CARS

step xCARS = xk − dr/L̂hr actually mirrors a single step of Newton’s method, starting at

s = 0 for Gr[f̃ ](s).

In this section we propose a variant of CARS which uses better estimators of Gr[f̃ ]′(0)

and Gr[f̃ ]′′(0). By integration by parts3:

Gr[f̃ ]′(s) = r−1Et∼N (0,1)

[
tf̃(s+ rt)

]
, (2.30)

Gr[f̃ ]′′(s) = r−2Et∼N (0,1)

[
(t2 − 1)f̃(s+ rt)

]
. (2.31)

As these integrals are one-dimensional they may be accurately approximated using as few as

three queries with Gauss-Hermite (GH) quadrature. The following is a simple consequence of

[AS64].

Lemma 2.4.1. Let {(ti, wi)}qi=1 be the GH quadrature points and weights. Define

dNQ
r,q =

1

r
√
π

q∑
i=1

wi
√

2tif̃(
√

2rti), (2.32)

hNQ
r,q =

1

r2
√
π

q∑
i=1

wi(2t
2
i − 1)f̃(

√
2rti). (2.33)

3Again, this can also by deduced from Stein’s formula [Ste72, Ste81]
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Then dNQ
r,q − Gr[f̃ ]′(0) = O(r2q−2) and hNQ

r,q − Gr[f̃ ]′′(0) = O(r2q−4).

Here the constant for the O-notation depends on f̃ and q. See [AS64] for numerical

expressions for ti and wi. Notice that when q is odd, we only need q− 1 new function queries,

since t = 0 is one of the quadrature points. Using dNQ
r,q , h

NQ
r,q allows one to obtain extremely

accurate approximations to Gr[f̃ ]′(s) and Gr[f̃ ]′′(s) while using a much larger r. Although

large r is not necessarily desirable when f is strongly convex, it can be very useful when f is

non-convex of the form

f(x) = fcvx(x) + fosc(x), (2.34)

where fcvx is strongly convex while fosc is rapidly oscillating, i.e. fosc(x) = ψ(x) cos(λφ(x))

where ψ and φ are smooth and ‖ψ‖∞ <∞.

Theorem 2.4.2. Suppose f is non-convex of the form (2.34). For any fixed û consider

f̃cvx(t;x, û) = fcvx(x + tû) and Gr[f̃cvx](s) = Et∼N (0,1)[f̃cvx(s + rt;x, û)]. If φ̃(t) = φ(x + tû)

satisfies |φ̃′(t)| ≥ c and φ̃′ is monotone, then

|dNQ
r,q − Gr[f̃cvx]′(0)| = O(r2q−2 +

1

r
), (2.35)

|hNQ
r,q − Gr[f̃cvx]′′(0)| = O(r2q−4 +

1

r2
). (2.36)

Proof. Note that, thanks to Lemma 2.4.1, we only need to show Gr[f̃osc]
′(0) = O(r−1) and

Gr[f̃osc]
′′(0) = O(r−1). Denote ψ̃(t) = ψ(x+ tû). Then f̃osc(t) = ψ̃(t) cos(λφ̃(t)). Then

∣∣∣Gr[f̃osc]
′(0)
∣∣∣ = (2π)−1/2r−1

∣∣∣∣∫ ∞
−∞

te−t
2/2ψ̃(rt) cos(λφ̃(rt))dt

∣∣∣∣
≤ (2π)−1/2r−1

∣∣∣∣∫ ∞
−∞

te−t
2/2ψ̃(rt)eiλφ̃(rt)dt

∣∣∣∣ .
Because ‖ψ̃(t)‖∞ < ∞, we can bound the tail part of the integral arbitrarily small by a
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smooth bump function aR(t) that vanishes for |t| > R, and taking a sufficiently large R > 0:

∣∣∣Gr[f̃osc]
′(0)
∣∣∣ ≤ (2π)−1/2r−1

∣∣∣∣∫ ∞
−∞

aR(t)te−t
2/2r2ψ̃(rt)eiλφ̃(rt)dt

∣∣∣∣+O(r−1)

Then we apply Lemma 2.6 of [Tao07] with φ(t) = φ̃(rt) and the first term is also bounded by

O(r−1). Similarly, for the second derivative,

∣∣∣Gr[f̃osc]
′′(0)

∣∣∣ = (2π)−1/2r−2

∣∣∣∣∫ ∞
−∞

(t2 − 1)e−t
2/2ψ̃(rt) cos(λφ̃(rt))dt

∣∣∣∣
and we get Gr[f̃osc]

′′(0) = O(r−2).

Thus a judicious choice of r “smoothes out” the oscillatory part, while still accurately

estimating the first and second derivatives of the strongly convex part. Each iterate of CARS

with Numerical Quadrature (CARS-NQ, see Algorithm 3) effectively applies (one step of)

Newton’s method to fcvx, while ignoring fosc. This suggests, but does not prove, CARS-NQ is

robust towards local minima induced by fosc and will converge towards the global minimum

of f (assuming it is close to the global minimum of fcvx). This intuition is supported by our

empirical results, which are presented in Section 2.7.

Algorithm 3 CARS with Numerical Quadrature (CARS-NQ)
1: Input: x0: initial point; r: sampling radius; q: number of quadrature points.
2: Get the oracle f(x0).
3: for k = 0 to K do
4: Sample uk from D.
5: Compute xi := xk + r

√
2tiuk for i = 1, · · · , q.

6: Compute dNQ
r,q and hNQ

r,q using (2.32) and (2.33).
7: Compute L̂uk using (2.37).
8: Compute xCARS = xk − dNQ

r,q

L̂ukh
NQ
r,q

.

9: xk+1 = arg min{f(x1), · · · , f(xq), f(xk), f(xCARS)}.
10: end for
11: Output: xK : estimated optimum point.

[ZBZ21, TZ20] also suggest using GH quadrature in DFO. However the underlying
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principle of their proposed algorithms, DGS and AdaDGS, respectively, is quite different

from CARS-NQ. They apply GH quadrature in each coordinate direction. The resulting

estimates are then stacked into a vector, which they refer to as the Directional Gaussian

Smoothed (DGS) gradient. The DGS gradient is not easily interpretable as the gradient of

a function, hence analyzing the convergence of AdaDGS and DGS is tricky. Nevertheless,

in practice both AdaDGS and DGS converge in relatively few iterations, although we note

their per-iteration query complexity is Ω(d), making them unsuitable for high-dimensional

problems.

Bounding the relative smoothness. Both CARS and CARS-NQ require the knowledge

of the relative smoothness constant, L̂, so as to set the step-size appropriately. Using NQ a

proper value of L̂ may be suggested.

Proposition 2.4.3. Let f : R→ R satisfy f ′′(0) > 0. Assume f is three times continuously

differentiable and M = supx∈R |f ′′′(x)| <∞. Then f satisfies

f(t)− f(0)− tf ′(0) ≤ L̃

2
t2f ′′(0)

at t = −f ′(0)/(L̃f ′′(0)), where

L̃ =
1

2
+

√
1

4
+
M |f ′(0)|
3f ′′(0)

.

Proof. From Taylor’s theorem,

f(t)− f(0)− tf ′(0) =
t2

2
f ′′(0) +

t3

6
f ′′′(ζt).
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for some ζt ∈ (0, t). Therefore, dividing both sides by t2f ′′(x)/2, we only need to show that

1 +
tf ′′′(ζt)

3f ′′(0)
≤ L̃.

Since t = −f ′(0)/L̃f ′′(0), this is equivalent to

L̃2 − L̃ ≥ −f
′(0)f ′′′(ζt)

3f ′′(0)

However, from the definition of L̃,

(
L̃− 1

2

)2

≥ 1

4
+
M |f ′(0)|
3f ′′(0)

and it follows that

L̃2 − L̃ ≥ M |f ′(0)|
3f ′′(0)

≥ −f
′(0)f ′′′(ζt)

3f ′′(0)
.

Although Proposition 2.4.3 does not upper bound the relative smoothness parameter over

the whole domain, it provides the desired inequality at the desired point. As in (2.30) and

(2.31), also the higher order derivatives of Gr[f̃ ] can be easily estimated using NQ. Hence, we

suggest the following approximation to the relative smoothness parameter for each direction

u:

L̂u ≈
1

2
+

√
1

4
+
|dNQ
r,q |mNQ

r,q

(hNQ
r,q )2

, (2.37)

where mNQ
r,q denote the NQ estimator of Gr[f̃ ]′′′(0).
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2.5 More on Curvature: Randomized Matrix Inversion and SHIPS

Recall that the Newton vector is the solution of the linear system Ax = b, where A = H(xk)

and b = −g(xk). As we have discussed in Sections 2.2.1 and 2.4, for any z ∈ Rd, the scalar

measurements z>Az and b>z can be easily estimated via finite difference ((2.1) and (2.2),

respectively) or numerical integration (Lemma 2.4.1).

Previously, the reconstruction of the covariance matrix A from quadratic measurements

of the form u>Au has been studied, for instance, in [CCG15]. However, the proposed method

necessitates a low-rank assumption on the covariance matrix and involves solving an expensive

sub-problem. Contrarily, we introduce a novel approach that is easy to compute, and provides

an unbiased estimator for the inverse of a matrix, up to a scalar factor. Remarkably, this is

achieved through quadratic measurements without any need for additional assumptions on

the matrix, apart from symmetry and positive definiteness.

In this section we present a novel randomized matrix inversion method that estimates

A−1 and A−1b using only those scalar measurements. For the rest of this section, we assume

A is a general symmetric positive definite (SPD) matrix.

Theorem 2.5.1 (Randomized Matrix Inversion). Let A ∈ Rd×d be SPD, and p = d/2 + 1.

If u ∼ N (0, Id) is a Gaussian random vector, and w = u/‖u‖ ∼ Unif(Sd−1), then

E
[ ‖u‖d

(u>Au)p
uu>

]
= E

[
ww>

(w>Aw)p

]
=

A−1

d
√

det(A)
. (2.38)

In fact, the determinant of the right-hand-side of (2.38), det(d−1A−1/
√

det(A)), computes

to d−d(det(A))−p. Therefore, provided that the estimation of the expectation is accurate

enough, we can estimate det(A) and also recover A−1 without additional scalar factor.

However, we don’t need to perform this because we only need the direction of the Newton

vector. Recall that (2.13) is invariant under scalar multiplication on u.

And the following Corollary provides the direction of the Newton vector.
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Corollary 2.5.2 (Solution of the linear system through scalar measurements). Let A, p, u

and w be as defined in Theorem 2.5.1. Then

E
[‖u‖du>b

(u>Au)p
u

]
= E

[
w>b

(w>Aw)p
w

]
=

A−1b

d
√

det(A)
. (2.39)

When the direction u that we sample is parallel to the Newton vector, ~n, CARS recovers

the full Newton’s method, assuming that the finite difference approximation for directional

derivatives are exact. Combining this fact with the above stochastic Hessian inversion, which

can provide u whose direction is close to ~n, we propose the following algorithm, coined

Stochastic Hessian Inversion for Projected Search (SHIPS).

2.5.1 Discussion on SHIPS

One immediate advantage of SHIPS is the algorithm’s potential for parallelization. The

oracles at each iteration can be computed in parallel effortlessly. Furthermore, unlike other

Newton-type methods, it does not need to store the whole Hessian (or its inverse) in memory.

The gradient estimation gk in line 6 of Algorithm 4 can be achieved via several method-

ologies, including linear interpolation or smoothing method. For example, when the number

of samples m ≤ d, an estimation through linear interpolation can be given by solving

2rUkgk = Fk, where Uk is an m× d matrix with the i-th row being uk.i, and Fk is a d-vector

whose i-th entry is f(xk + ruk,i)− f(xk− ruk,i). When a solution exists for this linear system,

u>k,igk is just the directional finite difference, (Fk)i/(2r). In such a case, there is no need to

solve the linear system; the line 6 can be bypaseed, and directly proceeding to line 7.

Alternatively, gk can be estimated via a smoothing method incorporating Monte Carlo

estimation. We have [BCC21]

∇F (x) =
d

r
EUnif(Sd−1)[f(x+ µu)u],
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Algorithm 4 Stochastic Hessian Inversion for Projected Search (SHIPS)
1: Input: x0: initial point; µ: sampling radius; M : the number of samples per iteration; L̂:

relative smoothness parameter
2: Get the oracle f(x0).
3: for k = 0 to K do
4: Sample i.i.d. directions uk,i ∼ Unif(Sd−1), i = 1, · · · ,m.
5: Get oracles f(xk ± ruk,i) for i = 1, · · · ,m (2m queries).
6: Estimate gk using the 2m measurements above.
7: Compute the sample mean of (2.39) to estimate the direction of the Newton vector

ûk =
1

m

m∑
i=1

u>k,igk

(hr(xk;uk,i))p
uk,i.

8: Set uk = ûk/‖ûk‖.
9: Perform additional queries along uk to conduct CARS(-CR) (finite difference, 3(or 4)

more queries)

xk,CARS = xk −
dr(xk;uk)

L̂hr(xk;uk)
uk,

or CARS-NQ (GH quadrature, 2q + 1 more queries)

xk,CARS = xk −
Gr[f̃ ]′(0)

L̂ukGr[f̃ ]′′(0)
uk.

10: xk+1 = arg min{f(xk), f(xk ± ruki), f(xk,CARS)}.
11: end for
12: Output: xK : estimated optimum point.

where F (x) = E v∼Unif(Bd)[f(x+ rv)] is smoothed version of f on a ball of radius r. We refer

the interested reader to [BCC21] for a comparison between the interpolation method and the

smoothing method.

2.5.2 Enhancing the Quality of Estimation via Adaptive Sampling

Let B be a SPD matrix and consider v ∼ N (0, B−2) by taking v = B−1u, where u is

sampled from the standard normal distribution. Then Theorem 2.5.1 can be rewritten as an

expectation over v.
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Algorithm 5 Randomized Inversion with Adaptive Sampling (RIAS)
1: Input: M : the number of samples per iteration;
2: Get M0 ≈ A−1 using (2.38).
3: for k = 0 to K do
4: Find B−1

k = M
1/2
0 .

5: Get Mk ≈ A−1 using (2.40) with B = Bk.
6: end for
7: Output: MK : estimated inverse of A.

Corollary 2.5.3 (Randomized Matrix Inversion with N (0, B−2)). Let A, p, u be as defined

in Theorem 2.5.1. If B is SPD and v = B−1u, then

Ev∼N (0,B−2)

[ ‖Bv‖d
(v>Av)p

vv>
]

=
det(B)

d
√

det(A)
A−1. (2.40)

Proof. Let v = B−1u. Then v ∼ N (0, B−2) and

Ev∼N (0,B−2)

[ ‖Bv‖d
(v>Av)p

vv>
]

= Eu∼N (0,In)

[ ‖u‖d
(u>B−>AB−1u)p

B−1uu>B−1

]
=

1

d
√

det(B−>AB−1)
A−1

=
det(B)

d
√

det(A)
A−1.

An intriguing case occurs when B = A1/2 = PD1/2P>. This results in a similar approach

to evolution strategies where the covariance matrix approximates the inverse Hessian [YHF18,

SY20]. We propose the adaptive sampling procedure based on this idea in Algorithm 5.

However, the significance of the improvement resulting from this adaptive sampling

remains uncertain in higher dimensions. This may be due to a large variance in estimating

the inverse matrix. This aspect is left for future investigation.
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2.6 Proofs

Here we collect the proofs of the results of Sections 2.2.1 and 2.3, and state and prove some

auxiliary lemmas needed in the proofs of the main results. We begin with a lemma quantifying

the expected descent given access to exact derivatives.

2.6.1 Proofs for Results in Section 2.2.1

Lemma 2.6.1 (Expected descent of CARS with exact derivatives). Let uk ∼ Dk and xED,k

be the CARS step with exact derivatives

xED,k = xk −
u>k gk

L̂u>kHkuk
uk. (2.41)

Then letting ηk = η(gk, Hk;Dk),

E [f(xED,k) | xk]− f? ≤
(

1− ηk
µ̂

L̂

)
(f(xk)− f?). (2.42)

Remark 2.6.2. Lemma 2.6.1 is similar to [GKL19, Corollary 1] and [KBD21, Corollary 1

part (ii)]. However, Lemma 2.6.1 allows for more general sampling distributions D.

Proof. From µ̂-relative strong convexity we have

f? − f(xk) ≥ 〈gk, x? − xk〉+
µ̂

2
‖x? − xk‖2

Hk
≥ − 1

2µ̂
‖gk‖2

H−1
k
, (2.43)

where the second inequality follows by taking x = x? − xk and c = µ̂ in the following general

inequality [GKL19, Lemma 9]:

arg min
x∈Rd

〈g, x〉+
c

2
‖x‖2

H = −1

c
H−1g if H � 0 and c > 0.

Rearranging (2.43) yields −‖gk‖2
H−1
k

≤ 2µ̂(f? − f(xk)). Let Mk :=
uku
>
k

u>k Hkuk
. Then, from
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L̂-relative smoothness and [GKL19, Lemma 5],

f(xED,k) ≤ f(xk)−
1

2L̂
‖gk‖2

Mk
= f(xk)−

1

2L̂

〈uku>k gk, gk〉
u>kHkuk

= f(xk)−
1

2L̂

(u>k gk)
2

u>kHkuk
. (2.44)

Now let Ek[·] := E[·|xk] and take the conditional expectation of both sides of (2.44):

Ek [f(xED)] ≤ f(xk)−
1

2L̂
Ek
[

(u>k gk)
2

u>kHkuk

]
= f(xk)−

η(gk, Hk;Dk)
2L̂

‖gk‖2
H−1
k

≤ f(xk)− ηk
µ̂

L̂
(f(xk)− f?)

Subtracting f? from both sides yields the desired result.

Proof of Theorem 2.2.1. In this proof, for notational convenience let d0 = g>k uk for the first-

order directional derivative, and h0 = u>kHkuk for the second-order, and denote rk by r. From

the definition of L̂-relative smoothness, how much we progress at each step can easily be

described by a quadratic function q(t):

f(xk)− f(xk + tuk) ≥ q(t) := −d0t−
1

2
L̂h0t

2.

As in the exact derivatives case, the maximizer of q is t? = −d0/(L̂h0), with corresponding

maximum q(t?) = d2
0/(2L̂h0) = ‖gk‖Mk

/(2L̂), where Mk :=
uku
>
k

u>k Hkuk
as before. Recall that

xCARS,k = xk − dr/(L̂hr)uk. Our goal is to show that the finite difference estimate tr :=

−dr/(L̂hr) approximates t? well enough so that q(tr) ≥ q(t?)/2. Observe that if

|tr/t? − 1| ≤
√

1− c ⇐⇒ |tr − t?|2 ≤ (1− c)t2? (2.45)
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holds for some 0 < c < 1, then by completing the square in q(t):

q(tr) = − L̂h0

2
(tr − t?)2 + q(t?) ≥ −(1− c)q(t?) + q(t?) = cq(t?).

Because we want to show q(tr) ≥ q(t?)/2, it suffices to show (2.45) holds for c = 1/2, i.e.,

∣∣∣∣ trt? − 1

∣∣∣∣ =

∣∣∣∣ dr/d0

hr/h0

− 1

∣∣∣∣ ≤
√

1− 1

2
=

1√
2
. (2.46)

To prove (2.46), we further bound the left-hand side by the two separate (relative) finite

difference errors. Let ed and eh be the absolute errors in estimating d0 and h0, respectively,

i.e. ed = |d0 − dr| and eh = |h0 − hr|. Then, when eh < h0, which will be shown shortly,

∣∣∣∣ dr/d0

hr/h0

− 1

∣∣∣∣ =

∣∣∣∣∣−
d0−dr
d0

+ h0−hr
h0

1− h0−hr
h0

∣∣∣∣∣ ≤ ed/|d0|+ eh/h0

1− eh/h0

,

and thus, for (2.46) we only need to prove

ed
|d0|

+

(
1 +

1√
2

)
eh
h0

≤ 1√
2
. (2.47)

Now we bound ed and eh using Taylor’s theorem and Assumption 1. Because we have

f(xk ± ruk) = f(xk)± rg>k uk + r2

∫ 1

0

(1− t)u>kH(xk ± truk)uk dt, (2.48)

we get the following representation for the error of the first-order directional derivative:

dr − d0 =
f(xk + ruk)− f(xk − ruk)

2r
− g>k uk

=
r

2

∫ 1

0

(1− t)u>k [H(xk + truk)−H(xk − truk)]uk dt.
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By Assumption 1,
∣∣u>k [H(xk + truk)−H(xk − truk)]uk

∣∣ ≤ La(2tr)
a‖uk‖a+2 and therefore,

ed = |dr − d0| ≤ 2a−1Lar
a+1‖uk‖a+2

∫ 1

0

(1− t)ta dt =

(
r‖uk‖
C1,a

)1+a ‖uk‖
2
√

2
. (2.49)

Similarly, for the second-order directional derivative,

eh = |hr − h0| ≤ 2Lar
a‖uk‖a+2

∫ 1

0

(1− t)ta dt =

(
r‖uk‖
C2,a

)a ‖uk‖2

2
√

2 + 2
(2.50)

We see that r‖uk‖ ≤ C = min{C1,a(γ
√

2µε)1/(1+a), C2,aµ
1/a} implies two separate bounds

ed ≤
γ
√
µε‖uk‖

2

(a)

≤ |d0|
2
√

2
and eh ≤

µ‖uk‖2

2
√

2 + 2

(b)

≤ h0

2
√

2 + 2
, (2.51)

where (a) holds assuming Ak occurs and (b) follows from strong convexity:

h0 = u>kHkuk ≥ µ. (2.52)

As (2.51) implies (2.47) we have proved the theorem.

We now are ready to prove the convergence of CARS (Algorithm 1).

Proof of Corollary 2.2.2. From strong convexity we have

f? − f(x) ≥ 〈g(x), x? − x〉+
µ

2
‖x? − x‖2 ≥ − 1

2µ
‖g(x)‖2,

for any x ∈ Rd, where the second inequality comes from

arg min
x∈Rd

〈g, x〉+
c

2
‖x‖2 = −1

c
g.

Thus ‖g(x)‖2 ≥ 2µ(f(x)−f?). Taking expectation on both sides E[‖g(xk)‖2] ≥ 2µ(E[f(xk)]−
f?).
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If ‖g(xk)‖2 ≤ 2µε at the k-th step with k ≤ K, then f(xK) − f? ≤ ε as f(xk) is

monotonically decreasing by definition (See line 9 of Algorithm 1.) Thus we need only

consider the case where ‖g(xk)‖2 > 2µε for all k < K; because if the expectation of f(xK)

conditioned on this event is less than or equal to f? + ε, then the total expectation is also

bounded by the same value.

The key of the proof is that Ak occurs with probability at least pγ > 0. Indeed, we have

|u>k gk| ≥ γ‖uk‖‖gk‖ with probability at least pγ, and since ‖gk‖ >
√

2µε,

P[Ak] ≥ P
[
|u>k gk| ≥ γ‖uk‖‖gk‖ ≥ γ‖uk‖

√
2µε
]
≥ pγ.

If Ak occurs then by Theorem 2.2.1, we get

E[f(xk+1)|Ak]− f? ≤
(

1− ηD
µ̂

2L̂

)
(f(xk)− f?).

If Ak does not occur then, as CARS is non-increasing, f(xk+1) ≤ f(xk). Thus

E [f(xk+1) | xk]− f? = E[f(xk+1)− f?|Ak]P[Ak] + E[f(xk+1)− f?|Ack]P[Ack]

≤
(

1− ηD
µ̂

2L̂

)
(f(xk)− f?)P[Ak] + (f(xk)− f?) (1− P[Ak])

=

(
1− ηDP[Ak]

µ̂

2L̂

)
(f(xk)− f?)

≤
(

1− ηDpγ
µ̂

2L̂

)
(f(xk)− f?)

⇒ E[f(xk+1)]− f? ≤
(

1− ηDpγ
µ̂

2L̂

)k+1

(f(x0)− f?),

whence solving for K in (
1− ηDpγ

µ̂

2L̂

)K
(f(x0)− f?) ≤ ε (2.53)

completes the proof.
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2.6.2 Proofs for Results in Section 2.3

Recall that:

P (α; d, h) := dα +
1

2
hα2 +

M

6
|α|3

(we write P (α) in place of P (α; d, h) when d and h are clear from context.) Define the map

φ : R× R≥0 → R:

φ(d, h) := arg min
α

P (α; d, h).

Note that not only h0 ≥ 0, but also hrk ≥ 0 due to the convexity of f :

hrk(xk;uk) =
2

r2
k

(
f(xk + rkuk) + f(xk − rkuk)

2
− f(xk)

)
≥ 0.

Then α̂k = φ(d0, h0) and α±k = φ(±drk , hrk) by their definition. Along the way, we have useful

identities for φ:

φ(d, h) =
sign(d)

M

(
h−

√
h2 + 2M |d|

)
=

−2d

h+
√
h2 + 2M |d|

, (2.54)

and

M

2
|αmin|αmin = −d− hαmin. (2.55)

Note that (2.54) shows that φ is well-defined. We first describe the perturbation of φ, and

how P behaves near its minimum.

Lemma 2.6.3 (Perturbation of φ). Let d, d′ ∈ R have the same sign and h, h′ ≥ 0. Defining

S =
√
h2 + 2M |d| and S ′ =

√
(h′)2 + 2M |d′|,

|φ(d, h)− φ(d′, h′)| ≤ |h− h
′|

M
+

2|d− d′|
S + S ′

. (2.56)

Proof. Because d and d′ have the same sign, from (2.54), we obtain that φ(d, h) and φ(d′, h′)
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have the same sign and so |φ(d, h)− φ(d′, h′)| = 1
M
|S − S ′ − (h− h′)|, whence

|φ(d, h)− φ(d′, h′)| = 1

M

∣∣∣∣(S − S ′) S + S ′

S + S ′
− (h− h′)

∣∣∣∣ =
1

M

∣∣∣∣S2 − (S ′)2

S + S ′
− (h− h′)

∣∣∣∣
=

1

M

∣∣∣∣(h− h′)(h+ h′)

S + S ′
+

2M(|d| − |d′|)
S + S ′

− (h− h′)
∣∣∣∣

≤ 1

M

(
1− h+ h′

S + S ′

)
|h− h′|+ 2|d− d′|

S + S ′
≤ |h− h

′|
M

+
2|d− d′|
S + S ′

,

where the last inequality comes from that 0 ≤ h+ h′ ≤ S + S ′.

We now analyze the effect of perturbations to αmin on P (α), under the assumption that

the perturbed value of α has the same sign as αmin.

Lemma 2.6.4 (Perturbation of P (α) near minimum). Let d ∈ R and h ≥ 0. Define

αmin = φ(d, h), and let α′ ∈ R have sign(α′) = sign(αmin). Then

0 ≤ P (α′; d, h)− P (αmin; d, h) ≤ 1

2
(αmin − α′)2(h+M |αmin|+

M

3
|αmin − α′|). (2.57)

Proof. Let σ = sign(αmin) = sign(α′). We write P (αmin), resp. P (α), for P (αmin; d, h), resp.

P (α′; d, h). Then,

P (α′)− P (αmin)

= d(α′ − αmin) +
h

2
(α′ − αmin)(α′ + αmin) +

σM

6
(α′ − αmin)((α′)2 + α2

min + αminα
′)

= (α′ − αmin)

(
d+

h

2
(α′ + αmin) +

σM

6
((α′)2 + α2

min + αminα
′)

)
.
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Using (2.55), we get

P (α′)− P (αmin) = (α′ − αmin)

(
h

2
(α′ − αmin) +

σM

6
((α′)2 − 2α2

min + αminα
′)

)
=

1

2
(α′ − αmin)2

(
h+

M

3
|α′ + 2αmin|

)
≤ 1

2
(α′ − αmin)2

(
h+M |αmin|+

M

3
|α′ − αmin|

)
.

Noting that P (α′)−P (αmin) ≥ 0 as αmin minimizes P (α) we obtain the desired statement.

From (2.54) we see that if sign(drk) = sign(d0) then sign(α̂k) = sign(α+
k ), whence we

may use the perturbation bounds of Lemmas 2.6.3 and 2.6.4. If sign(drk) = −sign(d0)

then sign(α̂k) = sign(α−k ) and the conclusions of Lemmas 2.6.3 and 2.6.4 still apply. We

conclude that at least one of α+
k and α−k is a good approximation for α̂k, and formalize this

as Lemma 2.3.1.

Proof of Lemma 2.3.1. First, assume that sign(d0) = sign(drk), so sign(α̂k) = sign(α+
k ) by

(2.54). Thus, by Lemma 2.6.4,

|P (α̂k)− P (α+
k )| ≤ 1

2
(α+

k − α̂k)2

(
h0 +M |α̂k|+

M

3
|α+
k − α̂k|

)
. (2.58)

Since h0 = u>kHkuk ≤ L, it only remains to find appropriate bounds for |α+
k − α̂k| and α̂k.

For notational convenience, define Sr :=
√
h2
r + 2M |dr| for r ≥ 0. As f is convex we know

that |d0| ≤ ‖gk‖ ≤
√

2L(f(xk)− f?), see [Ber97, Prop. B.3] and so

M |α̂k|
(2.54)
= |S0 − h0| ≤

√
S2

0 − h2
0 =

√
2M |d0| ≤

√
2M‖gk‖

≤
√

2M
√

2L(f(xk)− f?) =

√
2

R3
(MR3)

√
2

R2
(LR2)(f(xk)− f?) ≤

23/4B

R2
,

using the definition of B = max(LR2,MR3, f(xk)− f?). Defining the finite difference errors
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edk = drk − d0 and ehk = hrk − h0, Lemma 2.6.3 implies

|α̂k − α+
k | ≤

|ehk|
M

+
2|edk|

S0 + Srk
. (2.59)

As ‖uk‖ = 1 and H is assumed Lipschitz continuous (i.e. a = 1), from (2.50), we have

|ehk| ≤ Mrk
3

and the first term on the right-hand side of (2.59) is bounded by rk
3
. Appealing

to (2.49) we obtain |edk| ≤
Mr2k

6
. We use this and the fact that sign(d0) = sign(dk) to bound

the second term on the right-hand side of (2.59):

2|edk|
S0 + Srk

=
2|dk − d0|
S0 + Srk

≤
2
(√
|d0|+

√
|dk|
) ∣∣∣√|d0| −

√
|dk|
∣∣∣√

2M |d0|+
√

2M |dk|

=
2
∣∣∣√|d0| −

√
|dk|
∣∣∣

√
2M

≤ 2
√
|d0 − dk|√

2M
≤ 2

√
1

2M

Mr2
k

6
=

rk√
3
.

This provides a nice bound independent of L, M , and R; |α̂k − α̂k| ≤ (1/3 + 1/
√

3)rk < rk.

Combining everything with (2.58), we get

∣∣P0(α̂k)− P0(α+
k )
∣∣ < 1

2
r2
k

(
L+

23/4B

R2
+
M

3
rk

)
≤ 1

2
r2
k

(
B

R2
+

23/4B

R2
+

B

3R2

)
≤ Br2

k

R2

(
2

3
+

1

21/4

)
≤ 2B

R2
r2
k.

If sign(d0) = −sign(drk) then sign(α̂k) = sign(α−k ), again by (2.54). Lemma 2.6.3 and

Lemma 2.6.4 now yield

|α̂k − α−k | ≤
|ehk|
M

+
2|d0 − (−drk)|
S0 + Srk

(2.60)

|P (α̂k)− P (α−k )| ≤ 1

2
(α−k − α̂k)2

(
h0 +M |α̂k|+

M

3
|α−k − α̂k|

)
.

The first term in (2.60) can be bounded as before. Because |d0 + drk | ≤ |d0 − drk | ≤ |edk| as
d0 and drk have opposite signs, the second term in (2.60) is bounded by rk/

√
3 as before.
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Following the proof of the sign(d0) = sign(drk) case we conclude that,

∣∣P0(α̂k)− P0(α−k )
∣∣ ≤ 2B

R2
r2
k,

thus proving the theorem.

Proof of Theorem 2.3.2. First, fix uk ∈ Rd drawn from Dk. Then, for σ = −sign(d0(xk;uk))

and any z ∈ Rd,

f(xk+1)− f(xk)

≤ f(xk + ασku)− f(xk) ≤ P (ασk ; d0(xk;uk), h0(xk;uk)) (Eq. (2.24))

≤ P (α̂k; d0, h0) +
2B

R2
r2
k (Lemma 2.3.1)

≤ P (u>k z; d0, h0) +
2B

R2
r2
k (minimality of α̂k)

= (z>uk)(u
>
k gk) +

1

2
(z>uk)(u

>
kHkuk)(u

>
k z) +

M

6
|u>k z|3 +

2B

R2
r2
k

holds. Now taking the expectation and using the isotropy condition:

E [f(xk+1) | xk]− f(xk) ≤
1

d
z>gk +

1

2
z>E

[
uku

>
kHkuku

>
k

]
z +

M

6
E
[
|u>k z|3

]
+

2B

R2
r2
k.

Note that the expectations above satisfy 1
2
z>E

[
uku

>
kHkuku

>
k

]
z ≤ 1

2
z>E

[
Luku

>
k

]
z = L

2d
‖z‖2

and E
[
|u>k z|3

]
≤ E

[
|u>k z|2

]
‖z‖ = 1

d
‖z‖3, respectively. Therefore,

E [f(xk+1) | xk]− f(xk) ≤
1

d
z>gk +

L

2d
‖z‖2 +

M

6d
‖z‖3 +

2B

R2
r2
k. (2.61)

Finally, using convexity of f , namely f(xk + z)− f(xk) ≥ z>gk, we obtain (2.27).

Proof of Theorem 2.3.3. Let δ(x) denote the optimality gap f(x) − f?, and δk := E[δ(xk)].

Since Algorithm 2 has non-increasing δk, we may assume δ0 > ε. Note that δ is convex.

Letting x? be any fixed minimizer (i.e. f(x?) = f?), we note that δ(x?) = 0. For any
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tk ∈ (0, 1), setting z = tk(x? − xk) in Theorem 2.3.2 and defining ∆k = ‖x? − xk‖ yields

E [f(xk+1) |xk]− f?

≤ (1− 1

d
)f(xk) +

1

d
f((1− tk)xk + tkx?)− f? +

L

2d
t2k∆

2
k +

M

6d
t3k∆

3
k +

2B

R2
r2
k

and

δk+1 ≤ (1− 1

d
)f(xk) +

1− tk
d

f(xk) +
tk
d
f? − f? +

L

2d
t2k∆

2
k +

M

6d
t3k∆

3
k +

2B

R2
r2
k (2.62)

δk+1 ≤ (1− 1

d
+

1

d
− tk
d

)f(xk)− (1− tk
d

)f? +
L

2d
t2k∆

2
k +

M

6d
t3k∆

3
k +

2B

R2
r2
k (2.63)

δk+1 ≤ (1− tk
d

)δk +
L

2d
t2k∆

2
k +

M

6d
t3k∆

3
k +

2B

R2
r2
k, (2.64)

where in (2.62) we use the convexity of f , in (2.63) we use f(x?) = f?, and in (2.64) we use the

definition of δk. We adopt an auxiliary sequence {βk} to make (2.64) telescoping. Let s > 1,

and define γk = ks and βk = β0 +
∑k

j=1 γj with β0 = ssds+1/(s+ 1), then tk = d γk+1

βk+1
∈ (0, 1),

and 1− tk
d

= βk
βk+1

. We further note that:

ks+1

s+ 1
≤ β0 +

∫ k

1

1

xs
dx ≤ βk ≤ β0 +

∫ k+1

2

1

xs
dx = β0 +

(k + 1)s+1

s+ 1
(2.65)

Then by multiplying βk+1 on both sides of (2.64), we get

βk+1δk+1 ≤ βkδk +
Ld

2

γ2
k+1

βk+1

∆2
k +

Md2

6

γ3
k+1

β2
k+1

∆3
k +

2B

R2
βk+1r

2
k,

and summing up from k = 0 to K − 1, we have

δK ≤
β0

βK
δ0 +

Ld

2βK

K∑
k=1

γ2
k

βk
∆2
k−1 +

Md2

6βK

K∑
k=1

γ3
k

β2
k

∆3
k−1 +

2B

R2βK

K∑
k=1

βkr
2
k−1. (2.66)

First, β0
βK
≤ β0

βK−β0
≤ ss

(K/d)s+1 . Because the sequence f(xk) is non-increasing, xk ∈ Q for all
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k ≥ 0 and so ∆k ≤ R (see Definition 3). Using (1 + 1
K

)s ≤ es/K ,

1

βK

K∑
k=1

γ2
k

βk
∆2
k−1

(2.65)
≤ R2(s+ 1)2

Ks+1

K∑
k=1

k2s

ks+1
=
R2(s+ 1)2

Ks+1

K∑
k=1

ks−1

≤ R
2(s+ 1)2

Ks+1

(K + 1)s

s
≤ R

2es/K(s+ 1)2

sK

and

1

βK

K∑
k=1

γ3
k

β2
k

∆3
k−1

(2.65)
≤ R3(s+ 1)3

Ks+1

K∑
k=1

k3s

k2s+2
=
R3(s+ 1)3

Ks+1

K∑
k=1

ks−2

≤ R
3(s+ 1)3

Ks+1

(K + 1)s−1

s− 1
≤ R

3e(s−1)/K(s+ 1)3

(s− 1)K2
.

Lastly, the error due to the finite difference is controlled by the sampling radius:

2B

R2βK

K∑
k=1

βkr
2
k−1

(2.65)
≤ 2(s+ 1)Bερ2

R2Ks+1

K∑
k=1

(k + 1)s

s+ 1
+

2Bερ2β0

R2βK

K∑
k=1

1

(k + 1)

≤ εe2(s+1)/K

s+ 1
+
εβ0 log(K + 2)

βK
.

Combining the above with ε < δ0 we get

δK ≤
ssδ0(1 + log(K + 2))

(K/d)s+1
+
es/K(s+ 1)2LR2

2s(K/d)

+
e(s−1)/K(s+ 1)3MR3

6(s− 1)(K/d)2
+
e2(s+1)/K

s+ 1
ε. (2.67)

When K > s, bounding the first three term in (2.67) by s−1
6(s+1)

, and the last term by s+3
2(s+1)

gives the sufficient conditions on K:

K

d
≥ max

{
3(s+ 1)3e

s(s− 1)

LR2

ε
,
(s+ 1)2

√
e

(s− 1)

√
MR3

ε
, s

(
6(s+ 1)

s− 1

)1/s(
δ0

ε

)1/s
}

and K ≥ 2(s+1)
log(1+s/2)

, respectively. These immediately give (2.29).
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2.6.3 Proofs for Results in Section 2.5

Proof of Theorem 2.5.1. We first show (2.38) for a diagonal matrix A = diag(λ1, · · · , λd),
and then extend the result to general SPD matrices. Let u = (u1, · · · , ud) be a Gaussian

vector and q(u) denote the matrix in the expectation:

q(u) =
‖u‖d

(u>Au)p
uu>.

Then the (i, j)-th component (q(u))ij is ‖u‖duiuj/(u>Au)p. To see the off-diagonal entries

are zero, let ũ denote the vector obtained by flipping the sign of ui, (u1, · · · ,−ui, · · · , ud).
Note that ũ is also a Gaussian vector. Then for i 6= j, E[(q(u))ij] = 0 follows from

E[(q(u))ij] = E[(q(ũ))ij] = −E[(q(u))ij].

For the diagonal elements, it suffices to prove

E[(q(u))ii] = E

[
‖u‖du2

i

(
∑d

j=1 λju
2
j)
p

]
=

1

dλi

√∏d
j=1 λj

=
(A−1)ii

d
√

det(A)
. (2.68)

We compute the expectation directly as follows, using that ui’s are i.i.d. with the density

f(x) = exp(−x2/2)/
√

2π:

E[(q(u))ii] = E

[
‖u‖du2

i

(
∑d

j=1 λju
2
j)
p

]

=

∫
Rd

u2
i(∑d

j=1 λju
2
j

)p
(

d∑
j=1

u2
j

)p−1

f(u1) · · · f(ud) du,

and with the change of variables vj =
√
λjuj for j = 1, · · · , d, it computes

(2π)−d/2

λi

√∏d
j=1 λj

∫
Rd

v2
i(∑d

j=1 v
2
j

)p
(

d∑
j=1

v2
j

λj

)p−1

exp(−
d∑
j=1

v2
j

2λj
) dv. (2.69)
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Thus we only need to prove the integral equals d−1(2π)d/2. By rearranging (interchanging vi

and v1) and using a spherical coordinate,

v1 = r cos(φ1)

vj = r sin(φ1) · · · sin(φj−1) cos(φj), 2 ≤ j ≤ d− 1

vd = r sin(φ1) · · · sin(φd−1),

we have
(∑d

j=1 v
2
j

)p
= r2p = rd+2 and

dv1 · · · dvd = rd−1

d−2∏
j=1

sind−1−j(φj) dr dφ1 · · · dφd−1.

Therefore, the integral in (2.69) becomes

∫ 2π

0

∫ π

0

· · ·
∫ π

0

∫ ∞
0

rd−1 cos2(φ1)αdexp(−r
2α2

2
)×

d−2∏
j=1

sind−1−j(φj) dr dφ1 · · · dφd−1,

where

α2 := r−2

d∑
j=1

v2
j

λj

=
cos2(φ1)

λ1

+
sin2(φ1) cos2(φ2)

λ2

+ · · ·+ sin2(φ1) · · · sin2(φd−1)

λd
.

Notice that the integral is the product of two quantities (A) and (B), where

(A) :=

∫ ∞
0

rd−1αdexp(−r
2α2

2
) dr,
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which computes (A) = 2d/2−1Γ(n/2), and

(B) :=

∫ 2π

0

∫ π

0

· · ·
∫ π

0

cos2(φ1)
d−2∏
j=1

sind−1−j(φj) dφ1 · · · dφd−1.

For the notational simplicity, let Pm denote the definite integral
∫ π

0
sinm(θ)dθ. Then

(B) = 2πP1P2 · · ·Pd−3(Pd − Pd−2),

from cos2(φ1) = 1− sin2(φ1). Also note that from integrating by parts,

Pd =
d− 1

d
Pd−2

and thus (B) = 2πd−1P1P2 · · ·Pd−2. But the product 2πP1 · · ·Pd−2 is exactly the surface area

of the unit sphere, 2πd/2Γ(d/2)−1. Therefore, the integral in (2.69) is precisely d−1(2π)d/2 and

this proves the proposition for diagonal A.

Finally, let A be a general SPD matrix. Then A admits the eigendecomposition A =

PDP>, where PP> = P>P = Id, and D is diagonal. Then v = P>u still follows the standard

normal distribution. Therefore,

E[q(u)] = P>E
[ ‖v‖d

(v>Dv)p
vv>

]
P =

PD−1P>

d
√

det(D)
=

A−1

d
√

det(A)
.

This finishes the proof.

2.7 Experimental Results

For a detailed description of all experimental settings and hyperparameters, see Appendix A.1.

The code for all the experiments can be found online at https://github.com/bumsu-kim/

CARS.
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Figure 2.1: Performance of each algorithm on a convex quartic function
f(x) = 0.1

∑d
i=1 x

4
i + 1

2
x>Ax + 0.01‖x‖2, where A = G>G with Gij

i.i.d∼ N (0, 1).
The problem dimension d = 30.

2.7.1 Convex Functions

We compared the performance of CARS and CARS-CR to STP [BGR20], SMTP [GBS19],

Nesterov-Spokoiny [NS17], SPSA [Spa92], 2SPSA [Spa00], and AdaDGS [TZ20] on the

following convex quartic function:

f(x) = α
d∑
i=1

x4
i +

1

2
x>Ax+ β‖x‖2,

where α, β > 0 and A = G>G with Gij
i.i.d∼ N (0, 1) for i, j = 1, 2, · · · , d. We show in

Figure 2.1 the objective function value versus the number of function queries.
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2.7.2 Benchmark Problem Sets with Non-Convex Functions

The test results in this section are presented in the form of performance profiles [DM02], which

is a commonly used tool for comparing the performance of multiple algorithms over a suite

of test problems. Performance profiles tend to be more informative than single-dimensional

summaries (e.g. average number of iterations required to solve a problem). Formally, consider

fixed sets of problems P and algorithms S. For each p ∈ P and s ∈ S the performance ratio

rp,s is defined by

rp,s =
tp,s

mins′∈S tp,s′
,

where tp,s is the number of function queries required for s to solve p. This is the relative

performance of s on p compared to the best algorithm in S for p. The performance profile of

s, ρs : [1,∞)→ [0, 1] is defined as

ρs(τ) =
|{p ∈ P : rp,s ≤ τ}|

|P| .

Therefore, ρs(1) is the fraction of problems for which s performs the best, while ρs(τ) for

large τ measures the robustness of s. For all τ , a higher value of ρs(τ) is better. We use a

log-scale on the horizontal access when plotting ρs(τ).

Moré-Garbow-Hillstrom Problems. We tested the same set of algorithms using the

well-known non-convex Moré-Garbow-Hillstrom 34 test problems [MGH81]. For each target

accuracy ε, a problem is considered solved when we have f(xk)− f? ≤ ε(f(x0)− f?) within

the budget of 20,000 queries. We used the recommended starting point x0 as in [MGH81]

for all the tested algorithm, and repeated each test 10 times. The results are presented in

Figure 2.2.

CUTEst Problems. We further assessed the performance of CARS and CARS-CR to the

same suite of algorithms on the CUTEst [GOT15] problem set, which contains various convex

and non-convex problems. As before, we compared the methods using performance profiles
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Algorithm Success Rate (%) Median Queries Average Queries

ZOO∗ 93.95 11,700 11,804
PGD-NES∗ 88.39 2,450 4,584
ZOHA-Gauss∗ 91.69 1,400 2,586
ZOHA-Diag∗ 91.06 1,656 3,233
STP 53.64 2,193 3,141
SMTP 65.68 1,415 2,250
Nesterov 67.72 1,105 2,044
Square Attack 98.21 1,060 1,297
CARS (Square) 97.09 717 1,169

Table 2.2: Comparison of success rates, and median and average function queries for the
successful black-box adversarial attacks on MNIST with `∞-perturbation bound 0.2. CARS,
equipped with the Square Attack’s distribution, shows the best performance in successful
attacks, while reaching the second best success rate. The results marked with ∗ are cited
from [YHF18].

for the 146 problems with dimension less than or equal to 50. The query budget for each

problem was set to be 20, 000 times the problem dimension. The target accuracies were again

set to ε(f(x0)− f?). The results are reported in Figure 2.2.

2.7.3 Problems with Highly Oscillatory Noise

We also evaluated the performance of the algorithms, including CARS-NQ, on the same set

of problems, but this time with additional highly oscillatory noise. The results are depicted

in Figure 2.3. The experiment notably showcases the efficacy of an increased sampling radius

for CARS-NQ.

2.7.4 Black-box Adversarial Attacks

Suppose N is an image classifier. The problem of generating small perturbations x that, when

added to a natural image xnat, fool the classifier (i.e. N (xnat + x) 6= N (xnat)) is known as

finding an adversarial attack [GSS14]. As described in [CZS17], when no access to the internal

workings of the classifier is available, this problem becomes a black-box, or derivative-free,
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Figure 2.2: Performance profiles on Moré-Garbow-Hillstrom problems (left) and CUTEst
problems (right), for various target accuracies ε = 10−1 (top), 10−3 (middle), and 10−5

(bottom). Our results demonstrate that CARS and CARS-CR consistently outperform other
methods in terms of both efficiency (ρ at low τ values) and robustness (ρ at high τ values.)
at all levels of accuracy.
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The target accuracy ε is set to 10−3.
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Figure 2.4: Adversarial examples with misclassified labels on MNIST generated with CARS.
More pictures are available in Appendix A.1.

optimization problem. In order to ensure the attacked image xnat + x appears natural, a

pixel-wise bound ‖x‖∞ ≤ εatk is usually enforced. CARS showed state-of-the-art performance

in generating black-box adversarial attacks for N trained on the MNIST digit classification

dataset [LCB10].

In our experiments, N is a two-layer CNN achieving 99% test accuracy on unperturbed

images. We use εatk = 0.2 and consider all 10, 000 images from the test set of MNIST. We

consider an attack a success if it fools N before a budget of 10, 000 queries is met. The

success rates, median and average queries for successful attacks are shown in Table 2.2. The

results from ZOO [CZS17], PGD-NES [IEA18], and ZOHA-type algorithms [YHF18] are cited

from [YHF18]. As pointed out in Section 2.2.1, the choice of sampling directions for CARS

is not restrictive. Hence we used a similar initialization and distribution D as the Square

Attack [ACF20], which is known to be particularly well-suited for attacking CNN models.

Visualization of attacked images is partly shown in Figure 2.4. More pictures and detailed

settings can be found in Appendix A.1.
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2.7.5 Benchmarking the Performance of SHIPS

In this section we present a numerical result for SHIPS, which is a combination of CARS

and the randomized matrix inversion presented in Section 2.5. The main purpose of this

comparison is to assess SHIPS’ ability to generate effective search directions. Thus, we

contrast it with Exact Gradient Descent (Exact GD), and variance-reduced version of CARS

and Nesterov-Spokoiny (CARS-VarRed and NS-VarRed, respectively.)

For a fairer comparison with methods based on exact derivatives, we, in the case of DFO

methods, sample d directions and use 2d queries to estimate the directional derivatives per

iteration.

Variance reduction, achieved by utilizing multiple samples when calculating the expecta-

tion, has shown to work well for Nesterov-Spokoiny [SHC17, MGR18]. In contrast, CARS,

does not have a known reduced variance version yet. For this, we apply a multi-sample

extension (2.9) as introduced in Section 2.1.2.

The test function for our benchmark is given by:

f(x) =
1

2
x>Ax+

1

12

d∑
i=1

αix
4
i , (2.70)

where A is a random positive definite matrix with A = G>G with Gij
i.i.d∼ N (0, 1), and

αi
i.i.d∼ Unif(0, 1).

For each iteration, we used d uniformly random directions on the unit sphere, and

consumed 2d queries to estimate the respective directional derivatives. The methods labeled

Exact GD and Exact SHIPS are provided with the exact gradient and Hessian for comparative

purposes. As demonstrated in Figure 2.5, SHIPS deivers superior convergence speed.
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Figure 2.5: The x-axis denotes the number of iterations, not the number of function queries.
Among all the methods, SHIPS shows the best convergence rate, outperforming even Exact
GD, as it effectively utilizes the curvature information.
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CHAPTER 3

Bridging the Gap Between Local and Global DFO

Method Through Inspection Strategy

3.1 Introduction

In this chapter, we discuss the inspection strategy for DFO methods, with an emphasis on

filling the gap between global and local optimization strategies. When the objective function

is non-convex and has spurious local minima, it is generally very challenging to find the

global minimum. In such cases, both global and local DFO methods may fail to deliver

a satisfactory solution, as global method may be too computationally expensive and local

methods may be trapped in a local minima.

We delve into the dichotomy between these two optimization strategies and discuss the

R-local optimization approach [CSY19], designed to bridge this gap. R-local optima lie

between local and global optima, and often ensures a suitable solution quality by providing

an adjustable radius for the solution’s local neighborhood.

We also explore how R-local optimization interacts with DFO methods. Despite their

advantages, the Run-and-Inspect method, the first proposed R-local optimization method,

can be computationally expensive, especially when the cost of sampling the objective function

is not significantly cheaper than the gradient. However, in the context of DFO, the addition

of inspections may not substantially impact the overall sample complexity.

Our proposed framework directs local DFO methods towards an R-local minimum, by

escaping a local minima if possible. This algorithm doesn’t rely on a global surrogate model,
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which can be computationally demanding in high-dimensional scenarios. Instead, it can

be integrated with any local DFO method that generates a sequence of iterates, thereby

capitalizing on the strengths of existing local DFO methods to leverage the known structures

of the problem.

3.1.1 The gap between global optimization and local optimization

The majority of the optimization methods are either global optimization or local optimization

methods. They approach these problems in very different ways, which creates a gap between

them.

Global Optimization This class of methods aims to find the absolute best solution (up to

a small tolerance) in the entire solution space for an optimization problem. In other words, it

searches for the overall minimum or maximum. The techniques used for global optimization

are typically exhaustive, as they have to explore the entire problem space to ensure they

have found the best possible solution up to the tolerance. This is because there may be

many local optima, but only one (or a few) global optima. As a result, these methods can be

computationally expensive, particularly for complex, high-dimensional problems.

Local Optimization This class of methods, on the other hand, focuses on finding a good

solution in a neighborhood, no matter how small it is, of a specific point in the solution space.

This does not necessarily mean that the solution will be the best overall; instead, it means

that there is no better solution in some vicinity of the found one. Thus, local optimization

methods can be faster and less computationally expensive than global ones, but they may

miss the global optimum if it lies outside of the selected neighborhood.

Gap between these two types of optimization The gap can be understood through

the following perspectives.
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Global optimization guarantees the best solution, while local optimization only guarantees

the best solution within a local neighborhood. However, the size of the neighborhood is

not known or controllable. Due to the need to explore the entire solution space, global

optimization usually requires much more computational effort, causing much longer running

time, than local optimization.

In practice, the choice between local and global optimization often depends on the specific

problem, the resources available, and the acceptable trade-offs. For low-dimensional problems

where it is crucial to find the absolute best solution, global optimization becomes necessary.

However, for many problems, a solution that is “good enough” is sufficient.

Local methods, despite only producing local solutions, may be preferred and sometimes are

only the choice due to their efficiency. To improve the solution quality of local methods, meta-

heuristics were introduced. They include using multiple starting points, simulated annealing,

genetic algorithms that allow occasional moves in the worse direction, etc. However, neither

local methods nor their meta-heuristic improvements could quantify how “good enough” their

solutions are.

Bridging the gap by R-local optimization According to [CSY19], an R-local minimizer

is a type of local minimizer that specifies a radius of the local neighborhood around the

minimizer.

More specifically, suppose we would like to minimize a function f : Rn → R. We say

that x? ∈ Rn is an R-local minimizer of f if that x? is a minimizer of f in the closed ball

x ∈ Rn : ‖x− x?‖ ≤ R. This means x? is a local minimizer in the neighborhood of radius R

around it.

The concept of an R-local minimizer is often used when we want to guarantee the solution

found to have a sufficient quality in a vicinity of a defined size. This can be helpful when

the global minimizer cannot be easily found or when the function is too complex to optimize

over its entire domain. The value of R could be chosen based on some prior knowledge or
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Figure 3.1: A function with spurious local minima introduced in [CSY19]. When R is
sufficiently large, an R-local minimum is a global minimum.

through a process of trial and error.

3.1.2 DFO and R-local optimization

R-local optimization offers clear advantages over purely local methods in terms of discovering

better solutions. However, it often incurs a higher computational cost to escape from a local

minima. This can become prohibitively expensive in certain scenarios, particularly when

the cost of sampling the objective function is not necessarily much lower than its gradient.

However, in derivative-free optimization, unless there are special structures (such as sparse

gradients described in [CMY22b]), an additional factor of d, compared to its gradient-based

counterpart, in the sample complexity is unavoidable. Consequently, performing inspections

may not significantly impact the overall sample complexity in this case.
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3.1.3 Assumptions and Notation

Our proposed method, Inspect-as-you-Run (IR) is a framework that can be applied to any

local DFO method that generates a sequence of iterates. We assume that the local DFO

method A is given, and the objective function f satisfies the conditions for A to converge to

a local minimum. We also assume that f is L̄-Lipschitz continuous. Note that, however, if

∇f is already assumed to be Lipschitz, as in the analyses of many methods, this assumption

implies the Lipschitz continuity of f .

Also, as in the previous chapter, let ‖ · ‖ denote the Euclidean norm, Unif(S) be the

uniform distribution over S, and the unit sphere be written as Sd−1. In addition, the closed

ball of radius R centered at x is denoted as B(x,R) = {y ∈ Rd : ‖y − x‖ ≤ R}.

We then introduce a notion of an approximate R-local minimizer, which generalizes the

R-local minimizer:

Definition 4. Given a descent threshold ν, a point x̄ is said to be an approximate R-local

minimizer if f(x̄) ≤ f(x) + ν for all x ∈ B(x̄, R).

Furthermore, defining the following notion of trapping would be useful, because we want

to restrict how far the iterates wander around while we inspect nearby points.

Definition 5. Let {xk}Kk=0 be a sequence in Rd. We say {xk} is trapped in a D-ball for

k0 ≤ k ≤ k1 if ‖xk − xk′‖ ≤ D for all k0 ≤ k, k′ ≤ k1.

3.2 Main Results

One of the core ideas in IR is, at each iteration, to restrict the cost of inspection up to the same

order of magnitude as A. This ensures that if both A and A with IR are stuck at the same

local minimum, the overall sample complexity differs only by a constant factor. Moreover,

this restriction simplifies the complexity analysis imposed by the inspection as it mainly

focuses on the iteration counts. For line-search type methods, like Nesterov-Spokoiny (NS)
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[NS17], Stochastic Three Point (STP) and its momentum variant (SMTP) [BGR20, GBS19],

and CARS from the previous chapter, the number of queries per iteration is O(1). On the

other hand, for local methods requiring more queries per iteration, such as SPSA [Spa92],

2SPSA [Spa00], DGS [ZTL20], AdaDGS [TZ20] and others using an adjustable size of batch

of sample directions [MGR18, SHC17], more inspections can be performed each iteration.

Algorithm 6 Inspect as You Run
1: Input: x0: initial point; r: sampling radius; R: inspection radius; A: One step of a

DFO method, generating the next iterate; nk: maximum number of inspections at k-th
iteration; ν: descent threshold

2: Get the oracle f(x0).
3: for k = 1, · · · , K do
4: Compute xk,0 = A(xk)
5: for j = 1, · · · , nk do
6: Compute f(xk,j)
7: if f(xk,j) < f(xk,0)− ν then
8: Set xk+1 = xk,j and break
9: end if

10: end for
11: If no successful inspections, set xk+1 = xk,0
12: end for
13: Output: xK : estimated optimum point.

Comparison to the Run-and-Inspection Method We first make clear that RUn-and-

Inspection can be applied to any optimization methods, while IR is designed for mainly

the combination with DFO methods. Also, while Run-and-Inspection waits until the local

method converges, IR performs inspections in every iteration, which can result in an earlier

escape from a basin of a (non-global) local minima.

3.2.1 Analysis on the High Probability Guarantee

This section presents an analysis of the point derived from Algorithm 6. The main result

states that if the recent iterations are trapped in a small region without successful inspections,

then it is an R0-local minimum with high probability, for some R0 < R.
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Theorem 3.2.1. Let {xk}Kk=1 be the sequence of points obtained from Algorithm 6. Assume

that no successful inspections occur for all k ≥ k0, and let m be the total number of inspections

for k ≥ k0. Suppose

‖xk − xK‖ ≤ D < R for all k ≥ k0.

Define R0 = R−D and choose a positive r̃ < D. Then, xK is an R0-local minimum up to

η = L̄r̃ + ν with probability at least 1− exp(−m(r̃/R)d).

Proof. Begin by noting that the ball B(xK , R0 + r̃) is a subset of B(xk, R) for all k ≥ k0.

Hence, for a random variable z ∼ Unif(B(xk, R)), the conditioned random variable z|A,
where A is the event z ∈ B(xK , R0 + r̃), follows the uniform distribution over B(xK , R0 + r̃).

At iteration k = K, define S = {yi}Mi=1 as the subset of the recent m inspection points con-

tained within B(xK , R0 + r̃). Then M follows the binomial distribution M ∼ Binomial(m,φ1)

with φ1 =
(
R0+r̃
R

)d.
We now demonstrate that if S is sufficiently dense, xK becomes an approximate R0-local

minimum. Consider

x̃ := arg min
x∈B(xK ,R0)

f(x).

If there exists yi ∈ S ∩B(x̃, r̃), knowing yi is not a successful inspection, we obtain

f(xK) ≤ f(x̃) + (f(yi)− f(x̃)) + ν ≤ min
x∈B(xK ,R0)

f(x) + L̄r̃ + ν,

implying that xK is an R0-local minimum up to η = L̄r̃ + ν.

Finally, we need to find the probability bound for S ∩B(x̃, r̃) not being empty. As each

yj ∼ Unif(B(xK , R0 + r̃)) and B(x̃, r̃) ⊆ B(xK , R0 + r̃), we get φ2 := P[yj ∈ B(x̃, r̃)] =
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(
r̃

R0+r̃

)d
. Consequently,

P[yj 6∈ B(x̃, r̃) for all j = 1, · · · ,M ]

=
∞∑

M ′=0

(1− φ2)M
′
P[M = M ′]

= EM(exp (M log(1− φ2)))

(a)
= (1− φ1 + φ1 exp (log(1− φ2)))m

= (1− φ1φ2)m

≤ exp(−mφ1φ2), (1− x ≤ exp(−x))

where (a) is from the moment generating function of binomial distributions. And since

φ1φ2 = (r̃/R)d, S∩B(x̃, r̃) is nonempty with a probability of at least 1−exp(−m(r̃/R)d).

A direct implication of Theorem 3.2.1 is that if the iterates get trapped and no further

successful inspections are found since then, the solution obtained is an approximate R0-local

minimum with probability at least 1 − δ, given the count of such consecutive inspections

exceeds log(δ−1)
(
R
r̃

)d.
3.2.2 Discussion on IR

Unlike global DFO methods that constructs a surrogate model in the entire domain, it is

easier for local methods to exploit the structure of the problem. For instance, if most variables

are not highly correlated, Coordinate Descent (CD) [Wri15] or Block Coordinate Descent

(BCD) [Tse01] analogue of DFO methods can be extremely useful. For instance, such variants

can be easily obtained by replacing the sampling distribution in CARS. This room for the

choice depending on the problem structure is one of the advantages of our method and really

fills the gap between the local and global DFO methods.
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3.3 Experimental Results

In this section we present the experimental results for supporting the effectiveness of inspection

strategy for improving the solution quality of local DFO methods. As discussed in the previous

section, we also provide the comparison between the local method equipped with inspection

strategy and a global method, to emphasize the ease of problem structure exploitation. We

benchmark a vanilla CARS and its IR version unless specified otherwise.

Spurious Local Minima

We start with a simple quadratic function with added sinusoidal noise. An 1-D illustration

is shown in Figure 3.1. This function has spurious local minima, whose number grows

exponentially with the problem dimension d.

f(x) =
d∑
i=1

(
x2
i + 0.2 sin

(
10π(xi −

1

20
)

)
+ 0.2

)

As depicted in Figure 3.2, the inspection strategy consistently identifies superior local minima,

often reaching the global minima in a relatively lower dimension of 6. We will revisit this

example with a substantially higher dimension (d = 300) for the comparison with global

methods.

Ackley’s Functions

Ackley’s functions are well-known non-convex functions with numerous spurious local minima:

f(x) = −20 exp
(
−0.2

√
‖x‖2/d

)
− exp

(
d∑
i=1

cos(2πxi)/d

)
+ e+ 20.

65



Figure 3.2: Comparison of CARS and the Inspect-as-Running version of CARS for the
quadratic function with sinusoidal noise.
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[CSY19] also introduced an asymmetric variant:

f(x, y) = −20 exp(−0.04(x2 + y2))− exp(0.7(sin(xy) + sin y) + 0.2 sin(x2)) + 20

We test both functions and again, and observe that the IR version consistently found better

minima, while the vanilla CARS frequently got trapped in a non-global local minima.

Figure 3.3 depicts the result for the Ackley function, and Figure 3.4 shows the result for

the asymmetric Ackley function.

K-means Clustering

Let {xi}ni=1 be a set of n points in Rd and {zj}Kj=1 be K points in Rd. Let the variable

Z = [z1, · · · , zK ] ∈ Rd×K be the matrix of the cluster centers. The K-means clustering

problem is to find the optimal Z that minimizes the following objective function:

f(Z) =
1

2n

n∑
i=1

min
j=1,··· ,K

‖xi − zj‖2.

We tackle this problem with derivative-free methods by treating Z as a vector in RdK .

Synthetic Gaussian Data from [YPO18]

The first problem has synthetic Gaussian data, which is a mixture of four multivariate

Gaussian distributions with n = 1000 each. This problem is introduced in [YPO18]. We use

the same means and covariance matrices:

µ1 = [−5,−3], µ2 = [5,−3], µ3 = [0, 5], µ4 = [2.5, 4],
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Figure 3.3: Comparison of CARS and the Inspect-as-Running version of CARS for the Ackley
function
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Figure 3.4: Comparison of CARS and the Inspect-as-Running version of CARS for the
asymmetric Ackley function
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and

Σ1 =

0.8 0.1

0.1 0.8

 ,Σ2 =

1.2 0.6

0.6 0.7

 ,Σ3 =

 0.5 0.05

0.05 1.6

 ,Σ4 =

 1.5 0.05

0.05 0.6

 .
See Figure 3.5 for the result.

Iris Dataset

The second K-means clustering problem consists of the Iris dataset. This dataset contains

150 samples of three different species of Iris flowers. Each sample has four features: sepal

length, sepal width, petal length, and petal width. We illustrate the results from 500 runs

and the histogram of the final objective values in Figure 3.6. The figures demonstrate that

the IR version of CARS finds better minima in most cases, and more rapidly.

Hyperparameter Tuning

We apply the two versions of CARS to hyperparameter tuning for training a convolutional

neural network on the MNIST dataset. The hyperparameters includes the L2 regularization

parameter in the loss, the learning rate for the optimizer (AdaDelta), and the annealing rate

for the scheduler (StepLR) as in [HKV19]. To show the ability to escape the local minima

more clearly, we start from a suboptimal initial point x0 = (0.5, 0.5, 0.5).

To reduce the variance, the objective function for the hyperparameter is set to be the

mean of two samples, which measures the misclassification rate of the trained model with the

given set of hyperparameters. The result can be found in Figure 3.7.

Handling Spurious Local Minima in Higher Dimensions

We turn our attention back to the function with spurious local minima, but this time in a

higher dimension, d = 300. Here we compare the performances of CARS and its IR variant
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Figure 3.5: Comparison of CARS and the Inspect-as-Running version of CARS for the
K-means clustering problem of synthetic Gaussian data
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Figure 3.6: Comparison of CARS and the Inspect-as-Running version of CARS for the
K-means clustering of the Iris dataset
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Figure 3.7: Comparison of CARS and the Inspect-as-Running version of CARS for hyperpa-
rameter tuning for training a convolutional neural network for MNIST dataset
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with RBFOpt [CN18], which is one of the most efficient the global methods. RBFOpt employs

the Latin Hypercube Sampling (LHS) as its default initialization strategy; we apply the same

initialization for CARS and its IR variant.

RBFOpt’s computational cost for 1,000 iterations (amounting to 1,241 function evaluations)

is 15,073 seconds, while CARS completes 30,000 function evaluations in a mere 1.474 seconds.

This discrepancy highlights that the computational expenses of the solver itself (sub-problems)

can often make global methods impractical for high-dimensional problems.

To leverage the problem’s structure, specifically the independence of each variable, we

adopt a coordinate descent version. This is done by simply replacing the sampling directions

from Unif(Sd−1) to Unif(e1, · · · , ed) for both CARS and the inspections. Figure 3.8 presents

the results.

We further test the same problem in an even higher dimension of d = 10000, and the

results are depicted in Figure 3.9. For both experiments, the inspection radius R is set at 2,

and the number of inspection points is capped at 5 per iteration. The sensitivity to these

hyperparameters is discussed in the next subsection.

3.3.1 Sensitivity to IR Hyperparameters

We carry out an additional investigation to understand how the IR hyperparameters — the

inspection radius R and the maximum number of inspection points per iteration n — affect

performance. For this experiment, we use the sphere function with sinusoidal noise, which is

the same as the first experiment, but with a different magnitude and frequency of noise, in a

moderate dimension of d = 30:

f(x) =
d∑
i=1

(
x2
i + sin

(
2π(xi −

1

4
)

)
+ 1

)
.

In this setup, the distance between two adjacent local minima near the global minimum x = 0

is approximately 1.
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Figure 3.8: Comparison of CARS with IR and the RBFOpt in 300-dimensional problem with
spurious local minima. Computation for RBFOpt is terminated after 1,000 iterations due to
the computational cost.
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Figure 3.9: The coordinate descent (CD) version of CARS with IR for the 10,000-dimensional
problem with spurious local minima. This shows the scalability of IR and CD variant when
applied to problems with uncorrelated variables.

We conduct 200 experiments for each combination of R and n, varying from 0.25 to

128, and 0 to 128, respectively, with the budget of 600, 3,000, 9,000, and 15,000 function

evaluations. The results, presented as median objective function values for each R and n,

are depicted in both linear scale (upper figures) and log scale (lower figures) in Figures 3.10,

3.11, 3.12, and 3.13.

These results demonstrate that the performance of IR is relatively insensitive to the

specific choice of R and n, provided that R is large enough to escape the local minima and n

is not excessively large to make the inspection step too expensive.

3.3.2 Integration with Augmented Random Search (ARS)

Augmented Random Search (ARS) [MGR18] is one of the prominent derivative-free approaches

in the field of reinforcement learning, where the objective function (reward) is often noisy
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Figure 3.10: Sensitivity to R and n with budget of 600 function evaluations.
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Figure 3.11: Sensitivity to R and n with budget of 3,000 function evaluations.
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Figure 3.12: Sensitivity to R and n with budget of 9,000 function evaluations.
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Figure 3.13: Sensitivity to R and n with budget of 15,000 function evaluations.
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Figure 3.14: Comparison of ARS and its IR variant for the quadratic function with sinusoidal
noise. The problem dimension is 10.

and non-convex. This experiment aims to contrast the performance of the original ARS with

its IR version, thereby evaluating the impact of the inspection strategy on identifying better

local minima for a different DFO algorithm.

We use ARS-V1 as the baseline algorithm, where the update is given by

xk+1 = xk −
α

NσR

N∑
i=1

(f(xk + hui)− f(xk − hui))ui,

where α is the step size, N is the number of samples per iteration, h is the sampling radius,

{ui}Ni=1 are independently sampled from N (0, Id), and σR is the standard deviation of the

2N objective function values.

The results shown in Figures 3.14 and 3.15 corroborate the utility of the inspection

strategy in enabling ARS to find better minima.
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Figure 3.15: Comparison of ARS and its IR variant for the Ackley function. The problem
dimension is 10.
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CHAPTER 4

Conclusion

In this concluding chapter, we summarize the key findings of this thesis and suggest potential

future research directions.

4.1 Summary

This thesis presents two novel approaches designed to enhance local Derivative-Free Opti-

mization (DFO) methods, along with novel theoretical analyses and numerical experiments

that underscore their efficacy.

In the first approach, we introduce a DFO method coined as Curvature-Aware Random

Search (CARS), which leverages curvature information to optimize the step size along the

search direction. We further refine CARS to develop the variants CARS-CR and CARS-

NQ, creating a suite of lightweight, query-efficient DFO algorithms that can be easily

implemented. Our analysis establishes the convergence on strongly convex functions for

CARS and convex functions for CARS-CR. Specifically, we develop a novel and rigorous

analysis on the finite difference errors and the probability of significant descents of the

objective function. CARS-NQ utilizes Gauss-Hermite quadrature to more accurately estimate

the directional derivatives, thereby improving robustness against highly oscillatory noise.

The adaptability of the CARS family to various distributions enables their use in a wide

range of problem-specific distributions. Furthermore, we present a novel randomized matrix

inversion method that provides an unbiased estimator of an inverse matrix, computed via only
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quadratic measurements. This is the cornerstone of Stochastic Hessian Inversion for Projected

Search (SHIPS) approach for more curvature information, wherein quadratic measurements

are estimated by finite differences. We demonstrate the efficacy of CARS and its variants

through benchmark tests, where they outperform existing methods in minimizing non-convex

functions as well.

In the subsequent chapter, we outline an inspection strategy for DFO methods, Inspect

as you Run (IR), which can be applied to any DFO method that generates a sequence

of iterates. Our analysis establishes a high probability guarantee for approximate R-local

minima, without compromising the local convergence property of the original DFO method.

Extensive benchmark tests have shown the exceptional effectiveness of the inspection strategy,

affirming its ability to bridge the gap between local and global DFO methods.

4.2 Future Research Directions

• Variance Reduction While the cost-effectiveness of sampling a single direction per

iteration is beneficial, it does lead to a higher variance at each iteration. This challenge

can be addressed by sampling multiple directions per iteration, as suggested in [LCK20].

However, unlike DFO methods that mimic first-order methods, CARS involves a ratio of

two estimators. The viewpoint introduced in Section 2.1.2 could provide useful insights

into this issue and facilitate the multi-sample extension of CARS. Additionally, when a

gradient estimate is available, combining it with finite difference estimates could further

mitigate the variance.

• Adaptive Sampling Distribution We showed in Section 2.1.2 that CARS corre-

sponds to an evolution strategy on the isometric population, solely shifting its mean.

We also suggest updating the distribution’s covariance (2.8). This concept has strong

ties to randomized matrix inversion and adaptive sampling, as demonstrated in Al-

gorithm 5. Although the latter approach appears to be less competitive in higher

84



dimensions at present, further exploration may yield improvements.

• Use of Inspection Points Inspection strategy proposed here, while fundamentally

simple in its approach of selecting random points and comparing them to the current

minimum, could potentially be enhanced by more intelligent utilization of the inspection

point. One possibility is to treat the inspection points as a batch of random perturbations

with a larger sampling radius. This multiscale strategy may be slightly more complex,

but it has the potential to improve performance.
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APPENDIX A

Details on Numerical Experiments

A.1 Experimental Settings for Chapter 2

In this Section, we list the hyperparameters we used for each experiment. The code for all

experiments can be found in https://github.com/bumsu-kim/CARS. We ran experiments

on several machines to distribute the load. We used Intel i5-9400F with Nvidia RTX 2060

and i9-9940X with two RTX 2080.

Moré-Garbow-Hillstrom Problems. The Moré-Garbow-Hillstrom Problem set consists

of 34 non-convex smooth functions, where the problem dimensions lie between 2 and 100.

This experiment is conducted in Matlab.

We consider a problem solved when f(xk)− f? ≤ ε(f(x0)− f?). The target accuracies

used here are ε = 10−1, 10−3 and 10−5. We used the recommended x0 for each problem.

For CARS and CARS-NQ, we used the sampling radius rk = 0.01/
√
k + 1, L̂ = 2. For

CARS-NQ, the number of quadrature points q = 5 is used. Having larger q increases the

accuracy of the approximation of smoothed derivatives, but it also increases the cost (i.e.

function queries required) at each step. Recall from Section 2.4 that using odd q is always

more efficient than even q. Since q = 3 is essentially less accurate than CARS, we used several

values of q ≥ 5 and found that q = 5 is the best.

For STP [BGR20] and NSRS [NS17] we used the same hyperparameters as given in

Section 8.1 of [BGR20]. We also used the same decreasing step-size for Stochastic Momentum
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Three Points method (SMTP) [GBS19]. For the momentum parameter β for SMTP, we

followed [GBS19] and used β = 0.5. Namely, following the notations in [BGR20] and [GBS19],

D = Unif(Sd−1) and

αk =
1√
k + 1

, (STP)

αk =
1

4(n+ 4)
and µk = 10−4, (NSRS)

γk =
1√
k + 1

, and β = 0.5. (SMTP)

For SPSA [Spa92] and 2SPSA [Spa00], we used the Rademacher distribution (i.e. (uk)i =

±1 with probability 0.5) for D, α = 0.602, γ = 0.101, A = 100, a = 0.16, and c = 10−4.

For AdaDGS [TZ20], we used the code provided by the authors, by implementing the

original Python code in Matlab. Some modifications on hyperparameters are made due to the

difference in the scale of problem dimension, and the lack of domain width. First, the original

AdaDGS code performs experiments on high dimensional problems (e.g. d = 1000), whereas

2 ≤ d ≤ 100 in this experiment. Also, the problems are unconstrained, and ‖x0 − x?‖ varies
from order of 100 to 106. Thus we used the following modified hyperparameters (following

the notation of [TZ20]):

1. The number of points used for line search S = 100, since the suggested value 0.05d(M−1)

is too small for our experiments.

2. The initial smoothing(sampling) radius σ0 = 10−2. We tested σ0 = 5, 1, 10−1, 10−2 and

10−3 and chose the best value. When σ0 ≤ 10−1 then the results were similar.

For plotting the performance profile, we set the performance ratio rp,s = rM when p is

not solved by s. Having rM =∞ is ideal, but setting it by a sufficiently large number does

not make any difference. We used rM = 1020.
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Problems with Highly Oscillatory Noise. For the presence of oscillatory noise scenario,

we performed experiments, by adding the noise to Moré-Garbow-Hillstrom Problems. For

each function in the benchmark set, we used the same noise

fosc(x) = ψ
d∑
i=1

(1− cos(φixi)),

with different noise level ψ = 0.1ε(f(x0)− f?), and the same frequency φi = 100π.

We used the same hyperparameters for Moré-Garbow-Hillstrom Problems as in the

previous experiment, except for CARS-NQ, where we used 50 times larger r.

Black-box Adversarial Attacks. In this section, we explain the experiment setting for

black-box adversarial attacks and also provide the hyperparameters that we used. The CNN

model we attack has two 5× 5 convolutional layers with 6 and 16 output channels, followed

by a 4× 4 convolutional layer with 120 output channels. Then two fully connected layers

with 84 and 10 units follows. Between layers we use ReLU, and between convolutional layers

we use 2× 2 max-pooling as well. Finally we apply log softmax to the output layer. The test

accuracy of the trained model is 98.99%.

For more readable description, let the images have width and height both equal to s. Then

the problem dimension d is s2. For this particular experiment, we make three modifications to

CARS. First, since the problem is highly non-convex (hr < 0 at around 50% of the iteration),

we don’t compute xCARS when hr < 0 at k-th iteration. The second modification is due to

the constraint of the problem. Let F be the feasible set:

F = {x ∈ [0, 1]d : ‖x− x0‖ ≤ εatk}.

Inspired by [ACF20], we also compute xbdry = xk − tmaxdruk, where

tmax = max{t > 0 : xk − tdruk ∈ F}.
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This is especially useful when hr < 0 so we don’t compute xCARS. Therefore, CARS now

requires either 3 (f(xk ± rkuk) and f(xbdry)) function queries or 4 (f(xCARS) in addition) per

iteration. To sum up,

xk+1 =


arg min{f(xk ± rkuk), f(xCARS), (xbdry)} if hr > 0

arg min{f(xk ± rkuk), (xbdry)} otherwise.

Lastly, we perturbed x0 by adding horizontal stripes. That is,

x0 = projF(xorig + εatkv),

where vi,: = ±(1, · · · , 1) for i = 1, · · · , s and xorig is the image to be attacked. This choice of

initialization is found to be very effective in [ACF20].

We use the same sampling distribution as Square Attack [ACF20], which is known to be

particularly well-suited for attacking CNN models. Identifying s× s images and d-vectors,

this distribution generates a square block of all 1 or −1, i.e. ur+1:r+w,c+1:c+w = ±1, where

0 ≤ r, c ≤ s− w and w is the window size. See [ACF20] for more details.

The window size w is determined by p, the fraction of the pixels changed by attack. Namely,

w is the closest positive integer to √ps, and thus this p is an important hyperparameter in

this distribution. In [ACF20], the authors used p = 0.8 in the initial stage and halve the

value of p when the number of iteration k reaches 10, 50, 200, 1000, 2000, 4000, 6000 and 8000,

respectively.

For CARS, we used the initial p = 0.2 and halved it at k = 2, 10, 40, 250, 500, 800, 1200

and 1600. Note that the Square Attack only uses one function query at each iteration and

CARS for black-box attack uses 3 or 4 queries, and thus p is being halved at similar stage of

the algorithms, in terms of the function queries.

Finally, the sampling radius rk is fixed by 1 for every iteration.
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A.2 Visualization of Attacked Images

In this section we present the visualization of the attacked images, comparing them with the

original images. To be more clear, the images in Figure A.1 have Testset ID (TID)’s from

100 to 109. When an image with label n has TID t, this means it is the t-th n appearing in

the test set. See the code for more details on TID.

90



Figure A.1: Adversarial examples with misclassified labels on MNIST generated with CARS.
For every two rows, a row of original images are shown, and the adversarial examples are
right underneath them, with the misclassified labels in between.
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