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#### Abstract

Fluid flows in which the particles passively advect and diffuse are common throughout nature. There are large volumes of work in the area of advection-diffusion however, despite the many applications to fluids flowing with a reaction component, no clear model of capturing front dynamics


exists. Fronts propagating in two-dimensional advection-reaction-diffusion systems exhibit rich topological structure just like their advection-diffusion counterparts. It has been shown that invariant manifolds form barriers to passive transport in time-dependent or time-periodic fluid flows. Recently, analogous manifolds termed burning-invariant-manifolds (BIMs), have been shown to form one-sided barriers to reaction fronts in ARD systems. Here we apply the BIMs model to that of time-periodic flows. When the underlying fluid flow is time-periodic, the reaction front will often mode-lock to the driving frequency. This mode-locking phenomenon can be described by BIMs. In fact, the mode-locking front is exactly the BIM attached to a relative periodic orbit (RPO) of the front element dynamics. Changes in the type of mode-locking (and the loss of mode-locking) can be understood in terms of local and global bifurcations of these RPOs. In the first part of this thesis we illustrate the above concepts numerically using a chain of alternating vortices in a channel geometry.

In nature most flows are not time-independent or time-periodic but may have an unknown or aperiodic time dependence. Therefor we can no longer talk about infinite time structures like invariant manifolds and BIMs. In the field of advection-diffusion there exists a model for extracting coherent structures in time-aperiodic flows called Lagrangian Coherent Structures (LCSs). Recent theoretical work in ARD systems has suggested that similar one-sided barriers, termed burning Lagrangian coherent structures (bLCSs), exist for fluid velocity data prescribed over a finite time interval. In the second part of this thesis, we apply the bLCS model to a numerically generated flow with an aperiodic wind. The wind is used to generate time dependence in a double-vortex channel flow where we can then demonstrate that the (locally) most attracting or repelling curves are the bLCSs.

Finally we model an experimental flow performed by Solomon et. al [23]. The experiment utilizes a single vortex in a windy channel. In the reference frame of the vortex, a constant wind is blowing from left to right, while a swirling wind blows in the lateral direction. First we extract the BIMs for the steady, constant, left to right wind, then we show the time evolved BIMs for the fully unsteady case and comment on the validity of evolving the BIMs.
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1.1 Numerical simulation of steady double gyre. Initial sample of fluid particles shown in blue and subsequent samples shown as time moves forward under the flow. The initial sample is both advected along while being stretched. Fixed points lie at the channel boundary at $(0,0)$ and $(0,1)$. The unstable manifold of these fixed points is shown in red. The unstable manifold serves as a separatrix between the two vortices. Fluid particles can not pass from the left to right of the separatrix and vice versa, thus the unstable manifold forms a barrier to fluid particles.
1.5 Numerical simulation of steady double gyre with an active enhancement. Initial reaction stimulation shown in blue and subsequent samples shown as from blue to red as time moves forward under the flow. The separatrix in the purely advective case has split into two burning fixed points with one burning to the left and the other to the right. The unstable burning invariant manifolds are shown in red with their burning direction noted by the red arrows. The BIMs are one sided barriers to reaction fronts propagating in the same direction. (a) shows an initial reaction stimulation in between the two BIMs. Here the fronts are confined between the BIMs as the reaction front propagates outward since the front propagation direction is the same as the burning direction for each BIM. (b) shows an initial reaction stimulation on the right side. As the front propagates it is able to pass through the first BIM since its burning direction is opposite to the direction the front is propagating. The front however is blocked by the second, leftmost, BIM since its burning direction is the same as the front propagation direction. (c) shows an initial reaction stimulation on the left hand side, the blocking (non-blocking) nature of the BIMs follows the same reasoning as (b).
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1.7 Given an initial front, a small normal displacement of a front element, $\epsilon \hat{n}$, evolves under $F$ to a vector $\epsilon \mathbf{v}$. This new evolved front element will in general have a nonzero tangential component. We define the Lagrangian shear $p$ over time interval $t$ to be the projection of $\epsilon \mathbf{v}$ in the tangent direction divided by $\epsilon$. Similarly we define the normal repulsion $\rho$ to be the projection of $\epsilon \mathbf{v}$ in the normal direction divided by $\epsilon$. 15
1.8 (a) Family of sheerless curves in $x y \theta$-space. Black line shows line of initial conditions and black curve shows the BIM. (b) Two dimensional projection of the family of sheerless curves in $x y$-space. (c) Comparison of the BIM (black) and the sheerless curve chosen as the bLCS (red), Inset shows the average normal repulsion curve as a function of the initial conditions $x$ coordinate with the bLCS circled in red.
1.9 (a) Sheerless surface in $x y \theta$-space. (b) Two dimensional projection of the sheerless surface in $x y$-space. The coloring corresponds to the value of the normal repulsion, red being a positive value and blue denoting a negative value.
2.1 Experimental images of the Belousov-Zhabotinsky reaction in a quasi-two-dimensional alternating vortex channel flow. The flow is driven by an electric current passing through the fluid over a row of magnets. Left: Experimental image of mode-locking type (1,2). It takes two driving periods for the "b"-shaped front profile to repeat itself shifted by one pair of vortices. Right: Experimental image of mode-locking type $(1,1)$ [48].
2.2 (a) An initial circular burned region at $t=0 T$. Panels (b)-(d) show the forward evolution at times $t=0.3 T, 0.6 T$, and $1.19 T$ respectively. The front is evolved using Eq. (2.4) with $v_{0}=0.2$ and $\mathbf{u}$ given by Eq. (3.3), with $b=0.25$, and $\omega=2$.
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3.2 Given an initial front, a small normal displacement of a front element, $\epsilon \hat{n}$, evolves under $F$ to a vector $\epsilon \mathbf{v}$. This new evolved front element will in general have a nonzero tangential component. We define the Lagrangian shear $p$ over time interval $t$ to be the projection of $\epsilon \mathbf{v}$ in the tangent direction divided by $\epsilon$. Similarly we define the normal repulsion $\rho$ to be the projection of $\epsilon \mathbf{V}$ in the normal direction divided by $\epsilon .40$
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3.4 (a) Family of shearless curves in $x y \theta$-space. Black line shows a line of initial conditions and black curve shows the BIM. (b) Two dimensional projection of the family of shearless curves in $x y$-space. (c) Comparison of the BIM (black) and the shearless curve chosen as the bLCS (red), (inset) shows the average normal repulsion curve as a function of the initial condition's $x$ coordinate with the bLCS circled in red.
3.5 Fluid flow derived from the stream function eq. 3.14. The flow takes place in an infinitely long channel with two counter rotating vortices centered at $x=0$. The channel height is $y=1$, thus the vortex height and width are unit 1 . The black arrows show the direction of rotation of the vortices. The red and blue curves are the unstable and stable burning invariant manifolds respectively. The arrows along the BIMs show their burning direction. This particular image corresponds to a $\gamma$ value of 1 , and $v_{w}=0.15$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
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3.7 Time-independent burning invariant manifolds for constant wind speeds of $v_{w}=-0.15$ (left) and $v_{w}=-0.1$ (right). BIMs are generated using eq. 3.2 and take place in a long channel with two side-by-side counter rotating vortices, fig. 3.5.
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## Chapter 1

## Motivation and Background

A dynamical system can be thought of as any system one wishes to model over time. How the systems evolves over time, whether it settles down to an equilibrium state or not does not matter, only the dynamics are used to analyze the behavior. Examples of a dynamical system include modeling the growth of population over time, the current or charge through an electronic circuit, or the oscillation of a mass on a spring. Remarkably, dynamical systems theory has universal properties that apply to large classes of systems irrespective of physical phenomena and scale.

The theory of dynamical systems began with the work of Issac Newton and his model of the Earth-Sun system which resulted in his law of gravitation. It took a different turn after many failed attempts at modeling the three-body problem when Henry Poincare introduced his geometric approach to modeling dynamical systems. He posed a different question, what if instead of being concerned with exact quantities, i.e. precise position of the moon in the Sun-earth-moon system at all times, we were only concerned with the long term behavior? Does the system settle down into an equilibrium or will the moon eventually leave our solar system? Poincare also first noticed that a particular set of dynamical systems exhibited aperiodic behavior that can exhibit a sensitivity to initial conditions. This sensitivity stems from an exponential growth of perturbations to the initial conditions. These nonlinear systems are termed chaotic as the sensitivity leads to a seemingly random behavior. Another way to describe chaotic systems is as nonintegrable, where integrability fails because the integrand jumps around too much. These questions and difficulties lead to an important concept in dynamical systems called the phase space.

The phase space is the set of all possible states a trajectory can have in a dynamical system. Phase spaces can tell us things about solutions to a dynamical system in a qualitative manner. For instance, does this system have any equilibrium points (fixed points) at which the system will settle down? Once fixed points are established, if any exist, they can be used to determine stable and unstable directions. The stable (unstable) sets of a fixed point in a dynamical system are loosely defined as those points which converge to the fixed point in forwards (backwards) time. This is done through a linearization of the system, which under relatively mild conditions allows us to relate the (un)stable sets (manifolds) of the non-linear system to those of the linearized system. The geometry of the stable and unstable manifolds of the fixed points encode important information about the system's dynamics. In this manuscript we will apply these and similar techniques of dynamical systems to chaotic advection with an active enhancement.

### 1.1 Chaotic Advection

Mixing and transport in fluids is an extremely important processes that occurs in many phenomena over a wide range of length scales. Examples of mixing and transport range from microfluidic mixing and transport in microbiology [7, 10, 21], to mixing in the Earth's mantle [29] and astrophysics $[16,20,61]$. The dispersion of contaminants in the ocean has certainly been an area of interest over the last decade with the disasters from the British Petroleum oil spill and the aftermath of the tsunami that caused the Fukushima nuclear disaster. Therefore having a model to predict transport and mixing is important for many applications from industrial to environmental.

Historically it was first believed that laminar flows were completely deterministic, and that turbulent flows could only be specified by a probabilistic velocity field [51,59]. It is now known from the theory of dynamical systems that the solutions of deterministic equations can be chaotic in the sense of exponential sensitivity to small variations of initial conditions and parameters. A simple velocity field can result in chaotic fluid particle trajectories. [6, 13]. Although two dimensional steady flows are integrable and will not result in chaotic particle trajectories, two-dimensional unsteady flows or, three-dimensional steady flows, in general, are not integrable. The subject of chaotic advection is based on this non-integrability and many studies of stirring and mixing are
based on the assumption that chaotic advection is present. Let us first clarify what is meant by advection of a particle.

A particle suspended in a fluid moving with some velocity is "passively" advected along. Passively in that the particle is presumed so light and powerless that it has no choice but to adjust it's velocity to that of the fluid. The velocity of the particle, neglecting molecular diffusion, can thus be written

$$
\begin{equation*}
V_{\text {particle }}=\left.V_{\text {fluid }}\right|_{x_{p}, y_{p}, z_{p}} \tag{1.1}
\end{equation*}
$$

In a three-dimensional fluid flow with a Cartesian coordinate system we may therefore write

$$
\begin{equation*}
V_{\text {particle }}=\left(\frac{d x_{p}}{d t}, \frac{d y_{p}}{d t}, \frac{d z_{p}}{d t}\right) . \tag{1.2}
\end{equation*}
$$

The fluid velocity, $V_{\text {fluid }}$, is derived from solving a set of other equations, i.e. Navier-Stokes, or Stokes. With respect to chaotic advection we may assume that these were prescribed and we are given the component velocities $u, v$, and $w$. Thus we may write

$$
\begin{equation*}
V_{\text {fluid }}=[u(x, y, z, t), v(x, y, z, t), w(x, y, z, t)] . \tag{1.3}
\end{equation*}
$$

Looking back at Eq.1.1 and plugging in Eqs.1.2 and 1.3 we find a systems of ordinary differential equations

$$
\begin{gather*}
\dot{x}=u(x, y, z, t),  \tag{1.4a}\\
\dot{y}=v(x, y, z, t),  \tag{1.4b}\\
\dot{z}=w(x, y, z, t), \tag{1.4c}
\end{gather*}
$$

In modeling fluids, one may represent a flow where individual particles are tracked, Lagrangian method, or through the use of fields, Eulerian method. Here since we have derived eqs. 1.4 for that of a particle, we are using the Lagrangian approach. Thus eqns. 1.4 are simply the advection equations that, under certain situations, may be chaotic.

If the system two dimensional and incompressible i.e.

$$
\begin{equation*}
\nabla \cdot \mathbf{u}=0 \tag{1.5}
\end{equation*}
$$

then we may write

$$
\begin{gather*}
\dot{x}=-\frac{\partial \Psi}{\partial y}  \tag{1.6a}\\
\dot{y}=\frac{\partial \Psi}{\partial x} \tag{1.6b}
\end{gather*}
$$

where $x$, and $y$ denote the spatial coordinates of the fluid flow and $\Psi$ is the streamfunction. It is well known that this is analogous to a one dimensional Hamiltonian systems where the streamfunction $\Psi$ plays the role of the Hamiltonian and the $-y$ coordinate the role of the conjugate momentum [8]. The lines in which $\Psi=$ constant are called streamlines, which in terms of dynamical systems, are invariant manifolds. In steady flows, any point that begins on a streamline (manifold) will remain on the streamline (manifold), thus these structures are act as barriers within a fluid flow and serve as a good template for studying the fluids motion. For this manuscript we assume incompressibility and thus can derive the fluid velocity from a streamfunction.

### 1.1.1 Steady and time periodic flows-Invariant Manifolds

In the case of two dimensional incompressible steady fluid flows, the Hamiltonian is integrable thus fluid particle trajectories are not chaotic. The streamlines are closed, forming invariant tori. The stable and unstable manifolds stem from hyperbolic (saddle) fixed points having one stable and one unstable direction. The unstable manifold forms a separatrix between the two vortices. Fluid particles can not pass from the left to right of the separatrix and vice versa, thus the unstable manifold forms a barrier to fluid particles. To demonstrate this we look at a simple example of two side-by-side counter rotating vortices. The stream function for this system is given by

$$
\begin{equation*}
\Psi=\frac{U}{\pi} \sin (\pi x) \sin (\pi y) \tag{1.7}
\end{equation*}
$$



Figure 1.1. Numerical simulation of steady double gyre. Initial sample of fluid particles shown in blue and subsequent samples shown as time moves forward under the flow. The initial sample is both advected along while being stretched. Fixed points lie at the channel boundary at $(0,0)$ and $(0,1)$. The unstable manifold of these fixed points is shown in red. The unstable manifold serves as a separatrix between the two vortices. Fluid particles can not pass from the left to right of the separatrix and vice versa, thus the unstable manifold forms a barrier to fluid particles.
where it is scaled by $U$ the maximum fluid velocity, and the height and width of the vortex is one. The term $\sin (\pi y)$ accounts for boundary conditions where here we have assumed them to be free slip. Figure 1.1 shows a simulation of a steady double gyre. The fixed points, where the x and y components of velocity are zero, lie at the top and bottom of the channel at $(0,0)$ and $(0,1)$. The unstable manifold of the bottom fixed point forms what is called a separatrix, dividing the channel into left and right halves. Fluid particles on the left side cannot pass the unstable manifold and reach the right, and vice versa, thus the unstable manifold is a barrier to fluid particles. Mixing in this case is not possible in the purely advective case. In a realistic flow diffusion would provide a means of transport from one vortex to the other albeit this would produce extremely slow mixing.

If the fluid flow is time-periodic, the flow may be nonintegrable and chaos ensues, despite the fact that the flow is still laminar, two-dimensional, and incompressible. The dynamics of such a system is typically best studied using a Poincare map. The time-independent invariant manifolds, separatrices, split into distinct, but intersecting, stable and unstable manifolds each attached to one hyperbolic fixed point on the channel wall. These intersections are formed by what are called heteroclinic and homoclinic orbits. Heteroclinic orbits begin and end at different fixed points, while homoclinic orbits begin and end at the same fixed point. The heteroclinic and homoclinic orbits result in complicated tangles, lobes formed by the intersecting manifolds allow advection between regions. A small perturbation of the time-independent fixed points, by some periodic time dependence, will result in better mixing and long range transport [18, $33,57,58,62]$

Time-periodicitiy is easily generated in the previous double-gyre example by oscillating the vortices from side to side. The stream function for that case is given by

$$
\begin{equation*}
\Psi=\frac{U}{\pi} \sin (\pi(x+B \sin (\omega t))) \sin (\pi y) \tag{1.8}
\end{equation*}
$$

The term $x+B \sin (\omega t)$ accounts for the lateral oscillation of the vortices with amplitude $B$ and frequency $\omega$. An example of this can be seen in fig 1.2. The time-independent separatrices, unstable manifold (red), now has more complicated structure, intersecting with the stable manifold(blue). Also notice how the fixed points themselves have shifted and that the manifolds are now only attached to one hyperbolic fixed point on the channel wall. These lobes formed by the intersection


Figure 1.2. Time periodic double gyre with lateral oscillations, eq. 1.8. The unstable manifold (red), now has more complicated structure, and intersects with the stable manifold(blue). Also notice how the fixed points themselves have shifted and that the manifolds are now only attached to one hyperbolic fixed point on the channel wall. These lobes formed by the intersection of the stable and unstable manifolds now provide a means of long range transport and a much more efficient means of mixing.
of the stable and unstable manifolds now provide a means of long range transport and a much more efficient means of mixing.

### 1.1.2 Unsteady Flows-Lagrangian Coherent Structures

Time independent and time-periodic flows can be modeled with dynamical systems tools such as invariant manifolds and Poincare maps as outlined above, but what about more realistic flows found in nature? Most flows will have some arbitrary time dependence in which the time dependence is not analytic or is unknown. Velocity fields can be found through either computation fluid dynamics or from data attained by particle tracking, but what can be said about the overall structure of the underlying fluid flow? While a dynamical system is considered as any system that we wish to model over some finite time, this is somewhat of an oxymoron in that most mathematicians describe dynamical systems theory as the study of a system over time but in the asymptotic limit as time goes to infinity. Thus invariant manifolds are infinite ti me structures found by some iterative method in the limit as time goes to infinity. It may seem clear then that any dynamical systems analysis will not work for flows over a finite time interval, however, these geometric structures are seen along with the dynamical consequences in numerical simulations that are in fact carried out over finite time intervals [38]. The persistence of these geometric structures over the length of time we have knowledge of the underlying flow, demonstrates that the structures still exist. Therefore there is a
need to develop analogous finite time tools for dynamical systems analysis.
The topic of Lagrangian based coherent structures has been a rapidly growing area of research in nonlinear dynamics for almost two decades. It provides a means to rigorously define and detect transport barriers in dynamical systems with arbitrary time dependence [5, 49]. Many different methods for Lagrangian based coherent structure detection have been developed in recent years and a comparison of these methods was recently performed showing their strengths, weaknesses and shortcomings [24]. Of particular interest to this manuscript, is the method of Lagrangian Coherent Structures (LCS) developed by Haller et. al. [25, 27]. Haller initially proposed that ridges of the finite-time Lyapunov exponent (FTLE) are heuristic indicators of hyperbolic (i.e., repelling and attracting type) LCSs. This makes sense intuitionally in that the Lyapunov exponent is a measure of the separation between neighboring trajectories, and if these trajectories are separating exponentially then there must be some "repelling" structure in between. These repelling structures can be seen as ridges in a plotof the FTLE field. However, FTLE ridges can yield both false negatives and false positives in LCS detection. Haller gives four explicit examples of dynamical systems in which there are observable LCSs and no FTLE ridges, observable FTLE ridges and no LCSs, where there is flux across a FTLE ridge, and where FTLE ridges are far from anything Lagrangian [26]. Thus a new approach of LCS detection was warranted. In the same paper, Haller outlines a variational theory for hyperbolic LCSs in which he equates LCSs with invariants of the Cauchy-Green strain tensor field. This variational technique locates LCSs as material surfaces that point-wise extremize the normal repulsion ratio of all nearby material surfaces. A numerical tool, LCS tools was released for computing LCSs using MATLAB [46]. A result of running the demo script of a double gyre is shown in fig. 1.3. Here the computed elliptic LCSs are shown in green, the attracting LCSs in blue and the repelling LCSs in red. These simulations use the latest variational technique by Haller et al. We base our approach of finding similar finite time structures in flows with an active enhancement.


Figure 1.3. LCSs in the double gyre. (a) Shows the elliptic LCSs in green along with the attracting LCSs in blue. (b) Shows the elliptic LCSs in green and the repelling LCSs in red.

### 1.2 Active enhancement of advective flows

Chaotic advection of passive particles has been well studied since being formally defined by Aref in 1984. However, there are numerous examples in which flows also have a biological or chemical process that is occurring while the flow is advecting and diffusing. Examples include plankton blooms in the ocean [ $3,4,11,12,54$ ], chemical reactions [40, 41, 60] and plasmas [9]. Despite this fact, no clear model of advection-reaction-diffusion (ARD) systems currently exists. Here we will highlight some methods developed by Mitchell et. al. for extracting coherent structures in time-independent $[34,42]$ and time dependent [36] reacting flows.

### 1.2.1 Steady Flows-Burning Invariant Manifolds

To model ARD systems, instead of tracking the entire burned region we consider the reaction front only. This method is more computationally efficient and, we believe, more theoretically insightful. To simplify the problem, we assume the following, first the reaction time-scale is much smaller than the diffusion time-scale resulting in a sharp front in which the fluid is divided into reacted and unreacted regions, separated by a well-defined boundary-the reaction front. Second, we assume that each front element is not dependent on the local curvature of the front, though it is known that curvature may play an important role in certain systems [44]. Last, we assume that, in the comoving fluid frame, the front propagates with a fixed speed $v_{0}$ that is homogenous and isotropic.

Formally, a front is defined as the oriented boundary between reacted and unreacted regions where the local orientation vector $\hat{\mathbf{n}}$ is normal to the reaction front and points away from the burned region. The orientation could alternatively be specified by the tangent vector $\hat{\mathbf{g}}$, where $\hat{\mathrm{g}}$ is orthogonal to $\hat{\mathbf{n}}$ and $\hat{\mathbf{n}} \times \hat{\mathbf{g}}=+1$. Using $\mathbf{r}$ to denote the $x y$-position of a front element and $\theta$ as the angle between the positive $x$-axis and $\hat{\mathrm{g}}$, a front in three-dimensional $x y \theta$-space is a curve $(\mathbf{r}(\lambda), \theta(\lambda))$ that satisfies the front-compatibility criterion

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}}{\mathrm{~d} \lambda}=\hat{\mathbf{g}}(\theta), \tag{1.9}
\end{equation*}
$$

where $\lambda$ is the Euclidean length parameter measured in $x y$-space that increases in the $+\hat{\mathrm{g}}$ direction.


Figure 1.4. A front is defined as the oriented boundary between reacted and unreacted regions where the local orientation vector $\hat{\mathbf{n}}$ is normal to the reaction front and points away from the burned region. If $\mathbf{r}$ is used to denote the $x y$-position of a front element and $\theta$ as the angle between the positive $x$-axis and $\hat{\mathrm{g}}$, each front element, specified by $(\mathbf{r}(t), \theta(t))$, evolves via eq. (1.10)

Each individual front element evolves via

$$
\begin{align*}
& \dot{\mathbf{r}}=\mathbf{u}+v_{0} \hat{\mathbf{n}}  \tag{1.10a}\\
& \dot{\theta}=-\sum_{i, j} \hat{n}_{i} u_{i, j} \hat{g}_{j} \tag{1.10b}
\end{align*}
$$

where $\mathbf{u}$ is the incompressible fluid velocity and $u_{i, j}=\partial u_{i} / \partial r_{j}$. Therefore a reaction front is translated by the vector sum of the fluid velocity and the burning velocity, Eq. (1.10a). The change in orientation is entirely kinematic and determined by the local behavior of the fluid flow, Eq. (1.10b).

Active enhancement of fluid flows has several interesting consequences. First, new fixed points in the fluid flow can be found where the front propagation exactly counters the fluid flow. These are fixed points of Eq. (1.10) which we call burning fixed points. The stable-stable-unstable (SSU) burning fixed points have one unstable manifold which we call the burning invariant manifolds (BIMs). It has been shown that BIMs serve as one-way barriers to front propagation [34, 42]. The bounding behavior of BIMs is due to the "no-passing" lemma: no front can overtake another front from behind. Fronts oriented in the same direction as the BIM will be unable to directly pass through the BIM, while fronts oriented opposite the BIM will pass through unobstructed. Any arbitrary front (within some moderate basin of attraction) will ultimately converge to the BIMs. Therefore BIMs are important for understanding the evolution and long-time behavior of ARD systems.


Figure 1.5. Numerical simulation of steady double gyre with an active enhancement. Initial reaction stimulation shown in blue and subsequent samples shown as from blue to red as time moves forward under the flow. The separatrix in the purely advective case has split into two burning fixed points with one burning to the left and the other to the right. The unstable burning invariant manifolds are shown in red with their burning direction noted by the red arrows. The BIMs are one sided barriers to reaction fronts propagating in the same direction. (a) shows an initial reaction stimulation in between the two BIMs. Here the fronts are confined between the BIMs as the reaction front propagates outward since the front propagation direction is the same as the burning direction for each BIM. (b) shows an initial reaction stimulation on the right side. As the front propagates it is able to pass through the first BIM since its burning direction is opposite to the direction the front is propagating. The front however is blocked by the second, leftmost, BIM since its burning direction is the same as the front propagation direction. (c) shows an initial reaction stimulation on the left hand side, the blocking (non-blocking) nature of the BIMs follows the same reasoning as (b).

Another property of BIMs that is unlike their advective invariant manifold counterparts is that BIMs can form cusps and self-intersections when projected onto the $x y$-plane. (In the full $x y \theta$-phase space, BIMs do not self-intersect due to the uniqueness of solutions to ODEs.) In time-independent flows, a cusp marks the end of the physically relevant bounding behavior of the BIM. Fig 1.5 shows a numerical simulation of steady double gyre with an active enhancement. The initial reaction stimulation is shown in blue and the evolution of reaction is from blue to red as the front grows and propagates under the flow. The separatrix in the purely advective case has split into two burning fixed points with one burning to the left and the other to the right. The unstable burning invariant manifolds are shown in red with their burning direction noted by the red arrows. The BIMs are one sided barriers to reaction fronts propagating in the same direction. Fig 1.5(a) shows an initial reaction stimulation in between the two BIMs. Here the fronts are confined between the BIMs as the reaction front propagates outward since the front propagation direction is the same as the burning direction for each BIM. Fig 1.5(b) shows an initial reaction stimulation on the right side. As the front propagates it is able to pass through the first BIM since its burning direction is opposite to the direction the front is propagating. The front however is blocked by the second, leftmost, BIM since its burning direction is the same as the front propagation direction. Fig 1.5(c) shows an initial reaction stimulation on the left hand side, the blocking (non-blocking) nature of the BIMs follows the same reasoning as (b).

For time-periodic flows, the bounding behavior of BIMs is more subtle. These BIMs can stretch and fold in time (with plenty of cusps and self-intersections) allowing the reaction front to propagate down the channel via a turnstile-like mechanism $[33,37]$. In spite of the apparent loss of bounding behavior (in the lab frame), time-periodic driving yields a new form of stable structure in a moving frame-mode-locked fronts. A specific type of mode-locking is specified by two integers $N$ and $M$ and is defined as the recurrence of a pattern which has shifted by $N$ vortex pairs after having evolved under $M$ forcing periods. Figure 1.6 a shows snapshots of a front propagating down the channel from left to right, beginning with a vertical front that spans the channel. Each snapshot is taken after one driving period. We see that the front converges almost instantaneously (essentially after the first iterate) to a mode-locked front: the front profile repeats after $M=1$ driving period and is translated to the right by $N=1$ vortex pair, demonstrating type $(1,1)$ mode-locking. Similarly,


Figure 1.6. Numerically generated reaction front showing evidence of mode-locking. The front propagates down the channel from left to right starting with a vertical front spanning the channel. After one period the front has fully converged. Fig. 1.6 (a)-(c) shows mode-locking of types $(1,1),(1,2)$, and $(2,3)$ with $v_{0}=0.18$, 0.068 , and 0.089 respectively. Dashed vertical lines indicate the vortex cells.
in Fig. 1.6b the front profile repeats after $M=2$ driving periods, translated by $N=1$ vortex pair for type $(1,2)$ mode-locking. Finally, Fig. 1.6c shows type $(2,3)$ mode-locking. The phenomenon of mode-locking and how it can be understood in terms of BIMs is discussed in Chapter 2.

### 1.2.2 Unsteady Flows-Burning Lagrangian Coherent Structures

Once the fluid flow is no longer time independent, the BIM analysis fails in the same way invariant manifold techniques fail in the purely advective case when the underlying fluid flow has some arbitrary time dependence. Thus for active flows with arbitrary time dependence, a new model must be used to capture coherent structures or fronts. Building off the success of Hallar's variational technique, a new model for extracting fronts in time dependent flows has been proposed. This new technique termed burning Lagrangian coherent structures (bLCSs) was formulated by Mitchell et al. [36] and is summarized as follows.

To find the bLCSs, first we assume that the fluid velocity $\mathbf{u}(\mathbf{r}, t)$ is defined between an initial time, $t_{0}$, and a later time $t_{1}=t_{0}+T$. There is no requirement that the flow be either


Figure 1.7. Given an initial front, a small normal displacement of a front element, $\epsilon \hat{n}$, evolves under $F$ to a vector $\epsilon \mathbf{v}$. This new evolved front element will in general have a nonzero tangential component. We define the Lagrangian shear $p$ over time interval $t$ to be the projection of $\epsilon \mathbf{V}$ in the tangent direction divided by $\epsilon$. Similarly we define the normal repulsion $\rho$ to be the projection of $\epsilon \mathbf{V}$ in the normal direction divided by $\epsilon$.
(a)

(b)

(c)


Figure 1.8. (a) Family of sheerless curves in $x y \theta$-space. Black line shows line of initial conditions and black curve shows the BIM. (b) Two dimensional projection of the family of sheerless curves in $x y$-space. (c) Comparison of the BIM (black) and the sheerless curve chosen as the bLCS (red), Inset shows the average normal repulsion curve as a function of the initial conditions $x$ coordinate with the bLCS circled in red.
time-independent or time-periodic over interval $\left[t_{0}, t_{1}\right]$. The trajectory of a front element over this time interval is obtained by solving Eq. 1.10. The flow map that takes an initial point in $(r, \theta)$-space to a final point after solving Eq. 1.10 is defined to be $F=F_{t_{0}}^{t}$. Lagrangian shear and normal repulsion are defined as follows (see Fig. 1.7) Given an initial front, a small normal displacement of a front element, $\epsilon \hat{n}$, evolves under $F$ to a vector $\epsilon \mathbf{v}$. This new evolved vector will in general have a nonzero tangential component. We define the Lagrangian shear $p$ over time interval $t$ to be the projection of $\epsilon \mathbf{V}$ in the tangent direction divided by $\epsilon$. Similarly we define the normal repulsion $\rho$ to be the projection of $\epsilon \mathbf{v}$ in the normal direction divided by $\epsilon$. Thus we can write,

$$
\begin{align*}
& p(\mathbf{r}, \theta)=\left\langle-\hat{g}_{1}, \mathbf{v}\right\rangle=-\left\langle\hat{g}(F(\mathbf{r}, \theta)),[\nabla F]_{x y} \hat{n}\right\rangle  \tag{1.11a}\\
& \rho(\mathbf{r}, \theta)=\left\langle\hat{n}_{1}, \mathbf{v}\right\rangle=\left\langle\hat{n}(F(\mathbf{r}, \theta)),[\nabla F]_{x y} \hat{n}\right\rangle \tag{1.11b}
\end{align*}
$$

where $[\nabla F]_{x y}$ is the 2 x 2 projection of the flow map gradient given by,

$$
\begin{equation*}
[\nabla F]_{x y}=\Pi_{x y} \nabla F \Pi_{x y}^{T} \tag{1.12}
\end{equation*}
$$

with

$$
\Pi_{x y}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{1.13}\\
0 & 1 & 0
\end{array}\right)
$$

With the definitions of Lagrangian shear and normal repulsion we can look to the variational problem. Following Hallar et al. we seek to find a curve parameterized by $\gamma$, the Euclidean distance, that makes the average Lagrangian shear stationary under infinitesimal variations. (Eq. 1.14)

$$
\begin{equation*}
\bar{P}_{0}[\gamma]=\frac{1}{T} \int_{0}^{T} p(\mathbf{r}, \theta) d \tau \tag{1.14}
\end{equation*}
$$

We define these curves as perfect shearless fronts or shearless fronts for short. We find shearless fronts utilizing a constraint surface or shearless surface (Eq. 1.15)

$$
\begin{equation*}
p(\mathbf{r}, \theta)=0 . \tag{1.15}
\end{equation*}
$$



Figure 1.9. (a) Sheerless surface in $x y \theta$-space. (b) Two dimensional projection of the sheerless surface in $x y$-space. The coloring corresponds to the value of the normal repulsion, red being a positive value and blue denoting a negative value.

Figure 1.9 shows an example of a shearless surface in the full $x y \theta$-space (a), and a two dimensional projection in (b). A perfect shearless front once lifted by Eq. 1.9 must lie within the shearless surface. Thus a perfect shearless front is the integral curve of a vector field tangent to Eq. 1.15. The normalized tangent vector field is given by

$$
\begin{array}{r}
\frac{d \mathbf{r}}{d \lambda}=\frac{a}{\sqrt{a^{2}+b^{2}}} \hat{g}, \\
\frac{d \theta}{d \lambda}=\frac{b}{\sqrt{a^{2}+b^{2}}}, \tag{1.16b}
\end{array}
$$

where

$$
\begin{align*}
& a=-\frac{d}{d \theta} p,  \tag{1.17a}\\
& b=\hat{g} \cdot \nabla p . \tag{1.17b}
\end{align*}
$$

We will also need the vector field that is everywhere orthogonal but still tangent to the shearless
surface. This field is obtained by replacing $\hat{g}$ with $\hat{n}$ in Eqs. 1.16 and 1.17, i.e.,

$$
\begin{align*}
\frac{d \mathbf{r}}{d \kappa} & =\frac{a}{\sqrt{a^{2}+c^{2}}} \hat{n}  \tag{1.18a}\\
\frac{d \theta}{d \kappa} & =\frac{c}{\sqrt{a^{2}+c^{2}}} \tag{1.18b}
\end{align*}
$$

where

$$
\begin{equation*}
c=\hat{n} \cdot \nabla p \tag{1.19}
\end{equation*}
$$

Once we have reduced the problem to a 2D surface we select the the best shearless curve as that curve which maximizes the average normal repulsion.

$$
\begin{equation*}
R[\gamma]=\frac{1}{L} \int_{\gamma}(\sqrt{\hat{n} \cdot C(\mathbf{r}, \theta)} d l \tag{1.20}
\end{equation*}
$$

where $C$ is the projected right Cauchy-Green tensor given by,

$$
\begin{equation*}
C(\mathbf{r}, \theta)=[\nabla F]_{x y}^{T}[\nabla F]_{x y} \tag{1.21}
\end{equation*}
$$

In chapter 3 we will apply the bLCS model to a linear time varying wind and a stochastic wind to extract the bLCS(s).

### 1.3 Summary of Manuscript

This manuscript is organized as follows. In Chapter 2 we apply the burning invariant manifold (BIM) model to that of a time-periodic fluid flow in an oscillating chain of vortices. If the vortex chain oscillates periodically in the lateral direction, the reaction front often mode-locks to the oscillations, propagating an integer number of wavelengths of the flow (two vortices) in an integer number of drive periods. We show how this phenomenon can be explained in terms of relative periodic burning fixed points or relative periodic orbits (RPOs) and show numerical simulations that justify this theory. We establish concretely the connection to the mode-locked fronts and the BIMs. Finally we discuss the bifurcations in mode-locking type as a function of front propagation speed and how global bifurcations can create or destroy mode-locking. In Chapter 3 we apply the
buring Lagrangian Coherent structures (bLCSs) model to that of a time-varying wind. First we show numerical simulations of the bLCS applied to a linear time varying wind. Next we move to a more realistic case and show numerical simulations of the bLCS applied to a stochastic wind. We discuss the bounding nature of $\operatorname{bLCS}(\mathrm{s})$ and compare that to the BIMs in steady flows. In Chapter 4 we apply the bLCS model to experimental data of a single vortex in a windy channel and compare our results with those found experimentally. Chapter 5 summarizes the finding throughout this manuscript and discusses future work. Chapter 6 discusses how we numerically compute the relative periodic orbits and our method of finding seeds for newtons method. Also we show different techniques for extracting bLCS(s) and where computational difficulties may arise.

## Chapter 2

## Time Periodic barriers and <br> Mode-locking

### 2.1 Introduction

Many physical systems can be characterized by the propagation of a front. These systems range from plasmas [9], plankton blooms [54], the spread of disease, and chemical reactions [60]. The case in which no flow exists, the reaction-diffusion limit, is well characterized by the theory of Fisher and Kolmogorov-Petrovskii-Piskunov (FKPP) [31]. The front velocity $v_{0}$, predicted by FKPP is given by:

$$
\begin{equation*}
v_{0}=2 \sqrt{\frac{D_{0}}{\tau}} \tag{2.1}
\end{equation*}
$$

where $D_{0}$ is the molecular diffusivity and $\tau$ the reaction time-scale.
However, analysis of fronts in flowing media have proved more challenging. In order to predict the front speed in a reacting fluid with flow, an attempt was made to modify FKPP theory by introducing an enhanced diffusivity, $D^{*}$ [45]. This proved to be accurate only in the limit of a very slow reaction. Specifically, the enhanced diffusivity theory does not predict mode-locking in the periodically driven alternating vortex flow. A specific type of mode-locking is specified by two integers $N$ and $M .(N, M)$ mode-locking is the recurrence of a pattern which has shifted by $N$ vortex pairs after having evolved under $M$ forcing periods. It is straightforward to see that


Figure 2.1. Experimental images of the Belousov-Zhabotinsky reaction in a quasi-two-dimensional alternating vortex channel flow. The flow is driven by an electric current passing through the fluid over a row of magnets. Left: Experimental image of mode-locking type (1,2). It takes two driving periods for the " $b$ "-shaped front profile to repeat itself shifted by one pair of vortices. Right: Experimental image of mode-locking type $(1,1)$ [48].
the average front velocity in the lab frame $v_{f}$ is related to the type of mode-locking through the following relation [14]:

$$
\begin{equation*}
v_{f}=\frac{N \lambda}{M T} \tag{2.2}
\end{equation*}
$$

where $\lambda$ is the width of a pair of vortices and $T$ the period of oscillation.
Cencini et. al model ARD systems numerically using the so-called $G$-equation in a grid-based approach $[2,14,50]$. These methods do predict mode-locking, but are computationally costly [14]. Several experiments have also clearly demonstrated the existence (and robustness) of mode-locking in ARD systems [47, 48]. Figure 2.1 shows such an experimental realization using the excitable Belousov-Zhabotinsky reaction in a chain of alternating vortices.

Recently, it has been demonstrated that two-dimensional ARD flows with sharp reaction fronts can be reduced to a three-dimensional ODE for front-element dynamics [34, 42]. This approach reveals that reaction-front propagation is dominated by the presence of burning invariant manifolds (BIMs), invariant manifolds of the front-element dynamics. (We use the term "burning" as shorthand for any reaction front propagation differentiating them from their advective counterparts.) Unlike traditional invariant manifolds, these BIMs act as one-way barriers to reaction front
propagation. In this article, we show how BIMs underly the phenomenon of mode locking. We explain how a BIM attached to a relative periodic orbit (RPO) of the front element dynamics can result in mode-locking and show numerical simulations. Finally we discuss how changes in the type, as well as the loss, of mode locking can be understood in terms of local and global bifurcations of the RPOs and their BIMs.

This paper is organized as follows. Section 3.2.1 introduces the three-dimensional dynamical system for a point along the front. Section 3.2.2 reviews the theory of burning invariant manifolds. Section 3.3.1 justifies the abstract theory with concrete numerical realizations of this connection in a model flow. Section 3.3.2 presents the central result of this paper, establishing the fundamental connection between mode-locking and BIMs. Finally, Section 4.3.1discusses bifurcations in mode-locking type as a function of the front propagation speed and how global bifurcations can create or destroy mode locking of a given type . Our numerical technique for locating RPOs is discussed in the appendix.

### 2.2 Preliminaries

### 2.2.1 Front-element dynamics

We model ARD systems by considering only the reaction front. This is more computationally efficient than explicitly modeling the entire fluid state and, we believe, more theoretically insightful. We make use of the following assumptions. First, the reaction time-scale is much smaller than the diffusion time-scale-this is known as the "sharp front" or geometric-optics limit [1, 2]. In this limit, the fluid is divided into reacted and unreacted regions that are separated by a well-defined boundary-the reaction front. Second, we assume that each front element progresses in a manner independent of the local curvature of the front. It is known that this curvature plays an important role in certain systems [44]. Last, we assume that, in the comoving fluid frame, the front propagates with a fixed speed $v_{0}$ that is homogenous and isotropic.

More technically, a front is defined as the oriented boundary between reacted and unreacted regions where the local orientation vector $\hat{\mathbf{n}}$ is normal to the reaction front and points away from the burned region. The orientation might also be specified by the tangent vector $\hat{\mathrm{g}}$, where $\hat{\mathrm{g}}$ is
orthogonal to $\hat{\mathbf{n}}$ and $\hat{\mathbf{n}} \times \hat{\mathrm{g}}=+1$. If $\mathbf{r}$ is used to denote the $x y$-position of a front element and $\theta$ as the angle between the positive $x$-axis and $\hat{\mathrm{g}}$, a front in three-dimensional $x y \theta$-space is a curve $(\mathbf{r}(\lambda), \theta(\lambda))$ that satisfies the front-compatibility criterion

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}}{\mathrm{~d} \lambda}=\hat{\mathbf{g}}(\theta) \tag{2.3}
\end{equation*}
$$

where $\lambda$ is the Euclidean length parameter measured in $x y$-space that increases in the $+\hat{\mathrm{g}}$ direction.
Each front element, specified by $(\mathbf{r}(t), \theta(t))$, evolves via

$$
\begin{align*}
& \dot{\mathbf{r}}=\mathbf{u}+v_{0} \hat{\mathbf{n}},  \tag{2.4a}\\
& \dot{\theta}=-\sum_{i, j} \hat{n}_{i} u_{i, j} \hat{g}_{j}, \tag{2.4b}
\end{align*}
$$

where $\mathbf{u}$ is the incompressible fluid velocity and $u_{i, j}=\partial u_{i} / \partial r_{j}$. Each fluid element is translated by the vector sum of the fluid velocity and the burning velocity, Eq. (2.4a). Furthermore, the change in orientation is determined solely by the local behavior of the fluid flow, Eq. (2.4b). Numerically, a front is composed of a line of discrete fluid elements that propagate independently under this three-dimensional ODE. To maintain a sufficiently smooth front in spite of the stretching of the fluid flow, we dynamically insert new points by interpolation.

As it evolves, portions of the front may come to lie within the burned region. Figure 2.2 shows how an initially circular front (a) grows into a non-circular front (b), develops a swallowtail (c), and encounters the channel boundary (d). The swallowtail portion of the front lies within the burned region and therefore no longer represents a physical boundary. While we refer to the entire evolved curve (either in $x y$-space or $x y \theta$-space) as the front, we refer to those segments of the front separating the burned from unburned regions as the bounding front. The bounding front can exhibit corners where the bounding front is not differentiable in $x y$-space (i.e., it is disconnected in $x y \theta$-space).

### 2.2.2 Burning invariant manifolds (BIMs) and frozen fronts

The theory of invariant manifolds in passive advection is well established. In the two-dimensional setting, time-independent flows lead to separatrices-invariant manifolds that


Figure 2.2. (a) An initial circular burned region at $t=0 T$. Panels (b)-(d) show the forward evolution at times $t=0.3 T, 0.6 T$, and $1.19 T$ respectively. The front is evolved using Eq. (2.4) with $v_{0}=0.2$ and $\mathbf{u}$ given by Eq. (3.3), with $b=0.25$, and $\omega=2$.
connect various fixed points and divide the fluid into "cells". Under a time-periodic perturbation, these separatrices split giving rise to distinct stable and unstable manifolds. These more complicated objects describe the mechanism of transport between cells.

The addition of propagation dynamics has several interesting consequences. First, we find fixed points of Eq. (2.4) where the front propagation exactly counters the fluid flow. We refer to these as burning fixed points. Of primary interest are the stable-stable-unstable (SSU) burning fixed points. Attached to these are the so-called burning invariant manifolds (BIMs). Here we focus on the 1D unstable BIMs attached to SSU burning fixed points. It has been shown that BIMs serve as one-way barriers to front propagation [34, 42]. The bounding behavior of BIMs is due to the "no-passing" lemma: no front can overtake another front from behind. Thus, fronts oriented in the same direction as the BIM will be unable to directly pass through. Conversely, fronts oriented opposite the BIM will pass through unobstructed. Also, arbitrary fronts (within some moderate basin of attraction) converge to the BIMs. Because of these facts, SSU BIMs are important for understanding the evolution and long-time behavior of ARD systems.

Another new property of BIMs is a phenomenon more familiar in optics: BIMs can form cusps and self-intersections when projected onto the $x y$-plane as shown in Fig. 2.2(c). (In the
full $x y \theta$-phase space, BIMs do not self-intersect due to the uniqueness of solutions to ODEs.) In time-independent flows, a cusp marks the end of the physically relevant bounding behavior of the BIM.

Finally, as first observed experimentally just over a decade ago, reaction fronts in steady ARD flows exhibit the tendency to pin to vortex structures in the presence of an imposed "wind" [35,39]. A front initiated upwind of a pinning site can travel downstream, catch the site, and eventually reach a steady state. This "frozen front" phenomenon has been explained in terms of BIMs. Qualitatively, a frozen front occurs when a BIM spans the entire channel without a cusp, or when a set of BIMs do so collectively. These results can be made precise using the concept of a BIM core; the BIM core is defined as the BIM segment that includes the burning fixed point and extends in both directions until reaching either a cusp, a new burning fixed point, or infinity.

Frozen fronts in steady flows are built from BIM cores. More precisely, each frozen front is generated by a set of SSU burning fixed points. The frozen front is obtained by tracing the unstable manifold from each point in the set of fixed points until one of three things occurs: it intersects any other BIM core emanating from this set; it intersects any domain boundary; or it terminates at an SSS burning fixed point [35].

For time-periodic flows, the bounding behavior of BIMs is more subtle. These BIMs can stretch and fold in time (with plenty of cusps and self-intersections) allowing the reaction front to propagate down the channel via a turnstile-like mechanism [33,37]. In spite of the apparent loss of bounding behavior (in the lab frame), time-periodic driving yields a new form of stable structure in a moving frame-mode-locked fronts.

### 2.3 Mode-Locking

### 2.3.1 Numerical Simulations

As a concrete example we choose the well-studied alternating vortex chain [14,15,56]. This flow mimics a two-dimensional cross-section of Rayleigh-Benard convection in which roll patterns, i.e. vortices, appear due to an instability driven by heating of the lower boundary. The two-dimensional


Figure 2.3. Numerically generated reaction front showing evidence of mode-locking. The front propagates down the channel from left to right starting with a vertical front spanning the channel. After one period the front has fully converged. Fig. 2.3 (a)-(c) shows mode-locking of types $(1,1),(1,2)$, and $(2,3)$ with $v_{0}=0.18$, 0.068 , and 0.089 respectively. Dashed vertical lines indicate the vortex cells.
velocity field is given by

$$
\begin{align*}
& u_{x}(x, y, t)=+\sin (\pi[x+b \sin (\omega t)]) \cos (\pi y),  \tag{2.5a}\\
& u_{y}(x, y, t)=-\cos (\pi[x+b \sin (\omega t)]) \sin (\pi y), \tag{2.5b}
\end{align*}
$$

where $0 \leq y \leq 1$ and time-dependence is produced by the lateral oscillation term $x+b \sin (\omega t)$. Note that this model assumes free-slip boundary conditions. The dimentionfull parameters of the system are $U, D, \Omega, B$ and $V_{0}$ which correspond to the maximum fluid speed, channel width, driving frequency, driving amplitude, and the front propagation speed in the absence of a flow, respectively. The dimensionless parameters of the system are $b=B / D, \omega=\Omega D / U$, and $v_{0}=V_{0} / U$. The position vector $\mathbf{r}$ is scaled such that the maximum fluid vortex speed, $U$, is one and the width of each vortex is one. For these simulations we fix $b=0.3, \omega=4.08$ and vary the front velocity $v_{0}$. Numerical simulations were performed by propagating individual front elements under Eq. (2.4). By varying parameters, we identified mode-locking of types: $(1,1),(1,2),(2,3)$ and $(3,5)$.


Figure 2.4. Simulation demonstrating convergence of fronts to mode locking. ( 1,1 ) mode-locking with fronts shifted backwards showing convergence to be approximately one period. The initial condition is shown as the straight vertical line. The inset shows the rightmost point of the front as a function of the number of iterates. Beginning with the initial front we see it takes no more than two iterates to reach the mode-locked state.

Figure 2.3a shows snapshots of a front propagating down the channel from left to right, beginning with a vertical front that spans the channel. Each snapshot is taken after one driving period. We see that the front converges almost instantaneously (essentially after the first iterate) to a mode-locked front: the front profile repeats after $M=1$ driving period and is translated to the right by $N=1$ vortex pair, demonstrating type (1,1) mode-locking. Similarly, in Fig. 2.3b the front profile repeats after $M=2$ driving periods, translated by $N=1$ vortex pair for type (1,2) mode-locking. Finally, Fig. 2.3c shows type $(2,3)$ mode-locking.

The convergence of the initial vertical front to the mode-locked profile is very rapid. Figure 2.4 shows the initial condition as the vertical line. Each of the subsequent fronts in Fig. 2.4 is shifted backward by an integer number of vortex pairs, so that the fronts all lie within the original cell. Except for the initial vertical line, these shifted fronts are visually nearly identical, demonstrating that a single iterate is essentially all that is needed to reach the mode-locked state.

After a front has converged to the mode-locked profile, Fig. 2.5 shows several equally spaced intermediate time steps of its evolution over one mode-locked period for the $(1,1)$ mode-locking case. The black curve on the left maps to the black curve on the right one mode locked period later. The intermediate curves are snapshots of how a front evolves over one period. Note that


Figure 2.5. Reaction front shows evidence of $(1,1)$ mode locking with $v_{0}=0.18$. The front evolves from left to right down the channel beginning with a fully converged front, black curve on the left, and then evolving forward over one period where the shape of the front repeats itself one period later, black curve on the right.


Figure 2.6. Simulation of $(1,2)$ mode-locked front propagating down the channel for two periods.
the propagation of the front down the channel is not strictly monotonic. As Fig. 2.5 shows some intermediate steps are closer together and some farther apart. Also it is interesting to see the formation and loss of swallowtails in between periods as the front evolves. Lastly we could chose any intermediate front and map it forward one period and that shape would repeat, there is nothing special about the shape of the front in respect to mode-locking.

Figure 2.6 and Figure 2.7 show mode-locked fronts of type $(1,2)$ and $(3,5)$ respectively. These images show that the BIM model can also accurately capture higher order, i.e. period, mode-locking similar to the grid based approach used by Cencini et. al. "Finding" higher order mode-locking presents some interesting numerical challenges however, we developed a robust approach that will


Figure 2.7. Simulation of $(3,5)$ mode-locked front propagating down the channel for nine periods.


Figure 2.8. Simulation of ( 1,1 ) mode-locking demonstrates the extreme stretching experienced by the bounding front under the map $F^{(1,1)}$. Blue bounding front (a) maps to blue front (b). Small red segment (a) maps to red bounding front (b).
be covered in detail in the appendix.

### 2.3.2 Mode-locked fronts are composed of BIMs

In this section, we derive our main mathematical result, Proposition 2.3.2, a structural characterization of mode-locked fronts. We first introduce some notation. The stroboscopic map $F$ evolves an initial point $(x, y, \theta)$ forward via Eq. (2.4) for one forcing period $T$. The shift map $S$ translates a point forward by a single vortex pair, i.e.

$$
\begin{equation*}
S(x, y, \theta) \equiv(x+2, y, \theta) \tag{2.6}
\end{equation*}
$$

Finally, we define the composite map $F^{(N, M)}$,

$$
\begin{equation*}
F^{(N, M)} \equiv S^{-N} \circ F^{M}, \tag{2.7}
\end{equation*}
$$

which simply evolves an initial point forward $M$ forcing cycles and then shifts it backward by $N$ vortex pairs.

By definition, an $(N, M)$ mode-locked front must be invariant under $F^{(N, M)}$ in order to satisfy the original characterization of mode-locking, Definition 2.1. Importantly, the mode-locked front is on the boundary between the burned and unburned regions, i.e. it is the bounding front $B$ of the potentially longer curve that may extend into the burned region. As with frozen fronts in stationary flows, the projection of $B$ into $x y$-space need not be a single smooth segment, but may have corners where two segments join. Unlike frozen fronts, however, the projection of $B$ may have multiple disconnected pieces. One of these pieces constitutes the leading front of the mode-locked front, i.e., the part of the curve that directly contacts the infinite unburned domain. This leading front consists of a finite union of smooth segments connecting the top of the channel to the bottom. The other connected components of the mode-locked front all bound voids that trail the leading front.

Note that in the full phase space, $B$ is a finite union of closed disjoint segments. As $B$ evolves forward in time, these segments will be stretched and folded so that they are ultimately longer than the original $B$. Thus, $B$ is only invariant in the sense that $F^{(N, M)}(B)$ includes the original $B$, i.e. $B \subset F^{(N, M)}(B)$. Figure 2.8 shows an example of this behavior, where an initial bounding front $B$ (blue in Fig. 2.8a) evolves forward to the curve $F^{(N, M)}(B)$ (blue in Fig. 2.8b). Because of the extreme stretching, the tiny red segment in Fig. 2.8a grows to cover the entire leading front (red) in Fig. 2.8b.

We next show that for the system to exhibit mode-locking of type $(N, M)$, there must exist a relative periodic orbit (RPO) of Eq. (2.4) on the mode-locked front $B$. A relative periodic orbit is an orbit that is periodic when viewed relative to the comoving reference frame, i.e. the reference frame moving with a uniform velocity equal to the average front velocity $v_{f}$ [Eq. (2.2)]. More precisely, we define a relative periodic orbit of type $(N, M)$ to be an orbit that is shifted forward $N$ vortex pairs after $M$ driving periods, which can be equivalently stated as follows. An $(N, M)$ relative periodic orbit (RPO) is a fixed point under $F^{(N, M)}$. Much of the structure of the mode-locked front $B$ is revealed by analyzing the inverse map $\left(F^{(N, M)}\right)^{-1}$, which shrinks $B$, i.e. $\left(F^{(N, M)}\right)^{-1}(B) \subset B$. Since $B$ is a collection of segments, $\left(F^{(N, M)}\right)^{-1}$ restricted to $B$ is topologically equivalent to a differentiable map $f: \cup_{i} I_{i} \rightarrow \cup_{i} I_{i}$ defined over a finite collection of disjoint closed intervals $\left\{I_{i}\right\}$ on the real line. For any such $f$, there must exist some interval $I^{\prime}$ that maps into itself after some number of iterates $k \geq 1$, i.e. $f^{k}\left(I^{\prime}\right) \subset I^{\prime}$. By the Brouwer Fixed Point Theorem [43] (equivalently,


Figure 2.9. (a) Mode-locked front with RPO in red. The front has a swallowtail that extends into the burned region. Here the bounding front is composed of two segments only one of which has the RPO. (b) Mode-locked front with RPO in red, and a void (unburned region) trapped behind the bounding front. If an RPO of another type were present on any segment of the front that encompasses the void it would not persist indefinitely. All the unburned material behind the bounding front will become burned thus it is not possible to have two simultaneous mode-locking types.
the Intermediate Value Theorem in 1D) $f^{k}$ has a fixed point $x \in I^{\prime}$. More generally, it is easy to see that $f^{k}$ will generically have a finite odd number of fixed points in $I^{\prime}$ that alternate between stable and unstable, i.e. SUSU...US, with at least one stable fixed point. Thus, all points in $I^{\prime}$ (except the unstable fixed points) will converge to a stable fixed point under $f^{k}$. These facts are true for any interval $I^{\prime}$ that eventually maps into itself under $f$. For any interval $\tilde{I}$ that doesn't eventually map into itself, $\tilde{I}$ will eventually map into an interval that does, i.e. $f^{\ell}(\tilde{I}) \subset I^{\prime}$, and hence all points in $\tilde{I}$ converge to a stable fixed point of $f^{k}$. These results for $f$ readily imply the following facts for the mode-locked front $B$.
(i) A mode-locked front of type ( $N, M$ ) contains an RPO of type $(k N, k M)$ for some integer $k \geq 1$. This RPO is unstable in the direction tangent to the front. Furthermore, each smooth segment of the mode-locked front either has no RPOs or a finite odd number of RPOs that alternate between unstable and stable in the direction tangent to the front, i.e. USU...SU. Thus, while each smooth segment of a frozen front must contain a BFP (Prop. 2.2.2), it is not necessary for each smooth segment of a mode-locked front to contain an RPO. For example, the mode-locked front in Figure 2.9a has two smooth segments joined at a swallowtail. Only one of these segments contains an RPO.
(ii) Every point on the mode-locked front (except the RPOs that are stable in the tangent direction) is in the unstable manifold of an RPO that is unstable in the tangent direction. Note that the smooth segment in Fig. 2.9a that does not contain an RPO nevertheless lies within the unstable manifold of the RPO.

Result (i) above can be further refined: only the leading front can contain RPOs. This is because each void trailing the leading front can only persist for a finite amount of time, as the void is of finite area and the front consumes unburned fluid at a constant rate per unit length. The unburned fluid inside a void must be repeatedly refreshed by the voids being "pinched off" from the leading front, with the boundaries of the voids thus being on the unstable manifolds of RPOs on the leading front. This is exactly what is seen in Fig. 2.9b. Furthermore, if there are multiple RPOs (of type $(k N, k M)$ ) on the leading front, their ordering along the front cannot change under $F^{(N, M)}$; if this were to happen then one RPO would have to pass in front of the other and the trailing RPO would end up in a void or within the burned region. Neither of these is possible. Thus, no RPO can trade places with any other RPO under the map $F^{(N, M)}$, which means that each RPO is a fixed point of $F^{(N, M)}$ so $k=1$.

We now consider only those mode-locked fronts that are stable to small perturbations, making them physically relevant to the experiments. This stability of the front implies that all RPOs must be stable in the remaining two directions, i.e. the RPOs have stability SSU or SSS in the full phase space.

Thus, the mode-locked front is generated by a finite number of SSU RPOs, where the front continuously grows out of the RPOs as time evolves. Tracking a point on one of these BIMs as a function of time, we find that it ceases to be on the mode-locked front only when it strikes the channel wall or hits another point along the BIM, where it then penetrates the burned region. A point on the mode-locked front can also converge onto an SSS RPO on the front. We summarize with the following proposition analogous to Proposition 2.2.2.

Mode-locked fronts are built from BIMs. More precisely, a physically stable mode-locked front of type $(N, M)$ is generated by a set of SSU RPOs of type $(N, M)$. The mode-locked front is obtained from those points on the BIMs of the RPOs that have never previously struck some other point on the BIMs or struck the channel wall. The BIM segments in the mode-locked front may have endpoints at the wall, at another BIM segment, or at an SSS RPO.

Finally, it is important to note that the RPOs that generate the front must in fact lie on the bounding part of their BIMs. That is, as the BIMs grow out from the RPOs, they must not burn through an RPO. Said another way, each RPO must never pass through its own BIM or that of


Figure 2.10. Bifurcation diagram of the RPOs as a function of $v_{0}$. Multiple RPOs exist for the same parameters. Average front speed of dominant ML front (Eq. 2.2) is monotonic in $v_{0}$. Insets shows that each ML RPO is created in a saddle-node bifurcation.
another SSU RPO. This possibility will be discussed in greater detail in Sect. 4.3.1.

### 2.4 Changes in mode-locking as $v_{0}$ is increased.

The dynamical systems approach outlined in Sect. 3.3.2 leads to a greater understanding of the underlying mechanism for mode-locking. Figure 2.10 is a plot of the $x$-coordinate of one point of an RPO as a function of front speed $v_{0}$. Here we show SSU and SUU RPOs for mode-locking types $(1,1),(1,2),(2,3)$, and $(3,5)$. Following the burning speed from left to right we see that mode-locking orbits are born in saddle-node bifurcations.

Figure 2.10 also shows that for a given value of $v_{0}$, multiple RPOs can coexist. The mode-locking type that is physically realized will be the type with the fastest RPO. This must be
true because the mode-locked front with the fastest burning speed will overtake any other RPOs present engulfing them in the burned region. Note that while the overtaken RPO may temporarily exist within a void, this void will vanish in a finite time as argued previously. Thus it is not possible to have two simultaneous mode-locking types. We refer to the fastest mode-locking RPO (or front) as being dominant.

Observe that the mode-locking front speed increases monotonically with $v_{0}$ as can be seen from the progression of mode-locked types from $(1,2) \rightarrow(3,5) \rightarrow(2,3) \rightarrow(1,1)$, with speeds in proportion to $1 / 2 \rightarrow 3 / 5 \rightarrow 2 / 3 \rightarrow 1$. To explain this monotonicity consider the evolution of a mode-locked front with parameter $v_{0}$. Now consider the evolution of the same initial front with parameter $v_{0}+\epsilon$. The region burned by the second front will be a superset of the region burned by the original mode-locked front. Therefore the front with the larger $v_{0}$ cannot travel more slowly.

Notice that the loss of a particular mode locking type $(N, M)$ is not due to the disappearance of the $(N, M)$ RPO. For example, in Fig. 2.10, the (1,2) SSU RPO disappears in a saddle-node bifurcation at $v_{0} \approx 0.45$. However, by this value of $v_{0}$, the $(1,1) \mathrm{RPO}$ has already taken over the dominant mode-locking role. In fact, the mode-locking role is lost even earlier, by $v_{0} \approx 0.09$ when the $(3,5) \mathrm{RPO}$ is created. The question remains: what has changed about the structure of the $(1,2)$ SSU RPO and its unstable manifold that causes it to lose its dominance? Clearly, it will lose dominance as soon as a faster RPO is created. But, can we determine when dominance is lost by looking at the RPO and its unstable manifold alone? We shall see below that loss of dominance coincides with a global bifurcation in the structure of the unstable manifold.

Figure 2.11a shows a $(1,2)$ RPO and a piece of its BIM at time $t=0$, with burning speed $v_{0}=0.0873$. Using the data from Fig. 2.10, it can be shown that there is also a mode-locked front of type $(3,5)$ at this value of $v_{0}$. Because the $(3,5) \mathrm{RPO}$ is faster, we can conclude that the $(1,2)$ RPO cannot be dominant. What about the structure of the $(1,2)$ front causes it to lose its dominance? To appreciate the mechanism at work, we evolve the $(1,2)$ front forward one period in Figure 2.11. Over that time, the RPO moves upward from the bottom boundary to the top boundary. At the same time, the BIM develops a long "finger" along the top boundary, Figs. 2.11b and 2.11c. As the RPO continues upward it collides with the finger; importantly, it may then pass into the finger because the colliding fronts have opposite burning directions, Fig. 2.11d. Finally, at the end of one period, the

RPO is no longer on the bounding front. As discussed in Sect. 3.3.2, a physical mode-locked front must be the boundary between the burned and unburned regions, and thus this RPO fails to generate a dominant mode-locked front. In other words, an RPO fails to be dominant if it passes through its own BIM or the BIM of another mode-locked RPO. This is already implied in Proposition 2.3 .2 by the statement: "The mode-locked front is obtained from those points on the BIMs of the RPOs that have never previously struck some other point on the BIMs." The reason Fig. 2.11a is deceptive is because we have not plotted a sufficiently long piece of the BIM. A necessary condition, and a nice check, for whether an RPO is dominant is that the evolution of the front over one period does not produce any new segments on the bounding front, which is clearly violated in Fig. 2.11. Finally, when varying $v_{0}$, a dominant mode-locked front loses its dominance at that value of $v_{0}$ where the RPO first lies on (the $x y$-projection of) the BIM itself.


Figure 2.11. The mechanism by which the $(1,2)$ mode-locked front loses its domanince with $v_{0}=0.0873$. (a) At $t=0$ the RPO sits near the channel boundary. (b,c) The RPO moves upward while the front develops a long "finger" along the top boundary. (d) The RPO moves up, colliding with the "finger". Oppositely oriented fronts can interpenetrate. (e) Final frame shows a bounding front with multiple components. This RPO is no longer on the bounding front, and therefore not the RPO associated with the dominant mode-locking type.

## Chapter 3

## Time Aperiodic

### 3.1 Introduction

Combining chaotic advection with that of front propagation has received much attention over the last few decades. One reason is because of new technological applications like chemical reactions in microfluidic devices [17], one example in particular being microreactors [64]. Other examples range from the ozone in the atmosphere [19,55], population dynamics [28,52,53] and combustion [22,30, 63].

Previous theoretical work in this area has concentrated on flows that are either time-independent or time-periodic. Previous work by Mitchell et. al has demonstrated that analogous manifolds termed burning invariant manifolds (BIMs), to those found in advection-diffusion systems exits for time-independent $[34,35,42]$ and time-periodic $[32,37]$ reacting flows. This analysis breaks down when the underlying fluid has an aperiodic time dependence. To address this, Mitchell et. al developed a theory of prominent one-way barriers, burning Lagrangian coherent structures (bLCSs), that exists over a finite time interval [36]. Similar to the variational approach in time-aperiodic advection-diffusion systems by Haller et. al, Mitchell seeks to find curves that maximize the average normal repulsion. In this paper he outlines the theory and shows for a time-independent flows, as the integration time of the associated Cauchy-Green strain tensor increases, the bLCS converges to the BIM. In this chapter we show the utility of the theory of bLCSs applied to a time-aperiodic fluid flows and extract the most repelling (attracting) curves.


Figure 3.1. A front is defined as the oriented boundary between reacted and unreacted regions where the local orientation vector $\hat{\mathbf{n}}$ is normal to the reaction front and points away from the burned region. If $\mathbf{r}$ is used to denote the $x y$-position of a front element and $\theta$ as the angle between the positive $x$-axis and $\hat{\mathbf{g}}$, each front element, specified by $(\mathbf{r}(t), \theta(t))$, evolves via eq. (2.4)

The structure of this chapter is outlined as follows. Section 3.2.1 introduces the three-dimensional dynamical system for a point along the front. Section 3.2.2 reviews the theory of burning Lagrangian Coherent Structures. Section 3.3.1 shows numerical simulations of the BLCS applied to a linear time varying wind. Section 3.3.2 shows numerical simulations of the BLCS applied to a stochastic wind. Section 3.4.1 discusses the bounding nature of BLCS. Section 3.3.3 discusses the basin of attraction associated with a BLCS. Section 4.3.2 provides concluding remarks and possible future work. Our numerical technique for best locating BLCSs is discussed in the appendix.

### 3.2 Preliminaries

### 3.2.1 Front-element dynamics

We model ARD systems by considering only the reaction (burning) front. It is more computationally efficient than explicitly modeling the entire fluid state and, we believe, more theoretically insightful. We make use of the following assumptions. First, the reaction time-scale is much faster than the diffusion time-scale, providing a sharp front in relation to the scale of the fluid flow. This is known as the "sharp front" or geometric optics limit. Each fluid element is either reacted or unreacted and these two regions are separated by a well-defined boundary-the reaction front. Secondly, we assume that each front element progresses in a way independent of
the local curvature of the front. It is known that this curvature can play an important role in certain systems [44]. Lastly, we assume that the front propagates with a speed $v_{0}$ that is homogenous and isotropic in the comoving fluid frame.

A front is defined as the oriented boundary between reacted and unreacted regions where the local orientation vector $\hat{\mathbf{n}}$ is normal to the reaction front and points away from the burned region. The orientation might also be specified by the tangent vector $\hat{\mathrm{g}}$, where $\hat{\mathrm{g}}$ is orthogonal to $\hat{\mathbf{n}}$ and $\hat{\mathbf{n}} \times \hat{\mathbf{g}}=+1$. If $\mathbf{r}$ is used to denote the $x y$-position of a front element and $\theta$ as the angle between the positive $x$-axis and $\hat{\mathrm{g}}$, a front in three-dimensional $x y \theta$-space is a curve that satisfies the front-compatibility criterion

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}}{\mathrm{~d} \lambda} \propto \hat{\mathbf{g}}(\theta) \tag{3.1}
\end{equation*}
$$

where $\lambda$ is the Euclidean length parameter measured in $x y$-space that increases in the $+\hat{\mathbf{n}}$ direction.
Each front element, specified by $(\mathbf{r}(t), \theta(t))$, evolves via

$$
\begin{align*}
& \dot{\mathbf{r}}=\mathbf{u}+v_{0} \hat{\mathbf{n}}^{2}  \tag{3.2a}\\
& \dot{\theta}=-\hat{n}_{i} u_{i, j} \hat{g}_{j} \tag{3.2b}
\end{align*}
$$

where $\mathbf{u}$ is the incompressible fluid velocity. Numerically, a front is comprised of a collection of fluid elements that propagate independently of one another. New points are added by interpolation to maintain a smooth curve. The unit vectors $\hat{\mathbf{n}}=(\sin \theta, \cos \theta)$ and $\hat{\mathbf{g}}=(\cos \theta, \sin \theta)$ represent the normal and tangent directions of a front element respectively. We use the notation $u_{i, j}=$ $\partial u_{i} / \partial r_{j}$, and repeated indices indicate summation. Thus, Eq. (3.2a) shows that each fluid element is translated by the vector sum of the fluid velocity and the burning velocity. Furthermore, the change in angular orientation is determined solely by the local behavior of the fluid flow.

### 3.2.2 Burning Lagrangian Coherent Structures (bLCSs)

In seeking to model more realistic flows with arbitrary time-dependence, we base our approach on the work of Hallar et. al. which uses a variational approach to define LCSs. [26]. One advantage in adapting this approach to the case of front propagation is that it is based from the start on a search for curves in $x y$-space. This solves the challenge of dimensions one might incur in trying


Figure 3.2. Given an initial front, a small normal displacement of a front element, $\epsilon \hat{n}$, evolves under $F$ to a vector $\epsilon \mathbf{V}$. This new evolved front element will in general have a nonzero tangential component. We define the Lagrangian shear $p$ over time interval $t$ to be the projection of $\epsilon \mathbf{V}$ in the tangent direction divided by $\epsilon$. Similarly we define the normal repulsion $\rho$ to be the projection of $\epsilon \mathbf{V}$ in the normal direction divided by $\epsilon$.
to adopt the FTLE-ridge approach to that of front propagation. The dynamics of a front element in two spatial dimensions is naturally represented as a three-dimensional dynamical system, with $x$ and $y$ the two spatial coordinates and $\theta$ the orientation of the front element (Sec. 3.2.1). Note that the objects of current interest, the bLCSs, are still one-dimensional curves; just like the BIMs they seek to generalize; that is, a bLCS is not a codimension-one object in our study. Thus a possible implementation of the FTLE-ridge approach to that of front element dynamics would not seek to follow 1 D ridges in a 2 D space, or even 2 D ridges in a 3 D space, but rather to follow 1 D ridges in a 3D space. There is no obvious reason why curves in the 3D phase space would correspond to fronts in the $x y$-position space, since a curve in the 3D space must satisfy the front-compatibility criterion (Sec. 3.2.1) for it to be the lift of a front in $x y$-space.

To find the bLCSs, first we assume that the fluid velocity $\mathbf{u}(\mathbf{r}, t)$ is defined between an initial time, $t_{0}$, and a later time $t_{1}=t_{0}+T$. There is no requirement that the flow be either time-independent or time-periodic over interval $\left[t_{0}, t_{1}\right]$. The trajectory of a front element over $\left[t_{0}, t_{1}\right]$ is obtained by solving Eq. 2.4. The flow map that takes an initial point in $(r, \theta)$-space to a final point after solving Eq. 3.2 is defined to be $F=F_{t_{0}}^{t}$. Lagrangian shear and normal repulsion are defined as follows (see Fig. 3.2) Given an initial front, a small normal displacement of a front element, $\epsilon \hat{n}$, evolves to a vector $\epsilon \mathbf{V}$. This new evolved vector will in general have a nonzero tangential component. We define the Lagrangian shear $p$ over time interval $t$ to be the projection of $\epsilon \mathbf{v}$ in the tangent direction divided by $\epsilon$. Similarly we define the normal repulsion $\rho$ to be the projection of $\epsilon \mathbf{V}$
in the normal direction divided by $\epsilon$. Thus we can write,

$$
\begin{align*}
p(\mathbf{r}, \theta) & =\left\langle-\hat{g}_{1}, \mathbf{v}\right\rangle=-\left\langle\hat{g}\left(F(\mathbf{r}, \theta),[\nabla F]_{x y} \hat{n}\right\rangle\right.  \tag{3.3a}\\
\rho(\mathbf{r}, \theta) & =\left\langle\hat{n}_{1}, \mathbf{v}\right\rangle=\left\langle\hat{n}\left(F(\mathbf{r}, \theta),[\nabla F]_{x y} \hat{n}\right\rangle\right. \tag{3.3b}
\end{align*}
$$

where $[\nabla F]_{x y}$ is the 2 x 2 projection of the flow map gradient given by,

$$
\begin{equation*}
[\nabla F]_{x y}=\Pi_{x y} \nabla F \Pi_{x y}^{T} \tag{3.4}
\end{equation*}
$$

with

$$
\Pi_{x y}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{3.5}\\
0 & 1 & 0
\end{array}\right)
$$

With the definitions of Lagrangian shear and normal repulsion we can look to the variational problem. Following Hallar et al. we seek to find a curve parameterized by $\gamma$, the Euclidean distance, that makes the average Lagrangian shear stationary under infinitesimal variations. (Eq. 3.6)

$$
\begin{equation*}
\bar{P}_{0}[\gamma]=\frac{1}{T} \int_{0}^{T} p(\mathbf{r}, \theta) d \tau \tag{3.6}
\end{equation*}
$$

We define these curves as perfect shearless fronts or shearless fronts for short. We find shearless fronts utilizing a constraint surface or shearless surface (Eq. 3.7)

$$
\begin{equation*}
p(\mathbf{r}, \theta)=0 \tag{3.7}
\end{equation*}
$$

Figure shows a shearless surface A perfect shearless front once lifted by Eq. 3.2 must lie within the shearless surface. Thus a perfect shearless front is the integral curve of a vector field tangent to Eq. 3.7. The normalized tangent vector field is given by

$$
\begin{align*}
\frac{d \mathbf{r}}{d \lambda} & =\frac{a}{\sqrt{a^{2}+b^{2}}} \hat{g}  \tag{3.8a}\\
\frac{d \theta}{d \lambda} & =\frac{b}{\sqrt{a^{2}+b^{2}}} \tag{3.8b}
\end{align*}
$$



Figure 3.3. (a) Shearless surface in $x y \theta$-space. (b) Two dimensional projection of the shearless surface in $x y$-space. The coloring corresponds to the value of the normal repulsion, red being a positive value and blue denoting a negative value.
where

$$
\begin{align*}
a & =-\frac{d}{d \theta} p  \tag{3.9a}\\
b & =\hat{g} \cdot \nabla p \tag{3.9b}
\end{align*}
$$

We will also need the vector field that is everywhere orthogonal but still tangent to the shearless surface. This field is obtained by replacing $\hat{g}$ with $\hat{n}$ in Eqs. 3.8 and 3.9, i.e.,

$$
\begin{align*}
\frac{d \mathbf{r}}{d \kappa} & =\frac{a}{\sqrt{a^{2}+c^{2}}} \hat{n}  \tag{3.10a}\\
\frac{d \theta}{d \kappa} & =\frac{c}{\sqrt{a^{2}+c^{2}}} \tag{3.10b}
\end{align*}
$$

where

$$
\begin{equation*}
c=\hat{n} \cdot \nabla p \tag{3.11}
\end{equation*}
$$

Once we have reduced the problem to a 2 D surface we select the the best shearless curve as that


Figure 3.4. (a) Family of shearless curves in $x y \theta$-space. Black line shows a line of initial conditions and black curve shows the BIM. (b) Two dimensional projection of the family of shearless curves in $x y$-space. (c) Comparison of the BIM (black) and the shearless curve chosen as the bLCS (red), (inset) shows the average normal repulsion curve as a function of the initial condition's $x$ coordinate with the bLCS circled in red.
curve which maximizes the average normal repulsion.

$$
\begin{equation*}
R[\gamma]=\frac{1}{L} \int_{\gamma}(\sqrt{\hat{n} \cdot C(\mathbf{r}, \theta)} d l \tag{3.12}
\end{equation*}
$$

where $C$ is the projected right Cauch-Green tensor given by,

$$
\begin{equation*}
C(\mathbf{r}, \theta)=[\nabla F]_{x y}^{T}[\nabla F]_{x y} \tag{3.13}
\end{equation*}
$$

Figure 3.4(a) shows an example of a family of shearless curves extracted by integrating a line of initial conditions (red) along the tangent vector field Eq. 6.1. Figure 3.4(b) shows the two dimensional projection of the family of curves in $x y$-space. Figure 3.4(c) shows the average normal repulsion along each of the shearless curves Eq. 3.12. We choose the one with the maximum value, red point, as our bLCS, shown as the black curve in Fig. 3.10(a).


Figure 3.5. Fluid flow derived from the stream function eq. 3.14. The flow takes place in an infinitely long channel with two counter rotating vortices centered at $x=0$. The channel height is $y=1$, thus the vortex height and width are unit 1 . The black arrows show the direction of rotation of the vortices. The red and blue curves are the unstable and stable burning invariant manifolds respectively. The arrows along the BIMs show their burning direction. This particular image corresponds to a $\gamma$ value of 1 , and $v_{w}=0.15$.

### 3.3 Numerical Simulations

### 3.3.1 Linear time varying wind

The fluid velocity derives from an infinitely long channel flow with two side-by-side counter rotating vortices Fig. 3.5. Time-dependence is produced by a spatially uniform "wind". If the magnitude of the wind is positive, the direction of the wind is from left to right and if the value is negative the direction is from right to left. The two-dimensional stream function is given by:

$$
\begin{equation*}
\Psi(x, y)=\left(\frac{\gamma}{\pi}\right) x \exp \left(-x^{2}\right) \sin (\pi y)+v_{w} y \tag{3.14}
\end{equation*}
$$

where $\gamma$ is the vortex strength and $v_{w}$ is the wind speed. The channel width ranges from $y=0$ to $y=1$. Previously we were able to show that the bLCS model recaptures the BIM for a constant wind speed, time-independent, flow for longer integration times of the CG tensor [36]. The wind speed was chosen to be $v_{w}=-0.15$ and the burning speed $v_{0}=0.1$. Here for the unsteady flow we first chose a wind speed that began at $v_{w}=-0.15$ and linearly decreased to $v_{w}=-0.1$. Fig. 3.6 shows the wind profile as a function of time. Fig. 3.7 shows the location of the BIMs for constant wind speeds corresponding to the beginning and ending wind speed magnitudes. This wind profile was chosen as a first step in applying this model to a time varying flow in which we know aprior where the BLCS structure should lie, i.e. in between the two BIMs. The suspected bLCS will began in the vicinity of the $v_{w}=-0.15$ BIM profile, and propagate to the right, to the straight line


Figure 3.6. Wind speed profile for linearly decreasing wind speed. The wind speed begins with a value of $v_{w}=-0.15$ and decreases linearly over a time interval $[0,6]$ to a value of $v_{w}=-0.1$. It is then held constant at $v_{w}=-0.1$ from $[6,10]$. Physically, this corresponds to a wind blowing across the channel from right to left decreasing in magnitude.


Figure 3.7. Time-independent burning invariant manifolds for constant wind speeds of $v_{w}=-0.15$ (left) and $v_{w}=-0.1$ (right). BIMs are generated using eq. 3.2 and take place in a long channel with two side-by-side counter rotating vortices, fig. 3.5.


Figure 3.8. Histogram of how data is generated. First the domain is discretized into a uniform grid. Within this domain a reaction is stimulated and evolved forward over some time interval. Next which grids the front propagates to is recorded. This process is repeated for many randomly selected reaction stimulations. Finally a histogram is formed which show areas of highest attraction or front accumulation.
separating the vortices. As the wind speed is held constant at $v_{w}=-0.1$ the bLCS should look more and more like the seperatrix and lose all remnants of the $v_{w}=-0.15 \mathrm{BIM}$ profile.

In leu of experimental data, simulations were run in which a small circular front was stimulated in the fluid domain and allowed to evolve under the flow dynamics for a period of time. We then discretize the fluid domain into a uniform grid and record where the front elements propagated over the prescribed period. This process is repeated for many, approx.1000, randomly selected initial point stimulations. Finally we form a histogram which shows the areas of highest attraction.

Fig. 3.8 shows graphically how this process is carried out.
Figure 3.9 shows a histogram in which the flow was evolved forward for an integration time interval of $[0,8]$. There are three main regions of highest attraction, and thus three candidates for bLCSs. We begin with the middle curve. This curve lies between the BIMs in Fig. 3.7 as expected. From fig. 3.6 we see that at $t_{0}=0$ the wind speed was $v_{w}=-0.15$ and over the time interval $[0,6]$ decreases to $v_{w}=-0.1$ then held constant from $[6,8]$. Thus our bLCS candidate began near the $v_{w}=-0.15$ BIM, left curve of Fig. 3.7, and moved to the right as the magnitude of $v_{w}$ decreased. Since the integration time stops at $t_{1}=8$ we see that the middle curve in Figure 3.9 more closely resembles the BIM on the right of Fig. 3.7. This gives some initial insight into the memory of the system, i.e. how much do earlier wind speeds effect the end profile of the bLCS curves. Fig. 3.10(a)


Figure 3.9. Histogram of evolved front stimulations over a time interval $[0,8]$. There are three regions of highest attraction shown as the yellow curves. The middle curve lies between the BIMs in Fig. 3.7 as expected.


Figure 3.10. (a) Beginning with a single initial condition, the red line is generated by integrating Eq. 3.8 producing a line of initial conditions. With these, the shearless curves are obtained by integrating Eq. 3.10 for some distance. (b) A plot of the average normal repulsion along each of the shearless curves. We choose as our bLCS the one that maximizes the average normal repulsion, (red point), which corresponds to the black curve in the family of shearless curves.
shows a line of initial conditions in red at $y=0.01$. These were found integrating the normal vector field given by Eq. 3.8. For each of the initial conditions, we then integrate Eq. 3.10 to produce our family of shearless curves. Finally we seek to find the shearless curve with the maximum average normal repulsion Eq. 3.12. Fig. 3.10(b) shows the average normal repulsion calculated along each of the shearless curves. The one with the maximum value is chosen, red point, as our candidate for the bLCS, i.e. black curve in Fig. 3.10(a). Following our method for bLCS extraction laid out in Sec. 3.2.2, we find excellent agreement with the extracted bLCS curve overlaid on our statistical plot Figure 3.11. The end of the bLCS segment, at around $y=0.85$, terminates here and ceases to follow the underlying yellow curve due to no longer finding a maximum in the normal repulsion. There are remnants of a tail which looks to extend to the top of the channel curving upwards however, it is easy to see that this line is not as dense, thus less attracting. This can also be seen in a plot of the shearless surface for the prescribed integration time. Fig. 3.12(a) shows the shearless surface from $x=[-0.25,0.25], y=[0,1]$ and $\theta=[1.45,2]$. We know that the burning fixed point of the BIMs in fig. 3.7 have a value of $\theta=\pi / 2$, and the domain and range for the shearless surface can be determined from figure 3.9. In general, if the theta value is unknown, it is easy to chose a fixed value of $x$ and $y$ that corresponds to a region of interest, then calculate the value of $p$ for each


Figure 3.11. Histogram of evolved front stimulations over a time interval $[0,8]$ with our chosen candidate for the bLCS in black. This was found following the method in laid out in Sec. 3.2.2. The black curve shows good agreement with the underlying region of highest attraction.


Figure 3.12. The shearless surface from $x=[-0.25,0.25], y=[0,1]$ and $\theta=[1.45,2]$ over time interval $C G T=[0,8]$. The burning fixed point of the BIM in fig. 3.7 has a value of $\theta=\pi / 2$, therefore we know apriori the corresponding branch of the shearless surface the bLCS should lie within. The colormap is scaled with the value of $\theta$.


Figure 3.13. Histogram of evolved front stimulations over a time interval [ 0,10 ] with our chosen candidate for the bLCS in black. This was found following the method in laid out in Sec. 3.2.2. The black curve shows good agreement with the underlying region of highest attraction.


Figure 3.14. The shearless surface from $x=[-0.25,0.25], y=[0,1]$ and $\theta=[1.45,2]$ over time interval $C G T=[0,10]$. The colormap is scaled with the value of $\theta$


Figure 3.15. Evolution of bLCS under $F$. Statistical plot for an integration time of $t_{1}=10$. The blue curve, the bLCS extracted for $t_{1}=8$, was evolved forward one time unit to $t_{1}=9$ resulting in the red curve. Evolving the blue curve two time units, or red curve one time unit, forward results in the black curve and ultimately the same result from Fig. 3.13.
value of $\theta$ from $[0,2 \pi]$. This allows you to find the $p=0$ branches of the shearless surface, to then integrate eqs. 3.8 and 3.10 to generate a family of shearless curves.

If instead we wanted to find coherent structures over the entire time interval from $[0,10]$, we follow the same steps outlined above. Evolving the flow forward in time to $t 1=10$, Fig. 3.13 shows similarity to Figure 3.9 in overall structure but with some key differences. In particular note that the center curve is more prominant towards the top of the channel, $y=1$, but also that the "tail" has shifted right, further aligning with the right BIM in fig. 3.7. Figure 3.14 shows the constraint surface over $[0,10]$, with the central branch, the branch of interest for the current bLCS candidate, also extending further towards the top of the channel with the tail shifting to the right. Figure 3.13 shows the bLCS candidate, black curve, once again follows the underlying yellow region of highest attraction in underlying statistical plot.

In running simulations for bLCS extraction it was found that difficulties can arise when the flow is allowed to evolve for longer periods of time. The difficulties are due to the constraint surface growing in complexity as different branches compress and fold onto one another. Numerical integration techniques fail to distinguish between neighboring branches and can subsequently jump


Figure 3.16. Comparison of shearless surfaces for (a) $C G T=[0,8]$ and (b) $C G T=[0,10]$
from branch to branch, Fig. 3.16. One simple technique to combat this difficulty is to extract the bLCS for a shorter CG integration time, then evolve the extracted bLCS forward under the map $F$. Figure 3.15 shows the statistical plot for an integration time of $t_{1}=10$. The blue curve, the bLCS extracted for $C G T=8$, was evolved forward one time unit to $t_{1}=9$ resulting in the red curve. Evolving the blue curve two time units, or red curve one time unit, forward results in the black curve and ultimately the same result from Fig. 3.13.

### 3.3.2 Stochastic Time Varying Wind

In this section we move towards a more realistic case of a time-varying wind. The wind profile is generated using a Gaussian (Normal) distribution centered around $v_{0}$ with a variance of 0.09. This generates a piecewise linear wind speed profile as can be seen in Fig. 3.17 over a timespan $[0,8]$. The wind speed begins with a positive value, $v_{w}=0.24$, increases slightly before dropping to a negative value at $t=5$. For the next 3 time steps the wind speed magnitude oscillates from increasing to decreasing. This profile should simulate a light swirling wind that will impact the reaction front but not cause any turbulence. Also note here the average wind direction will be from left to right since the average value of the wind speed is positive.

Figure 3.18 shows the histogram corresponding to the wind speed profile in Fig. 3.17. The regions of highest attraction are noticeably different. The center curve in Fig. 3.9 has shifted to the right, and the left curve now extends further towards the top of the channel. This result makes sense with the average wind speed being positive and thus from left to right. Figure 3.19 shows


Figure 3.17. Wind profile for a stochastic wind over a time interval $[0,8]$. This profile is piecewise linear with speeds above and below the burning speed $v_{0}=0.1$. This resembles a swirling wind that changes direction blowing initially from left to right up until $t=4$, then right to left from $t=4$ to approximately $t=6$, and finally back from left to right.


Figure 3.18. Histogram of front stimulations over a time interval $[0,8]$ with the stochastic wind profile in fig. 3.17. There are three region of highest attraction like in the linearly decreasing wind in 3.3.1, but with noticeable differences. The structure on the left extends further up the channel as expected from a wind profile that on average blows from left to right. The structure on the right has also shifted right.

## Constraint surface timespan $\mathrm{T}=8$



Figure 3.19. Constraint surface $t_{1}=8$. Here the shearless surface is growing quickly in complexity thus a shorter CGT was chosen to extract the bLCS.The colormap is scaled with the value of $\theta$


Figure 3.20. The bLCS(s) extracted for $C G T=[0,6]$ in blue. Evolving the blue bLCS forward one time step results in the red curves, i.e. $C G T=[0,7]$. Finally evolving forward one more time step results in the black curves, $C G T=[0,8]$


Figure 3.21. Wind profile for a stochastic wind over a time interval $[0,15]$. This profile is piecewise linear with speeds above and below the burning speed $v_{0}=0.1$. This resembles a swirling wind that blows on average from left to right.
the constraint surface for left bLCS. Notice the shearless surface for $C G T=[0,8]$ is already quite complex and difficulties may arise in extracting the bLCS over this time interval.

In finding the bLCS(s) we employed the method of using a shorter Cauchy-Green integration time to extract the bLCS and evolve it forward under the map $F$. Figure 3.20 shows the $\operatorname{bLCS}(\mathrm{s})$ extracted for $C G T=[0,6]$ in blue. Evolving the blue bLCS forward one time step results in the red curves, i.e. $C G T=[0,7]$. Finally evolving forward one more time step results in the black curves, $C G T=[0,8]$. Notice that the ends of the black curve, bLCS for $C G T=[0,8]$, do not follow along exactly with the underlying front accumulation plot. This is once again due to losing a maximum in the normal repulsion as demonstrated earlier for the linear time varying wind case in Sec. 3.3.1.


Front accumulation $\mathrm{T}=10$


Front accumulation $\mathrm{T}=15$


Figure 3.22. Histograms for stochastic wind (a) $[0,5]$, (b) $[0,10]$, and (c) $[0,15]$.


Figure 3.23. Stochastic wind shearless surface (a) $C G T=[0,5]$, (b) $C G T=[0,10]$, and (c) $C G T=[0,15]$.

### 3.3.3 Stochastic Time Varying Wind-sliding window

Here we show in practice how one might extract a bLCS for a longer time using a sliding time window approach. We now evolve the flow forward over time interval $[0,15]$ with the stochastic wind profile shown in fig. 3.21. This wind profile is piecewise linear with speeds above and below the burning speed $v_{0}=0.1$ resembling a swirling wind that blows on average from left to right. Fig. 3.22(a-c) shows the underlying front accumulation plots for timespans $[0,5],[0,10]$, $[0,15]$ respectively. Fig. 3.23 (a-c) shows the shearless surface for each of the corresponding front accumulation plots in fig. 3.22. We begin by running the standard bLCS algorithm to extract, within a family of curves, the one that maximizes the normal repulsion. In this example we begin by evolving the flow from $t_{0}=0$ to $t=5$ and extract the bLCS. The bLCS segments for the left and right curves are shown in fig. 3.24(a). Evolving the bLCS segments forward over $[5,10]$ then over $[10,15]$ we see good agreement with the underlying front accumulation plots fig. 3.24(b-c).

If instead you had a fluid flow that evolved for a long period of time and you wished to extract the bLCS, you could use a sliding window approach. Here you would either numerically evolve your front dynamics, or reference experimental images, for the timespan of interest, for example [ 0,100 ]. Then you could use run the bLCS algorithm for a much shorter period of time, i.e. $C G T=[90,95]$ and extract the bLCS. You could then map this curve forward under the front dynamics and find the bLCS at later time $t=100$. This approach does have limits however. If the curve of interest is long and fills a good portion of the domain, extracting the bLCS for a shorter $C G T$ span will result in


Figure 3.24. Histograms for stochastic wind (a) $[0,5]$, (b) $[0,10]$, and (c) $[0,15]$ with bLCSs in black.


Figure 3.25. Bounding nature of bLCS for linear TV wind time interval $[0,10]$. (a) shows point stimulations on the left side of the bLCS. (b) shows the evolution of the stimulations is (a). As expected the bLCS bounds the reactions stimulated on the left and serves as a one-sided barrier. (c-d) show the initial stimulations and their evolution. Here the reaction is stimulated to the right of the bLCS and as expected the evolution of those stimulations pass through the bLCS and fill the fluid domain. Therefore, the bLCS serves as a one-sided barrier to reaction fronts in unsteady flows in the same way that BIMs are one-sided barriers in steady flows.
a shorter curve segment and mapping this forward will also result in a longer, but shorter segment than the curve evolved for the full $T$ span. Thus some experimentation is necessary to determine the optimal $C G T$ span for extracting the full curve of interest.

### 3.4 BLCS(s) as finite time barriers to ARD systems.

### 3.4.1 Bounding Nature of BLCSs

In this section we want to investigate the bounding nature of a bLCSs. Do they display the same one-sided bounding behavior as the steady BIMs? We begin with the linear time-varying wind case


Figure 3.26. Wind profile to $t=25$. The same profile used in Fig. 3.21 extended by 10 more time units where the magnitude was held above $v_{0}$


Figure 3.27. Cusp in bLCS for stochastic wind $\mathrm{CG} t=20$.
with a CG integration time $[0,10$ investigated earlier in section 3.3.1. As mentioned before, this bLCS spans the channel and thus provides a means of exploring the bounding nature of a bLCS. Recall that each bLCS has a burning direction from the splitting of the advective fixed point. For this case the left bLCS has a burning direction to the left, and the bLCS has a burning direction to the right. If a reaction is stimulated to the left of the bLCS spanning the channel, this reaction should not be allowed to propagate past the bLCS if it demonstrates the same bounding nature as the BIM. Likewise if a reaction is stimulated to the right of the spanning bLCS, the reaction would eventually fill the entire domain. Figure 3.25 shows the results of simulations exploring the bounding nature of the bLCS. Fig. 3.25(a) shows point stimulations on the left side of the bLCS. Fig. 3.25(b) shows the evolution of the stimulations is (a). As expected the bLCS bounds the reactions stimulated on the left and serves as a one-sided barrier. Figs. 3.25(c-d) show the initial stimulations and evolution of those stimulations. Here the reaction is stimulated to the right of the bLCS and as expected the evolution of those stimulations pass through the bLCS and fill the fluid domain. Therefore, the bLCS serves as a one-sided barrier to reaction fronts in unsteady flows in the same way that BIMs are one-sided barriers in steady flows. Another question to be addressed, do bLCS's develop cusps similar to BIMs and if so, what happens to the bounding nature of a bLCS at a cusp? A BIM loses its bounding nature around a cusp due to its change in burning direction. To investigate this, a simulation was ran in which the stochastic wind profile over $[0,15]$ was extended to $[0,25]$ and the magnitude was held greater than $v_{0}$ fig. 3.26. If the wind speed was held below $v_{0}$, but still positive, no cusps developed in the bLCS. As you can see the cusps also marks the end of the bounding behavior of the bLCS.

## Chapter 4

## Experimental Application to Unsteady <br> Active flow

### 4.1 Introduction

In chapter 3 we proposed a model for predicting reaction front propagation for unsteady fluid flows. The bLCSs are one-sided barriers to reactions fronts over a finite-time interval. We also showed that by running many simulations of reactions, stimulated randomly within the fluid domain, a histogram could be constructed showing the areas of highest attraction, i.e. front accumulation. Our results agreed nicely with the numerical simulations, but in practice we want to be able to apply this model to real world phenomena. Here we apply our model to an experimental example of an unsteady reactive flow carried out by Solomon et al. [23]. This work studied reaction front propagation in a single vortex flow with an imposed external wind.

The experimental setup consists of a rectangular box and a thin fluid layer. A round magnet, 15 cm in diameter, which sits below is mounted on two perpendicular translation stages. One stage moves with a constant speed translating the vortex in space. This motion creates the same effect a stationary vortex would experience with a constant wind blowing across. On the second stage the vorticity is generated by an electrical current passing from an electrode into the fluid layer just above the magnet and another electrode surrounding the inner edge of the rectangle. Velocity field measurements were gathered using polystyrene particles and an overhead CCD camera. The
contrast between the black particles and white background enabled easy particle tracking.
It was found that the radial component of the velocity field was zero. The azimuthal component followed a $1 / r$ relationship up to a crossover magnet radius, $r_{c}=7.20 \mathrm{~cm}$. The azimuthal velocity followed a third-order polynomial from $r_{c}$ out to a radius of 11.47 cm , denoted $r_{0}$, and was zero beyond. There were no velocity measurements taken within a centimeter of the electrode. Thus we may write

$$
\begin{gather*}
\quad \begin{array}{ll} 
& U_{r}=0 \\
U_{\theta}= \begin{cases}A / r & r<r_{c} \\
a_{0}+a_{1} r+a_{2} r^{2}+a_{3} r^{3} & r_{c}<r<r_{0} \\
0 & r>r_{0}\end{cases}
\end{array} \text { 共 } \tag{4.1a}
\end{gather*}
$$

with $A=0.52 \mathrm{~cm}^{2}, a_{0}=3.28, a_{1}=-0.913, a_{2}=0.0822$, and $a_{3}=-0.0024$ in units of $\mathrm{cm} / \mathrm{s}$. The velocity field is scaled by the maximum advection velocity $U$. The wind speeds $w$ and burning speed $v_{0}$ are then nondimensionalized by the maximum fluid velocity, i.e.

$$
\begin{align*}
v_{0} & =\frac{V_{0}}{U}  \tag{4.2a}\\
w & =\frac{W}{U} \tag{4.2b}
\end{align*}
$$

### 4.2 Reproducing Velocity Fields

It is first necessary to ensure we can numerically reproduce the underlying velocity field observed experimentally. Figure 4.1 shows the constant streamlines of the fluid flow with parameters $U=0.14 \mathrm{~cm} / \mathrm{s}$ and $w=0.69$. Figure $4.2(\mathrm{a})$ shows the vector field of eq. 4.1 along with streamlines. Figure 4.2(b) shows the passive invariant manifold in red. These figures show good agreement with


Figure 4.1. Streamlines for the velocity field with $v_{w}=0.69$.

Solomon's velocity field in [23]. With the appropriate velocity field we are now able to add active enhancement to the fluid flow.

### 4.3 Numerical Simulations

Beginning with the steady case in which a constant wind is blowing from left to right numerical simulations were run to ensure good agreement with Solomon's experiments. Figure 4.3 shows a numerical simulations with active enhancement. In each the passive invariant manifold is shown in red and the BIM shown in black. As the burning speed $v_{0}$ increases, notice that the distance between the BIMS increases. This can be understood because as the burning speed increases, the burning fixed points move out farther along the passive invariant manifold to find a balance between the outward front propagation and the inward fluid velocity. The increase in the BIM separation


Figure 4.2. Velocity field for eq. 4.1. (a) shows the velocity field with constant streamlines. (b) shows the same velocity field with the passive invariant manifold in red.


Figure 4.3. Numerical simulation using eq. 4.1 with active enhancement. BIMS shown with burning speeds (a) $v_{0}=0.024,(b) 0.095$, and (c) 0.19 respectively.


Figure 4.4. Numerical simulations of steady flow with (a) BIM along with passive invariant manifold for a burning speed of $v_{0}=0.048$, and (b) front accumulation plot for $v_{0}=0.048$ with the BIMs shown in black. This simulation was run from $t_{0}=0$ to $T=200$.
leads to a broadening of the pinned reaction front. Again fig. 4.3 shows good agreement with Figure 7 in [23]. Figure 4.4 shows numerical simulations of steady flow with (a) BIM along with passive invariant manifold for a burning speed of $v_{0}=0.048$, and (b) front accumulation plot for $v_{0}=0.048$ with the BIMs shown in black. This simulation was run from $t_{0}=0$ to $T=200$. Due to the nature of the BIMs being one-way barriers to reaction front propagation, the outer BIM blocks fronts from propagating outward while the inner BIM blocks only inward-propagating fronts. Thus fronts stimulated farther up wind of the front will be allowed to pass through the outer BIM, but will be blocked by the inner BIM. Conversely, a front triggered near the electrode with propagate outward through the inner BIM, but will be blocked by the outer BIM.

### 4.3.1 Convergence

For this system convergence to the BIMs was relatively slow. We know we should see fronts attracted to the burning fixed points. Here though, convergence to the bfp is slow due to the structure of the flow. Figure 4.5 shows a point stimulation at the advective fixed point for the steady case of $U=0.14 \mathrm{~cm} / \mathrm{s}, w=0.69$ and $v_{0}=0.048$. Figure $4.5(\mathrm{a})$ shows the point stimulation evolved forward from $t_{0}=0$ to $T=100$. Interestingly we see that the front propagates downwards towards the center of the vortex farther than out and away from the vortex. Figure 4.5 (b) shows the point stimulation evolved forward from $t_{0}=0$ to $T=200$, here the front swiftly moves around the vortex center in the region bounded by the BIMs until either propagating outwards or further propagating towards the center. Therefore the result from the front accumulation plot in fig. 4.4(b) and the agreement with the BIM is not surprising. We notice good agreement between the two as the fronts are swept along and group towards the bottom of the vortex and agreement is not as good along the BIMs moving up and to the right. Allowing the fronts to evolved under the flow to $T=500$ would undoubtedly show better results.

### 4.3.2 Aperiodic Forcing

For this experiment time-dependence was achieved by oscillating the vortex in the lateral direction in an aperiodic fashion. Though the forcing was random, data was gathered to be able to reproduce runs and have an accurate record for theoretical modeling. Figure 4.6 (a) shows the


Figure 4.5. Numerical simulations of a point stimulation at the advective fixed point for the steady case of $U=0.14 \mathrm{~cm} / \mathrm{s}, w=0.69$ and $v_{0}=0.048$. (a) Shows the point stimulation evolved forward from $t_{0}=0$ to $T=100$. Interestingly we see that the front propagates downwards towards the center of the vortex farther than out and away from the vortex. (b) Shows the point stimulation evolved forward from $t_{0}=0$ to $T=200$, here the front swiftly moves around the vortex center in the region bounded by the BIMs until either propagating outwards or further propagating towards the center.


Figure 4.6. (a) The lateral (up and down) aperiodic oscillations of the vortex over time. (b) The corresponding wind speed profile in lateral direction. Note that a negative velocity of the vortex corresponds to a wind blowing in the positive direction in the reference frame of the vortex. The labels in (a) correspond to the snapshots in time taken in fig. 4.7.
position versus time data from Solomon's experiment. Figure 4.6(b) shows the velocity versus time data calculated from (a) but inverted about the time axis. This is because a negative velocity of the vortex corresponds to a wind blowing in the positive direction in the reference frame of the stationary vortex.

In this paper Solomon states that fronts were stimulated then allowed to evolve for some transient time. It was believed that Solomon stimulated a reaction then allowed the front to evolve in a steady manner that would resemble the BIM in fig. 4.4. Physically this would mean stimulating a reaction and translating the vortex in a constant manner for some transient time before enacting the lateral forcing. However, looking at fig. 4.7(a) the front has much more structure than the steady BIM and thus is it unclear what type of motion was occurring before $t=0$. The beginning structure more closely resembles that of the periodic forcing shown by Solomon but that is only an assumption. Without knowing the exact time dependence before $t=0$, it will be difficult to do an accurate analysis of the system in question. However, this does provide an opportunity to investigate further to what extinct is the evolution of the BIM under the aperiodic forcing a good approximation to front accumulation.

In chapter 3 we showed that extracting the bLCS for a shorter time interval, then propagating the bLCS under the flow showed good results with the front accumulation. What then can we say about taking the infinite time BIM and allowing it to propagate under an aperiodic flow? Figure 4.9 shows the evolution of the BIMs at certain time intervals with the corresponding front accumulation plot underneath. Figure 4.9(a) was run for five seconds into the aperiodic forcing, (b)-(d) for 215 s, 225 s, and 235 s respectively. Here we find good agreement with the underlying front accumulation plots and the time evolved BIMs. Notice that for regions in which we began with good agreement with the BIMs, i.e. in fig. 4.4, that we also have good agreement with the evolved BIMs and its accompanying front accumulation plot. I believe better results could be achieved beginning with fronts evolved for a longer time during the steady case, resulting in better agreement with the BIM at $t=0$. These results raises some interesting questions. When is it appropriate to use an evolving BIM analysis instead of the bLCS? Certainly if no steady case closely approximates the fluid flow under investigation the bLCS analysis should be used from the beginning. However if it is possible to model a flow as initially steady, calculating the BIM(s) and evolving forward under an unsteady


Figure 4.7. Reaction fronts in a vortex flow with aperiodic time dependence. Here the parameters are $U=0.14 \mathrm{~cm} / \mathrm{s}, w=0.69, v_{0}=0.048$. The lateral oscillations have a range of 2.2 cm and a standard deviation of 0.68 cm . A graph of the displacement versus time is shown in fig 4.6(a) with the corresponding snapshots labeled. This image take from Solomon et. al. [23].


Figure 4.8. Front accumulation plots for an unsteady flow. The flow was produced by the aperiodic forcing shown in fig. 4.6. (a) shows the front accumulation at $T=5 \mathrm{~s}$. (b)-(d) show front accumulations for $T=15 \mathrm{~s}$, 25 s and 35 s respectively.


Figure 4.9. Front accumulation plots for an unsteady flow and evolved BIMs. (a) shows the front accumulation at $T=5 \mathrm{~s}$. (b)-(d) show front accumulations for $T=15 \mathrm{~s}, 25 \mathrm{~s}$ and 35 s respectively.
flow can yield favorable results albeit under certain situations. If the aperiodic nature causes the flow to vary drastically in a short period of time, it is reasonable to assume the evolved BIM would deviate quickly from the true regions of highest attraction. If however the flow evolves slowly, as in the present case, evolving the BIM could be sufficient to capture the most attracting structures. This analysis needs further investigation to quantify when an evolved BIM versus bLCS analysis is warranted. Lastly it would be possible for Solomon et al. to run the experiment with the same forcing but beginning with a true steady case and compare with these results to see if the evolved BIMs match his experiment.

## Chapter 5

## Summary and Future Work

### 5.1 Summary

In this manuscript I have demonstrated both the burning invariant manifolds and burning Lagrangian coherent structures models for advection-reaction-diffusion systems. The BIM model is robust and provides a means of locating barriers to front elements evolving throughout a fluid. These barriers are one way due to the three-dimensional nature of the front element dynamics in a two dimensional fluid flow. Using this model we can explain a phenomenon called mode locking through the realization that each mode locked front possesses a relative periodic orbit of which the BIM is the unstable manifold attached to this RPO. The observed type of mode locking will be the one with the fastest RPO. Lastly changes in mode locking type are not due to local bifurcations of the RPO but of global bifurcations in the structure of the unstable manifold. The BIM model is only valid when the underlying fluid flow is time-periodic, as in the case of mode locking, or time-independent. Thus to move into more realistic fluid flows found in nature, another approach must be used. To solve this issue a new approach at modeling reacting fluid flows over a finite time interval with aperiodic time dependence was also presented. Here we applied the newly developed bLCS model to a few different time-dependent fluid flows. First a simple flow that linearly changed its velocity through the use of an applied "wind" and then to a stochastically changing flow represented by a swirling wind. In both cases we were able to extract the most repelling(attracting) curves within the fluid over a prescribed time interval. Also we showed that over a finite time interval the bLCSs also
act as one way barriers to front propagation just like the BIMs they generalize. Lastly we sought to determine if an evolved BIM would deviate from the underlying regions of highest attraction under an aperiodic forcing. We showed that for the investigated system evolving the BIM forward in time showed good agreement with the regions of highest attraction.

### 5.2 Future Work

Though we have shown good results applying the bLCS model to different time aperiodic flows, much work still remains. Open questions such as the optimal time over which to integrate the shearless surface to extract the bLCS segment needs to be addressed. The shearless surface is computationally costly to calculate and visualize, and as shown in the appendix, can lead to complicated geometry as the CG integration time increases. Also a question still remains about resolution of the bLCS. If the shearless surface has three folds closely compacted to one another, do we wish to extract a bLCS for each or is it sufficient to extract one to represent that overall area as the most attracting (repelling) over that particular time interval? Another question to be addressed is how long do we need to know the velocity data to extract the bLCS at the end of time interval? For example, it was shown in chapter 3 for the linear time-varying case that the memory of the system was not long. Initial wind speeds were quickly forgotten and the bLCS more closely resembled traces of the ending wind profiles. Therefore determining an optimal time for which velocity data is needed requires further investigation. The sliding window approach of bLCS extraction can assist with this as you can extract the bLCS for a short time window and then evolve it forward under the flow. However, development of effective numerical approaches to the advection of strongly unstable bLCSs need to be addressed. The sliding window approach is also vastly more efficient in a channel flow than an open flow. In a channel flow a bLCS can be extracted for much longer than what spans the channel and once mapped forward there is no need to add points to the ends of the bLCS, infilling is sufficient to keep a smooth bLCS. In an open flow however, extracting a bLCS for a shorter time segment and mapping forward requires integrating the shearless surface at then endpoints of the bLCS and checking when there is a loss in the maximum normal repulsion. More efficient algorithms need to be developed to decrease run time. With the results in chapter 4 , there
are many questions that still needed answered. When is it appropriate to use an evolving BIM versus a bLCS? A few cases were commented on in the chapter but a quantitative analysis is needed. Also questions such as what if a BIM were extracted for one frozen instance in time, in the middle of an aperiodic forcing for example, then evolved forward? Would that provide good agreement with experimental observations? Finally, a solid comparison of the evolved BIM and the bLCS over the same time interval could show which method is preferred.

## Chapter 6

## Appendix

### 6.1 Mode Locking - Numerical computation of RPOs

We employ the following method for finding RPOs. For a given value of $v_{0}$, a reaction is stimulated and evolved forward until there appears to be a consistent pattern in the reaction front of some mode-locking type. We have shown in Fig. 2.4 that the convergence to the mode-locked front is fast, thus after running a simulation we can infer the mode-locking type by plotting the results similar to those shown in Fig. 2.3. To confirm our intuition we can take a front(s) and the suspected mode-locking type ( $N, M$ ), and apply Eq. (2.7) to ensure the front(s) is invariant. Finally, we employ a "multishooting" approach, with $M$ initial guesses, and Newton's method to find the RPOs for the given value of parameters. The multishooting approach and the way in which we choose the initial points are outlined below.

### 6.1.1 Multishooting approach

For an assumed mode-locking type ( $N, M$ ), we define a map $G^{N, M}::^{3 M} \rightarrow{ }^{3 M}$ which operates on a set of $M$ points. This composite map first applies $F$ to each of the $M$ points. It then shifts only the $M$ th point backward by $2 N$ vortices. Finally, the indices of the $M$ points are cyclically permuted ( $1 \rightarrow 2, \ldots, M \rightarrow 1$ ). We demonstrate this graphically for type ( 2,3 ) mode locking in Fig. 6.1. Each initial point (diamond) is mapped forward for one period (circle). The last point is then shifted back by $2 N=6$ vortices and the ordering of the points is cyclically permuted.


Figure 6.1. Multishooting: The diamonds represent the seeds. These points are mapped forward under $F$ with the assumed mode-locking type, $(2,3)$ in this example, resulting in the circles. The last point is then shifted back by $2 N$ vortices. Finally to find the RPOs we take the difference between the initial and mapped forward points and use Newton's method to find the roots of this difference map.

While each point of an RPO is a fixed point of $F^{N, M}$ in ${ }^{3}$, the entire RPO is a fixed point of $G^{N, M}$ in ${ }^{3 M}$. Thus in Fig. 6.1, the RPO would be a fixed point of $G^{2,3}$. To find an RPO, we use Newton's method to solve

$$
\begin{equation*}
G^{N, M}(\mathbf{x})-\mathbf{x}=0, \tag{6.1}
\end{equation*}
$$

where $\mathbf{x} \in{ }^{3 M}$. The choice of the initial value, or seed, $\mathbf{x}_{0}$ for Newton's method must be made carefully in order to converge to the desired solution. This is outlined in Section 6.2.1.

### 6.1.2 Choosing initial seeds

The chaotic behavior of Newton's method dictates that we take care in choosing our seeds for solving Eq. (6.1). For example, it was found that for $(3,5)$ mode-locking, the above method only correctly converged when the seeds were already within $1-4$ of the exact solution in each of the $3 M$ dimensions. We employ the following algorithm to identify good seeds. First, we evolve an arbitrary front until it has converged to a mode-locked front (e.g., the blue spanning front in Fig. 6.2a). This front is then parameterized using its 2D Euclidean distance and resampled at a high density (using about 10,000 points). Maintaining this same parameterization, it is evolved forward for several more periods. (In Fig. 6.2, two is sufficient.) Due to the extreme stretching, all points on the last front (black front in Fig. 6.2a) have the same parameter value, i.e. the Euclidean distance along the original (red) curve, to within $1-5$ of each other. We then use any parameter value on the


Figure 6.2. Seed Finding. Panel (a) shows mode-locking of type (1,2). The blue front is mapped forward for two periods resulting in the red and black fronts, respectively. The tiny rectangle on the blue front in (a) encompasses the points that, once mapped forward, comprise the red and black fronts. Panel (b) shows the zoomed in region in (a). Here a new rectangle encompasses the region where the black front originates. Panel (c) shows the zoomed in region in (b). The black point remaining in (c) is a good starting seed for one of the two points of the RPO.
last front (black front in Fig. 6.2a) to determine a seed point on the first parameterized front (blue front in Fig. 6.2a). For the $(2,3)$ mode-locking type, we simply used the point on the first (blue) front whose parameter value was closest to the chosen point on the last (black) front. For the higher order $(3,5)$ type, it was necessary to interpolate a point on the first parameterized front with the chosen parameter value from the last front.

This process is repeated for each successive point of the RPO for the assumed mode locking type. With this seed we then utilize the multishooting method described above to find the RPO.

This method of choosing seeds provided a high chance of convergence to the correct orbit.

## 6.2 bLCS - Numerical Techniques for bLCS extraction.

### 6.2.1 Boostrapping

One method we employ in extracting bLCSs is a bootstrapping algorithm. The method is performed as follows. First once a region of interest in the fluid domain is identified, integrate the orthogonal vector field eq. 3.8, to generate a line of initial conditions. Next, integrate the tangent vector field eq. 3.10, to produce a family of curves. Here we chose a shorter integration length. Within this shorter segment of sheerless fronts, calculate the average normal repulsion along each sheerless front. Chose the bLCS as front with maximum normal repulsion. Use the end point of the BLCS segment as the new initial condition then repeat until you extract the curve of interest.

This method helps in determining clearly the end of the bLCS through the loss of a maximum in normal repulsion. Looking back at the linear time varying wind case over time interval $T=[0,8]$ in section 3.3.1 we demonstrate our bootstrapping algorithm. Here the simulation was run in reverse time of what was previously done in section 3.3.1, thus we are choosing to extract the attracting structure in reverse time, i.e. the most repelling structure in forward time. Figure 6.4(a) shows the statistical plot for $T=[8,0]$ along with the bLCS segment in black, and the lines of initial conditions in red for each bootstrapping segment Figure 6.4(b) shows an inset to the statistical plot in (a) zoomed into the lower portion of the bLCS segment. Figure 6.4(c-d) shows the average normal repulsion for segments 18 and 19 respectively. Figure 6.4(c) has a clear maximum in the normal repulsion and thus a clear candidate for a bLCS segment. Going one iteration further in the boostrapping algorithm, a family of sheerless curves is found however, no clear candidate sheerless curve is identified as having a maximum normal repulsion as seen in Fig. 6.4(d). Thus we can clearly state the bLCS has terminated.

### 6.2.2 Artificial Dissipation

A numerical issue that can arise in extracting the bLCS is deviating from the sheerless surface. While integrating the normal and tangent vector fields for longer segments it was found that even while specifying a small integration tolerance that lifting occurred. Figure 6.5 shows an example of lifting from the sheerless surface using bootstrapping algorithm. The initial condition at top


Figure 6.3. Numerical simulation demonstrating the bootstrapping algorithm. Initial segment was chosen at the bottom and integrated upwards with respect to the channel. For each line of initial conditions, shown are red points, the tangent vector field along the sheerless surface was integrated for a short segment. The curve which maximized the normal repulsion was chosen as the bLCS segment for that family of curves. The last point of the bLCS segment was then used to integrate the normal vector field in both directions for a line of initial conditions. From those initial conditions a new family of curves was found integrating the tangent vector field and the process was repeated for multiple segments until the bLCS of interest was extracted.
of the channel near $y=0.75$ was found using newton's method. An increasing deviation from the sheerless surface was found after each subsequent segment was integrated towards the bottom. Integrating from $y=0.75$ to $y=0.2$, it was clear from the value of Psi the segments were no longer on the sheerless surface. One approach to ensure each segment remained on the sheerless surface was to use newton's method on the new initial condition for each bootstrapped segment. This approach will work if the sheerless surface is not complicated in the region of the new initial condition. However, if there are many neighboring branches of the sheerless surface, using newtons method may result in jumping branches, or folds, of the sheerless surface, this can be seen in fig. 6.6.


Figure 6.4. (a) shows the statistical plot for $T=[8,0]$ along with the bLCS segment in black, and the lines of initial conditions in red for each bootstrapping segment. (b) shows an inset to the statistical plot in (a) zoomed into the lower portion of the bLCS segment. Figure 6.4(c-d) shows the average normal repulsion for segments 18 and 19 respectively. (c) has a clear maximum in the normal repulsion and thus a clear candidate for a bLCS segment. (d)Going one iteration further in the boostrapping algorithm, a family of sheerless curves is found however, no clear candidate sheerless curve is identified as having a maximum normal repulsion.


Figure 6.5. Lifting from the sheerless surface using bootstrapping algorithm. Initial condition at top of the channel near $y=0.75$ was found using newton's method. An increasing deviation from the sheerless surface was found after each subsequent segment was integrated towards the bottom. Integrating from $y=0.75$ to $y=0.2$, it was clear from the value of Psi the segments were no longer on the sheerless surface.


Figure 6.6. Using Newton's method on new initial condition for each bootstrapped segment. If there are many neighboring branches of the sheerless surface, using newtons method may result in jumping branches, or folds, of the sheerless surface and thus not extract the single bLCS of interest.
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