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ABSTRACT OF THE DISSERTATION

Digitally Enhanced Wireless Transceivers
for Multi-mode Reconfigurable Radios

by

Rashmi Nanda
Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2012

Professor Dejan Marković, Chair

Digitally enhanced wireless transceivers are gaining prominence due to their promise of greater in-

tegration, flexibility to adapt to varying SNR conditions, performance, and area benefit that comes

with CMOS feature size reduction. This thesis discusses the benefits of going digital in a system

that has until now been dominated by analog or discrete-time signal processing. Digitally assisted

radio transceiver architectures that incorporate a wide range of tuning parameters to control the

RF carrier, signal bandwidth, and baseband modulation schemes are presented. These architec-

tures rely on high-speed A/D and D/A conversion close to the antenna in order to maximize the

extent of digital signal processing in the radio chain. We examine specific challenges that such

a system faces in the context of minimizing noise, maximizing signal bandwidths, and enabling

efficient filtering and sample rate conversion. The thesis also presents prototype architectures for

a radio receiver and transmitter that employ a range of signal processing techniques to enable

high-throughput, power-efficient systems.
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CHAPTER 1

Introduction

The evolution of CMOS integration is erasing the rigid boundary that used to divide a communi-

cation system into two distinct parts, the digital processing core and the RF front-end. While the

digital core was tracking Moore’s law and benefiting from the speed and performance enhancement

provided by CMOS scaling, the RF front-end struggled with issues of low-voltage headroom, poor

linearity, and small dynamic range. Adding to these problems was the need to support a wide

variety of standards in a single device. Emerging standards such as LTE and WiMAX support data

bandwidth up to 20MHz across multiple frequency bands that span several hundred MHz of the

RF spectrum. A summary of the RF carriers and signal bandwidths for radio receivers in vari-

ous wireless standards is shown in Figure 1.1. The multi-mode and multi-band specifications call

for RF carriers anywhere between 300MHz to 5.8GHz and signal bandwidths between 200kHz to

20MHz.

The obvious solution was to replicate a conventional front-end multiple times, each realization
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Figure 1.1: Multi-mode, multi-band specifications for wireless standards.
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optimized to function in a narrow frequency band. For example, the conventional radio receiver,

shown in Figure 1.2(a), will need several realizations of components like LNAs, analog amplifiers,

mixers, and lowpass filters when the system has to operate over a wide range of carriers and signal

bandwidths. But this solution proves to be costly not only because it occupies a large area, but it

also costs significant design effort to build multiple front-ends and optimize them for a given set

of specifications.

Eventually the RF community began to envision the holy grail of all RF front-ends, a “software-

defined radio terminal” capable of being programmed to any radio standard, at any data rate, and

any RF carrier [Mit95], [Abi07]. The ideal software-defined radio would be an FPGA-like de-

vice programmed externally through a computer interface. On the radio receiver (Rx) side this

would mean a highly linear, high-speed ADC digitizing the received RF signal that is processed

by the software programmable core. On the transmitter (Tx) side, a high-speed, highly linear DAC

interface converts the digital RF data received from the programmable core into analog form suit-

able for transmission. Components like low-noise amplifiers (LNAs), power amplifiers (PAs), and

bandpass filters will remain in the chain, but we get rid of analog components like mixers, am-

plifiers, and baseband filters that are necessary for signal conditioning in a traditional front-end.
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Figure 1.2: (a) Traditional radio receiver front-end (b) The ideal software-defined radio receiver.
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The distinction between the two approaches is shown for the radio receiver in the block diagram

of Figure 1.2. In Figure 1.2(b), the software radio replaces all the signal conditioning components

of the radio receiver in Figure 1.2(a). The RF signal is first digitized by a high-speed ADC, fol-

lowing which it is amplified and filtered by the software-defined core. Parameters like carrier and

bandwidth are programmed into the core in order to support multi-mode, multi-band operation.

In addition to solving the problem of multi-mode, multi-standard radio design, software-defined

radios become drivers of cognitive radio systems. Cognitive radio refers to the concept of intelli-

gent radios that sense a wide spectrum (e.g. 500MHz) and locate available bandwidth not in use by

the primary users of that spectrum [Hay05]. This available bandwidth is then open for transmission

or reception by the secondary user employing the cognitive radio. A cognitive radio system has

two main components. The first is a spectrum sensing processor that identifies the location and

span of the available bandwidth. The second component is a flexible radio transceiver that adjusts

its RF carrier and signal bandwidth so as to tune itself to the position of the available band. The

software-defined radio terminal is ideally suited to act as this flexible radio transceiver.

Both the receiver and transmitter have distinct challenges associated with their design when

it comes to incorporating flexibility and processing signals over a wide bandwidth. First, on the

receiver side, a highly linear ADC is needed to support wideband digitization across a spectrum

spanning a few GHz. Not only must the ADC digitize the signal of interest, but it must also ensure

that any blockers and interference present in the received wideband signal do not degrade the qual-

ity of the signal of interest. To achieve this without any narrowband filtering operations before the

ADC is tough and demands dynamic range requirements that supersede the maximum dynamic

range mandated by the target radio standards. Second, adding to the tough ADC specifications

is the challenge of realizing a software-defined processor core that can effectively condition the

multi Gs/s ADC output. If the software core is to ideally replicate the traditional radio receiver

tasks of mixing, lowpass filtering, and decimation, then we are looking at 10-14 bits of digital sig-

nal processing (DSP) starting at a few Gs/s. To put this requirement into perspective, a typical DSP

processor from TI can only handle a maximum of 350MHz clock rate [Ins08]. A third challenge is

to move towards greater CMOS integration and implement all RF components in scaled technol-

ogy. This would enable a system-on-chip realization of the entire transceiver chain that includes
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the front-end and the baseband modem. In the next section we look at various solutions proposed

to enable a fully-flexible integrated radio receiver.

1.1 Flexible Radio Receivers

Although the dream of a truly software-defined radio receiver has not yet become a reality, several

versions of flexible radio receivers, demonstrating varying degrees of success, have been imple-

mented. The original effort [GNS09] was to incorporate flexibility in the RF and analog filters

that are part of a traditional analog front-end. The flexible characteristics were realized using a

matrix of active and passive components inside the filters. The overall baseband selectivity could

be switched between 3rd- and 5th-order by reconfiguring the filters. This approach was limited due

to the fixed set of filter configurations that could be realized from the component matrix. Also,

incorporating flexibility in analog components is difficult and relies mainly on altering fixed con-

figurations of active and passive circuit components. In addition, the bulky nature of analog filters,

the intrinsic non-linearity of the components, low dynamic range, and poor scaling of power with

new technology generations make the design process extremely challenging.

A second approach implemented the filtering operation using discrete-time switched-capacitor

circuits [MHM05], [SLE08] to alleviate the problems posed by analog components. This class of

receivers uses discrete-time analog signal processing to downconvert, downsample, and filter the

received signal. The processing occurs on RF data sampled at the carrier Nyquist rate, without

analog-to-digital conversion [MS04]. The objective is to sufficiently suppress the out-of-band

interferers in the received signal before the signal can be passed onto the ADC for digitization

[BMC06], [MCB09]. This approach significantly lowers the dynamic range required by the ADC

since the ADC only has to process the signal of interest in a small bandwidth. The frequency

response of the switched capacitor filters is varied by tuning their capacitor sizes and sample rates.

Overall, the flexibility achieved with discrete-time processing is much wider compared to using

fixed set of analog components.

Another interesting use of discrete-time signal processing was made in [RDB08], where the

authors used a pre-processing unit that uses discrete-time Fast Fourier Transform (FFT) before
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digitization. The idea was to implement filtering of the received signal in the frequency domain by

first taking the FFT of the signal, and then selecting the frequency bands of interest from the FFT

output. A 4096-point analog FFT with sample rate at 5 Gs/s was used to accommodate RF carriers

up to 5GHz. Once the FFT output samples are digitized, they must pass through an inverse FFT

operation in the digital domain that brings the samples back to the time domain.

But RF receivers still lacked the capability to scale in performance and area with advanced

CMOS technologies. The concept of digitally assisted front-ends has made this scaling possi-

ble with the advantage of fine-grain tunability of the components in the receiver chain [HMS05],

[HZS08]. Digitally assisted front-ends use DSP components to implement signal-conditioning cir-

cuits in the RF receiver chain. In addition to being low cost and low power, digital components are

more flexible. Reprogramming the frequency response of digital filters can be done on-the-fly by

changing tap coefficients or bypassing cascaded stages.

In this work, we adopt an approach similar to the software-defined radio terminal of Figure 1.2,

where a high-speed ADC is followed by a processor core, except that instead of using a generic

FPGA/DSP processor we use a specialized digital front-end (DFE) expressly suited for performing

RF signal-conditioning operations. A conceptual view of this front-end is shown in Figure 1.3.

The RF signal received from the antenna is pre-filtered by a wide bandwidth RF filter, amplified,

and digitized using a high-speed, high dynamic range ADC. The ADC is optimized to maximize

its performance in the bandwidth of interest around the target RF carrier. The digital front-end

unit first downconverts the digitized signal by mixing it with the RF carrier. The next task is to

downsample the signal from the ADC sample rate of fs1 to the modem sample rate of fs2. In the

downsampling process, the DFE must lowpass filter the signal to minimize noise injection in the

baseband, which occurs due to aliasing. Lowpass filtering is also necessary for channel selection,

when the unwanted channels in the received signal are attenuated. The DFE must ensure that the

combined effect of finite wordlength processing and sample-rate conversion does not degrade the

noise figure of the receiver chain to levels below the target specifications of the receiver.

The block diagram in Figure 1.3 shows the ADC directly digitizing the received signal without

any significant pre-conditioning. There have been other versions of digitally assisted front-ends

where mixing and lowpass filtering is done before digitization. For example, the work in [HMS05]
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Figure 1.3: Conceptual digitally intensive radio receiver terminal.

proposed mixing of the RF signal in the analog domain, followed by analog lowpass filters and an

ADC operating at a fixed rate of 104 Ms/s. Subsequent signal conditioning like channel selection,

additional filtering, and downsampling is done digitally using DSP components that constitute the

DFE. This approach lowers the burden on the ADC, which can now operate at lower dynamic range

since a significant part of the received signal has been filtered in the analog domain. In essence

this is similar to the discrete-time signal processing approach where the switched capacitor filters

attenuated the out-of-band content in the received signal before digitization. However, we still face

the problem of implementing analog mixers and lowpass filters that do not scale well in power or

area. Hence our objective is to move the ADC as close to the antenna as possible, as is shown in

Figure 1.3, and enable a direct-sampling receiver.

A direct sampling receiver samples and digitizes the bandpass RF signal at GHz rates and

subsequent DSP blocks in the digital front-end, operating at high input sampling frequency, realize

the downconversion and filtering. The main advantage of this approach lies in avoiding the use

of bulky analog filters and mixers and having a fully reconfigurable front-end that scales in power

and area with advancement of technology. The ADC, however, must operate at GHz sample rates

with high dynamic range, making it very power hungry. Energy efficiency is therefore critically
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important for the ADC. Implementing energy-efficient DFEs is also very challenging given the

high throughput requirements of the digital mixer and filters that process the GHz-rate ADC output.

An example of such a conceptual multi-mode radio terminal, fully configurable through pa-

rameters in a digital front-end was presented in [HZS08]. This work proposed the use of a 17-bit

ADC with 100dB dynamic range to cover standards like EDGE, IS-95, and UMTS between 0-

5GHz. Such an ADC, however, is infeasible in present-generation CMOS at power levels ranging

around a 100mW that is necessary for portable handset type of applications. With future scaling

of CMOS, ADCs are expected to improve in sample rate and operate at reduced power levels and

it is likely that such ADCs will become feasible with advancing technology. In present technol-

ogy, however, a fair compromise is to reduce the range of RF carriers and radio standards such

that an ADC with reasonable power consumption can handle the required wideband digitization.

The work in [BAM09] presented an example of such an ADC operating up to 2.4GHz RF carrier

and 20MHz signal bandwidth with an SNDR (signal to noise plus distortion ratio) of 37dB and

a maximum power consumption of 26mW. Although the SNDR and dynamic range for this work

was lower than the required 10-12 bits we need for standards like WCDMA and LTE, this work

was a good indicator of the kind of ADC architectures needed to digitize narrowband radio signals

at high sample rates.

In this thesis we analyze a high-speed direct-sampling receiver (Figure 1.3) and demonstrate

the physical implementation of an energy-efficient digital front-end processor. The focus is on the

system-level realization of a direct-sampling receiver that includes a pre-selection filter, a high-

speed ADC, and a low-power DFE. We model a continuous-time SD ADC architecture and show

that its SNR performance is ideally suited for implementation in a direct-sampling receiver. We

also derive the specifications of the passive bandpass LC filter that will be required before the ADC

in order to pre-filter the RF signal before digitization. And finally, we look at the micro-architecture

and system design of a digital front-end that can be coupled with the modeled ADC to perform all

the signal conditioning operations digitally and handoff data to the baseband MODEM. In the next

section we switch gears and discuss the second problem of flexible radio transmitter design.
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Figure 1.4: Traditional radio transmitter front-end and the ideal software-defined radio Tx.

1.2 Flexible Radio Transmitters

On the transmitter side, the ideal software-defined radio terminal can be visualized as shown in

Figure 1.4. The challenge here is to get the baseband signal modulated at the RF carrier without

leaking energy beyond the mandated threshold (defined by the strictest radio standard) in the ad-

jacent radio bands. Traditionally, the radio transmitter uses a low-sample rate D/A converter to

transform the baseband digital signal, sampled at rate fs2, to the analog domain. Images of the

baseband signal present at multiples of fs2 need to be suppressed after D/A conversion. Analog

lowpass filters perform this suppression, following which the signal is mixed with the RF car-

rier. Additional RF filtering after mixing ensures that the transmitted signal adheres to the spectral

emission mask and receive band noise specifications for frequency division duplex (FDD) opera-

tions. Finally, the transmitted signal is processed by a power amplifier that increases the output

power level (~20dBm), before being passed to the antenna for transmission. Non-linear compo-

nents in the Tx chain inject noise in the baseband signal that degrades the error vector magnitude

(EVM) [MRM04] of the transmitted signal, ultimately leading to a degraded bit error rate [Bre03]

on reception. The transmitter must restrict the extent of this noise injection to ensure that the EVM

remains below levels required by the target radio standard.
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A fully flexible, multi-mode, software-defined radio terminal replaces the analog lowpass filters

and mixers, relying on a high-speed, linear DAC to transform the RF modulated waveform to the

analog domain. The software-defined core will have to function at high sample rates in order to

attenuate the baseband images to power levels lower than the emission mask and upconvert the

baseband data to the RF carrier frequency. For a purely digital mixing process, the software core

must upsample the baseband data to at least twice the RF carrier frequency, which translates to

greater than 4Gs/s for RF carriers higher than 2GHz. FPGA or DSP processors, however, cannot

perform this throughput-intensive task in present technology. Hence the best trade-off is to follow

the approach we took on the receiver side and design a digital front-end tailored to perform the

tasks of a flexible transmit modulator.

In this context, three classes of RF modulators have emerged:

• Outphasing modulators

• Polar modulators

• Linear modulators

The polar and outphasing modulators promise greater efficiency in the power amplifier (PA) stage

since they resort to the use of nonlinear PAs that process constant-envelope phase-modulated sig-

nals. This is made possible by transforming the original I and Q baseband data to an alternate

dimension.
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Figure 1.5: Outphasing transmitter (a) Defining the signal vectors (b) Power amplifiers.
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The modulator for an outphasing PA [HLA09a] converts any arbitrary modulation, which has

amplitude and phase information, into two phase-modulated waveforms. The phase-modulated

waveforms, which have constant and equal amplitude but varying phase, when combined together

regenerate the amplitude and phase information present in the original signal. As shown in Fig-

ure 1.5, the phase modulation is performed on q , and the outphasing angle, f , is responsible for

amplitude modulation. The outphasing signals S1 and S2 are created by transforming the original

signal S into two constant-envelope signals with phase (q +f) and (q�f). In the first step, a VCO

generates the carrier, whose phase varies with q . This phase-modulated carrier then branches into

two paths that delay and advance the phase of the input by f . The two signals are amplified by

two independent PAs and combined at the PA outputs. This approach requires precise matching of

the signals during their recombination in order to successfully generate the original waveform. A

slight gain or phase mismatch between the two paths can result in significant distortion and spectral

re-growth in the adjacent bands.

In a polar modulator [SRM03] the I, Q components are transformed to the polar (R, q ) domain

and combined in a single output PA, as shown in Figure 1.6. The phase signal, q , is passed to an all-

digital PLL (ADPLL) that synthesizes the RF carrier frequency along with the phase modulation,

given by the variation of q with time. A constant envelope signal, phase modulated by q is input

to a saturated PA. The component R drives a DC-to-DC switching converter, the output of which

modulates the PA supply voltage.

In the polar modulator the amplitude signal, R, and the phase signal, q , undergo completely

different sets of signal processing steps before being combined in the PA. The recombination of the
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Figure 1.6: Polar modulator combines the amplitude, R, and phase, q , signals in the PA.
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amplitude and phase signals is compromised due to the inherent filtering and different signal pro-

cessing on each path, resulting in distortion of the final output. The results presented in [KRS08]

demonstrate the sensitivity of the polar architecture to the timing alignment of the phase and am-

plitude paths. It is also challenging to implement a linear, highly efficient, and wideband supply

modulator, which is needed for this approach unless we choose to use a pre-driver circuit before

the PA to combine the amplitude and phase signal, as was done in [SWR05], [BMK11]. The pre-

driver approach, however, will require a linear power amplifier (PA) that results in loss of output

efficiency in the PA stage.

The linear modulator, on the other hand, does not rely on any transformation of the (I, Q)

data to an alternate dimension. Hence it does not suffer from the problem of mismatches during

the direct combination of the (I, Q) components. The price to pay in this case is the use of a

linear PA in the output stage that results in an overall lower efficiency of the transmitter [HLA09a].

But the linear modulator has several benefits to compensate for this loss. In addition to being

versatile, linear modulators can support complex modulations like 64-QAM as well as OFDM

type of data multiplexing [PZH08]. They are not constrained by the bandwidth limitations of the

polar modulator and are therefore an attractive solution for high data rate communication systems.

As mentioned before, the signal processing in a linear transmitter occurs in the Cartesian co-

ordinate system on the I and Q components of the symbols. The attractive trends of speed and

power scaling of digital CMOS, coupled with the relative ease of its system integration, has encour-

aged the digitization of the linear transmitter. Digital signals, however, are rife with quantization

noise and also have images of the baseband signal present at multiples of the modem sample rate

fs2. The transmitter must suppress these images and quantization noise in the RF spectrum to en-

sure that the output signal satisfies emission mask requirements. This requirement sets a maximum

limit on the transmitted power levels in frequency bands away from the signal of interest.

The basic signal processing flow of a digitally intensive linear modulator is shown in Figure 1.7.

The (I,Q) components are upsampled, lowpass filtered, and combined in an RFDAC, which is

responsible for D/A conversion as well as upconversion of the baseband data to the RF carrier

frequency. The baseband signal from the modem at sample rate fs2 is upsampled by the Tx digital

front-end (DFE) to a higher sample rate fs1. In the process it filters the images of the baseband

11



Antenna&

DSP&

&fs1&&fs2&

D/A&

MODEM&
PA&

Tx&DFE&
RF&filter&

fRF&

0&
90&

Upsampling Image 
Suppression 

;fs1/2& fs1/2&
I/Q up-

conversion 

× 

× 

;fs2/2& fs2/2& ;fs2/2& fs2/2&

;fs2/2& fs2/2&

RFDAC&

Figure 1.7: Basic signal flow in a linear modulator.

signal present at multiples of fs2 to ensure that the images do not violate the emission mask. The

DFE also performs fractional sample-rate conversion if the frequency fs1 and fs2 are not related

by integer factors. The DFE architecture can be designed to include tuning parameters that vary

attenuation characteristics, upsampling ratios, signal bandwidths, and extent of quantization noise

suppression. The RFDAC following the DFE is a current-steering D/A converter as well as a mixer.

The I and Q current signals centered on the RF carrier are combined at the output of the RFDAC.

The wordlength of the digital samples input to the RFDAC and the sample rate fs1 are important

factors that determine whether the quantization noise and amplitude level of the images in the RF

spectrum are sufficiently low. Noise suppression can be guaranteed if the digital word in the data

stream is sufficiently wide, since quantization noise power is inversely proportional to the number

of bits. The work in [BMK11] uses a 17-bit RFDAC to ensure that noise suppression is achieved

for a 5MHz bandwidth signal without the aid of an on-chip bandpass filter. The work in [ESK07]

uses digital signals as wide as 10-bits and sampled at 307.2Ms/s to achieve an acceptable noise

level of 56dB in the adjacent band, and image suppression of 44dB at 5MHz signal bandwidth.

The low sample rate of 307.2Ms/s is sufficient to ensure 44dB suppression for a 5MHz signal,

but the sample rate will have to increase significantly (more than linear) for higher bandwidth
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signals. Also, longer wordlengths lead to higher power consumption in the RFDAC. Increasing

wordlength also increases the probability of mismatches in the unit current cells used in the D/A

converter [AGA04] that ultimately degrades the linearity of the DAC.

A proposed solution to the problem of reducing wordlength in the RFDAC is the use of SD

modulation [PZH08]. This technique reduces the DAC resolution while shaping the added quan-

tization noise away from the signal of interest. An RF bandpass filter following the RFDAC can

filter out the additional out-of-band quantization noise introduced by the SD modulator (SDM). SD

modulation is a promising step towards enabling low-power digital-to-RF signal generation, but

conventional modulators [PZH08], [HLA09b] require a high degree of signal oversampling. Over-

sampling is needed to improve the in-band SNR of the transmitted signal and also to increase the

3 dB bandwidth of the RF bandpass filter, shown after the D/A convertor in Figure 1.7, and enable

its on-chip integration. Higher sampling frequency, however, increases the power consumed in the

digital blocks, since power consumption is directly proportional to the sample rate.

In [HLA09b] the authors use a sample rate of 4 times the RF carrier (fs1 = 4Gs/s @ fRF = 1GHz)

with a 1-bit SD output for a 5MHz QPSK modulated signal. Although this approach results in a

1-bit DAC, it limits the range of RF carriers due to the high oversampling ratio of 4fRF. The work

in [PZH08] uses a DFE that upsamples the baseband data to 2fRF (fs2 = 5.4Gs/s @ fRF = 2.7GHz)

before being processed by an SDM and RFDAC. The high DFE output sample rate enables the

use of a low 3rd-order SD modulator and a low-Q bandpass filter. This approach, however, suffers

from high power consumption of close to 100mW in the digital core (DFE + SDM) that is a result

of processing digital data at rates of 5.4Gs/s.

In this work we aim to improve the power efficiency of the digital core while also ensuring

that a passive integrated BPF can eliminate any spectral noise that violates the emission mask

after D/A conversion. This was achieved through co-optimization of the noise transfer function

in the SD modulator and the bandpass filter response such that we minimize the sample rate, fs1,

as well as the DAC resolution. The SD modulator lowers the sampling frequency for a given RF

filter bandwidth through the use of an FIR noise shaping filter. This allows the DFE and SDM to

operate at a relatively low frequency of fRF/3 (fs1 = 900Ms/s @ fRF = 2.7GHz). We also use a

time-interleaved RFDAC architecture that aids in filtering the out of band quantization noise. The
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quantization noise introduced by the SDM is suppressed to some extent (~20dB) by the inherent

filtering operation of the 2-channel time-interleaved DAC. An integrated RF bandpass filter can

then filter out the remaining noise. Consequently, the digital chain functions at a reduced sample

rate and switching power without compromising the extent of on-chip integration of the transmitter.

1.3 Thesis Outline

This thesis continues with a discussion on the choice of ADC architectures and optimization tech-

niques in Chapter II and is followed by the design of a high-speed energy-efficient DFE processor

in Chapter III. We take a detailed look at the digital components in the transmitter chain in Chapter

IV. This will include a discussion on the FIR noise shaping employed in the SD modulator. Chapter

V will talk about the architecture and filtering effects of the time-interleaved RFDAC. This is fol-

lowed by a description of the prototype test chips for the Rx DFE and the RF transmitter fabricated

in 65nm CMOS and their measured results in Chapter VI.
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CHAPTER 2

A/D Converters for Flexible Receivers

A fully reconfigurable direct-sampling radio receiver covering standards like GSM, EDGE, UMTS,

WLAN, and LTE will need to cover all the specifications listed in Table 2.1. The specifications

demand support for RF carriers between 450MHz-5GHz, channel bandwidths of upto 40MHz,

and dynamic range of 90dB, if we look at the strictest requirement of the individual standards.

In scenarios where the wideband system has to process several strong radio signals, the dynamic

range requirements get worse. According to the work in [HMS05], the digitization process for

such a multi-standard radio receiver terminal will require an ADC operating at 10GHz with 17 bits

of resolution.

Such an implementation is infeasible in present technologies with acceptable power levels for

portable handset type of applications. So we restrict the scope of our work to RF carriers up to

2.7GHz, signal bandwidths of 20MHz, and standards like WiMAX/LTE that require 10-12 bits at

Standard'
Carrier'

Frequency'
(MHz)'

Channel'Bandwidth' ADC'Dynamic'
Range'(dB)'

GSM$ 380(1900$ 200kHz$ 90$

EDGE$ 850(1900$ 200kHz$ 87$

GPRS$ 850(1900$ 200kHz$ 84$

CDMA2000$ 450(2100$ 1.228MHz$ 80$

W(CDMA$/$UMTS$$ 728(2690MHz$ 3.84MHz$ 70$

IEEE802.11a$ 5150(5825$ 20MHz$ 55$

IEEE802.11b$ 2400(2495$ 20MHz$ 55$

IEEE802.11n$ 2400/5000$ 20/40MHz$ 55$

LTE$ 728(3800MHz$ 1.4/3/5/10/15/20MHz$ 76/72/70/70/70/70$

Figure 2.1: RF carriers, channel bandwidths, and dynamic range requirements for various radio standards.
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the MODEM input over a 20MHz wide signal band. For wideband digitization, the actual dynamic

range will have to be higher than 12 bits, since we not only have to digitize the signal of interest but

also ensure that any strong signals/blockers present in the received signal, which contains several

different RF channels, do not distort the signal of interest. Hence the target dynamic range has to

be greater than 12 bits with a margin of at least 6-10dB to accommodate such wideband sampling.

A SD ADC was the preferred choice due to the oversampled nature of the digitization process, and

also because of its expected lower power consumption.

System-level decisions regarding the ADC sample rates, number of bits, and order of SD mod-

ulation go a long way in determining whether the SNR specifications of various radio standards can

be achieved at power levels of 50 to 100mW. The ADC sample rate is the most important variable,

since it not only determines the operating frequency of the ADC, but also that of the subsequent

blocks in the DFE chain. The ADC sample rate has a close relation with the RF mixing process,

which is done immediately after digitization.

Mixing is the process of translating the RF modulated data to the baseband. When we sample

a continuous-time signal at a finite rate of fs1, blocks in the analog spectrum spanning a frequency

of fs1 fold back in the digital domain to be centered between �fs1/2 and +fs1/2. An RF signal

modulated at carrier fRF has an RF bandwidth of 2fRF. According to Nyquist criterion, the signal

must be sampled at rates above 2fRF. But sampling at twice the Nyquist rate is not mandatory for

radio applications, since the signal bandwidth is restricted to only several MHz (20MHz). We can

undersample at a rate fs1 < 2fRF and still obtain a replica of the signal.

This process is shown for two combinations of fRF and fs1 in Figure 2.2. In Figure 2.2(a), the

ADC sample rate is greater than 2fRF resulting in the RF data positioned at fRF before and after

digitization. In Figure 2.2(b) we undersample the signal at fs1 = 2fRF�W, which is lower than 2fRF.

This results in an image of the original RF data at (fs1�W)/2 after digitization. The noise level,

shown in dark grey, rises after undersampling in the second case, since the fixed quantization noise

power spreads in a smaller frequency range. In the first case, the digitized RF samples have to be

multiplied by the sine and cosine of fRF during mixing, while in the second case the multiplication

is done with the sine and cosine of (fs1�W)/2. But implementing a digital mixer at the GHz sample

rate of fs1 becomes either timing infeasible or very power inefficient for a multi-bit ADC output.
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Figure 2.2: ADC sampling (a) Nyquist criterion (fs1 > 2fRF) (b) Undersampling (fs1 = 2fRF�W).

In this scenario, the second case of undersampling can be exploited to make the mixing operation

trivial after digitization.

A special case is when fs1 = W = fRF and the signal can be translated to the baseband directly

after sampling. This seems like an attractive solution, but since there is no distinct mixer following

the ADC, we will now need two ADCs, one for the I path and the other for the Q path. Both

paths are sampled by clocks that are p/2 out of phase to generate the I and Q samples at the

baseband. Having two ADCs, however, will result in mismatches between the characteristics of

the two converters, leading to I/Q imbalance in the baseband data.

A second solution is when fs1 = 4/3fRF and W = 2/3fRF, resulting in an image of the signal at

1/3fRF, shown in Figure 2.3. For a sample rate of fs1 = 4/3fRF, the frequency of 1/3fRF corresponds

to the p/2 position in the digital domain. This implies that the ADC output has to be multiplied with

samples of sin(p/2·n) and cos(p/2·n), n 2 I, during mixing. These functions are repeated sequences

of {1,0,�1,0} that make the mixing operation trivial. The mixing can then be implemented using

just a multiplexer that either selects the input, its compliment, or a zero depending upon a control

signal from a counter. This solution only needs a single ADC and hence avoids the problem of I/Q

imbalance. The penalty is an increased sample rate of 4/3fRF which is 33% larger than the first case

of fs1 = fRF, but the advantage lies in using a single ADC instead of two ADCs that were needed
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Figure 2.3: (a) Undersampling at fs1 = 4/3fRF. (b) RF data centered at p/2.

in the first case. Hence we chose a sample rate of fs1 = 4/3fRF in this work. Before we move on

to selecting the ADC topology, it is worthwhile to review the basics of SD modulation that will be

used extensively throughout this chapter.

2.1 SD Modulation

Since the ADC sample rate is 4/3fRF and the RF data is positioned at 1/3fRF (not DC) after dig-

itization, we need a bandpass SD modulator. An example of a 2nd-order bandpass SD modulator

is shown in Figure 2.4. The modulator uses a bandpass filter B(z) to shape the quantization noise

e(n) introduced by the 1-bit quantizer QN. The quantization occurs on samples of�v(n�2), which

is a result of bandpass filtering x(n), the difference between u(n) and y(n). The overall effect is to

shape the added quantization noise, e(n), away from the signal of interest, which is the bandpass

input signal u(n). The modulator transfer function is derived in equations 2.1-2.6.

+
− 

+" −Z−2$u(n)$ y(n)$
x(n)$ v(n)$ −v(n−2)$

e(n)$

B(z)$ QN$

Figure 2.4: A 2nd-order bandpass SD modulator with 1-bit quantizer.
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x(n) = u(n)� y(n) (2.1)

v(n) = x(n)� v(n�2) (2.2)

y(n) =�v(n�2)+ e(n) (2.3)

v(n) = u(n)� e(n) (2.4)

y(n) =�u(n�2)+ e(n�2)+ e(n) (2.5)

Y (z) =�z�2U(z)+E(z)(1+ z�2) (2.6)

From the z-transform of the output we can see that Y (z) is a combination of the input U(z)

and the filtered noise, E(z)(1 + z�2). The function (1 + z�2) has notches at p/2, a desirable

property since the input signal U(z) is centered at p/2. The power spectral density of the SD

modulator output for a sinusoidal input is shown in Figure 2.5. We can see that the notches at the

±p/2 position shape the quantization noise away from the sinusoid, thus maximizing the SNR in

a limited bandwidth around the signal of interest. The excess noise can be filtered away and after

decimation we get the spectral content in the bandwidth marked fB.

The primary variables that affect the noise performance of the SD modulator are the oversam-

pling ratio (fs1/2fB), the number of output bits, M, in the quantizer, and the order of modulation, N.
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Figure 2.5: Power spectral density of a 2nd-order bandpass SD modulator with 1-bit output.
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The order of modulation is determined by the order of the noise shaping function. For example, the

noise shaping function (1+ z�2) implies second-order modulation. Since we fixed the sample rate

of the modulator at 4/3fRF, the design variables are now restricted to the order, N, and the number

of output bits, M. A third variable available to us is the choice between a discrete-time modula-

tor and a continuous-time modulator. In a discrete time-modulator the sample and hold operation

is performed outside the SD loop. The modulator in Figure 2.4 is an example of a discrete-time

topology. On the other hand, in a continuous-time modulator the sampling operation is done at the

input of the quantizer inside the SD loop. We take a look at the trade-offs associated with these

design variables in the next section.

2.2 ADC Architectures

Various ADC architectures with varying sample rate, number of output bits, and order of SD mod-

ulation can be implemented and a summary of published results is presented in the graph in Fig-

ure 2.6. We show a comparison between 2 classes of ADC architectures in Figure 2.6. The first,

shown by circles, are lowpass ADCs that process baseband signals, and are preceded by a mixer.

These represent the A/D converters used in conventional radio chains. The power numbers for ref-

erences [SP12], [DSM04] are doubled from that of the published results to account for their usage

in both I and Q channels. The second class, shown by diamonds, are ADCs that directly digitize
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Figure 2.6: Comparison of various ADC architectures.
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the RF signal before down conversion and are suitable for use in direct sampling receivers, and

all of these use SD modulation in one form or another [TS07], [WN09]. It is apparent that the RF

sampling ADCs must improve in dynamic range in order to meet the specifications of prevalent

radio standards. Realizing a power-efficient, high dynamic range, and high-speed ADC within a

limited power budget is one of the biggest bottlenecks a direct sampling receiver must overcome.

Let us now narrow down on potential SD ADC architectures for the direct-sampling receiver.

A natural choice is the 2nd-order 1-bit SD modulator, where the feedback loop is stable and the

design complexity is low. This topology when implemented for continuous-time ADCs at fRF

= 2.4GHz, bandwidth of 20MHz, and a sample rate of 3.2GHz only obtains a maximum SNR

of 37dB [BAM09]. In order to improve SNR, we can increase the modulation order, N and the

number of output bits, M in the quantizer. One approach is to keep a 1-bit quantizer and only

increase the order of modulation. In [RBV09], the authors use a 6th-order bandpass 1-bit SD

modulator, achieving an SNDR of 40dB for a 2.4GHz RF signal and a bandwidth of 60MHz. If the

modulation order is increased further for greater SNR performance, we face problems of higher

power consumption, large area, and mismatch between the 2nd-order resonators that are used in the

SD loop. Hence, a better choice is to vary both the modulation order and the number of quantizer

bits to meet the required resolution of greater than 12 bits.

In order to avoid nonlinearity and mismatch problems in the multi-bit feedback DAC, it is nec-

essary to minimize the number of output bits in the quantizer. With this in mind, we propose a

continuous-time 4-bit 4th-order bandpass SD ADC. This choice of order and resolution can en-

able the target dynamic range of approximately 80dB in a 20MHz bandwidth. A continuous-time

architecture is the preferred choice since it makes high-speed operation of the SD loop feasible.

The addition of an anti-aliasing filter before the quantizer is also an attractive feature of this ADC.

More details on this filtering process will be presented in Section 2.4. In the next section we will

look at the ADC modeling, signal and noise transfer functions, SNR variation, and the effect of

circuit-level non-idealities on the ADC performance.
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Figure 2.7: 4th-order bandpass SD ADC with 4-bit quantizer. LC resonators are tuned at fRF.

2.3 ADC Modeling

The proposed SD ADC model is shown in Figure 2.7. The input signal x(t) centered at carrier fRF

is applied to a transconductance amplifier (gm1) that converts the voltage waveform to a current

signal. The signal is then added to the first feedback current signal, d1(t), from the DAC, after

which it passes through a 2nd-order LC resonator centered at fRF. A second transconductance

amplifier (gm2) is next in the chain, followed by addition of feedback signal, d2(t), from the DAC

and another resonator, also centered at fRF. The continuous-time signal r(t) at the output of the

second LC resonator is sampled at 4/3fRF and passed to the 4-bit quantizer for digitization. The

feedback DAC takes the quantized signal as input and generates analog feedback signals d1(t) and

d2(t). The capacitive component of the LC resonator is tunable to adjust the resonance frequency

to variable carrier, fRF.

The ADC model can be simplified to the equivalent form shown in Figure 2.8, where the

continuous-time input signal x(t) is pre-filtered by G(s) before being sampled at 4/3fRF. The feed-

back signal from the D/A (modeled as a zero-order-hold / ZOH) is processed by the continuous-

time loop filter H(s), following which it is sampled and added to the pre-filtered samples from

G(s). The output y(n) is obtained by adding the quantizer error, e(n), to these discrete samples.

G(s) is the open-loop transfer function from the input x(t) to the quantizer input r(t) (Figure 2.7).

From Figure 2.7, we can see that G(s) is a 4th-order continuous-time function given by:

G(s) =
k(s+ wR

Q )2

(s2 + wR
Q s+w2

R)2 (2.7)
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Figure 2.8: Simplified model of the bandpass SD ADC. ZOH is the zero-order-hold function.

Here wR is the resonance frequency of the LC tank, and Q is the selectivity of the LC resonator.

Ideally, the value of Q should be infinite, but non-idealities in the resonator result in finite selec-

tivity. The non-ideality appears in the form of an intrinsic wire resistance, RW , which is in series

with the inductor. When RW is taken into account, the selectivity, Q, of the resonator is given by:

Q =
wR

wB
=

wR

RW /L
=

2p
p

L
RW
p

C
(2.8)

Here wB is the signal bandwidth of the resonator and is expressed as:

wB =
RW

L
(2.9)

The resonance frequency, wR, in Eq. 2.8 approximately equals 1p
LC

under the assumption

wB << 1p
LC

. For a fixed implementation of the inductor, the values of RW and L remain fixed.

In Figure 2.8, H(s) is the open-loop transfer function from the D/A output to the quantizer input.

The z-domain equivalent, H(z), of the loop filter transfer function can be computed by discretizing

the cascaded functions H(s) and ZOH. The closed-form expression for H(z) is obtained using

Eq. 2.10.

H(z) = Z
⇢

L�1
⇢

1� e�sT

s
H(s)

��
(2.10)

The function Z{} represents the z-transform and the function L�1{} is the inverse Laplace
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transform. The sample period T equals 3/(4fRF ). The z-domain noise transfer function, NT F(z),

of the ADC can be computed from the loop transfer function H(z) using Eq. 2.11.

NT F(z) =
1

1�H(z)
(2.11)

The signal transfer function, ST F(w), is a combination of the pre-filter G( jw) and the noise

transfer function, NT F(e jwT ). It is given by Eq. 2.12, which follows the derivation in [ST04].

ST F(w) = G( jw)NT F(e jwT ) (2.12)
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Figure 2.9: (a) Noise transfer function at RW /L = 0, 2p107, and 4p107. (b) Zoomed-in NT F shows notch
at fRF. (c) Signal transfer Function at RW /L = 0, 2p107, and 4p107.

(d) Zoomed-In ST F shows passband around fRF.

The ratio RW /L strongly affects the noise and bandwidth performance of the ADC. This can

be observed from the variation of the ST F and NT F as a function of RW /L. Figure 2.9 plots the

NT F at three distinct values of RW /L. The chosen values of RW /L corresponds to bandwidth, wB,

increasing in steps of 10MHz, starting from the ideal value of 0 corresponding to infinite Q, and

then going to 2p⇥ 10⇥106 and 2p⇥ 20⇥106. The transfer function, evaluated at fRF = 2.025GHz

and fs1 = 2.7GHz, has notches at frequencies fRF/3 and fRF. The solid line shows the ideal ST F

when RW = 0. When RW /L is increased, the notch is less steep, indicating an increase in noise

power. This can be observed from the zoomed-in NT F shown in Figure 2.9(b), where the depth of

the notch reduces from 90dB to 45dB when RW /L is raised from 0 to 2p⇥ 20⇥106.
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The signal-transfer-function for the continuous time bandpass ADC is shown in Figure 2.9(c).

The ST F has 0dB magnitude around the resonance frequency fRF = 2.025GHz, and notches around

DC, fRF/3, and 5/3fRF. The notch at DC occurs because the function G(s), in Eq. 2.7, has a zero

close to DC. The notches at fRF/3 and 5/3fRF appear because of the NT F nulls in these bands,

as can be predicted from Eq. 2.12. The variation of the ST F with increasing RW /L is shown in

the zoomed-in plot of Figure 2.9(d). It can be seen that the peak of the response reduces with

the increase in RW /L. The passband range of 20MHz around the RF carrier is nearly flat for all

3 cases. The attenuation at the passband edge w.r.t. fRF is 0.16dB for RW /L = 0, and reduces to

0.1dB for RW /L = 4p107. The small droop in the passband can be corrected in the digital domain

by varying the passband characteristics of the digital FIR filters in the DFE.

Hence, from the perspective of optimizing the NT F and minimizing the noise power, the target

is to lower the coil resistance, RW as much as possible. In general, it is difficult to minimize the

resistance, and in practical realizations of bandpass filters, active Q-enhancement techniques are

used. A common technique is to use a negative resistance [BAM09] in parallel with the inductor

that lowers the intrinsic wire resistance of the inductor. The negative resistance is realized by

using a pair of cross-coupled transistors in parallel with the LC tank as shown in Figure 2.10.

The cross-coupled pair realizes a resistance of �2/gm (gm1 = gm = gm) parallel to the LC circuit,

L1#

Vbias 

gm1#

C# C#

Vc Vc 

In+#

In−#
Idac+#Idac−#

Vout
+#

Vout
−#

@fRF#

M1# M2#

Figure 2.10: Q enhancement of inductor with negative resistance realized using cross-coupled transistors
M1 and M2.

26



0"

−50 

−100 

−150 

−200 

−250 Po
w

er
 S

pe
ct

ra
l D

en
si

ty
 (d

B
) 

−1.5 −1 −0.5 0 0.5 1.0 1.5 
Frequency (GHz) 

−1.5 −1.25 −1 −0.75 −0.5 −0.25 0 0.25 0.5 0.75 1 1.25 1.5
−250

−200

−150

−100

−50

0

Frequency (GHz)

Po
w

er
 S

pe
ct

ra
l D

en
si

ty
 (d

B
)

−fRF/3 +fRF/3 

Figure 2.11: Spectrum of a 2.025GHz RF modulated sinusoid undersampled at 2.7GHz (4/3fRF). The
signal replica is centered at 0.675GHz.

which reduces the effect of the coil resistance RW . Here gm refers to the transconductance of the

transistors.

Figure 2.11 shows the power spectral density of an 8MHz sinusoid modulated at fRF = 2.025GHz

and digitized at fs1 = 2.7GHz. The noise spectrum has a notch at fRF/3 = 675 MHz. The RW /L

ratio for the inductors in the LC resonator sections was chosen to be (2p)⇥20⇥ 106, since this

value results in the ADC meeting the target SNR performance. After undersampling, the signal

replica is formed at fRF/3 = 675MHz. The oversampling ratio for a bandpass SD ADC is given by

the ratio of half the sampling frequency and the signal bandwidth, fs/(2fB) [NST96]. For a sam-

pling frequency of 2.7GHz and a 20MHz signal bandwidth, the oversampling ratio of the ADC is

67.5. The maximum SNDR was 83.5dB for this example and the dynamic range was 85dB which

makes it close to 14-bit resolution, providing sufficient margin for wideband digitization above the

mandatory 12-bit resolution.

The variation of SNR with input signal amplitude at RF carriers of 2.0GHz and 2.7GHz is

shown in Figure 2.12. The LC resonators were tuned to fRF in each case. As expected, the SNR

increases linearly with the input signal amplitude, and when operating close to maximum signal

amplitude, the SNR drops due to overloading of the quantizer. For a fixed signal bandwidth, the

SNR improves marginally with higher RF carrier frequency due to increase in oversampling ratio.

The maximum SNR for the 2.7GHz RF signal (fs1 = 3.6GHz) is around 90dB, which is 6.5dB
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Figure 2.12: SNR variation with input signal amplitude and RF carrier frequency.

higher than the 2.0GHz signal. A major factor that limits the achievable SNR in continuous-time

ADCs is the jitter in the sampling clock. We analyze the effect of clock jitter in the next section.

2.4 Clock Jitter Analysis

Continuous-time ADC architectures have increased sensitivity to clock jitter. We verified this by

adding jitter to our simulation models and computed the SNR under the influence of a jittered clock.

The clock jitter was derived from a zero-mean Gaussian distribution with a standard deviation

equal to the RMS value of the clock jitter. The variation of SNR with increasing jitter is presented

in Figure 2.13 for a 2GHz RF carrier and a 2.66GHz clock (4/3·fRF). The jitter was varied to a

maximum of 500fs, which is 1.33% of the clock period, when the SNDR degrades to around 45dB.

The results in Figure 2.13 indicate that the system can tolerate about 250-300 fs of jitter. The SNR

degradation is sharp if the jitter standard deviation exceeds 300 fs.

This jitter specification can be met by integrating a low-jitter PLL with the receiver [HSP08].

Alternatively, jitter sensitivity of the continuous-time ADC can be reduced by employing a switched

capacitor resistive (SCR) feedback DAC [OGM05]. The SCR DAC, however, has an exponentially

decreasing feedback pulse that requires a higher peak current compared to conventional switched-
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current DACs, resulting in higher power consumption.

Since the undersampling ADC digitizes a limited bandwidth of 4/3fRF, we need a pre-selection

filter before the ADC to prevent aliasing of any signal content that aligns with the desired signal

after undersampling. In the next section we study the requirements of this pre-filtering operation.

2.5 Pre-selection Filter

A pre-selection filter is needed before the ADC to prevent aliasing of signals outside the range

{2/3fRF, 2fRF}. Undersampling of the RF signal at 4/3fRF will cause all spectral blocks spanning

a frequency range of 4/3fRF to fold into the baseband. We are interested in obtaining a replica

of the spectral content in the region {2/3fRF, 2fRF}. Any content outside this region needs to be

attenuated so that the replica remains uncorrupted after sampling.

The expected attenuation characteristics of the pre-selection filter are shown in Figure 2.14.

The plot shows the interference locations that alias at ±fRF/3, where the signal replica of fRF

eventually forms after undersampling. To ensure that the replica is formed without any corruption,

the pre-selection filter must attenuate these interferers. The attenuation in the 20MHz band around

the interference locations must exceed the linearity requirement at the MODEM input. Therefore

the interferers must be suppressed by > 72dB (12-bit linearity) with respect to the signal. The
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anti-aliasing property of the continuous-time SD ADC can be used to suppress the interferers at

the aliasing locations of fRF/3 and 5/3fRF. The ST F , shown in Figure 2.9(c), has notches at these

frequencies, and will suppress any interference that can alias with the desired signal centered at

fRF after undersampling. Figure 2.15 shows the zoomed-in plots of the notches at fRF/3 and 5/3fRF

for fRF = 2.025GHz. As expected, the STF notches become less sharp with increasing values of

RW /L. At RW /L = (4p)⇥107, we get approximately 100dB of attenuation at fRF/3 = 675MHz,

and around 80dB at 5/3fRF = 3.375GHz. At higher RF carriers, more attenuation is expected since

the notches become steeper due to higher oversampling ratios. Therefore, a pre-selection filter for

anti-aliasing is not necessary in this system.

The second task of the pre-selection filter is to lower the dynamic range of the received signal

in the ADC band of {2/3fRF, 2fRF} by suppressing signal content that lies beyond the bandwidth

of 20MHz centered around fRF. For this purpose, a pre-selection filter can be implemented using a

passive bandpass LC filter. Passive filters are attractive due to their minimal power consumption,

but their 3dB cut-off is limited by the Q factor of the inductor, since no Q-enhancement techniques

are used. For an on-chip implementation, the Q needs to be minimized. For a 2.025GHz RF mod-

ulated signal, an attenuation of 2.2dB can be obtained at a frequency of fRF�100MHz = 1.925GHz

from a 2nd-order passive LC filter with Q = 10. When combined with the ST F of the continuous

time ADC, the total attenuation after digitization, is 5.4dB. This attenuation limits the in-band SNR

degradation to 3.7dB, when a 0dB blocker is present at fRF�100MHz. The value of Q = 10 for

the inductor can be realized on-chip so that the system can be fully integrated. The filter can be
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Figure 2.15: Zoomed-in view of notches in the STF at fRF/3 and 5fRF/3.

centered in different frequency bands by the use of a variable capacitor in the LC topology, as was

done for the ADC.

After the RF signal is pre-filtered and digitized, it has to be down-converted, filtered, and

decimated to the MODEM sample rate. These tasks are performed by a high-speed digital front-

end (DFE). Details of the DFE architecture are presented in the next chapter and the results from

the chip implementation of the DFE is discussed are Chapter VII.
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CHAPTER 3

Digital Front-end for Flexible Receivers

Once the RF signal has been digitized by a high-speed ADC, the digital signal has to be down-

converted, decimated, and lowpass filtered before it can be handed off to the baseband modem.

This task is performed by the digital front-end. As discussed in Chapter II, the choice of the ADC

sample rate of fs1 = 4/3fRF will ensure that the mixing operation becomes a trivial multiplication

by {1, 0, �1, 0}. Due to speed and dynamic range limitations in the A/D converter, the maximum

RF carrier was restricted to 2.7GHz in Chapter II. Hence, the DFE is designed to process signals

modulated at a maximum carrier of 2.7GHz, which sets a maximum sample rate fs1 of 3.6GHz.

Once the digital data has been downconverted, it has to be decimated from sample rate fs1 to the

modem sample rate fs2. This decimation has to be preceded by lowpass filtering, without which

any noise or interference content in the wide spectrum of fs1 will alias and corrupt the signal of

interest centered at DC [PM96]. The lowpass filtering and sample rate conversion can be done by a

combination of cascade integrated comb filters, polynomial interpolation filters, and finite impulse

response (FIR) filters. We look at how each of these filters can be utilized in a flexible manner

along the DFE chain. We begin with a description of cascade integrated comb (CIC) filters.

3.1 CIC Decimation Filters

Cascade integrated comb or CIC filters are ideal for decimation by large integer factors and there-

fore suitable candidates for filtering at the start of the DFE chain where the oversampling ratio is

highest. The structure of a typical CIC decimation filter is shown in Figure 3.1(a). The structure is

simple to implement requiring only adders, delays, and downsamplers to decimate the input signal

at rate fs to an output sample rate of fs/D. The CIC filter characteristic is controlled by three tuning
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parameters

• N - the number of integrator and differentiator sections, also known as the order of the filter.

• M - the differential delay in the integrator and differentiator loops.

• D - the decimation factor.

The variation of the frequency response with these parameters is shown in Figures 3.1(b)-(d).

The response is a sinc function with notches at frequency (n)·fs/D when D is even and at (n+1)·fs/D

when D is odd and n 2 1,2,3. Figure 3.1(b) shows the response of a 1st-order CIC (N=1) when

the decimation factor D = 4 and the differential delay M = 1. The frequency response has notches

at fs/4 and fs/2, which are the locations that fold back and alias with the signal at baseband after

decimation. The notches ensure that any signal content in these locations will cause minimum

corruption of the signal of interest. The 1st-order response in Figure 3.1(b) provides approximately

25dB of attenuation with respect to DC in the frequency region around the notches. If a strong

interference present at locations fs/4 and fs/2 requires more than 25dB of attenuation, then the

order of the CIC can be increased to alter its response. Figure 3.1(c) shows the response of a

2nd-order (N = 2) decimation filter. The attenuation in the frequency region around fs/4 and fs/2 is

approximately 35dB for this filter, an increase of 10dB compared to the previous case. The order

of any higher order CIC can be reduced by bypassing one or more of the cascaded stages in the

chain. For example, a 5th-order filter can be easily reconfigured to function as first order if all the

integrator and differentiator stages except the first are bypassed.
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Figure 3.1: (a) CIC architecture. (b)-(d)Response of the CIC at different values of D, N, and M.
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The final parameter in the CIC filter response is the number of differential delays, M, in the

feedforward and feedback loops of the differentiators and integrators. Figure 3.1(d) shows the

frequency response of the 1st-order CIC when the differential delay is increased to 2. The addi-

tional delay introduces extra notches in the response at locations fs/8 and 3fs/8 without altering the

extent of attenuation at the notches (25dB). The differential delay can hence be used to introduce

additional nulls if strong interference appears in these strategic locations.

The first CIC stage in the DFE has to support the highest sample rate, a maximum of 3.6Gs/s.

This filter becomes a throughput bottleneck if conventional CIC structures are used. Tradition-

ally, CIC filters are implemented using the recursive structure, shown in Figure 3.1(a). The main

problem with this architecture is the throughput restriction on fs imposed by the integrators to the

left. Owing to their recursive nature, these integrators cannot be pipelined or parallelized. More-

over, the adders in the integrator loops have long wordlengths (10-14 bits) [KYW98] that make

the operation at GHz rates impossible without architectural changes. Several signal-processing

techniques were used to optimize the CIC architecture in our implementation. First, although the

CIC integrator loops indicate an apparent recursive nature, the transfer function of the filter can be

represented as a feed-forward function. An example the transfer function, HCIC(z), for a 2nd-order

filter, is given by Eq. 3.1.

HCIC(z) =
(1� z�D)2

(1� z�1)2 = (1+ z�1)2(1+ z�2)2 . . .(1+ z�2P�1
)2 (3.1)

The modified transfer function can be realized by the filter structure shown in Figure 3.2. We

use the relation that z�M followed by decimation by k is equivalent to decimation by k, followed

by z(�M/k). The P (= log2(D)) product terms in Eq. 3.1 have the (1 + z�2i)2 form that can be

transformed to decimation by 2i followed by (1 + z�1)2. This transformation is valid for cases

where D = ax (a, x are integers) and any number of sections.

There are several advantages to using the structure in Figure 3.2 for our application. First,

the function (1 + z�1)2 requires only adders and hardwired shifts, resulting in a low-complexity

implementation. Second, the wordlengths of the adders increase gradually along the chain (6-14

bits here) due to the feed-forward nature of the design. Finally, the feed-forward filter can now
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Figure 3.2: Throughput-optimized feedforward CIC architecture for a 2nd-order filter.

be parallelized to support the throughput requirement of the CIC. Parallelizing the output of (1 +

z�1)2 is advantageous, since it is followed by decimation-by-2; implying only alternate outputs are

required by the next stage, and one of the output channels can be removed, resulting in greater

computational efficiency. This version of the 2nd-order optimized CIC is used in the first stage

of decimation of the receiver DFE. Next we look at reconfigurable FIR filters that are utilized for

integer decimation as well.

3.2 Reconfigurable FIR Filters

An FIR filter is a versatile DSP block where several categories of frequency responses can be gen-

erated by varying the filter tap coefficients. For a flexible radio receiver system, we are interested

in generating lowpass filters with varying passband, rolloff, and stopband attenuation character-

istics which can be accomplished by configuring the FIR. The block diagram of a reconfigurable

FIR decimation filter is shown in Figure 3.3. The filter can be tuned to vary its frequency response

by adjusting the value of its tap coefficients a0, . . . , ap�1. Zeroing out a subset of the coefficients

starting from the last tap, ap�1, reduces the order of the filter. This provides an opportunity for

obtaining runtime power performance trade-offs with varying SNR conditions. In conditions of

high SNR and weak interference the filter can be tuned to operate with minimal number of taps.

An example of this scenario is shown in the frequency responses of Figure 3.4. The two filters

were designed for a decimation factor D = 2, hence the stopband of both responses begins at 0.5

with the rolloff beginning at 0.3. The passband ripple is also same for both filters, set at 0.1dB.

The only difference is in the stopband attenuation; the 34-tap filter has a stopband attenuation of
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Figure 3.3: Reconfigurable FIR filter signal-flow-graph.

80dB while the 28-tap filter has an attenuation of 60dB. The frequency response can be controlled

to vary the start of the stopband depending upon the decimation factor D that follows the FIR. For

decimation factor D = 3, for example, the stopband would have to start at 0.33 instead of 0.5. The

tap coefficients and filter order are chosen such that:

• The passband is nearly flat in the region occupied by the baseband signal.

• The filter cutoff frequency is greater than the location of the highest frequency content of the

signal.
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• The stopband suppresses any noise or interference that aliases with the signal after decima-

tion by at least 70dB with respect to the signal. The choice of 70dB was made in order to

maintain 70dB SNR at the baseband, when this filter is the last stage of the DFE.

The reconfigurable FIR has distinct advantages over the CIC filter. We have finer control over

the response of the FIR because all its tap coefficients can be varied. This ensures that the passband

of the FIR can be designed to avoid the droop that we observed in the sinc response of the CIC.

The penalty lies in the increased complexity of the FIR that needs multiplier units for its signal

processing. Hence to minimize switching power consumption it is advantageous to place the FIR

further down in the DFE chain where it can operate at lower sample rates.

Since the ADC sampling frequency fs1 is a function of fRF, and the modem frequency fs2 is

dictated by the target standard and signal bandwidth, fs1 and fs2 in general are not related by integer

factors. The DFE, therefore, has to provide for flexible integer as well as fractional decimation.

The integer decimation can be realized using a combination of CICs and FIRs, but the fractional

decimation needs special interpolation filters that are discussed next.

3.3 Fractional Sample Rate Conversion

In a fully flexible receiver we need fractional sample rate conversion to convert the sample rate from

a decimated version of fs1, given by fs1/K1, to a multiple of fs2, K2fs2. We define the interpolation

ratio IR as:

IR =
fs1

K2K1fs2
(3.2)

The simplest way to perform this interpolation when IR is not an integer, is to express IR as

the ratio p/q, upsample the data by q followed by downsampling it by p. The process is shown in

Figure 3.5(a) for p = 100, q = 101, and IR = 1.01. But this method tends to use a high intermediate

frequency, making it power hungry for large values of q. For example, an input signal sampled at
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Figure 3.5: (a) Conventional fractional sample rate conversion (b) Digital Interpolation

fin =10.1MHz has to be upsampled to 1.01GHz in the example shown in Figure 3.5(a). To avoid

this problem, we can use digital interpolation techniques to re-sample the incoming signal; this

concept is illustrated in Figure 3.5(b). The interpolator processes the incoming input samples at fin

(circles) to compute the output samples at fout (diamonds). To implement the digital interpolation

approach, the first step is to converge on an algorithm that finds reasonably accurate estimates for

the output samples (diamonds) from the input samples.

It is useful here to consider the effect of fractional sample rate conversion in the frequency

domain. This will give us insight into the various ways the interpolation can be accomplished.

We take the example of a baseband signal sampled at fin, which has to be re-sampled at fout.

Figure 3.6(a) shows the power spectral density of the original band-limited signal at fin, which

repeats at multiples of fin. Assuming that the input x(n) is 1 bit wide, the structure in Figure 3.6(b)

shows a simple approach to interpolation that does not involve any mathematical computation.

The original 1-bit digital signal x(n), sampled at fin, is captured by a register clocked at fout, to

generate the output y(n). We can consider the output of the first register to be an analog signal

xZOH(t) that is generated by a zero-order-hold (ZOH) operation on the sampled data x(n). The

ZOH operation can be treated as a reconstruction filter that estimates the interpolated sample value

by looking at the last sample value of the original data. The spectrum of the analog signal xZOH(t)

can be obtained by applying the ZOH sinc response to the digital spectrum of x(n), as shown in

Figure 3.6(a). The analog signal xZOH(t) is then directly sampled by the second register at intervals

of T2 = 1
fout

. The spectrum of y(n) can be obtained by convolving the analog spectrum of xZOH(t)
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Figure 3.6: (a) Original baseband spectrum (b) Interpolation with ZOH as reconstruction filter (c)
Attenuated spectral images after interpolation

with a frequency-domain impulse train spaced at fout [OS89].

The resultant spectrum PSD(Y ) is shown in Figure 3.6(c). We find that the images at multiples

of fin, attenuated by the notches in the sinc response, appear in the baseband spectrum between

fout/2 and �fout/2. Ideally, the magnitude AI of these images should be below the permitted noise

level at the MODEM input, determined by the SNR requirements of the target standard and also

any additional filtering stages present after this interpolation stage. The magnitude AI is mainly

dependent upon the oversampling ratio of the baseband data, given by P = fin/fB. As the value of

P increases, the attenuation provided by the sinc response for the images also increases. Hence

such an interpolator will have to be placed very early on in the DFE chain where the oversampling

ratio is high. For example, for a signal bandwidth of 20MHz, and an RF carrier of fRF = 2GHz, the

oversampling ratio right after A/D conversion and mixing is P = 2/3fRF/20e6 = 66.66. This value

of P provides about 45dB of attenuation for the first image.

Images at attenuation level of 45dB will degrade the SNR of the baseband signal and may even

corrupt the in-band signal (in later stages of integer decimation) if not suppressed by the next stage

of filtering. Hence, such an interpolator will need an FIR in the next stage. This approach is shown

in Figure 3.7, where P = fin/fB = 15, and the image I is 30dB below the baseband signal. The
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Figure 3.7: (a) ZOH Reconstruction followed by lowpass filter (b) Output spectrum

images can be lowered by an additional 15dB using a lowpass FIR after interpolation to frequency

fout as shown in Figure 3.7. A problem with this approach lies in the level of flexibility that can

be allowed in the position of the images with respect to the baseband signal. For example, in

Figure 3.7(b) the image position of fout � fin is approximately halfway between DC and fout/2.

Hence an FIR with stop band edge starting at fout/4 would suffice to attenuate the images. For

a different oversampling ratio, P, and a different set of fout and fin, the position of the image can

be closer to DC, for example at 0.3fout/2. In this case, the FIR stop band attenuation will have to

start at 0.3fout/2. In this situation we would need a reconfigurable FIR filter, where the frequency

response can be varied, to support both scenarios. This can be expensive to implement because not

only will this require the use of general-purpose multipliers and stored coefficient values, but the

FIR will operate at very high sample rates due to the need of high oversampling ratios for ZOH

interpolation. This method also has a second disadvantage when it comes to generating the clock

fout. Since fout will have to be a multiple of the baseband sample rate fs2, we need to generate a

very large multiple of fs2 in order to support the high oversampling ratio.

3.3.1 Polynomial Interpolation

The problems encountered in ZOH interpolation can be solved to some extent by polynomial in-

terpolators that can accomplish fractional sample-rate conversion. The concept is illustrated in
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Figure 3.8. In this approach we resort to explicit calculations of the output sample values at fout,

given the input samples at fin. The calculations are based on standard interpolation approaches like

linear interpolation, quadratic interpolation, or cubic-spline interpolation. The effect of the inter-

polator response, P(w), will be to attenuate the spectral images at multiples of fin in the frequency

domain, as shown in Figure 3.8(b). In this work we use cubic polynomial interpolation since it

attenuates the images by > 50dB. We use a low-speed FIR after the interpolator to further atten-

uate the spectral images. This method does not require a large oversampling ratio to ensure the

50dB+ image attenuation. The polynomial interpolation is implemented using the Farrow structure

x(n+α)'

C1(z)' C0(z)'

×" +" ×" +" ×" +"

α'
tuning'parameter'

y3' y2' y1' y0'

x(n)'

C3(z)' C2(z)'

Figure 3.9: Farrow filter used for third order polynomial interpolation.
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described in [Far88]. The block diagram of the Farrow filter is shown in Figure 3.9.

The interpolator transfer function, P(z), implemented by the Farrow filter is given by Eq. 3.3.

The polynomial P(z) is in fact a representation of the Taylor’s series interpolation in the z-domain.

P(z) = C0(z)+aC1(z)+a2C2(z)+a3C3(z) (3.3)

The third-order Taylor’s series polynomial is expressed as in Eq. 3.4.

f (t +a) = f (t)+a f
0(t)
1!

+a f
00(t)
2!

+a f
000(t)
3!

(3.4)

The transfer functions C1(z), C2(z), and C3(z) in Eq. 3.3 are FIR filters that approximate the

first, second, and third order differentials f
0(t), f

00(t), and f
000(t). The function C0(z) is an allpass

filter. All the FIRs in Eq. 3.3 were realized using 8-tap filters. The frequency response of the

functions C0(z), C1(z), C2(z), and C3(z) are shown in Figure 3.10. The dashed line shows the

response of the ideal all pass and differential functions, and the polynomials designed approximate
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Figure 3.10: Frequency response of Farrow polynomials. The dashed line shows behavior of ideal allpass
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their ideal behavior up to frequency 2p/3. This is an adequate approximation, if we ensure that the

signal of interest is band limited between ±2p/3. In order to fully approximate the differentials

f
0(t), f

00(t), and f
000(t) over the entire bandwidth, we would need infinitely large number of taps in

the FIRs, which becomes infeasible from an implementation perspective.

The symbol a in Eq. 3.3 represents the time delay between the input and the output sampling

clock edges. This delay is computed in real time using the initial phase of both clocks and the

difference between their respective time periods. Since the time period of the clocks is a known

quantity, the user sets this difference value externally through a 24-bit word, sent to the system via

a scan chain.

Erroneous samples appear at the interpolator output when a does not match the exact time

delay between the two clocks. Miscalculation of a and subsequent sampling errors can be avoided

if the initial phase difference between the two clocks is measured. Hence, a synchronization circuit,

which facilitates relative phase calibration between the two clocks has to be added to the system.

The concept of phase calibration is shown in Figure 3.11. The value V toggles at the positive edges

of the output clock, fout, and is latched at positive edges of the input clock, fin. If we decimate, then

the output clock period Tout is longer than Tin, and at some instant consecutive positive edges of Tin

will lie within one period of Tout. When this happens, the value V latched by fout fails to change,

shown by consecutive V = 0 in Figure 3.11, and we know that the positive edges of both clocks

are separated by less than Tout � Tin. The interpolator uses this information for phase difference

calibration. For cases where Tout < Tin, the same approach can be followed by flipping fout and fin.

Hold time violations may occur when value V, toggling at fout, is latched at positive edges

of fin. 2-stage synchronizers and circuit redundancy is used to minimize the probability of such

clk1%(input)

clk2%(output)

V%toggles%every%
cycle%of%clk2

V%=%0 V%=%1 V%=%0 V%=%0 V%=%1
Phase%detected

fin$

fout$
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Figure 3.11: (a) Phase calibration between input and output clocks.
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errors in the system. 2-stage synchronizers are a pair of cascaded flip-flops, where the first flip-flop

captures the incoming asynchronous input at the output clock, fout. Hold time violations are likely

to occur at this interface and the data at the output of the first flip-flop is not reliable. Hence if

other parts of the system tap this data, we are likely to end with errors across the system. However,

if we allow one cycle of latency and tap the output at the second flip-flop, then we allow the data

at the output of the first flip-flop to stabilize before it is captured by the second flip-flop in the next

cycle. This scheme reduces the extent of errors due to timing violations.

The frequency response of the Farrow filter is shown in Figure 3.12 for fin = 32MHz and fout

= 26.67MHz. The frequency response in Figure 3.12(a) was computed at fin = 32MHz and an

interpolation ratio of 5/6. The attenuation characteristics of the Farrow is easier visualized if we

look at the response of the equivalent upsample-filter-downsample model shown in Figure 3.12(b).

This model realizes the decimation factor of 5/6 by first up sampling the data by a factor of 5 to

160MHz, and then downsampling it by 6 to 26.67MHz. Although we still use the structure in

Figure 3.9 for implementation purposes, the model in Figure 3.12(b) tells us how the interpolator

suppresses the images that would fold into the baseband after the sample rate conversion. From the
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figure, we can see that the images are attenuated by > 50dB. The advantage of using the polynomial

interpolator over a reconfigurable FIR, lies in the fact that the frequency response and the sample

rate conversion factor can be changed in real time by tuning the parameter a in Figure 3.9. For

example, Figures 3.13(a) and (b) show the frequency response of the Farrow rate converter for

two different conversion factors. In Figure 3.13(a), the conversion factor is 5/6, and the response

spans a frequency range of 5fin, suppressing the images at multiples of fin. In Figure 3.13(b), the

response spans a range of 4fin for a rate conversion factor of 4/5. Hence the Farrow is ideally suited

for implementation in the flexible radio chains.

One of the limitations of the Farrow filter is the insufficient suppression of images w.r.t. to the

SNR requirements at the MODEM input. For example, Figure 3.14(b), shows the result of interpo-

lation by factor 4/5, where the dominant image is attenuated by approximately 66dB. But for SNR

> 72dB we need higher suppression. This problem can be resolved by strategically configuring

the frequency response of the next component in the DFE chain such that AI can be suppressed

to the required attenuation level. As previously discussed in this section, the dominant image is

centered at fin � fout. We place an FIR after the Farrow to ensure that the the attenuation at the

image location is at least 6dB to obtain 72dB suppression. In order to avoid over-constraining the

FIR, it is useful if the image location is not too close to the signal of interest. For this reason we

impose the additional constraint of fin � fout � fout/4 to ensure that the dominant image is centered

at locations fout/4 and beyond. Although this approach constrains the choice of the fractional sam-
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Figure 3.14: (a) Sinusoidal input to Farrow interpolator. (b) Farrow output after interpolation at rate 4/5.

ple rate conversion factor to some extent, in most cases it is possible to maintain this relation by

effectively tuning the Farrow and the CICs preceding it. Now that we have looked at the major

components that are part of the DFE chain, we move on to the system-level view of the flexible

receiver architecture.

3.4 DFE Architecture

The proposed Rx DFE architecture is shown in Figure 3.15 [NCM11]. As discussed in Chapter

II, the incoming RF signal centered at fRF is under-sampled by the ADC at a frequency of 4/3fRF.

The DFE is designed to process RF carriers up to 2.7GHz, which sets a maximum sample rate fs1

of 3.6GHz. After mixing, the down-converted signal has to be decimated to the modem frequency
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Figure 3.15: Receiver Digital Front-end Architecture.
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fs2. Since the decimation ratio fs1/fs2 in general is not an integer, the DFE provides for flexible

integer as well as fractional decimation. A combination of CIC, FIR, and polynomial interpolation

performs decimation and lowpass filtering. The process is divided into integer (I) and fractional (1

+ f) decimation (Figure 3.15).

The integer decimation process is split into two phases. First, a constant decimation by 16 is

realized using a CIC filter. This filter brings the sample rate of the input signal from 4/3fRF down

to fRF/12. A big challenge in implementing this filter is handling the GHz-input rate of 4/3fRF.

The feed-forward parallel CIC architecture, discussed in Section 3.1, is used to make this high

throughput feasible. The choice of decimation by 16 in the first stage was made in order to lower

the sample rate enough so as to implement the subsequent programmable CIC with the traditional

recursive structure. The next block in the DFE chain is a programmable integer (R) decimation

filter that uses the recursive CIC architecture. This is a 5th-order filter that ensures high noise and

interference attenuation. The user can set the value of the integer decimation factor, varying from

1 to 64. The decimation factor is given by R = floor(fRF/(24fs2)).

The fractional decimation (1 + f) uses the 3rd-order polynomial interpolation filter, discussed

in Section 3.3. This filter must hand-off data between two asynchronous clock domains, fRF/(12R)

and 2fs2. Two-stage synchronizers and redundancy are used to achieve this hand-off [RCN04]. A

programmable gain-control block follows the fractional decimation. The final decimation-by-2,

which brings the sample rate to fs2, is done using reconfigurable FIR filters with 12-bit output

providing attenuation of around 70dB to clear out adjacent interferers.

3.5 Simulation Results

The DFE architecture discussed in the previous section was programmed to receive an RF signal

centered at 2.025GHz. The RF signal was undersampled and digitized at 2.7GHz (4/3fRF). The

spectrum after undersampling and SD modulation is shown in Figure 3.16(a) where the replica of

the signal is formed at 1/3fRF = 675MHz. The signal of interest is the sinusoid centered at 667MHz

and the received signal has an interfering sinusoid at location 772MHz. The DFE has to decimate

this signal to a baseband sample rate of 20MHz while also attenuating the interfering signal. The
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Figure 3.16: Spectrum of output at different stages of the receiver DFE.

spectrum of the signal after mixing and CIC decimation by 16 is shown in Figure 3.16(b). The

mixing process brings the RF modulated signal to the baseband and the CIC decimation lowers

the sample rate to 168.75MHz. The noise content in the input spectrum of 2.7GHz cannot be fully

eliminated by lowpass filtering, which results in finite noise injection in the signal bandwidth after

decimation. The decimation-by-16 CIC attenuates the interfering sinusoid by about 5dB.

The next block in the DFE chain is the programmable CIC decimator, which was tuned to a

decimation factor of R = 3 in this configuration. This decimation brings the sample rate down

to 56.25MHz. A choice of R = 2 would have resulted in a sample rate of 84.375MHz but this

would mean that the polynomial interpolation filter, which is a relatively complex unit with a

series of multiply-add operations, would have to function at a higher sample rate. This would

result in increased power consumption and timing closure issues in the interpolator. Decimation

by R = 4, on the other hand, would result in an output sample rate of 42.1875, which is only
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about 3 times greater than the signal bandwidth and leads to unwanted signal attenuation due to

the sinc response of the CIC. Hence the optimum choice for the decimation factor was R = 3

in this case. The resultant spectrum of the signal after decimation is shown in Figure 3.16(c).

Polynomial interpolation reduces the sample rate by a factor of 1.40625 and is followed by a 40-

tap reconfigurablee FIR that is configured for decimation by a factor of 2. The interfering signal

was attenuated by the combination of programmable CIC and FIR filters. The output spectrum,

which has an SNR of 73dB, is shown in Figure 3.16(d).

The DFE can be similarly programmed for other combinations of RF carriers, modem sample

rates, and interference conditions. In scenarios where we have multiple options for the tuning

parameters, the final configuration is the one that ensures the best power-performance trade-off.

This will correspond to the configuration that operates the DFE components at the lowest switching

power while also ensuring that the noise injection in the signal bandwidth remains below the target

constraints.

Now that we have studied the architecture of flexible receiver front-ends, we will discuss the

options of a corresponding transmitter front-end that is also implemented in a digitally-intensive

manner.
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CHAPTER 4

Digital Front-end for Flexible Transmitters

In Chapter I we looked at the options available for implementing an RF transmitter that modulates

the baseband digital data to the RF carrier frequency. These were the outphasing, polar, and linear

modulation schemes. With the intention of maximizing the signal bandwidth and supporting com-

plex modulation schemes like 64-QAM that enable high data rate communication, we chose the

linear modulator for our implementation.

The basic signal processing flow in a linear modulator is shown in Figure 4.1. The baseband

signal from the modem sampled at rate fs2 is upsampled by the Tx digital front-end (DFE) to a

higher sample rate fs1. The DFE filters the images of the baseband signal occurring at multiples of

fs2 to ensure that the images do not violate the emission mask requirements of the target standard.

SD modulation is used after upsampling to lower the number of digital data bits input to the RF-

DAC. The SD modulator shapes the added quantization noise away from the baseband signal. The

RFDAC is responsible for D/A conversion of the digital bits and mixing the baseband data with

the carrier frequency, fRF. A bandpass filter (BPF) is needed before the linear PA to suppress any

noise content in the RF signal that violates the output emission mask or interferes with the noise

MODEM%

DSP% ΣΔ%

Antenna%
This%work%
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PA%fs1%fs2%

I" Tx%DFE%

Q"

RFDAC%

fRF%
0%

90%

Figure 4.1: Linear RF modulator with a digital front-end (DFE), SD modulator, and RFDAC.
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level in the receive band in frequency division duplexing (FDD) schemes.

In this chapter we discuss the design of the digital components in the Tx chain. This involves

a study of the digital front-end (DFE) and the SD modulator architecture. A major criticism of

linear modulators springs from the high power consumption [PZH08] in the digital blocks that

lowers the overall energy efficiency of the system. This is because for SD modulation to minimize

the noise floor at low modulation orders (< 3), the sample rate fs1 has to be very high (5.4Gs/s

in [PZH08] for a 20MHz signal) or the resolution of the D/A converters has to be large. For

straightforward linear modulators without SD modulation, the resolution of the data converter is

between 10-12 bits [ESK07], depending upon the wordlength at the output of the MODEM. The

resolution for polar modulators is even higher due to more complex signal processing, and can

go up to 17 bits [BMK11]. The power consumption in the digital components increases linearly

with the sampling frequency, leading to overall higher power consumption in the Tx chain. In this

work we optimize the SD modulator architecture by increasing its order, N, while simultaneously

reducing the sample rate, fs1, and the number of quantization levels at the output. This achieves

an overall lower power implementation as well as low resolution in the RFDAC. The optimization

techniques used will modulate signals from arbitrary baseband rates of fs2 to RF carriers up to

2.7GHz.

In order to compute the emission mask requirements, we look at the FCC masks for various
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WCDMA 802.11n LTE (5M) LTE (20M)
Channel Bandwidth 5MHz 20MHz 5MHz 20MHz

Modulation HPSK 64QAM 4/16/64 QAM 4/16/64
OFDM SC-FDMA SC-FDMA

Peak-to-average ratio 3.5dB 10dB 2dB-8dB 2dB-8dB
ACPR �33dBc �20dBc �27dBc �20dBc

@5MHz @20MHz @5MHz @20MHz
Emission Mask �43dBc �45dBc �42dBc �36dBc

@7.5MHz @30MHz @12.5MHz @30MHz

Table 4.1: Specifications for multi-standard radio transmitters.

cellular and WLAN (802.11n) standards in Figure 4.2. The strictest requirement comes from the

WLAN standard that requires 20dBc (relative to PSD level at RF carrier) in the adjacent channel

and 45dBc in the alternate channel for a 20MHz bandwidth signal and 64QAM OFDM signal

(peak-to-average ratio of 10dB). If the system is able to satisfy this requirement in the adjacent and

alternate channels, then it can handle all other specifications. A table with detailed specifications of

emission mask, adjacent channel power ratio (ACPR), modulation schemes, and signal bandwidths

for representative standards are listed in Table 4.1. The peak-to-average power ratio (PAPR) affects

maximum power delivered at the output of the transmitter for a fixed amount of current at the output

of the DAC. The higher the value of PAPR, the lower is the power delivered at the output. This

requirement is also toughest for the WLAN 64QAM OFDM signal. In the subsequent sections we

look at the design of a modulator that can satisfy these specifications while maximizing the extent

of DSP processing in the transmit chain.

4.1 Transmit Digital Front-end

A digital front-end interpolates the baseband digital signal, sampled at rate fs2, to the RFDAC

sampling frequency, fs1. The sample rate fs2 is governed by the target radio standard and signal

bandwidth. The RFDAC sample rate, fs1, is a design variable that fundamentally affects the power

and spectral performance of the modulator. We will discuss the choice of fs1 in detail in a later

section of this chapter. For now, it is assumed that fs1 can lie in the range of several hundred MHz

to a few GHz. Before we dive into the details of the DFE micro-architecture, it is useful to look at
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Figure 4.3: (a) XT ( f ) at sample rate fs2 (b) XT/3( f ) at sample rate 3fs2.

the basics of the digital interpolation process.

4.1.1 Digital Interpolation

Let us take the example of a baseband signal, xT (n), which is sampled at 5MHz and has to be

interpolated to 15MHz. This would correspond to an interpolation factor of 3. Let us assume that

the original sequence x(n) was obtained by sampling an analog signal x(t) at a sample period of T .

Also, let us assume that there exists a sequence xT/3(n) that is the result of sampling the input x(t)

at a sample period of T/3. The sequence xT/3(n) has 3 samples corresponding to every sample in

x(n). The sequence xT (n),xT/3(n) and their discrete Fourier spectra are shown in Figure 4.3. The

spectrum XT ( f ) of the signal xT (n) in Figure 4.3(a) has a frequency range of fs2, while XT/3( f ) in

Figure 4.3(b), which is the spectrum of xT/3(n), has a range of 3fs2.

The objective of the interpolation process is to obtain a sequence y(n) that approximates

xT/3(n), given the samples of xT (n). Hence, to compute y(n) we need to estimate the value of

2 additional samples for every sample in xT (n). The simplest way to interpolate is to approxi-

mate the additional samples with 0s as shown in Eq. 4.1. This corresponds to stuffing 2 zeros

between adjacent samples of xT (n). The spectrum of the original signal xT (n) and the zero-stuffed

version xT/3,0(n) are shown in Figure 4.4. The Fourier spectrum of xT/3,0(n) is derived in Eqs.4.1-
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4.5 [SR73].

xT/3,0(n) = xT (n/3), n = 0,±3,±6, . . .

= 0 otherwise. (4.1)

The z-transform of xT/3,0(n) is given by:

XT/3,0(z) =
•

Â
n=�•

xT (n/3)z�n, n = 0,±3,±6, . . .

=
•

Â
k=�•

xT (k)z�3k, k = 0,±1,±2, . . .

= XT (z3) (4.2)

The frequency spectrum of xT/3,0(n) can be derived as:

XT/3,0(e jw(T/3)) = XT (e jw(T/3)⇤3)

= XT (e jwT ) (4.3)

From Eq. 4.3 we can see that the spectrum XT/3,0(e jw(T/3)) is periodic with w = 2p/T . The orig-

inal spectrum XT (e jwT ) duplicates itself at w = 0, w = 2p/T , and w =�2p/T . This corresponds

54



fs2$
2$

�fs2$
2$

�3fs2$
2$

3fs2$
2$

xT/3,0(n)!

0$

T$ 2T$

3T$

0$

A$

�fs2$ fs2$ 3fs2$
2$

�3fs2$
2$

xT/3,h(n)!

0$

T$ 2T$

3T$

0$

3A$

a0$

a1$ a2$

a3$
a0$

a1$ a2$

a3$

H(w)!

(a)$XT/3,0(f)! (b)$XT/3,h(f)!

fs2$�fs2$

AI$ AI$

Figure 4.5: (a) Zero-stuffed signal at 3fs2 (b) Filtered signal at 3fs2.

to 0, fs2, �fs2 in the frequency axis, which explains the spectral images of XT ( f ) at fs2 and �fs2 in

Figure 4.4(b).

For the interpolated spectrum XT/3,0( f ) to resemble the ideal spectrum of XT/3( f ) (Fig. 4.3(b)),

we need to suppress the spectral images at fs2 and �fs2. These images can be suppressed if the

zero-stuffed signal xT/3,0(n) is lowpass filtered to generate a new sequence xT/3,h(n) as shown

in Figure 4.5. The lowpass filter H(w) leaves the central signal replica at f = 0 unaltered while

attenuating the images at fs2 and �fs2. The resultant sequence xT/3,h(n) is the interpolated signal,

where the additional 2 samples have been computed using the filtering (averaging) operation. The

images are attenuated to level AI as shown in Figure 4.5(b). The attenuation level AI should ensure

that the images remain below the spectral emission mask. The passband gain of H(w) is set to 3 so

that the original sample values a0, a1, a2, a3, . . . remain unscaled after interpolation. The passband

gain scales the magnitude spectrum of the central signal by a factor of 3, as can be seen from the

spectrum of XT/3,h( f ). The power concentrated in the central signal (f = 0) increases when the

images at fs2 and �fs2 are attenuated.

4.1.2 Digital Front-end Architecture

The signal interpolation process in the Tx digital front-end (DFE) can therefore be regarded as a

sequence of lowpass filtering operations that suppresses the spectral images of the baseband digital
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Figure 4.6: Linear RF modulator with a digital front-end (DFE), SD modulator, and RFDAC.

data at multiples of fs2. As mentioned before, the interpolation occurs from the baseband rate of

fs2 to the RFDAC sampling frequency of fs1. With fs2 in the range of several MHz (5-30) and

fs1 >800MHz, the interpolation factor fs1/fs2 can be greater than 200. The first possibility is to

perform this interpolation in a single stage, as was done by the upsampling and lowpass filtering

operation in Figure 4.5(b). For an interpolation factor of 200 and a normalized signal bandwidth of

0.004p , the frequency response of H(w) will be such that it has a cutoff frequency at w = 0.004p

and a stop band beginning at w = 0.005p . This would correspond to a rolloff of 0.001p resulting

in a very constrained frequency response. For an FIR realization, such a filter can have in excess

of 200 taps, leading to a computationally inefficient design. The interpolation process is therefore

performed in stages and the overall interpolation factor is the product of the interpolation factors

of the individual stages.

The block diagram of the Tx DFE is shown in Figure 4.6, with the FIR filter, the polynomial

interpolator, and the cascaded-integrated-comb (CIC) filters responsible for interpolation. The I

and Q components of the baseband input signal are first upsampled by a factor of 2 and then

lowpass filtered by an FIR that suppresses the spectral images created during upsampling. The

upsample-by-2 FIR could be implemented using half-band filters [CR83], but half-band filters

are slightly constrained in their frequency response and have a fixed attenuation of 6dB at the

frequency of p/2. In this upsample-by-2 FIR, we needed a higher attenuation at p/2 and therefore

we chose to use a conventional FIR interpolator. Such an interpolator also gives us the freedom to

generate a variety of frequency responses at different cutoff frequencies and attenuation when the

filter is made programmable.
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Figure 4.7: (a) Interpolation by 2 FIR response, (b) conventional FIR.

The frequency response of the 33-tap FIR used in this implementation is shown in Figure 4.7(a).

The response has a stop band attenuation around 60dB and a passband ripple of 0.2dB. The ripples

in the stop band become unequal after quantization of the filter coefficients to 14 bits of fractional

accuracy, but this effect can be overlooked since the magnitude of the ripple is still below 60dB.

The 60dB attenuation ensures that the transmitted power in the adjacent band remains below the

target 45dBc level, leaving room for any spectral regrowth in the RFDAC or PA, which is dominant

in the adjacent band. The conventional direct form realization of the FIR is shown in Figure 4.7(b).

But this lowpass FIR interpolator does not take advantage of the upsampling operation preceding it.

Hence all components in the filter operate at a frequency of 2fs2. A polyphase filter bank [Vai90],

on the other hand, maximizes the computational efficiency of the filter from the knowledge that

alternate samples input to the FIR are 0.

The polyphase implementation, shown in Figure 4.8, has two filter banks operating at sample

rate fs2, which is half the operating frequency of the conventional architecture. The filter banks

compute two outputs y(2m) and y(2m+1) at every cycle of fs2. The tap coefficients a0, a1, a2, . . . ,

a33 are divided into even and odd groups. The output y(2m) is generated using the even filter

taps a0, a2, a4, . . . , a32, while the output y(2m + 1) is generated using the odd filter taps a1, a3,

a5, . . . , a33. These two outputs are multiplexed together to generate the final output yout at rate

2fs2. The lower frequency of operation results in significant power savings for this architecture

(approximately half compared to Figure 4.7(b)). The power spectral density (PSD) of the FIR

interpolator output is shown in Figure 4.8, where a 64-QAM modulated baseband signal sampled
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Figure 4.8: (a) Polyphase implementation of interpolation-by-2 FIR lowpass filter (b) PSD of zero-stuffed
input to FIR (c) PSD of interpolated FIR output.

at 20MHz is interpolated to 40MHz. The PSD in Figure 4.8(b) is that of the zero-stuffed baseband

data at 40MHz, and Figure 4.8(c) shows the filtered output. As expected, the FIR suppresses the

image spectrum by 60dB.

4.1.3 Polynomial Interpolation

Proceeding with the signal processing along the Tx chain, the upsample-by-2 FIR is followed by

a polynomial interpolation filter than resamples the signal from 2fs2 to a fraction of the RFDAC

frequency, fs1/(6R). The interpolation ratio IR is given by fs1/(12·R·fs2). This interpolator is similar

in implementation to the polynomial interpolator discussed in Chapter III. The image attenuation

provided by the polynomial interpolator should be such that the image attenuation level remains

below the target 45dBc level and we also have to provide some margin since there is expected to

be spectral regrowth and addition of noise during the SD modulation phase. Hence a target 50-

60dB attenuation level was decided upon for the image bands being attenuated by the polynomial
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Figure 4.9: Farrow frequency response at different fractional interpolation ratios.

interpolator. We revisit the Farrow frequency response discussed in Figure 4.9 to analyze the

attenuation characteristics.

As can be seen from Figure 4.9, the Farrow provides > 50dB attenuation at the dominant image

locations, thus satisfying the system requirements. As we discussed in Chapter III, the location of

the dominant image is centered at fin�fout, where fin is the sample rate at the interpolator input

while fout is the sample rate at the interpolator output.

A second stage of upsample-by-2 FIR follows the fractional sample-rate converter. The fre-

quency response of this FIR filter along with the expected image attenuation is shown in Fig-

ure 4.10. This FIR has a more relaxed transition band compared to the FIR used in the first stage

of the DFE, with the passband edge at 0.4p and 50dB attenuation at frequency 0.8p . The relaxed
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Figure 4.10: Conventional cascade integrated comb (CIC) interpolator.
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Figure 4.11: Linear RF modulator with a digital front-end (DFE).

transition is feasible since the baseband digital data has already passed through two stages of in-

terpolation, and the oversampling ratio is close to 2. The grey rectangles in the frequency response

in Figure 4.10 indicate the position of the baseband signal and its image during the filtering oper-

ation of by H(w). The FIR function H(w) was realized using 7 biquad sections in a direct form

realization. This passband ripple for this filter is at to 0.01dB and minimizes the corruption of the

in-band signal.

This FIR stage is followed by a reconfigurable cascade integrated comb (CIC) filter, shown in

Figure 4.11, that achieves the final stage of interpolation by the variable factor R.

4.2 CIC Interpolation

CIC interpolators are a cascade of differentiators and integrators separated by a zero-stuffing up-

sampler. Figure 4.12 shows such an interpolator, which upsamples by a factor of R from an input

sampling frequency of fs1/R to an output frequency of fs1. This structure cascades two differ-

entiators to the left and two integrators to the right of the upsampler, making it a 2nd-order CIC

interpolator. The variable, M, is the differential delay in the differentiator and integrator loops.

↑R#Input##
@#fs1/R#

Output##
@#fs1#

−# +#

z−M#

R#�#{1,2,3,…}#

z−M#

−#

z−M#

+#

z−M#

Figure 4.12: Conventional cascade integrated comb (CIC) interpolator.
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Additional differentiator and integrator sections increase the order, N, of the filter and can obtain

higher attenuation of the spectral images in the up-sampled data. Higher order filters with more

than one section of differentiators and integrators can be pipelined; a pipeline registers between

the sections reduces the critical path of the CIC to a single adder delay.

The frequency response of the CIC can be derived from its transfer function as shown below

in Eqs. 4.4-4.9. The response is derived from the z-transform of the CIC (Eq. 4.4) by replacing all

instances of z with e jw to obtain the frequency response (Eqs. 4.5-4.9). The simplified magnitude

response is shown in Eq. 4.9 to be a product of sine and secant functions.

HCIC(z)|fs1 =
(1� z�RM)N

(1� z�1)N (4.4)

HCIC(w)|fs1 =
(1� e� jwRM)N

(1� e� jw)N (4.5)

HCIC(w)|fs1 =
e� jwRMN/2(e jwRM/2� e� jwRM/2)N

e� jwN/2(e jw/2� e� jw/2)N (4.6)

HCIC(w)|fs1 =
e� jwRMN/2

e� jwMN/2
(e jwMR/2� e� jwMR/2)N

(2 j)N
(2 j)N

(e jw/2� e� jw)N (4.7)

HCIC(w)|fs1 =
e� jwRMN/2

e� jwN/2
(sin(wRM/2))N

(sin(w/2))N (4.8)

|HCIC(w)| =
����
(sin(wRM/2))

(sin(w/2))

����
N

(4.9)

This response is plotted in Figure 4.13 for R = 3 and various values of N and M. As is apparent

from the figure, increasing the order, N, increases the attenuation of the images. At N = 2, the
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Figure 4.13: CIC Interpolator frequency response for various values of R, N, and M.
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image attenuation from Figure 4.13(a) is 40dB while at N = 4, in Figure 4.13(b), the attenuation

increases to 80dB. Increasing the differential delay to M = 2 introduces an additional null at fs/3,

which can be used to suppress any images that occur in this strategic location. We use a reconfig-

urable 4th-order CIC interpolator, shown in Figure 4.12, with a variable rate change factor R. This

architecture is inexpensive to realize in hardware since the computations are restricted to additions

and subtractions. The number of sections (order) in the filter can be varied by bypassing cascaded

sections. The interpolator raises the sample rate of the baseband data from fs1/R to fs1. The spec-

trum of the CIC interpolated data for a baseband input is shown in Figure 4.14. The CIC setting

was at R = 4, N = 3, and M = 1 for this example. We see that for this particular setting the images

are attenuated by 60dB by the nulls of the CIC response.

Following the CIC stage is a programmable gain block, shown in Figure 4.11, that can tune the

signal amplitude in steps of 6dB and digitally controls the output power at the end of the transmitter

chain. This is followed by the digital SD modulator that is the last stage in the DFE chain.

4.3 SD Modulation

Ordinarily, the 12-bit signal sampled at fs1 would be directly sent for carrier multiplication and D/A

conversion in a digital-to-RF converter (DRFC / RFDAC), as was done in [ESK07]. But achieving
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Figure 4.15: 1st-order SD modulator with an M-bit quantizer.

12-bit resolution in the D/A converter at sample rates close to Gs/s can be extremely challenging.

The work in [ESK07] demonstrates a 10-bit RFDAC that can handle signal bandwidths of up

to 5MHz at a sample rate of 307.2Ms/s. For higher signal bandwidths, the D/A frequency will

be higher and the DAC specifications more challenging. The primary cause for concern is the

inherent mismatches between the unit cells of the D/A converter. The number of unit cells increases

exponentially with the input bitwidth, and it becomes tougher to ensure that all the cells have

identical voltage/current characteristics. We will examine the effect of mismatches in the D/A

converter in the next chapter. In this chapter, it is sufficient to say that a reduction in wordlength is

advantageous since it simplifies the design constraints on the RFDAC. The 12-bit digital signal is

therefore compressed to a lower width using SD modulation.

A digital SD modulator compresses the wordlength of its input by shaping added quantization

noise away from the signal of interest. The strategy works especially well when a maximum noise

level has to be maintained in a well-defined bandwidth around the signal. Figure 4.15 shows an

example of a 1st-order noise shaping modulator that compresses a K-bit signal to an M-bit output

while highpass filtering the quantization noise. The filtering behavior becomes apparent when we

derive the transfer function of the modulator as shown in Eqs. 4.10�4.14.

Y (z) = X(z)+E(z) (4.10)

X(z) = U(z)� z�1Y (z)+ z�1X(z) (4.11)

X(z)(1� z�1) = U(z)� z�1Y (z) (4.12)

Y (z) = U(z)+(1� z�1)E(z) (4.13)

Y (Z) = U(z)+H(z)E(z) (4.14)
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Figure 4.16: Spectrum of 1-bit output with 1st-order noise shaping.

The output Y (z) is a combination of the input U(z) and the highpass filtered quantization noise

E(z)(1� z�1). The order of modulation can be increased by using multiple integrator sections

in cascade, each embedded within the SD feedback loop. This results in (1� z�1)N type of noise

shaping, which is very popular since it is easy to implement in hardware, requiring only adders and

delay elements. The noise shaping achieved for the 1st-order function is illustrated in Figure 4.16

for an output bit width of M = 1. The single bit output completely eliminates any mismatch

problems that may occur between the unit cells of the RFDAC. The noise level, however, is high,

rising to about 20dB below the main signal level, which is unacceptable due to the emission mask

specifications. In order to reduce the noise level, we can either increase the order of modulation,

N, the number of bits, M, or the sampling frequency fs1.

To increase the flexibility of design parameters, especially the choice of the noise transfer

function, H(z), we next look at a general topology of SD modulators, referred to as noise shaping

coders [Nor93]. Figure 4.17 shows the topology of such a modulator where a K-bit signal u(n)

is compressed to an M-bit output y(n). Word length compression is achieved through a quantizer

Q(x) that adds quantization noise e(n) to its input x(n). This quantization noise is shaped outside

the band of interest by the noise transfer function (NTF), H(z). Eqs. 4.15�4.17 derive the transfer
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Figure 4.17: Noise shaping coder topology of a SD modulator.

function, Y (z), of the modulator output.

X(z) = U(z)+(H(z)�1)E(z) (4.15)

E(z) = Y (z)�X(z) (4.16)

Y (z) = U(z)+E(z)H(z) (4.17)

The function H(z)� 1 should always be of the form h1z�1 + h2z�2 + h3z�3 + . . . to ensure

that the feedback SD loop is not delay free. This would mean that the first coefficient h0 of the

function H(z) must always equal 1. The primary variables in the design of such modulators are

the output bitwidth, M, the sample rate of the modulator, fs1, and the noise transfer function, H(z).

The quantization noise spectrum after modulation depends on all three variable in the following

manner:

• M - As the output bit width of the quantizer Q(x) increases, the noise power in e(n) reduces.

As M increases, the RFDAC input bit width also increases leading to higher resolution in the

D/A converter.

• H(z) - The shaped noise, H(z)E(z), is a function of the noise transfer function, H(z).

• fs1 - The shaped quantization noise spreads in the frequency range of fs1. Hence, higher the

value of fs1, lower the noise level in the shaped spectrum.

In order to meet the spectral emission mask requirements, we need to ensure that the quanti-

zation noise level remains below 45dB in the frequency region close to the baseband signal. The
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noise transfer function, H(z), is hence a highpass filter that shapes the added noise towards the

edges of the frequency spectrum. The highpass filtered noise can be attenuated by a small order

RF bandpass filter after the D/A conversion process. A careful choice of the variables M, fs1,

and H(z) will help us meet the emission mask while also ensuring that we operate at low levels

of power consumption in the transmitter chain. We next look at the tunability of each of these

variables in detail.

4.3.1 Quantizer Output Width (M)

Although increasing the quantizer bitwidth seems like an attractive solution, this approach has

its share of problems. As mentioned before, higher values of M lead to mismatches in the unit

cells of the RFDAC that follows the SD modulator. The mismatches in turn will result in linearity

degradation at the output of the DAC. Hence, we choose to minimize the value of M as far as

possible. In order to completely eliminate the mismatch problems between the unit cells of the

RFDAC, the work in [FFS09] uses a 1-bit quantizer (M = 1) with a 3rd-order NTF, H(z), and

a sample rate fs1 = 4Gs/s for a 1GHz RF carrier. The high oversampling ratio w.r.t. to the RF

carrier is needed to spread the large amount of quantization noise across a wide frequency range.

The 4Gs/s sample rate leads to excessive power dissipation of 120mW in the transmitter. This

approach also suffers from the need of a very high selectivity bandpass filter after the RFDAC. The
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Figure 4.18: Effect on noise shaping characteristics with increasing quantizer bits (M).
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filter is required, since the output bit width of M = 1 leads to excessive out-of-band quantization

noise that has to be eliminated by a sharply selective filter. We will discuss more details about

the bandpass filter in a later section of this chapter. Hence using a single-bit modulator becomes

practically infeasible for this system and we adopt the use of multi-bit modulators. Figure 4.18

compares the spectrum of a 1st-order noise shaped, 1-bit wide output (Figure 4.18(a)) with that of

a 1st-order noise shaped, 2-bit wide output (Figure 4.18(b)). We find that the noise level adjacent

to the signal bandwidth has lowered by approximately 5dB with a single bit increase.

4.3.2 Order of SD Modulation (N)

Increasing the order of modulation results in a sharper notch at DC in the highpass frequency re-

sponse of the noise function, H(z). This in turn results in a lower noise level around the signal of

interest, which helps in meeting the emission mask specifications about the signal. The effect on

the noise shaping characteristics with increasing order (N) is shown in Figure 4.19. Figure 4.19(a)

shows the spectrum of a 1st-order modulator (H(z) = 1� z�1) output with a 1-bit quantizer. Com-

pared to this, the noise level adjacent to the signal is approximately 7dB lower for the 2nd-order

modulator (H(z) = (1� z�1)2) in Figure 4.19(b). The out-of-band quantization noise level rises

sharply in Figure 4.19(b), which means that the bandpass filter following the RFDAC will need

a sharply selective response to clear out the quantization noise. This is one of the drawbacks of
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Figure 4.20: Noise shaping coder topology of a SD modulator.

increasing the modulation order.

Increasing the modulation order indefinitely also leads to quantizer overload and instability in

the SD loop. To better understand this issue, we revisit the SD loop topology, shown in Figure 4.20.

From the signal processing flow in the figure, we can see that the maximum magnitude of the

quantizer input x(n) is determined by the maximum input signal magnitude, max(|u(n)|), and the

maximum magnitude of the feedback filter output. This relation has been expressed in Eq. 4.19,

where the term h0e(n) + h1e(n� 1) + . . . + hNe(0) is the convolution between H(z) and E(z) in

the time domain. Since we know that h0 = 1, Eq. 4.19 can be simplified to the form in Eq. 4.20.

Quantizer overloading occurs when the highest magnitude of x(n) exceeds the highest level, L, in

the quantizer, leading to instability and distortion in the SD loop. To ensure that the loop remains

stable, we must restrict the magnitude of x(n) to L. This can be done by scaling the magnitude of

the input u(n), but the signal power reduces linearly with such scaling. The other alternative is to

restrict the magnitude of the filtered output. The upper bound on this magnitude can be computed

as in Eq. 4.21.

X(z) = U(z)+(H(z)�1)E(z) (4.18)

max(|x(n)|) max(|u(n)|)+max(|h0e(n)+h1e(n�1)+ . . .+hNe(0)� e(n)|) (4.19)

max(|x(n)|) max(|u(n)|)+max(|h1e(n�1)+ . . .+hNe(0)|) (4.20)
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max(|h1e(n�1)+ . . .+hNe(0)|) (
n=N

Â
n=0

|h(n)|�1)⇥max(|e(n)|) (4.21)

max(|x(n)|) max(|u(n)|)+0.5⇥ (
n=N

Â
n=0

|h(n)|�1) L (4.22)

Assuming a quantization interval of 1, the error e(n) will vary between �0.5 to +0.5. Hence

Eq. 4.19 can be simplified to the form in Eq. 4.22. The primary bottleneck in satisfying the con-

dition in Eq. 4.22 is to restrict the 1-norm of the coefficients of the noise shaping filter, given by

the term Ân=N
n=0 |h(n)|. As the order of the filter, N, increases, the 1-norm also increases. For ex-

ample, the function H(z) = 1� z�1 has a 1-norm of 2, while H(z) = (1� z�1)2 has a 1-norm of

4. This would mean that when the 1-norm of H(z) increases, we need to increase the value of L

in order to support the higher dynamic range of x(n) to ensure stability. This is unattractive due

to an increased number of levels in the RFDAC. Hence a large part of the optimization lies in the

design of a noise transfer function, H(z), that has a low 1-norm and also satisfies the noise shaping

characteristics necessary to keep the noise level adjacent to the signal below the emission mask.

4.3.3 Sample Rate (fs1)

Due to the nature of the shaped quantization noise in the SD spectrum, a distinct relation, shown

in Eq. 4.23, must exist between the sample rate fs1 and the RF carrier fRF.

fRF =
n
2

fs1, n 2 {1,2,3, . . .} (4.23)

Such a relationship is necessary to avoid aliasing of the quantization noise spectrum into the

signal of interest after the baseband signal is up-converted to the RF carrier frequency. When the

spectrum of the baseband signal, repeating at intervals of fs1, is up-converted to fRF, two copies

of the baseband spectrum are created at fRF and �fRF. If the relation in Eq. 4.23 is not satisfied,

then the two copies alias with each other corrupting the baseband signal. An example of aliasing is

shown in Figure 4.21(a), where fRF = 4/3fs1. We find that the quantization noise from the spectrum

centered at �fRF, shown in grey, aliases with the signal positioned at fRF and vice versa. When the

relation in Eq. 4.23 is satisfied then the notches in the quantization noise spectrum for both copies

69



at fRF and �fRF align with the position of the RF modulated data after up-conversion, as shown in

Figure 4.21(b) for fRF = 3/2fs1.

In reality, digital noise leaks from the DAC input into the output spectrum at multiples of fs1/2.

The use of differential current cells in the RFDAC suppresses the noise at even multiples of fs1/2,

but the noise at the odd multiples of fs1/2 still remains. To avoid any SNR degradation due to this

noise, the relation in Eq. 4.23 can be modified to the form in Eq. 4.24, that restricts the RF carrier

frequency to even multiples of fs1/2.

fRF = nfs1, n 2 {1,2,3,} (4.24)

Hence the frequency of operation of the SD modulator and consequently the RFDAC becomes

a function of fRF. Assuming that the integer n remains constant in the implementation, our aim

will be to maximize n as far as possible so as to minimize the frequency of operation of the DFE

core. The effect on the noise shaping characteristics with doubling of the sampling frequency, fs1,

is shown in Figure 4.22 for a 2nd-order modulator with a 1-bit output. The original spectrum in

Figure 4.22(a) has noise level at around �107dB in the adjacent signal band, while the upsampled

signal has a noise level at �115dB. This corresponds to an 8dB lowering of the noise level with

(a)$fRF$=$4/3fs1$

�5/4fRF$ fRF$1/4fRF$�1/2fRF$�fRF$ �1/4fRF$ 1/2fRF$ 5/4fRF$0$

fRF$1/3fRF$�1/3fRF$�fRF$ 0$

(b)$fRF$=$3/2fs1$

Figure 4.21: (a) Aliasing of quantization noise with signal after up-conversion to fRF (b) up-conversion
without aliasing.
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Figure 4.22: Effect of increasing sample rate on noise shaping characteristics.

doubling of the sampling frequency. Hence the sample rate increase is an attractive solution when

it comes to satisfying the noise requirements of the transmitted spectrum. We briefly look at

the frequency response of the RFDAC in the next section in order to complete the study of all

components affecting the shape of the transmitted spectrum.

4.4 RFDAC Architecture

Although Chapter V is devoted to the architecture and circuit of the RFDAC, we briefly discuss

the RFDAC frequency response in this chapter, since it aids in filtering the transmitted signal. This

filtering helps relax the expected attenuation characteristics of the bandpass filter following the

RFDAC. A DAC operating at an input sample rate of fs1, has a sinc frequency response with the

first nulls positioned at fs1 and�fs1. Subsequent nulls in the response occur at multiples of fs1. The

nulls attenuate the replica of the baseband signal that repeat at multiples of the input sample rate.

The extent of attenuation is determined by the oversampling ratio, given by fBW/fs1, where fBW is

the signal bandwidth. An example of this filtering operation is shown in Figure 4.23(a), where the

DAC response is superimposed over a noise-shaped signal. We find that although the DAC sinc

response attenuates the signal images, it does little to filter out the out-of-band quantization noise

that is a result of SD modulation. In order to relax the specifications of the bandpass filter that

follows the RFDAC, we need the DAC to attenuate the quantization noise to some extent.
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Figure 4.23: (a) Sinc filtering in RFDAC (b) Sinc filtering in 2-channel time-interleaved RFDAC.

This can be achieved through the use of a time-interleaved RFDAC architecture. The time-

interleaved DAC accepts two interleaved input channels, each at rate fs1/2. The two channels

are synchronized to clocks that are a 180� out of phase. This results in nulls at multiples of

fs1/2 instead of fs1, which means that the additional nulls introduced by the time-interleaved DAC

are able to attenuate the out-of-band quantization noise at these locations. An example of this

scenario is shown in Figure 4.23(b), where the time-interleaved DAC response is superimposed

over the noise-shaped signal. We can see that the nulls at the Nyquist frequency (fs1/2) suppress

the quantization noise when it is at its highest magnitude. An apparent extension of this approach

can be to introduce additional nulls in the DAC response by the use of more than 2 time-interleaved

channels. We did not choose to do this, however, since with the introduction of additional nulls,

the central lobe of the DAC response compresses. This would mean that the sinc response will

introduce increased drooping in the main signal. The other problem lies in the timing alignment of

the time-interleaved channels at the output, which becomes more difficult with increasing number

of channels. Hence, we adopted the 2-channel time-interleaved DAC architecture in this work.

4.5 Proposed Solution

The problem now crystallizes to finding an optimal noise transfer function (NTF) that ensures

stability of the SD loop while minimizing the number of quantization levels, 2L + 1, and sample
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rate, fs1. In this work we use the approach suggested in [Nor93], which proposes the use of

customized FIR noise transfer functions for arbitrarily shaped magnitude response. We used this

approach to design an NTF that would maximize the bandwidth over which the shaped noise level

remains below the emission mask for a given sample rate and quantization levels. The signal-flow

graph for the modulator with the FIR function embedded in the loop is shown in Figure 4.24. The

transfer function, H(z), is designed in such a way that it maximizes the bandwidth over which we

meet the emission mask while also minimizing the 1-norm of its coefficients so that the modulator

loop remains stable. According to the work in [Nor93], the filter norm is minimum when the

filter approaches minimum phase characteristics in its phase response. It is important to note that

although we care about the magnitude characteristics of H(z), we need not constrain the phase

response, since the phase of the shaped noise does not affect the Tx specifications. Hence an FIR

with nonlinear phase response becomes acceptable as the NTF.

The algorithm used for determining the optimal NTF is stated below:

• Step 1: Fix the characteristics of the RF bandpass filter (BPF) that follows the RFDAC.

Decide on its order and bandwidth. Fix the sample rate fs1. Fix the quantization step interval,

D, in the SD loop quantizer and the maximum magnitude of the input u(n).

• Step 2: Determine the corresponding noise-shaping characteristics (magnitude response) of

z−1$

a1$

z−1$

a2$

z−1$

a3$

z−1$

a4$

z−1$

a5$

z−1$

a6$
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a7$

+u(n)!
K-bit! y(n)!

M-bit!

x(n)!

e(n) 

+

H(z) − 1 

− 
Q(x)!

M < K!

Figure 4.24: Non recursive realization of the NTF, H(z), using an FIR.
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the noise shaping function, H(z), of the modulator.

• Step 3: Design a minimum-phase FIR filter that satisfies the characteristics determined in

Step 2. Use the METEOR [SPK92] tool for this design.

• Step 4: Compute the 1-norm of this FIR. Determine the number of quantization levels,

2L+1, for the SD loop to be stable.

• Step 5: Determine the noise-shaped spectrum using H(z) and L computed in steps 3 and 4.

Incorporate the filtering effect of the 2-channel time-interleaved DAC and the bandpass filter

when evaluating the spectrum.

• Step 6: Determine if the spectrum satisfies the emission mask requirement and/or Rx band

noise specifications in an FDD system. If no, then increase the input magnitude until the

spectrum satisfies the emission mask. Recompute the number of quantization levels, 2L+1,

required to keep the loop stable.

• Step 7: If the computed value of 2L+1 is acceptable, then stop. If no, then return to Step 1,

change the initial parameters, and repeat Steps 2-6.

The BPF was assumed to be a Bessel filter [JS07], and its frequency response was extracted in

MATLAB for various orders and bandwidths. METEOR is a tool developed at Princeton and can

be used to design minimum-phase filters for arbitrarily shaped frequency responses. Due to the

previously established constraint of fRF = nfs1 (Eq. 4.24), it was easiest to fix the value of n for a

given fRF.

We began with the choice of fRF = 4fs1, which would restrict the sample rate between 500Ms/s

to 675Ms/s for RF carriers between 2GHz to 2.7GHz. This proved to be a very tight constraint,

since it was difficult to minimize the noise level below the target level of 45dBc in the adjacent

signal bands, without increasing L to values beyond 60 or having a very sharply selective bandpass

filter. This can be seen from the few representative architectures shown in Figure 4.25(a), where

the modulators either required quantization beyond 60 levels (markers on the right of the graph) or

bandpass filters with bandwidth in the tune of 100MHz (markers on the bottom-left of the graph)
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Figure 4.25: Sigma-delta modulator architectures generated using the iterative flow.

for an RF carrier of 2.0GHz. The text [a,b] next to the markers on the graph represent the index and

the ACPR performance of the architecture respectively. We next proceeded with the sample rate of

fs1 = fRF/3. This was a more acceptable choice, since the sample rate now varied between 667Ms/s

to 900Ms/s, which is sufficient to reduce the noise level below the emission mask with quantization

levels ranging between 20-40. The bandpass filter requirement for this sample rate was dominated

by the noise level requirement in the Rx band, which is 190MHz away from the Tx signal in the

first LTE band. We found several architectures with low quantization levels between 20-40 and

reasonable filter bandwidths between 150-200MHz, as can be seen in the graph in Figure 4.25(b).

This corresponds to a Q of 10-13 for an RF carrier of 2.0GHz.

The final round of iterations was performed for a sample rate fRF = 2fs1, which yielded archi-

tectures with larger filter bandwidths as can be seen in the graph in Figure 4.25(c). This sample

rate however was about 50% larger than the previous sample rate of fRF/3 and leads to higher

power consumption and timing infeasibility issues in the modulator. The triangles in the graph

of Figure 4.25(c) represent architectures that became timing infeasible in the 65nm technology

we targeted for implementation. This choice of sample rate will become feasible and attractive

when we move to modulator implementations in more advanced technology, where high-speed

implementations can be realized with lower power consumption.

Eventually we proceeded with an implementation that would enable low power consumption

as well as low D/A complexity. This selection is shown by the solid circle in the graph in Fig-

ure 4.25(b), which has 21 levels of quantization at a bandpass filter bandwidth of 160MHz. This

modulator was realized using a 7th-order FIR as the noise transfer function H(z). The impulse
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response of the FIR along with the pole-zero plot is shown in Figure 4.26. From the pole-zero

plot in Figure 4.26(b), we can see that H(z) has seven poles at the origin, and all the zeros of the

transfer function lie within the unit circle, making H(z) a minimum phase filter. The 1-norm of the

filter coefficients is 10.823. An input with a highest magnitude of 5 was applied to this modulator.

According to the stability conditions derived in Eq. 4.22, the maximum magnitude of x(n) for this

modulator will be limited to 0.5⇥ (10.823� 1)+ 4.5  10. Assuming a quantization interval of

1, x(n) ranges between �10 to +10, which means that we need 21 levels to accommodate the

dynamic range of x(n) in the quantizer. Hence the output width, M, of the quantizer was set to 5,

to accommodate the 21 levels in binary form.

4.6 Simulation Results

The choice of the 7th-order NTF, shown in Figure 4.26, and 21 levels of quantization results in the

noise shaping characteristics shown in Figure 4.27(a). The dashed line represents the 45dBc emis-

sion mask, which was our design target. We find that the emission mask is satisfied up to a band-

width of 160MHz for the noise-shaped signal after SD modulation at fs1=667Ms/s for fRF=2.0GHz.

The spectrum after the RFDAC, which performs the D/A conversion and mixing with the RF car-

rier, is shown in Figure 4.27(b). The nulls in the spectrum at a distance of fs1/2 from fRF are a

result of the time-interleaved DAC frequency response. It can be observed that the quantization
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noise at its peak locations (fRF ± fs1/2) has been suppressed by 22dB compared to the spectrum in

Figure 4.27(a).

In order to use this transmitted signal in the LTE standard, we operate the 2.0GHz signal in

the TDD (time division duplex) mode (TDD band 34 for LTE). The LTE spectrum mask demands

a 37dBc emission mask across the entire spectrum for a 20MHz signal. A 2nd-order RF bandpass

filter with a bandwidth of 400MHz can clear out the additional quantization noise that violates the
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Figure 4.28: Spectrum of RF modulated signal after 2nd-order bandpass filtering.
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emission mask. This selectivity, Q, of the bandpass filter is given by the ratio of the RF carrier and

its bandwidth, which in this case equals 5. A passive LC filter with this order of selectivity can

be easily implemented on-chip [JS07] for this Q value, thus providing a fully integrated solution

for the RF transmitter in this mode. The spectrum of the bandpass filtered signal is shown in

Figure 4.28.

A second example of operating the RF modulator in an FDD (frequency division duplex)

system is presented next. In this example, the 20MHz signal has to be modulated to fRF = 1.98GHz,

which corresponds to Band 1 of the LTE FDD specifications. The downlink (Rx channel) lies

190MHz away at frequency 2.17GHz. In FDD systems, the constraints on noise power levels are

tighter, since we not only have to satisfy the 37dBc emission mask but also ensure that the noise

in the Rx channel is around �130dBm/Hz. This level of noise in the Rx band ensures that after

duplexer attenuation (50dB), the noise level reaches the Rx noise specifications of �180dBm/Hz.

The spectrum of the signal after passing through the time-interleaved RFDAC is shown in

Figure 4.29(a). The noise density in the Rx band at frequency 2.17GHz equals �128dBm/Hz for

a 0dBm output signal. After the power amplifier stage, for an output power level of +20dBm, the

noise density rises to �108dBm/Hz. Hence, the bandpass filter following the RFDAC will have to

provide about 22dB of attenuation at 2.17GHz in order to satisfy the Rx noise requirements. A 6th-
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1.98GHz. (b) Spectrum of RF modulated signal at fRF=1.98GHz after 3-pole bandpass filtering.
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order BPF with a bandwidth of 160MHz can provide this attenuation. This bandwidth corresponds

to a selectivity, Q, of 12.5 for the filter at the RF carrier of 1.98GHz. The bandpass filtered signal

satisfying the 37dBc emission mask is shown in Figure 4.29(b). This filtered signal will be able to

operate in FDD mode since the noise level is less than �130dBm/Hz at 2.17GHz (190MHz away

from fRF=1.98GHz).

In the next chapter we discuss the architecture and circuit level details of the final component

in our Tx chain, which is the RFDAC.
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CHAPTER 5

Mixing and Data Conversion in Radio Transmitters

Once the digital baseband signal has been oversampled, filtered, and compressed using SD mod-

ulation, it needs to be converted into analog form and modulated to the RF carrier frequency. An

RFDAC performs both these tasks by first mixing the digital data bits with the sine and cosine

of the RF carrier, and then converting this digital waveform into an analog signal using current-

steering cells [ESK07]. The schematic of an individual DAC cell is shown in Figure 5.1, where

the inputs are the data bit, bi, sampled at rate fs1/2, and the signals LO and LO are clock signals at

frequency fRF separated by a phase difference of p .

The input bit, bi, is clocked at rate fs1/2, since we use a time-interleaved DAC that accepts

2 channels of data at rate fs1/2 (synchronized to clocks with phase difference of p). The data is

first stored in a register that generates complementary outputs di and di. The digital bits di and

mi,p%

mi,n%

bi# D%
di#

di#

LO# LO#

Q%

Q%
%
%

Current%
Steerer%

Dclk#
@#fs1/2#

Iout,p# Iout,m#

Vbias#

Logic%Mixer%

Current5steering%DAC%cell%

Figure 5.1: RFDAC unit cell schematic.
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di are then mixed with the LO and LO signals in the logic mixer, generating the outputs mi,p and

mi,n. The mixer output is fed to the current steerer that steers the current from the the tail current

source, I, in either the direction of Iout,m or Iout,p depending upon the polarity of mi,m and mi,p.

The magnitude of current flowing through the tail current source can be controlled using the bias

signal, Vbias, which is also an input to current cell.

The schematic in Figure 5.2(a) shows the mixing operation in the logic mixer. The mixer is

realized using CMOS pass-transistor logic that effectively performs the XNOR and XOR opera-

tions needed for multiplication of the data bits with the RF carrier. The output mi,p is at logic high

when both LO and di are at the same logic levels, either logic high or low. The same is true for

mi,m but with di replacing di. The inverters at the output provide a buffer between the mixer and

the current-steerer in the next stage.

The current steerer, shown in Figure 5.2(b), accepts the signals mi,p and mi,m as differential

inputs to the transistors M1 and M2. The magnitude of the output current from the cell is set by

the bias of the tail current source transistor, M3. The cascode devices M4 and M5 ensure that the

output impedance of the current cell remains high by shielding the input transistors, M1 and M2,

from the output node. The cascode devices are realized using thick oxide transistors, since their

bias voltage, Vcas, can exceed the nominal rating of 1.2V. When the input mi,p is high and mi,m

is low, the transistor M1 turns on and M2 is off. The entire current I flows through M1, which

mi,m$

LO#

LO#

di#

di#

LO#

mi,p$

LO#

LO#

di#

di#

LO#

mi,p$ mi,n$

Iout,p# Iout,m#

M1# M2#

M4# M5#

$(a)$ $(b)$

M3#Vbias$
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Figure 5.2: (a) Schematic of logic mixer (b) Current steering operation.
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corresponds to Iout,p = I and Iout,m = 0. The opposite scenario of Iout,p = 0 and Iout,m = I occurs

when mi,m is high and mi,p is low. Since the DAC cell output is in current form, the current

contribution from different cells can be added by shorting their output branches together.

The weighted contributions of the individual binary bits of the SDM output {b4,b3,b2,b1,b0}

can be combined within the DAC using different approaches. The straightforward method is to im-

plement a binary-weighted DAC with 5 current cells, C4, C3, C2, C1, C0, as shown in Figure 5.3,

each driven by the corresponding bit, bi. The magnitude of current from cell Ci is linearly depen-

dent upon the weight of the bit bi in the input word. This implies that the output current magnitude

from cell C0 to C4 will have to be binary weighted, as shown in Figure 5.3. From the figure we

can see that when the input bi is high, then the current in cell Ci is steered onto the branch Iout,

otherwise the current sinks to ground. When the current from all the cells combine, we obtain an

output current proportional to the input binary word in the Iout branch.

The behavior of the current cells when generating their corresponding output currents can be

non-ideal. This implies that the current from each cell consists of the desired current I-32I, and a

random variable Di, which is a result of implementation specific non-idealities like mismatches in

the layout, process variations, and nonuniform voltage distribution. These non-idealities make the

output current deviate from its desired value. If all the current sources are ideal then the random

variables D0-D4 are zero. But the probability of mismatches between the current sources is high

!Ideal!Current!Sources!
 Δ4 = Δ3 = Δ2 = Δ1 = Δ0 = 0    

b0 b1 b2 

!I+Δ0 

!IOut 

!2I+Δ1 !4I+Δ2 !16I+Δ4 !8I+Δ3 

b3 b4 

C4 C3 C2 C1 C0 

Figure 5.3: Binary-weighted DAC topology with unequal weighted current sources.
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and since the cells are not identical to begin with [Gal10], the random variables Di do not have

the same statistical properties, leading to poor matching between the current cells. This ends up

affecting the linearity of the converter, resulting in poor ACPR and EVM (error vector magnitude)

performance at the transmitted output.

A second solution is to reduce the probability of mismatches between the converter cells by

using unary current cells. This implementation corresponds to an array of identical unit cells, each

producing a fixed current, I, that are combined together by shorting the output current from all the

cells. For this topology, the binary word, b4b3b2b1b0, is converted to a unary word u19u18 . . .u0

using thermometer decoding. We use 20 bits to represent the unary word since the SDM output

lies between�10 to +10 with a quantization interval of 1. The unary bits represent a value of +0.5

when set (logical value of 1) and a �0.5 when unset (logical value of 0). This scheme ensures that

the 20 bits capture all integer values between �10 to +10 using differential current outputs from

the RFDAC. As shown Figure 5.4, the unary bits drive the individual cells in the current cell array.

The current is steered towards the branch Iout,p when bit ui is set, and towards Iout,m when unset.

The final voltage output is obtained by taking the difference of both currents across the output load.

The possibility of mismatches between unary cells is smaller than the binary-weighted case

since the cells are identical in design. Also, the random mismatch variable Di will have nearly

b4 b3 b2 b1 b0 

''''Ideal'Current'Sources'
 Δ19 = Δ18  … = Δ1 = Δ0    

Thermometer'
Decoder'

u0 u1 

'I+Δ0 

'Iout,m 

'I+Δ1 'I+Δ19 'I+Δ18 

u18 u19 

… 

'Iout,p 

Figure 5.4: Unary DAC with equal weighted current sources.
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Figure 5.5: Time-interleaved RFDAC architecture with I and Q channels.

identical statistical properties across all the cells. We chose to use the unary topology because of

its improved performance when it comes to matching and also because the number of quantization

levels in the DAC input was small. The RFDAC architecture used in our implementation, shown

in Figure 5.5, has 4 sub-units, 2 for the time-interleaving in the I channel and another 2 for the Q

channel. Each of the 4 sub-units has 20 unit cells to accommodate the dynamic range of the input

Di,j, clocked at fs1/2. The unit cell Ci,j,I/Q in Figure 5.5 refers to the jth (j = {0. . .19}) cell in the ith

(i = {1,2}) time-interleaved channel of the I or Q channel. The current from all the cells is summed

by shorting the outputs to generate the final differential output Iout,m and Iout,p. The LO and LO

signals are input to the I channel while the 90-degree phase shifted version, LO_90 and LO_90,

are used by the Q channel for RF modulation.
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Figure 5.6: Effect of mismatches in the unary current sources of the RFDAC.

5.1 Dynamic Element Matching (DEM)

A study on the effect of mismatches between the current cells on the DAC output spectrum was

done by modeling the current steering cells in MATLAB and incorporating zero-mean Gaussian

random variables Di into each cell. The resultant output spectrum with 10% mismatches and the

corresponding error spectrum is shown in Figure 5.6. We find that the mismatches introduce both

in-band noise as well as ACPR degradation in the spectrum. The in-band noise affects the EVM

(error vector magnitude) performance of the transmitter. The noise shaping characteristics around

the transmitted signal became worse with the notch at the baseband getting shallower as the extent

of mismatches increase.

We used dynamic element matching techniques [Gal10] after thermometer decoding of the

binary input in order to reduce the performance degradation that results from static current mis-

matches. Dynamic element matching is based on the principle of altering the usage pattern of the

DAC elements so that the resultant error becomes less correlated with the input data sequence. In

order to understand this concept, we take an example of how static mismatches introduce errors

in the DAC output. Figure 5.7 shows the current distribution of 4 unit cells in a data converter.

Each of these cells must ideally produce a current of 0.5 unit that is steered either in the direction

of Iout,m or Iout,p depending on the unary control inputs, ui. The actual current deviates from this
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Figure 5.7: (a) Non-ideal model of the current-steering DAC (b), (c) Table showing ideal and non-ideal
outputs of the DAC for identical input stimuli.

value of 0.5 due to implementation related mismatches. The table in Figure 5.7(b) shows an ex-

ample of test patterns for the vector {u0, u1, u2, u3} along with the ideal and actual output in each

case. The input pattern of {1, 1, 0, 0} results in a highly correlated error pattern of {0.01, 0.01,

�0.03,�0.03}. Spectrally, the error will be concentrated in the signal bandwidth, leading to EVM

degradation. This effect was observed in Figure 5.6(b) where we saw that the error introduced in

the spectrum was centered around the input baseband signal.

Dynamic element matching techniques take advantage of the fact that all the unit cells in a

unary DAC contribute equally to the output current and therefore altering the input pattern will not

make a difference with the output value as long as the number of 1’s and 0’s in the input vector

remain unaltered. An example of this scenario is shown in the table in Figure 5.7(c), where both

the first and second input vector ideally represent an output value of 1. For the first test vector, cells

u0, u2, and u3 are 1 while u1 is 0. This results in an output of 1.05. For the second vector, cells u0,

u1, and u2 are 1 while u3 is 0, resulting in an output of 1.01. The error pattern of {0.05, 0.01} is

not directly correlated with the input {1, 1} due to change in cell selection. For the same vectors

in Figure 5.7(b), the output was constant at 1.01 since the same set of cells were used as 1s and 0s
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for both vectors. Hence, by altering the usage of the unit cells, we have reduced the correlation of

the error pattern from that of the input.

A DEM encoder takes the unary vector from the thermometer decoder and rearranges the input

pattern every cycle while maintaining the same numbers of 0s and 1s. There are several ways the

input can be altered, each associated with a distinct spectral distribution of the error. For example,

random scrambling using a pseudorandom generator results in a uniform distribution of the error

across the entire frequency band of fs1. In this work, we chose the data weighted averaging (DWA)

approach [Bai95] since it is easy to implement and achieves 1st-order noise shaping of the error

introduced by the mismatches. The schematic of this approach is shown in Figure 5.8. The DWA

scrambler uses an index pointer, Ptr(n), generated by an integrate operation on the input, x(n).

The input x(n), ranging in value from �L to L, is first converted to a positive quantity, v(n), by

addition of L, as shown in the schematic. The signal v(n) then passes through an integrator, the

output of which is clipped to 2L in order to generate the pointer Ptr(n). This clipping is done since

the number of bits in the unary vector is 2L, which in our case was 20. The pointer, Ptr(n) is input

to a barrel shifter which circular shifts the unary input vector by the number of bits set by the index

pointer. A proof of this approach leading to 1st-order noise shaping was presented in [Bai95].

The spectrum of the baseband data after dynamic element matching is shown in Figure 5.9(a).

The spectrum has been compared with the spectrum obtained without the use of matching tech-

niques when a 10% mismatch exists between the current cells. We find that the ACPR improves
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Figure 5.8: Data weighted averaging approach for dynamic element matching.
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Figure 5.9: (a) Effect of dynamic element matching (b) Error spectrum without matching (c) Error
spectrum after matching.

by approximately 8dB after the use of data weighted averaging. The error spectrum after dynamic

element matching, shown in Figure 5.9(c), is 1st-order noise shaped. This spectrum is a significant

improvement over the error spectrum in Figure 5.9(b) where DEM was not employed. Not only is

the DC offset attenuated, but the average noise level in the signal bandwidth reduces from 60dB to

75dB.

Now that we have looked at the block diagram and circuit components of the RFDAC, in

the next section we look at the waveforms and output spectrum generated after its circuit-level

simulations.

5.2 Simulation Results

The RFDAC unit cell was simulated at a clock rate of fs1/2 = 450Ms/s corresponding to the max-

imum fRF of 2.7GHz. The simulated waveforms are shown in Figures 5.10 (a) and (b). The data

input, D, triggers at the negative edge of the clock signal, Clk, and is latched at its positive edges.

The latched data is then mixed with the LO and LO signals before being converted to analog cur-

88



Clk$

D$

Y$=$Iout,m－Iout,p$

Clk$

D$

LO$

Mixout$

$(a)$ $(b)$

Figure 5.10: (a) Simulated waveforms from mixer output (b) Waveforms from current steerer output.

rent waveforms Iout,p and Iout,m. The difference between the differential currents Iout,p and Iout,m is

the final output, Y, that captures the RF modulated data. The mixing operation of the LO signals

with the data can be observed from the phase shifts in the output, Mixout, in Figure 5.10(a). The

phase shifts are highlighted by the dashed lines in the figure. These phase shifts result when the

signal D changes polarity from its previous state. As required by the mixing operation, the output

should be positive when both LO and D are of the same polarity, and negative otherwise. This

effect is observed in the simulated waveforms in all three cases of the data changing polarity. In

the first case, the LO signal is low and D changes from low to high. The output signal, Y, hence

changes from a high to low since D and LO are of opposite polarity. The opposite scenario occurs

in the second case when D changes from a low to high and LO is low. The output, Y, changes from

a low to high since D and LO are of the same polarity. The output Mixout and its complement are

then sent to the differential inputs of the current steerer, which was shown in Figure 5.2(b). The

final output Y captures the changes in signal D in the form of phase shifts in the current waveform.

These phase shifts are highlighted via dashed lines in Figures 5.10(b).

The output current from all the DAC unit cells are summed up by shorting their individual Iout,p

and Iout,m branches. The final output is obtained by taking the difference of the currents flowing in

the two branches. The spectrum of the RF modulated data after processing by the RFDAC is shown

in Figures 5.11. This spectrum was obtained after simulating the time-interleaved RFDAC with

a continuous vector of 64QAM baseband modulated data. The RFDAC up converts the baseband

data to the RF carrier while also performing D/A conversion in the form of an analog output
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Figure 5.11: Spectrum obtained after circuit simulations of the RFDAC.

current. The spectrum deviates from the expected ideal spectrum we saw in Chapter IV and we

find that the notches have flattened out slightly after the processing in the RFDAC. This results in

a loss of 2dB in the ACPR which reduces to 46dB from the ideal expected value of 48dB.

Now that we have looked at the design of the receiver and transmitter chain, we will discuss

the measured results obtained from the prototyped architectures in the next chapter.
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CHAPTER 6

Experimental Results

The receiver and transmitter architectures discussed in the previous chapters were prototyped in

65nm CMOS technology and we look at their measured performance in this chapter. On the re-

ceiver side, the prototyped digital front-end (DFE) accepts high-speed digitized RF data, and per-

forms mixing, down-conversion, and filtering before readying the data for handoff to the modem.

The signal processing steps in the chip are the same as outlined in Chapter III. The ADC data was

generated using MATLAB models and fed to the DFE chip. The DFE was implemented in an ac-

tive area of 0.4mm2. The chip photo is shown in Figure 6.1(a). The DFE was made programmable

through tuning parameters that were sent to the chip via scan chains. An FPGA board was used

to provide closed-loop testing of the chip with maximum flexibility. The test setup, shown in Fig-

ure 6.1(b), is based around the ROACH FPGA board, which is a general-purpose instrumentation

platform [ROA]. ROACH provides a testing environment [MCR07] where MATLAB routines are

coupled with an on-board embedded CPU for run-time access to shared memory on the FPGA.

The Xilinx Virtex-5 FPGA on the ROACH provides 80 high-speed differential GPIOs on a

Tyco Z-Dok+ board-to-board connector. The high-speed input signal clock and the low-speed

baseband clock were both provided by the FPGA to the chip. Test vectors representing ADC data

Rx#DFE
0.4#mm2

1.34#mm

1.
20
#m
m ASIC

board

ROACH

ZDok+

Figure 6.1: (a) Rx DFE die photo (b) Measurement setup.
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and scan chain configuration bits were loaded into the QDR memory via MATLAB. The vectors

were then read from the FPGA using the high-speed clock and output to the chip. For signal

integrity considerations, this high-speed data uses low-voltage differential signaling (LVDS) from

the FPGA through the Z-Doks before being converted into single-ended signals on the ASIC test

board. Decimated data from the chip was sent on the low-speed clock back to the FPGA, where it

was buffered in on-chip BRAMs. The results were then read into MATLAB for analysis.

In the implemented DFE, the first-stage CIC takes 8 parallel data streams as input. This reduces

the sampling frequency of each stream to (4/3)fRF/8 = fRF/6, which is in the range of several

hundred MHz (450MHz, for a 2.7GHz RF input). The input data stream had to be parallelized due

to speed constraints imposed by the FPGA testing infrastructure. 40 input I/O pads were used to

support 8 parallel channels of input data. These pads would not be required when the DFE takes

the input from an on-chip ADC. In the next section we look at the measurement data obtained from

the chip.

6.1 Rx DFE Measurements

The Rx DFE was tested with a 16MHz bandwidth input modulated at 2.025GHz. The digitized

RF data, shown in Figure 6.2(a), was obtained from the SD ADC model discussed in Chapter II.

Figure 6.2(a) shows the close-view spectrum of an undersampled sinusoid modulated at 2.025GHz.

The sampling frequency for this sinusoid is 2.7 GHz ((4/3)fRF). Figure 6.2(b) is the spectrum of

the signal obtained from the chip, after decimation to a baseband frequency of 20MHz. The DFE

dissipates 14mW of power with a maximum noise figure of 2.2dB in this experiment. Quantization

of output to 12-bit words limits the SNR performance at the MODEM input to a maximum of

72dB. Although the chip was designed to process RF carriers up to 2.7GHz, the speed limitations

of the FPGA and LVDS receivers on the PCB limited the testing to 2.025GHz. Power consumed

for processing signals at different RF carriers and various LTE modem frequencies are shown in

Figure 6.3. As expected, the power consumption increases with increasing RF carrier, since the

extent of decimation increases. Also, the power levels increase with higher baseband frequency

because components close to the modem operate at higher rates. The dashed line on the graph
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Power numbers for FRF = 2.7GHz were extrapolated, since we 
were unable to test the chip at this carrier. Table I presents a 
summary of the chip performance and comparison with [3]. The 
work in [3] proposes direct down-conversion and filtering of the 
received RF signal in the analog domain, followed by an ADC 
operating at 104 Ms/s and a low-speed Rx DFE. Our work 
implements a high-speed DFE that can process digitized RF 
signals up to carrier frequencies of 2.7GHz, with chip tested up 
to 2.025GHz. Our chip achieves a 65% lower power while 
supporting a 24x higher sampling frequency than [3]. 
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Figure 6.2: (a) FFT of 16 MHz bandwidth input modulated at 2.025 GHz after undersampling.
(b) FFT of 20 MHz sampled output sinusoid from chip.

represents extrapolated power at fRF = 2.7 GHz. We were unable to verify this measurement due

to throughput restrictions on the PCB. From the extrapolated results we found that the maximum

expected power consumption for the LTE sampling frequency of 30.72MHz and RF carrier of

2.7GHz is less than 20mW.

A summary of the measured results is presented in Table 6.1. The Table compares the per-

formances of the proposed DFE with that of the low sample-rate DFE in [HZS08]. The work

in [HZS08] proposes a conventional receiver with analog mixers and lowpass filters followed by

an ADC operating at a fixed sample rate of 104Ms/s. The ADC is followed by a DFE that deci-

mates and filters the baseband data to bring it to the modem sample rate. This DFE implementation

Power numbers for FRF = 2.7GHz were extrapolated, since we 
were unable to test the chip at this carrier. Table I presents a 
summary of the chip performance and comparison with [3]. The 
work in [3] proposes direct down-conversion and filtering of the 
received RF signal in the analog domain, followed by an ADC 
operating at 104 Ms/s and a low-speed Rx DFE. Our work 
implements a high-speed DFE that can process digitized RF 
signals up to carrier frequencies of 2.7GHz, with chip tested up 
to 2.025GHz. Our chip achieves a 65% lower power while 
supporting a 24x higher sampling frequency than [3]. 
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 TABLE 6.1:  CHIP PERFORMANCE SUMMARY 

Reference [9] Our work 
Technology 130 nm 65 nm 

VDD 1.5 V 1.0 V 
Area N/A 0.4 mm2 

Max Fs/fRF 104 MHz / 2.1 GHz 2.7 / 2.025 GHz* 
Max BW 5 MHz 20 MHz 

Max I(VDD) 21 mA 14 mA 
 Noise figure 9.2 dB (AFE) 3 dB 
 * Restricted to 2.025 GHz due to testing infrastructure limitations. 

 

Figure 6.3: Power consumption for LTE sampling frequencies. Solid lines: measured, dashed line:
estimated.
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was therefore designed to process baseband signals and low decimation factors (4-96), as opposed

to our implementation that processes RF signal and supports larger scale decimation (factors be-

tween 32-2048). The power consumption for both implementations is comparable. The total power

consumption of the receiver in [HZS08] varied between 60-150mW depending upon its mode of

operation. This means that the direct-sampling ADC has to be implemented at power levels be-

tween 50-100mW for this approach to be comparable to state-of-the-art receiver performance.

6.2 Transmitter Implementation

The RF transmitter front-end implementation included the digital front-end, the SD modulator and

the RFDAC, the components being integrated in 65nm CMOS technology. A schematic of the

test setup is shown in Figure 6.4. The current output from the RFDAC was tapped by the 100W

differential load of an RF balun. The unbalanced impedance of 50W in the RF balun captured the

final output in voltage form, which was sent to a spectrum analyzer for measurement. A capacitive

matching network parallel to the RF balun ensured maximum power transfer to the balun. The

capacitance was tuned to ensure that the impedance seen at the output of the chip approximately

equals the impedance of the matching network and balun at various RF frequencies.

The balun output was observed on a spectrum analyzer across a 50W load. The die photo of

the transmitter is shown in Figure 6.5(a), with the respective components marked in the boxes.

The RFDAC area was dominated by the current sources, which were implemented using 1um

Matching))
Network)

Spectrum)
Analyzer)

Load)matching))
at)chip)O/P)

Vdd 

50Ω))
coax)Balun)

C)
FPGA)

RF)Signal)
Generator)

PCB)

Tx)
Chip)

Figure 6.4: Setup used for testing the Tx chip.
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Figure 6.5: (a) Tx DFE die photo (b) Measurement setup.

long transistors. The RFDAC area can be reduced if regular transistors are used in the current

sources, however, this comes at the expense of increased mismatch between the sources since the

mismatches are inversely proportional to the area of the current sources. The core digital area is

dominated by the interpolation filters in the DFE, while the SD modulator occupies a moderate

area of 0.1mm2.

6.2.1 Measured Results

Figure 6.5(b) shows the experimental setup used to test the RF chip. The top figure shows the setup

of the FPGA interface from the IBOB platform to the PCB test board. The IBOB is a trimmed down

version of the ROACH platform that was used to test the Rx DFE. The baseband modulated data is

stored on the FPGA memory and then sent to the chip via LVDS signaling. The lower figure shows

the connection between the chip output and the spectrum analyzer through SMA connectors. The

LO signal, fRF, is generated by an RF signal generator and transmitted to the PCB, also using SMA

connectors.

For testing the chip, a digitally modulated, 5MHz, 64QAM SC-FDMA baseband signal with
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a peak-to-average ratio of 8dB was sent to the chip input. The baseband signal was upconverted

to 2GHz by the Tx modulator, and the result of the modulation is shown in the spectrum analyzer

output of Figure 6.6. The ACPR performance was recorded at 42.5dB in the adjacent channel

in Figure 6.6(a). The far out spectrum in Figure 6.6(b) shows the notches at frequency fs1/2 =

333MHz, as is expected due to the time-interleaved DAC implementation. The far out spectrum

also contains tones at intervals of 83MHz, which is a result of the digital noise leaking into the

analog spectrum. These tones can be suppressed by ensuring greater isolation between the digi-

tal components and the analog output on the chip as well as the PCB. The measured error vector

magnitude performance was at 2.8% for this experiment. The EVM measurement was obtained by

capturing the RF output on a 20Gs/s sampling oscilloscope, followed by demodulation and decod-

ing in MATLAB. The maximum output power recorded at the spectrum analyzer was �8.1dBm

in the 5MHz transmitted channel. The output power can be tuned to a lower value by varying the

bias voltages of the current sources in the RFDAC. This bias voltage was set by the output of a

linear regulator on the PCB. The noise level at the Rx band 190MHz away (LTE band 1) was at

�136dBm/Hz for the �8.1dBm output signal. For a +20dBm signal at the PA output, this trans-

lates to a noise level of �108dBm/Hz. This implies that the BPF following the RFDAC will need

to suppress the noise level by 22dB in order to meet the target requirement of �130dBm/Hz in

the Rx band. This can be achieved by the 6th-order (3-pole) BPF filter with a Q of 12.5, as was

discussed in Chapter IV.

fRF ± fs1/2!

(a)$ (b)$

Figure 6.6: (a) Close view spectrum of 5MHz bandwidth signal modulated at 2GHz (b) Far out spectrum
spanning 1GHz.
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The nonlinearity of the RFDAC proved to be a bottleneck in the chip implementation and

reduced the ACPR performance from the expected 55dB at 5MHz to 42.5dB. The ACPR perfor-

mance observed at 20MHz bandwidth was 36dB as opposed to the expected value of 48dB. A

summary of the expected design performance and the actual performance obtained from the Tx

chip is presented in Table 6.2. The output power of �8.1dBm was lower than the expected power

of �7dBm due to transmission loss on the PCB and SMA cables. The chip met the timing spec-

ifications by modulating the baseband data to RF carriers upto 2.7GHz at a sample rate, fs1, of

900Ms/s. The maximum baseband signal bandwidth during testing was 20MHz. The measured

power consumption was at 85.5mW at an RF carrier of 2.4GHz and a baseband sample rate of

30.72MHz. This value was slightly higher than the expected power consumption of 75mW ob-

tained from Synopsys and Cadence simulations during the design phase.

A comparison of the Tx chip performance with the work in [ESK07] and [PZH08] is pre-

sented in Table 6.3. The work in [ESK07] uses a straightforward I/Q modulator without any SD

modulation, using a 10-bit RFDAC for modulation instead. The work in [PZH08] is closer to

this work, using a 72-level RFDAC operating at a maximum of 5.4Gs/s and 3rd-order SD modula-

tion. The main advantage of using the approach proposed in this work lies in the reduced power

consumption and reduced complexity of the RFDAC. The power consumption of 85mW is about

1.7x lower than that in [PZH08] in comparable technology and RF frequency. The bandwidth and

Specifica(ons, Designed, Measured,
ΣΔ#modulator, 7th.order#, 7th.order#,
DAC#structure# 20.level#DRFC# 20.level#DRFC#

Max#sample#rate#(fs1), 900#MS/s, 900#MS/s,
RF#carrier#(max)# 2.7#GHz# 2.7#GHz#

ACPR# 48#dB#@#20#MHz#BW# 42.5#dB#@#5#MHz#BW#

EVM# <#2%# 2.8%#

O/P#channel#power# −7#dBm#(64.QAM)# −8.1#dBm#(64.QAM)#

Power#(@#2.4GHz), 75#mW, 85.5#mW,
Area# 0.8#mm2# 0.8#mm2#

Technology# 65#nm# 65#nm#

Flexible#fs#&#fRF, Yes, Yes,

Table#6.2:#Summary#of#designed#and#measured#performance#of#the#RF#modulator#
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Reference' [ESK07]' [PZH08]' This'work'
ΣΔ#modulator' ,# 3rd,order' 7th,order#'
DAC#structure# 10,bit#DRFC# 6,bit#DRFC# 5,bit#DRFC#

Sample#rate#(fs1)' 307.2#MS/s# 5.4#GS/s' 900#MS/s'
RF#carrier#(max)# 1.9#GHz# 2.7#GHz# 2.7#GHz#

Bandwidth# 5#MHz# 20#MHz# 5#MHz#

ACPR# 55#dB# 42.8#dB# 42.5#dB#

EVM# <#2%# 2.1%# 2.8%#

O/P#channel#
power#

−9#dBm#
(64,QAM)#

−8#dBm#
(64,QAM)#

−8.1#dBm#
(64,QAM)#

Power' 157#mW#
(@#1.9GHz)#

150#mW#
(@#2.4GHz)#

85.5#mW#
(@#2.4GHz)#

Area# 1mm2# 0.8mm2# 0.8mm2#

Technology# 130nm# 65nm# 65nm#

DEM' No# No' Yes'
Flexible#fs1,#fs2' No# Yes' Yes'

Table#6.3:#Modulator#performance#comparison.#

ACPR performance of this work suffers compared to that of [PZH08] due to the nonlinearity of

the RFDAC in our implementation. This can be improved in future versions by providing greater

design margin by either increasing the resolution of the RFDAC or the sample rate. The reduced

power consumption and DAC resolution in this work results from the use of a lowered sample rate

of 900Ms/s (fRF/3) and an optimized SD noise transfer function, as was discussed in Chapter IV.
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CHAPTER 7

Conclusion & Future Direction

In this thesis we demonstrated the advantages and feasibility of radio front-ends implemented in

a purely digital CMOS fabric. A digital front-end with a reconfigurable DSP core replaces the

analog circuits that perform signal conditioning operations in conventional radio transceivers. The

primary challenge was to design DSP circuits and data converters that can support the processing

of high-speed RF signals centered at frequencies in the 2GHz range. We presented techniques

that make such high-speed digital designs feasible at low levels of power consumption. A short

summary of the research contributions is presented next.

7.1 Summary of Research Contributions

• We presented a low-power digital front-end core for a direct sampling receiver. Extensive

architectural optimizations were used to ensure that the DFE supports high-throughput op-

erations necessary to process RF signals. The DFE was made fully reconfigurable to handle

variable modulation schemes, signal bandwidths, and RF carriers.

• We demonstrated a prototype of the Rx DFE core, implementation in 65nm CMOS, that

can process RF carriers up to 2.025GHz. The DFE core consumes 14mW of power when

processing an RF signal centered at 2.025GHz.

• On the transmitter side, we presented an architecture for a low-power signal conditioning

chain that includes a Tx DFE core, a SD modulator, and a current-steering RFDAC. This

Tx chain was made fully reconfigurable to support multiple modulation schemes, signal

bandwidths, and RF carriers.
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• We used an iterative approach to fully optimize the chain of operations in the transmit-

ter to lower the power consumption and DAC resolution. The approach was based on co-

optimizing the bandpass filter frequency response along with the SD noise-shaping charac-

teristics. The objective was to converge to a noise-transfer-function (NTF) in the SD loop

filter that minimizes the sample rate (fs1) and allows operation at moderate DAC resolution.

The DAC architecture uses a time-interleaved structure, which helps reduce quantization

noise in the transmit spectrum, and lowers the specifications of the bandpass filter following

the DAC.

• The optimized transmitter chain was prototyped in 65nm CMOS, and was shown to process

RF carriers up to 2.7GHz and signal bandwidths up to 5MHz. The Tx chain consumed

85.5mW of power to modulate a 64QAM, 5MHz bandwidth baseband signal to a carrier

frequency of 2.4GHz.

7.2 Future Directions

The concept of digitally-intensive transceivers is expected to gain ground in the future as CMOS

technology advances and digital processing becomes cheaper. On the receiver side, the objective

will be to implement a high-speed, highly linear ADC that can directly digitize the RF signal,

following which the digitized signal can be conditioned by the Rx DFE core. As noted in Chapter

I, the challenge will be to realize the ADC at power levels that will make it attractive for portable

applications. The low-power nature of the DFE will allow the ADC in a direct-sampling receiver

to have sufficient power headroom. As technology improves, the maximum sample rate and RF

carriers processed by the DFE will also improve, eventually targeting the 5GHz bands used by

standards like 802.11a/n.

On the transmitter side, the challenge will lie in implementing RF modulators that can support

FDD operations in Rx bands close to the transmitted channel. In the present Tx modulator imple-

mentation, the closest Rx band in FDD mode was 190MHz away from the transmitted signal. The

LTE standard, however, has certain bands where the Tx and Rx duplex bands are separated by only

30MHz (LTE band 2). Such requirements significantly increase the extent of noise suppression
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Figure 7.1: Proposed RF modulator for FDD operation in Rx bands at distance of 30MHz.

needed for FDD operation. Assuming 50dB duplexer attenuation, this translates to a maximum

noise level of �130dBm/Hz in the 30MHz band away from the Tx band. For any filtering to be

useful at such a small distance from the Tx band, the Q of the BPF will have to be very high,

making it practically infeasible to integrate the BPF with the Tx modulator. Hence the noise sup-

pression in the Rx bands close to the transmitted signal will have to be done in its entirety by the

Tx modulator without any assistance from the BPF.

The architecture in Figure 7.1 can ensure the target noise level of�130dBm/Hz or�90dBr/MHz

at a distance of 30MHz from the Tx channel. This architecture uses the same SD modulator as

was used in the present Tx chip, but with a higher DAC resolution of 200 levels. The sampling

frequency of the SDM and the DAC has also been raised to fRF/2 from fRF/3. The noise level

in the 30MHz band away from the transmitted signal is �91dBr/MHz, lower than the required

�90dBr/MHz, as shown in Figure 7.2(b). This solution uses a 2nd-order (1-pole) bandpass filter

after the RFDAC to meet the noise specifications.
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−80#

−100#

−120#

−140#

−4# −2# 2# 4#0#
Frequency#(x#109##Hz)#

−160#
#RFDAC#Output#

−4# −2# 2# 4#0#
Frequency#(x#109##Hz)#

−60#

−40#

−80#

−100#

−120#

−140#

�91dBr/MHz#

−160#
#BPF#Output#

Figure 7.2: (a) Effect of 2-channel time-interleaved DAC filtering on upconverted RF signal. (b)
Spectrum of RF modulated signal after 2nd-order bandpass filtering.

101



The sample rate of fRF/2 for this modulator will increase the frequency of operation from

900Ms/s to 1.35Gs/s for a 2.7GHz RF carrier. This will increase the power consumed in the digital

core of the modulator to above 100mW if implemented in 65nm CMOS. With more advanced

CMOS fabric, the power levels will lower, thus improving the overall efficiency of the modulator.

With the sample rate increasing to fRF/2, we have the added advantage of having a more relaxed

bandpass filter after the RFDAC. The implementation shown in Figure 7.1 only needs a 2nd-order

(1-pole) BPF with a bandwidth of 200MHz for a 2GHz RF carrier. This corresponds to a Q of 10,

and the required Q will progressively decrease if we are able to raise sample rates even further,

without any increase required in the DAC resolution. Hence with cheaper digital processing, it is

expected that the digital content in RF front-end will steadily increase, yielding high-speed and

low-power digitally-intensive transceivers.
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