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Abstract

Methods for Improving the Performance of Structured Illumination Microscopy

with Adaptive Optics

by

Alex Bardales

While the light microscope offers biologists the advantage in vivo imaging, it

suffers from a reduced resolution due to constraints imposed in the optical domain.

The hard limit on resolving power, known as the diffraction limit of resolution, is

the distance of roughly one-half wavelength of the excitation light of an imaging

system. Super-resolution imaging can relax the constraint on resolution.

Further constraints on resolving power are imposed by light wavefront aber-

rations. Sample-induced aberrations are inherent to biological samples. Other

aberrations come from the microscope system itself. The canonical solution for

wavefront aberration in a microscope is known as adaptive optics (AO).

Structured Illumination Microscopy (SIM) is an optical transfer function-based

super-resolution technique that increases the support region in Fourier space via

spatial frequency mixing. In particular, the optical imaging system that acts as a

low-pass filter on the image of the biological sample, favors low spatial frequencies.

By optically mixing the biological sample with SIM fringes, high spatial frequency

information from the sample is mixed into the pass band of the microscope.

This work contains the results of a SIM microscope implementation with an

adaptive optics system (AOSIM). The results of this microscope are presented.

In addition, further improvements for AO SIM microscopes are given, backed by

simulations based on the mathematics of SIM and both Fourier and geometric

optics. The simulations show the utility of the improvements in terms of both

aberration mitigation and resolution improvement.
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Chapter 1

Introduction

Many important features in biological microscopy are on the order of 10’s to

100’s of nanometers [28]. To view these features, biologists have at their disposal

several classes of microscopes. The type of microscope that is most suitable for in

vivo imaging is the light microscope. The light microscope thus plays an important

role in bio-imaging [26, 44], due to its relatively non-invasive operation. With a

light microscope, biologists can capture images of live samples.

Microscopy systems that use visible light are not without their problems. The

two main disadvantages of the light microscope for biology are (1) its resolving

power, and (2) sample-induced aberrations. The limit on resolving power is due

to the wave nature of light, which fundamentally limits a microscope’s resolution

to approximately half the wavelength of excitation light [10]. The source of aber-

rations are inherent to the both the biological sample and the optical imaging

system. This thesis will cover topics that address these problems that are asso-

ciated with light microscopy, in the hope that the contributions will advance the

state of the art of in vivo biological microscopy.
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1.1 Super resolution imaging

In the past decade, many methods that have reached a spatial resolution be-

yond the diffraction limit have been reported in the literature [6, 21, 25]. These

methods are collectively referred to as super-resolution (SR) microscopy. For

example, the invention of stimulated emission depletion microscopy [25], pho-

toactivated localization microscopy [6], and structured illumination microscopy

[20, 22, 23] have all given scientists the ability to image features beyond the

diffraction limit of light.

1.2 Structured illumination microscopy

Structured illumination microscopy (SIM) refers to a super-resolution micro-

scope and its accompanying image reconstruction algorithm [20]. Linear SIM gives

a modest super-resolution factor of 2x [48], but is less invasive and faster than

the other SR techniques. SIM works by projecting illumination patterns onto the

sample and acquiring raw “SIM” images. The SIM reconstruction algorithm then

extracts high-resolution information from aliased raw data in Fourier space such

that high spatial frequency information is aliased into the pass-band of the micro-

scope. A convenient illumination pattern is sinusoidal, because this has a simple

Fourier domain representation.

SIM is referred to as an optical transfer function (OTF)-based super-resolution

technique. That is, SIM works to increase the OTF support region in Fourier space

via spatial frequency mixing. In particular, the optical imaging system acts as a

low-pass filter on the image of the biological sample, which constrains the OTF

to low spatial frequencies. By optically mixing the biological sample with SIM

fringes, high spatial frequency information from the sample is mixed down into

2



the pass band of the microscope.

In addition to super-resolution, SIM techniques can also be applied to 3D

imaging systems as a method of optical sectioning. This technique, known as

“sectioning SIM”, is a method for rejecting out-of-focus light that comes from

axial regions above and below the focal plane within the sample. In either case,

SIM requires that a high-contrast, high-fidelity SIM pattern be projected into

the biological sample. Typically, SIM patterns are generated in the sample via

two-beam interference, which is obtained by projecting the ±1 diffractive orders of

light from a diffractive grating onto the back aperture of the microscope objective.

1.3 Adaptive optics

To address the issue of light aberrations, adaptive optics (AO) has been in-

troduced into microscopy. AO has been successful in removing some aberrations

induced by the sample and the optical system. Most AO systems place the correc-

tive element at a plane conjugate to the pupil plane of the microscope. Recalling

the fact that the pupil plane is the Fourier dual of the focal plane in the sample,

we note that the Fourier transform of the SIM fringes are impulse-like functions at

the pupil plane. Therefore, it is not possible to make AO corrections on the SIM

fringes in the excitation path of the microscope, since the two diffractive orders

are too small to be affected by wavefront correction.
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Chapter 2

SIM Framework

2.1 Introduction

We begin this chapter with the framework for SIM, which follows, roughly,

the work done in [20, 50, 23]. In this discussion, we will refer to three different

images. The first is the image that which we would like to see, but are not able to,

because of the low-pass filtering action of microscope objective lens. We will refer

to this image as the ground truth, the sample under observation which contains

unobservable, high frequency information. The image that we can observe with

the microscope is called just that: the observable image. The third image is

called the illumination pattern. This is the structured pattern that will be used

to heterodyne the high frequency information into the pass band of the optical

system.

Structured illumination microscopy is inherently tied to Fourier optics. Fourier

analysis speaks to the duality of real and reciprocal spaces of an image. In the set-

ting of an analog optical system, one such duality is the relation between the point

spread function (PSF) and the optical transfer function (OTF) of the microscope.

The PSF exists in real space and represents the impulse response function of

4



the system. In optics, an “impulse” is a point source of light, so the PSF represents

the smallest point source which can observed under the effect the optical system

(i.e. the microscope). In a diffraction-limited optical system, the PSF can actually

be measured by attempting to observe a fluorescent nanobead, for example, whose

size is on the order of magnitude of half a wavelength of the fluorescent spectrum.

In Chapter 3, we use a 0.11µm nanobead for this purpose.

Given knowledge of the PSF of an optical system, we can understand the

spatial limit of resolution in terms of the convolution of the ground truth and the

PSF. In digital image processing, the PSF represented as the blur kernel of the

system.

The OTF is the Fourier dual of the PSF in a coherent light imaging system.

This function belongs to the class of C0(R) functions, or those functions which

vanish at infinity, but the magnitude becomes very close to zero at and beyond the

cutoff frequency of the system. Thus the imaging system acts as a low-pass filter

on the ground truth. Any high frequency information becomes nulled (filtered

out) by the optical system itself.

In real space, high frequency information corresponds to components that

are very close together. To illustrate with a simple example, consider a pair of

two point-like sources that are far enough apart that each point is individually

resolvable. However, as these two point sources get closer, the observable image

of the two points under the effect of the OTF begins to show two points as if they

were merged into one. The minimum distance between the two points at which

they are individually resolvable is known as the resolution limit of the microscope.

In a diffraction-limited system, this distance becomes equivalent to the diffraction

limit of light itself, which is known as the Rayleigh criterion[45]. For a microscope,

this distance is approximately λ
2NA .

5



Viewed from the perspective of the Fourier domain, the goal of super-resolution

imaging is to increase the cutoff frequency of the OTF of a microscope so that it

extends the observable region beyond frequencies that are diffraction-limited due

to the wave nature of light. The SIM method for increasing the OTF support is

discussed in the next section.

2.2 The Mathematics of SIM

For any point r in real space, we denote the ground truth by D(r) and the

observable image by D′(r). These functions are related to the OTF, H(r) by the

following (for brevity we have combined this equation with its Fourier dual):

D′(r) = D(r)⊗H(r)⇐⇒ D′(k) = D(k) ·H(k), (2.1)

where ⊗ denotes the convolution operator, and k being a point in reciprocal space.

Next, we address the illumination pattern, I(r). If we make this illumination

pattern a sinusoid, then its illumination intensity can be given by

I(r) = 1
2[1 + cos(2πpk · r + φn)], (2.2)

where p is the spatial frequency vector of the illumination pattern, and φn is a

phase shift. For conventional SIM reconstructions, n ranges from 1 to 3, while the

k evenly divides the unit circle in 3 parts. With all possible combinations of pk

and φn, we have that there will be nine images per SIM reconstruction.

Another convenience of this illumination pattern is seen in its spatial-frequency

domain representation which is a sum of three of delta functions:

I(k) = 1
2

[
δ(k) + 1

2δ(k− pk)e−jφ + 1
2δ(k + pk)e+jφ

]
, (2.3)
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and if we mix (or multiply) Equation 2.2 with the ground truth image, then

we obtain

D′(r) = D(r)I(r)⊗H(r)⇐⇒ D′(k) = [D(k)⊗ I(k)]H(k). (2.4)

The convolution theorem allows us to write the spectrum of D′(k) as

D′(k) = 1
2

[
D(k) + 1

2D(k− pk)e−jφ + 1
2D(k + pk)e+jφ

]
·H(k), (2.5)

so we see that under the illumination pattern I(r), the spectrum of the observable

image is a linear, phase-shifted combination of the ground truth. Here we note

that lower spatial frequencies of D(k) already fall within the pass band of the

OTF, H(k), but D(k± pk) do not lie within the pass band.

If we use different phases, then we can have a series of measurements that can

be represented in matrix form as



D′1(k)

D′2(k)
...

D′N(k)


=



1 ejφ1 e−jφ1

1 ejφ2 e−jφ2

... ... ...

1 ejφN e−jφN


×



1
2H(k)D(k)

1
4H(k)D(k− pk)

1
4H(k)D(k + pk)


. (2.6)

However, in this work we will use only three phases, 0, 2π/3, and 4π/3, as this

is the minimum number of known variables needed to solve for three unknown

equations.

It is the second two rows of the rightmost matrix in Equation 2.6, the terms

with 1/4H(k)D(k±pk), that contain the super-resolution information. By hetero-

dyning these frequencies into the passband of the microscope, the SR information

7



can be recovered. In the reconstruction step, we move these SR spatial frequency

components, D(k± pk), back to their original location in reciprocal space. Since

this shift operation involves overlapping regions, there may be more than one

estimate for a given point in reciprocal space. A weighted average can be imple-

mented to obtain an overall Fourier representation of the SR image. A Wiener

filter is also typically used to suppress numerical instability, and artifacts may

appear.

This mathematical framework demonstrates how SIM effectively increases the

pass-band of the OTF. After recovering the enlarged Fourier domain represen-

tation of the object, we perform an inverse Fourier transform. In this way, we

can recover the high-spatial frequency information that was originally outside the

pass-band of the microscope OTF.
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Chapter 3

Implemention of an AOSIM

Microscope

3.1 Introduction

A light microscope is preferred for biological imaging of in vivo samples because

of its non-invasive properties. However, the light microscope is not without its

limitations. The two primary limitations, noted in Chapter 1, are the resolution

limit and sample-induced aberrations. This chapter describes our super-resolution

SIM microscope with AO correction for both high and low order aberrations.

Our work at the CfAOM in this area began 2014, in which we posited a dual

AO corrective system. In [30] we use the term “woofer-tweeter” as a heuristic

to describe the system of dual AO corrective elements. Our work extended that

of [11], in which the authors developed a scanning laser ophthalmoscope (SLO).

The name “woofer” is borrowed from the acoustic speaker that operates on low-

frequency sound. In our context, the “woofer” describes the deformable mirror

(DM) that corrects the high-magnitude, low order wavefront aberrations. On the

9



other hand, the purpose of the “tweeter” DM is to correct for the low-amplitude,

high-frequency wavefront aberrations1.

3.2 Adaptive optics

In order to redirect the light into the small focal area where it supposed to

be, adaptive optics [31] is vitally important. One way is direct measurement

of the aberrated wavefront using a wavefront sensor with a feedback loop to a

deformable mirror (DM) which iteratively reduces an error term. The wavefront

can be measured by either introducing an artificial guide star [3, 4, 59] or using a

sample that has been labeled with fluorescent proteins [55, 54, 2]. Recently, Tao,

et al. [56], reported the measurement of the wavefront from auto-fluorescent light

from within the sample.

In direct wavefront measurement mode, the AO correction can be done using

either open or closed-loop control. In the first method, the wavefront is contin-

uously measured and fed back to the DM until the corrected wavefront error is

below a specified threshold. This approach requires a calibrated DM system and

is able to make the correction faster since it is done in a single step without it-

erations. The closed-loop method, on the other hand, is better able to eliminate

wavefront error, but is more time-consuming because of the feedback control loop.
1The analogy breaks down when considering the action of the woofer-tweeter heuristic: In

the wavefront aberration setting, the woofer (tweeter) DM is used to mitigate low (resp. high)
frequency phenomena, while the in the acoustic setting, the speakers are used to produce and
amplify sound waves.
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3.3 SIM fringes

In a SIM microscope, the term “SIM fringes,” or “illumination pattern,” refers

to the spatial sinusoid that is projected onto the sample in the image plane.

The fringes are the result of the two beam interference phenomena that will be

described below. This spatial sinusoid is the light intensity function that is de-

scribed by Equation 2.2 and satisfies the SIM matrix equation (Equation 2.6).

In other words, two-beam interference is optical effect that produces spatial fre-

quency heterodyning possible, and thus makes super-resolution possible within

the SIM framework.

The SIM fringes are projected onto the image plane as a result of the interfer-

ence of two coherent light beams. The original SIM microscopes would produce

this effect by shining light onto a diffractive grating and then blocking out all

but the ±1 diffraction orders2. In our microscope, we use a digital light projector

(DLP) – also known as a digital micromirror device (DMD) – rather than a diffrac-

tive grating. This device is a matrix of micro mirrors that can be switched into the

“on” or “off” state, and by applying the appropriate function to the mirrors, we

can simulate the effect of the diffractive grating (Figure 3.1). The benefit of using

the DMD is that there is no need to mechanically rotate the diffractive grating

to acquire images that satisfy the three different orientations (the pk vector from

Equation 2.2). The DMD has a refresh frequency in the range of kilo-Hertz, which

is much faster than a mechanically rotating grating. The phase shifts (φk from

Equation 2.2 are likewise updated very fast on a DMD, in contrast with a grating

that must undergo mechanical translation in a lateral direction.

In the SIM reconstruction method, images are taken at with the SIM fringes

rotated at different angles, and different phase shifts in the patterned excitation
2Non-linear SIM is typically done by letting higher diffraction orders pass through to the

sample.
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Light Source
DMD with

diffractive orders

Optical stops blocking
all diffractive orders

other than ±1
Pupil plane

Image plane, at
sample, with two-beam
interference pattern

Figure 3.1: Diagram of the excitation light path. The excitation light in our
microscope comes from a 488nm laser light source, which is in the blue region of
visible light.

Emission light,
to science camera

Pupil plane Image plane

Figure 3.2: Diagram of the emission light path. The emission light that leaves
the sample has a slightly longer wavelength than the excitation wavelength, due
to the Stokes shift. The emission light is due to green flourescent protein labels
(GFP) in the sample, which has a wavelength of 511nm.
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[20, 50]. In 2D SIM, typically nine images are required (3 phase shifts per each of

three rotations of the SIM fringes). This number is consistent with Equation 2.6.

3.4 Previous Work

The benefits of adaptive optics applied to several types of light microscopy have

been reported. Examples include AO confocal microscopy [31, 9], AO two-photon

microscopy [13, 56], and AO structured illumination microscopy [57, 41]. AO

correction provides better resolution, signal-to-noise ratio, contrast, and enables

deeper penetration depth. Recently, Thomas et al. [57] reported on the applica-

tion of AO to structured illumination microscopy. In their wavefront sensorless

system, a deformable mirror, the Mirao 52-e from Imagine Optics, was employed

to compensate the wavefront aberration. Imaging a fluorescent nanoparticle un-

der a 35 µm thick C. elegans worm an 140 nm FWHM of the PSF was reported in

their results after AO correction. While it decreased the width of the PSF, super

resolution imaging was not demonstrated since two features below the diffraction

limit were not resolved. Although a high Strehl ratio of 0.8 was obtained after AO

correction of the aberration caused from the C. elegans, a drawback of this system

is that it is not able to correct high-spatial frequency aberrations since the DM

that was used (Mirao 52-e) has only 52 actuators (only 36 of the actuators are in

the 15 mm effective aperture). The sensorless mode for wavefront correction also

may not be suitable for a sample with dynamic aberrations.

To overcome the previously discussed light microscopy limitations, Diana Chen

et al. introduced a dual-deformable mirror adaptive optical system into a confocal

microscope to enable high-order, high-amplitude wavefront correction and showed

improvements in the dynamic range and quality of the wavefront correction for

images of the human retina [11].
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3.5 Woofer-Tweeter AO SIM Microscope

In this section, we introduce the dual AO system into a widefield structured

illumination microscope. The benefits from the dual-deformable mirror (DM)

configuration are the ability to compensate both large-amplitude and high-spatial

frequency wavefront aberrations to enable SIM in thick specimens. After correct-

ing the wavefront aberration, the near-diffraction limited PSF is further enhanced

by using the structured illumination method.

As illustrated in Figure 3.3, the dual-DM, woofer and tweeter components

are placed in planes conjugated to the back pupil of the objective lens. The

“tweeter” is a MEMS deformable mirror from Boston Micromachines that has 140

actuators with a maximum stroke of 3.5 µm. It is set to correct low-amplitude,

high-spatial frequency wavefront errors. The “woofer” is a membrane deformable

mirror (Mirao 52-e) from Imagine Optics with 52 actuators and a maximum stroke

of ± 50 µm. It is designed to correct the low-spatial frequency but high-amplitude

wavefront errors.

In order to be suitable for live imaging, we utilize a fast direct wavefront

measurement system known as the Shack-Hartmann wavefront sensor (SHWS)

[42] that includes a 44×44 lenslet array, of which 97 are in the active aperture.

Each lenslet of the SHWS has a focal length of 24 mm and is placed on a pitch of

0.328 mm to form the array.

Images are captured with an Andor science camera. The science camera is an

EMCCD camera (Andor iXon), with 1004×1002 pixels. The microscope objective

is a 60× water-immersion lens by Olympus. The model LUMFLN, has a numerical

aperture (NA) of 1.1, and a working distance of 1.5mm. The series of two-inch

lens, f1 through f5 are placed to re-adjust the beam size from 6.6 mm after the

objective to match the different aperture sizes for the tweeter (4.4 mm) and the
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woofer (15 mm). The pre-calibrated woofer and tweeter both are under open-loop

control.

Figure 3.3: Layout of the woofer-tweeter adaptive optical structured illumination
microscope. DLP: digital light projector. Sci cam: science camera. SHW: Shack-
Hartmann wavefront sensor. Blue line: 488 nm excitation light path. Green line:
emission path. M: mirror. The focal lengths of the lenses are: f1 = 120 mm, f2 =
125 mm, f3 = 120 mm, f4 = 150 mm, f5 = 500 mm, f6 = 750 mm, f7 = 150 mm,
f8 = 75 mm, f9 = 100mm, f10= 450 mm, f11= 150 mm, f12= 50 mm. TL: trial
lens (cylinder). LA: 488 nm Spectra-physics excitation laser. Di: dichroic mirror.
FM: flip mirror.

3.5.1 Generation of SIM fringes

For generating fine structured light patterns in the focal plane, we refrain from

using the traditional diffractive grating to generate the two beam interference

patterns. This is because Equation 2.6 requires at least 3 rotational angles and at

least 3 phase shifts of the SIM fringes for a total of 9 raw images per reconstructed

image. Therefore, a diffractive grating is not the preferred method for generating

SIM fringes as it introduces noise and latency into the system. The noise comes
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from optical misalignment due to mechanical hysteresis, and the latency is due to

the fact the one must wait for the grating to rotate and/or translate into position.

In a SIM microscope, the SIM illumination patterns can be generated with a

digital light projector (DLP) [37, 57]. We do this our microscope, as indicated in

Figure 3.3. We use the DLP3000 by Texas Instruments, with 608×684 micromir-

rors that can be switched in a binary fashion. The refresh rate for the micromirrors

is 4kHz, and the input data bus for loading a binary matrix is 60-80MHz. To get

the maximum SI spatial resolution at the focal plane, we set the DLP to 3 pixels

per line.

The laser beam is spatially and temporally decorrelated by a spinning ground

glass disk in front of the DLP to prevent speckle patterns.
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Chapter 4

Application of the AOSIM

Microscope on in vivo Samples

4.1 Introduction

In this chapter we discuss the implementation of a SIM microscope that in-

cludes the woofer-tweeter AO system. In the first section, we discuss the testing

and characterization of the microscope. In order to verify that the system is

diffraction-limited, we used fluorescent nano beads that were smaller than the

theoretical resolution limit of a diffraction limited system. We also verified that

the AO corrective system was working by inducing aberration with a trial lens.

We conclude this chapter with a discussion of images acquired of a live Drosophilia

embryo.

4.2 System characterization

The AOSIM system is characterized and tested by imaging 0.11µm fluorescent

beads. With excitation light wavelength at 0.488µm, the diameter of the fluores-
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cent beads are approximately half of the predicted diffraction limit predicted by

Abbe, which is λ/2NA≈ 0.22µm. The diluted fluorescent beads are sandwiched

between a slide and coverslip (No. 1.5). To simulate the effect astigmatism, we

introduce a cylinder trial lens at the focal plane of f1 and f2, the common path of

excitation and emission light. The induced aberration is conjugated to the back

pupil of the microscope objective. To measure the wavefront, we turn a few DMD

mirrors segments to the “on” state to selectively excite a bead in a small area.

The wavefront of this “guide-star” is measured by the SHWS after adjusting the

position of the flip mirror to direct light into this sensor.

From the measured wavefront, we analyzed the wavefront error up to the 22nd

Zernike mode. Error metrics include the RMS wavefront error, the peak-to-valley

wavefront error, and the Strehl ratio [43, 24].The results of this characterization

are found in Table 4.1.

Table 4.1: The table shows the peak-to-valley (P-V), Root mean square (RMS)
and Strehl ratio of different AO configuration of our microscope setup. Emission
wavelength: λem=0.515µm.

No AO Woofer (W) Tweeter (T) Both W, T
P-V (waves) 8.93 0.75 2.31 0.36
RMS (waves) 2.05 0.18 0.46 0.08
Strehl ratio 0.06 0.27 0.08 0.75

4.2.1 Adaptive optics correction

As shown in Figure 4.2a, due to the strong aberration introduced from the

trial lens, without AO compensation, the images of the fluorescent beads are

unresolvable. The corresponding reconstruction images using SIM, as shown in

Figure 4.2 (e), also do not show any improvement. This is due to the fact that the

aberration distorts the SI pattern in the focal plane, and the sample is no longer
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Figure 4.1: Comparison of 0.11µm beads under AO-Widefield (black line) and
AO-SIM (red line). The intensity line profiles plot of the beads in the area 1, 2
of Figure 4.2 (d, h). (a) Intensity profile of two closely spaced beads. (a) The
distance between two well resolved peaks in AO-SIM is 145 nm. (b) the FWHM
of a single bead in widefield and AO-SIM are 235 nm and 140 nm, respectively.

Figure 4.2: Comparison of widefield (a-d) and SIM microscope (e-h) images with
and without wavefront correction. (a, e) Without AO. (b, f) Woofer only correc-
tion. (c, d) Tweeter only correction. (d, h) Both woofer and tweeter correction.
The scale bar is 5µm. The intensity line profiles of the area 1, 2 in (d, h) are
plotted in Figure 4.1.
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Figure 4.3: Zernike modes of the wavefront errors with and without woofer-
tweeter correction. The inset figure is the value of the remaining Zernike modes
after removing the big 6th order vertical astigmatism. The Zernike order is in Noll
single-index order [46].

illuminated by a well-defined SI pattern.

As shown in Table 4.1, without AO correction, the distorted wavefront of

Figure 4.2a has a peak-to-valley wavefront error of 8.93 waves (5.9µm) and the

RMS wavefront error is up to 2.05 waves. In this case, the Strehl ratio is only

0.06.

The values of the Zernike modes of the wavefront are shown in Figure 4.3.

Zernike mode 6, which represents the vertical astigmatism induced by the trial

lens is the dominant wavefront aberration. Note that the first four Zernike modes

reflect piston, tip-tilt and focus, which are errors that do not require AO correc-

tion.

Figure 4.2b,f show images of 0.11 µm beads after using the woofer to compen-

sate the low-order wavefront aberration (5th-8th Zernike modes). The signal-to-

noise-ratio is significantly improved and the beads are visible in the images. As

shown in Table 4.1, by compensating the low-order high-amplitude aberration,
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the P-V wavefront error decreases from 8.93 to 0.75 waves. However, the resolu-

tion of the 0.11µm beads have not reached the diffraction limit, and the image

quality is not improved using structured illumination. This is because we are only

correcting the low-order aberration.

The residual aberrations, which have RMS wavefront errors around 0.18λ,

limit the Strehl ratio to 0.27, which is much lower than the diffraction limited

Strehl ratio of 0.8 [24]. If the tweeter only is used, the large amplitude aberration

cannot be compensated, as shown in Table 4.1. This is a limitation imposed by

the low stroke of the DM, which has a maximum stroke of 3.5µm. The residual

aberrations still have P-V wavefront error around 2.31λ. The lower correction

capability when using only the tweeter system leads to an RMS wavefront error

around 0.46λ and a Strehl ratio that is only 0.06.

This limited correction capability of the tweeter-only setup can also be seen

clearly in the images shown in Figure 4.2c,g. With wavefront correction from both

the woofer and tweeter, as shown in Figure 4.2d, the wavefront error caused by

the trial lens is corrected and the 0.11µm fluorescent beads are diffraction limited.

After correction by the woofer-tweeter system, the P-V wavefront error is down

to only 0.36λ and has a very low RMS wavefront error (0.08λ).

As shown in Figure 4.3, comparison of AO compensation with and without

woofer-tweeter correction, most of the Zernike modes are dramatically decreased

after AO compensation.

4.2.2 Super resolution

Figure 4.1 shows the line profile plot of areas 1 and 2 in Figure 4.2(d,h). After

the SIM reconstruction, the two beads which are separated by a distance 145nm

are resolvable. The size of a bead under widefield and AO-SIM is 235nm and

21



140nm, respectively. This confirms that the AOSIM microscope is able to resolve

two beads that are separated by a distance less than the diffraction limit of the

emission light. With AOSIM, the FWHM of a bead is decreased by a factor of

1.68×.

In this experiment, most of the aberration is compensated by the woofer-

tweeter system. The Strehl ratio is increased from 0.06 up to 0.75. The correction

capability of the woofer-tweeter system can be further improved by running the

dual-DM correction system in a closed-loop control mode.

4.3 Imaging a live biological sample

We tested the AO-SIM imaging through a Drosophila embryo. The results are

shown in Figure 4.4. Without AO correction (Figure 4.4a), the cell bodies and

dendrites of the aCC and RP2 motoneurons are blurry. The aberration is mainly

caused from the refractive index mismatch between the cover slip (#1.5 coverslip:

R.I. 1.5), the mounting medium (Fluoreomount G: R.I. 1.4) and the sample. With

dual DM compensation, the image in Figure 4.4b has improved resolution and the

fluorescent signal is increased by 5 times in comparison with the image without

AO correction (Figure 4.4e. Furthermore, using the SIM method, the red line in

Figure 4.4e shows that the detailed structure of the dendrites sprouted from the

axon [46] is well resolved.

4.4 Discussion

We have demonstrated that the combination of woofer-tweeter adaptive op-

tics and structured illumination microscopy can correct high-amplitude low-spatial

frequency and low-amplitude high-spatial frequency wavefront aberration and pro-
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Figure 4.4: Images of GFP labeled aCC/RP2 motoneurons of a Drosophila
embryo. (a) Widefield without AO. (b), SIM without AO. (c) Widefield with AO.
(d) SIM with AO. (e) Plots of line profile in the (a-d). The scale bar is 10µm.

vides high-contrast high-resolution images. The experimental results showed that

the system can correct large aberrations. When compared to the widefield mi-

croscope, the SIM method allowed two beads that are separated by 145nm to be

resolved, giving a 1.62× super-resolution factor. The resolution improvement is a

bit lower than the ideal case of 2×. There are two main reasons for this result.

The first reason is that the SIM fringes in the image plane are generated

from direct projection of the DMD pattern. Here the contrast of the strip in the

image plane degrades as the spatial frequency of the light approaches the cut-

off frequency of the objective lens. In our experiment, we use an objective lense

that corresponds to 0.8x of the cut-off frequency of the system. Using a high NA

objective lens (NA=1.4, oil immersion), the resolution of the AOSIM system can

be further improved, with a trade-off between resolution and working distance.

The fact that the AO corrective elements are conjugated to the pupil plane is

also problematic. The pupil plane is the Fourier dual of the image plane. Since

the Fourier dual of the SIM fringes are a pair of impulse-like delta functions at
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the pupil plane, AO correction is all but impossible on the excitation path for the

two beam interference phenomena. The result of this is that the degradation of

the SIM fringes in the image plane due to aberrations cannot be corrected with

AO. In Chapter 6 we discuss a method for correcting the wavefront aberrations

on the excitation light path of a SIM microscope.

Lastly, since the correction field of view (isoplanatic patch) depends on the

sample, the correction we applied is only valid within this area. If the aberration

varies slowly within the sample (i.e. has a large isoplanatic patch), with our large

field of view, a correction field of view (60µm × 70µm) is possible. In Chapter

5 we introduce a method for overcoming the limitation of the isoplanatic patch

being too small in a densely labeled sample with wide variations in wavefront

aberration.
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Chapter 5

A Novel Scanning SIM Method

5.1 Introduction

Recently, a new SIM-based method of microscopy that incorporates two-

photon excitation (TPE) has been implemented [62]. In this method, called scan-

ning SIM, illumination patterns are scanned onto the object plane. In that work,

the authors use a TPE method with an intensity modulation that emulates a

sinusoidal pattern in the object plane. Emission light from the sample is then col-

lected through both a photo-multiplier tube (PMT) and a CCD array. An image

is built up by summing individual contributions from the excitation light.

The price to pay when using this technique is that it is slow when compared to

conventional SIM. In conventional SIM, a typical setup requires 9 widefield images

for a single reconstruction. If an image is to be built up into N ×N pixels, then

the number of PMT readings is increased by a factor of N2. If one were to attempt

to reduce the image acquisition time for scanning SIM, the N2 factor would be a

good place to start. Faster scanning SIM utilizes widefield imaging with a CCD

array. TPE scanning SIM has been implemented in [64], with widefield image

acquisition. Later on, the same group, went on to build a TPE scanning SIM
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microscope which used a pinhole array coupled with a microlens array [63], a

setup which allowed several excitation spots to be imaged at once.

Scanning SIM is attractive because the PSF of the microscope is contained

within a small region in the object plane, which opens up the technique to adopting

AO. In this study, we propose an alternative way to build up the scanning SIM

illumination pattern that is both fast and suitable for AO. With the phase retrieval

algorithm given in [17], we can create a multi-spot PSF in the object plane by

using a spatial light modulator (SLM). We propose a TPE microscope since it

rejects out of focus light, reduces photo bleaching and photo-toxic effects, and is

good for optical sectioning. We also propose a multi-spot PSF in order to speed

up the imaging process. We simulate an illumination pattern that is suitable for a

SIM reconstruction with TPE. Furthermore, since the multi-spot PSF is contained

within a small region in the object plane, we can use adaptive optics to make local

wavefront corrections within the sample. This will allow SIM to be used in deep

tissue imaging.

The rest of this chapter is organized as follows. In Section 5.2, we discuss the

mathematical framework of SIM, and also method of obtaining our simulations. In

Section 5.3, we discuss the results of our simulations, as well as the implications

for using this method for scanning SIM. We conclude with Section 5.4, with a

summary of the present work and discussion of future work.

5.2 Simulation Framework

Conventional SIM is usually a widefield microscopy technique. The robustness

of the reconstruction depends on the fidelity of the illumination patterns (cf Equa-

tion 2.2). That is to say, any deviation from the ideal sinusoidal illumination pat-

tern, the spectral leakage in the frequency domain will degrade the reconstruction,
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(a) Target PSF 1 (b) Phase solution (c) PSF in object plane
Figure 5.1: Non-ideal proposal PSF for multi-spot scanning SIM. The five dots
in the target PSF are close enough that coherent interference distorts the intensity
of each spot in the object plane.

(a) Target PSF 2 (b) Phase solution (c) PSF in object plane
Figure 5.2: A better proposal PSF for multi-spot scanning SIM. By using an
offset in the vertical direction, coherence is no longer a problem in the object
plane. The offset is not an issue after scanning this PSF through the object plane.

since Equation 2.5 will be violated. Therefore, a clean, high-contrast illumination

pattern is essential for a successful SIM reconstruction. Another source of error

in SIM reconstruction is an incorrect estimation of phase and spatial frequency of

the illumination patterns. In this chapter, we estimate the spatial frequency us-

ing Fourier domain techniques. Phase can be estimated using an autocorrelation

maximization routine, as in [32].

Pattern projection onto the object can be challenging in and of itself, but when

imaging deep into a sample, aberrations blur the illumination pattern, making

SIM reconstruction difficult. Use of Adaptive Optics (AO) can help, but wavefront
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Fourier transform

Inverse Fourier transform

𝐈𝟎exp(𝑖𝜑0)

𝐈1exp(𝑖𝜑1)

𝐄0exp(𝑖𝜑1)

𝐄0exp(𝑖𝜑2)

replace 𝐄 with
Target PSF: 𝐈1

replace 𝜑0
with 𝜑2

Laser beam 𝐈𝟎

phase map 𝜑2

Figure 5.3: Block diagram of the iteration step of Gerchberg-Saxton algorithm
for phase retrieval.

correction is limited to a small area known as the isoplanatic patch, which typically

does not cover the entire field of view [31]. For a typical image of a drosophila

embryo, the isoplanatic patch has been found to be around 20µm [55]. Therefore,

we aim to keep our PSF contained within a region of this size in the object plane.

In two-photon excitation (TPE) microscopy, the excitation light is focused

into a small volume in the object plane, similar to a confocal laser scanning mi-

croscope. The theoretical PSF of a single photon confocal system is modeled by

a Bessel function of the first kind [19]. The TPE system is nonlinear, and its

PSF is proportional to the square of the intensity of the single photon PSF [49].

Therefore, our multi-spot PSF must be squared in our simulations.

We use the Gerchberg-Saxton phase retrieval algorithm from [17], implemented

in Matlab. We begin by proposing a desired PSF that meets our requirements for

scanning SIM. Next we perform the phase retrieval algorithm to derive a phase

distribution for the SLM. We then generate a PSF from the phase distribution

in order to emulate the scanning operation in software. Figure 5.3 shows a block

diagram of the iterative loop. In a typical SIM reconstruction, there are three

phases of illuminations patterns, and at least two rotations. With our method,

the illumination pattern can be phase-shifted by changing the scanning path with

galvo mirrors. Likewise, to rotate the illuminate pattern, the SLM distribution
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can be rotated, and the beam steered accordingly.

5.3 Results and discussion

To illustrate the simulation process, we propose a multi-spot PSF as shown

in Figure 5.1. The proposed PSF is simply an array of five points arranged in a

linear fashion. In making this proposed PSF, the hope is that the derived phase

map would produce a set of points that have an even intensity distribution. In

Figure 5.1c we can see that this is not the case. If we were to use this generated

PSF for a scanning SIM reconstruction, the illumination pattern would be roughly

sinusoidal, but with additional frequency components that make the pattern un-

suitable for a SIM reconstruction. The uneven intensity distribution among the

five spots is likely a result of coherent interference of the laser source. Thus,

a better proposed PSF should increase the distance between the points so that

coherent interference is decreased.

In order to create a more even distribution among the PSF spots, some spacing

should be added in between the pixels in the proposed PSF. This is what we see

in Figure 5.2a. We add some offset in the vertical direction in order to mitigate

the effect of coherent interference. We can also weight the different points in the

proposed PSF so that the intensity distribution of the generated PSF is more

uniform. The offset in the vertical direction of the proposed PSF introduces an

asymmetry, but this will not be an issue due to the scanning operation. In fact, we

can illustrate this point by simulating this very operation. In Figure 5.4, we can

see a small sample of the effective illumination pattern by scanning the generated

PSF from Figure 5.2c. It is apparent that this illumination pattern is very close to

sinusoidal, although there is a ghosting effect due to the presence of side lobes. In

practice, this effect will not be present since the illumination pattern can be made
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Figure 5.4: Illustration of scanning SIM using a multi-spot PSF. The PSF here
is a 2D scan of Figure 5.2c, obtained from the phase pattern shown in Figure 5.2b.

arbitrarily large by the scanning operation. We can scan an area that is larger

than the region of interest, and then crop the SIM images before performing the

SIM reconstruction algorithm.

In Figure 5.5, we show the 1D Fourier representation of our 2D sinusoidal pat-

tern. If our generated pattern were truly sinusoidal, then only the peaks present

at ±π/3 would be present. However, we note that noise is present in the areas

denoted by the red ovals. In practice, we would continue to refine the multi-spot

PSF using the phase retrieval algorithm to come up with a better PSF.
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Figure 5.5: The Fourier domain representation of the illumination pattern ob-
tained by the multi-spot scanning SIM method. The conventional SIM illumina-
tion patterns would only contain the peaks at frequencies ±π/3, and 0. Here,
the spectral leakage is noted by the red ovals. In principal, the phase-retrieval
algorithm could produce a multi-spot PSF whose sinusoidal scanning pattern is
arbitrarily close to the ideal sinusoid.
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In Figure 5.6, we illustrate a SIM reconstruction. The test image (Figure 5.6a)

is blurred with the PSF of the microscope system and with white noise at 20% of

peak image intensity (Figure 5.6b). The simulation shows a robust reconstruction

of the TPE scanning SIM method even when noise is added to the SIM images

in the frequency domain (Figure 5.6c). The robustness is in part due to the

normalizing effect of the Wiener filter that is part of the SIM reconstruction

algorithm. It is also due to the apodization function that we apply to the final

image. In either case, the present work has shown that the conventional SIM

reconstruction algorithm can be applied to the images obtained with the TPE

scanning SIM method.

(a) Ground truth (b) Blurred image with
noise

(c) Reconstruction

Figure 5.6: A demonstration of the reconstruction with our method. Image (a)
is the ground truth image, from [32]. Image (b) is what would be visible with
a conventional, widefield microscope: the image is blurred with the PSF of the
microscope, and white noise is added at 20% of peak image intensity. The SIM
reconstruction (c) is shown using the TPE scanning SIM pattern obtained in this
section.

5.4 Conclusion

In this chapter we simulated a scanning SIM reconstruction method based on

PSF shaping in the object plane. The PSF was constructed with a phase retrieval
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algorithm, which in turn generated a real PSF in the object plane. This generated

PSF can be written into in the object plane of a microscope with a spatial light

modulator. The PSF is large enough to offer an increase in the speed of scanning

SIM, yet small enough to be fully contained within an isoplanatic patch in an AO

system. We plan on carrying out this work in a TPE microscope with adaptive

optics for obtaining SIM reconstructions in thick, densely labeled samples, such

as in a drosophila embryo.
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Chapter 6

Emission and Excitation Light

Paths in SIM

In this chapter, we introduce a framework for modeling the wavefront aber-

rations of both excitation light and emission light within the context of SIM

imaging. We show that in some cases, AO correction is sufficient on the emission

path of light alone, while in other cases it will be necessary to add AO correc-

tion on the excitation path of light. We use Fourier optics theory to model the

two-beam interference that is utilized to SIM pattern generations. We use the

Fourier beam propagation method to model the two beams of light as they leave

the back aperture of the microscope and interfere coherently at the focal plane

in the sample. We model aberrations on the back aperture of the microscope

as linear combinations of Zernike polynomials. This method allows us to model

phase aberrations present in both the excitation and emission light paths. We

choose the Zernike mode representation for aberrations since it is widely used

in AO corrective systems. The simulation framework also suggests that the AO

correction for the emission light should be conjugated to the back aperture of the

microscope, rather than the pupil plane (as is typical).
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The rest of this chapter is organized as follows: In the next section, we discuss

the generation of the SIM illumination patterns with the two-beam interference

phenomena. In the next section, we discuss the simulation framework, which

operates in the context of SIM illumination pattern generation under wavefront

aberrations modeled by Zernike polynomials. The framework discussion also in-

cludes the method of Fourier beam propagation for modeling light traveling in

the forward excitation path, and also the autocorrelation of the pupil function to

represent the light interaction with the OTF in the emission path. In the Results

section, we show the simulations. We conclude with a discussion of our results,

along with a proposed method for wavefront correction on excitation light for SIM

fringes. At each step, the accompanying code is referenced in Appendix A.

6.1 Generation of SIM fringes

To begin this chapter, we revisit the generation of the SIM fringes in the image

plane. For clarity, some of the figures from Chapter 3 are repeated here. SIM

fringes are generated in the image plane by the two beam interference phenomena

of a diffractive element in the excitation light path. The emission light path is

that which leaves the sample at the image plane and is directed toward the science

camera for imaging. In the next sections we discuss excitation and emission light,

each in its own right.

6.1.1 Excitation light

For a SIM microscope, the DMD is placed on the optical path such that the

DMD and the image of the sample are optical conjugates. Therefore, if we desire

to have a spatial sinusoid illumination pattern at the image plane, then a spatial
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sinusoid must be present at the DMD plane. In reality, it is impossible to have

a spatial sinusoid at the DMD, because its micromirror locations are discrete,

and each micromirror “state” is binary; it can only be in the “on” or “off” state.

Therefore, the best we can do is to project a square wave onto the DMD. Figure

6.1 illustrates this discrete “square wave” pattern on the DMD.

The discrete nature of the DMD notwithstanding, it is possible to obtain a

sinusoid at the sample, given a square wave at the DMD. If we examine the

Fourier series representation of a square wave (Equation 6.1) we can see that the

fundamental frequency dominates in magnitude, and that a low-pass filter would

effectively null out the harmonics.

f(x) ∝
∞∑

n odd,
n>0

1
n

sinnπx (6.1)

Conceptually, this argument carries over to the DMD as follows: If the pitch of

the DMD square wave pattern were close to the diffraction limit, then the low-pass

filtering action of the microscope can diminish the magnitude of the harmonics

embedded in the signal. However, an optical intensity signal deviates from the

Fourier series representative of an ideal square wave in that the intensity is never

negative. That is, the DMD produces a signal that is not centered at “zero” units

of illumination intensity. We can compensate for this by adding a constant “DC”

offset term for the Fourier series representation. In the optical domain, we remove

the “DC” term by blocking the zero order diffractive ray, as seen in Figure 6.1.

6.1.2 The pupil plane

It is widely known that the lens is a Fourier transforming device under certain

circumstances. In [18], the author demonstrates mathematically that a converging
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Light Source
DMD with

diffractive orders

Optical stops blocking
all diffractive orders

other than ±1
Pupil plane

Image plane, at
sample, with two-beam
interference pattern

Figure 6.1: Diagram explaining the excitation light path. The excitation light
is shown in a blue color because our microscope uses a 488nm laser light source,
which is in the blue region of visible light.

lens with a focal length f , operating on coherent light emanating from an object

at distance d, has field distribution Uf at the focal plane given by

Uf (x, y) =
A exp

[
j k

2f (1− d
f
)(x2

f + y2
f )
]

jλf
×

+∞∫∫
−∞

to(xo, yo) exp
[
−j 2π

λf
(xoxf + yoyf )

]
dxodyo

(6.2)

with the amplitude transmittance of the object given by to. In a microscope, f is

the image plane, and d represents the pupil plane. Note that the quadratic term

vanishes (e1− d
f = 1) when f = d. In other words, the image at the pupil plane is

the Fourier transform of the image at the focal plane, up to a constant multiple.

Consider now the Fourier dual of a spatial sinusoid, which is a pair of delta

functions in the reciprocal space, with locations ±(kx, ky). A perfect delta func-

tion is defined over a support of measure zero. However, a spatial sinusoid whose

frequency is near the diffraction limit of the microscope will have a Fourier rep-

resentation which includes some spectral content that leaks into a non-empty

neighborhood around the points ±(kx, ky) in reciprocal space.
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Nonetheless, this neighborhood is small. It is especially small when compared

to a wavefront corrective device. In fact, it is all but impossible for a AO device

to correct the wavefront of the spatial sinusoid if the AO device is conjugated to

the pupil plane.

In the following sections we show the effect of wavefront aberrations on both

excitation light and emission light in a SIM microscope. We develop a simulation

framework that can be used to show how AO correction of wavefront aberrations

emission light path differs from that of excitation light. In an AO microscope, the

AO corrective elements are typically conjugated to the pupil plane, since it is this

plane where the entire wavefront can be projected onto a wavefront sensor and a

deformable mirror.

Given the discussion in this section, we know that this practice is insufficient for

correcting wavefront aberrations on excitation light. Therefore, a SIM microscope,

with the typical AO pupil plane conjugation, will be unable to create good SIM

illumination patterns in the sample, in the sense that the spatial sinusoid will

be distorted (k-space vector components moved or smeared) and the illumination

intensity will not reach full depth.

6.2 Simulation framework

Here we introduce the simulation framework for this study. The light fields

that cause the two-beam interference patterns present in SIM are represented as

complex exponentials with wave number k based on the wavelength of light, in

this case 488nm. The electric field E is obtained by creating a matrix

E = exp(i sin θ cosα kxx + i sin θ sinα kyy + i cos θ kz) (6.3)
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with azimuthal angle α on the objective lens (0, π), beam angle θ as defined

by the numerical aperture of the objective lens (in this case, NA=1), and k the

wave number with x, y, and z components. The direction of propagation in the z

direction.

With this representation of the EM fields for both beams, we can mathemat-

ically obtain the two-beam interference pattern by decomposing the fields into

their polarized components and adding pair-wise. The Matlab implementation of

this operator is in Appendix A.3. To obtain the real-valued intensity of the field,

I, the x, y, and z components of E are multiplied by their complex conjugates and

then summed1:

I =
∑

n=x,y,z
En · E∗n (6.4)

To represent the propagation these electromagnetic fields from the objective

lens into the sample, we note that the distance travelled can be represented by a

number oscillations of the field. In other words, we have a phase delay, which can

be represented in the Fourier domain with a complex exponential:

F{E} · eikz0 (6.5)

with the result of having traveled a distance of z0-nm being the inverse Fourier

transform of Equation 6.5. We can now obtain the two beam interference pattern

with Equation 6.4 which gives us the SIM fringes in the object plane.

To address the field aberrations, we can adjust our model so that the initial

electric field is scaled by a subset of the pupil function, which is in turn has

a Zernike polynomial representation. Wavefront aberrations are induced by the

sample and coverslip/mounting media index of refraction mismatch; these aberra-
1See code snippet A.1 for implementation details.
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tions are in fact variations of the optical path distance (OPD) on a cross section

of the beam as it travels from the objective lens to the focal plane in the sam-

ple. Using Zernike polynomials is a convenient way to capture the OPD variation

across the beam for reasons discussed above.

We choose the simulate the aperture of the objective lens as a large Zernike

polynomial with a matrix of 2048x2048 pixels with a circular subset showing the

active portion of the back aperture of the objective. The two interfering beams

are represented as subsets of the aperture matrix with radially opposing locations

(as in Figure 6.2), with a size of 256x256 pixels, and an offset from the edge of the

aperture matrix by 40 pixels. In this way both the aperture and the two interfering

beams are represented by Zernike polynomials in a way that is faithful to actual

SIM techniques. Additionally, the sizes of the image matrices are “five-smooth”

numbers2, which is useful for the run-time of the Fast Fourier Transform.

Figure 6.2: The aperture plane of the microscope: This figure shows the lens
(light blue) and the two beams of coherent light (dark blue) that meet in the
sample to form SIM illumination patterns. The two beams are near the edge of
the aperture. The closer to the edge, the higher the spatial frequency of the SIM
illumination patterns in the image plane. If two beams are too close to the edge,
then the spatial frequency will be too high because of the low-pass filtering effect
of the microscope.

2Five smooth number: a number whose prime factors are not larger than 5.
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Having produced the two-beam interference patterns in the sample by Equa-

tion 6.4, we can now simulate the effect of emission light under the effect of the

OTF. There are two ways to simulate the OTF of the microscope. One of which

is to calculate the Fourier dual of the PSF. This involves either theoretically cal-

culating the PSF given the wavelength of light and the photonic qualities of the

beam (single photon vs multi-photon laser source), or measuring the PSF directly

on a diffraction limited object.

The other way to obtain the OTF is to use the autocorrelation of the pupil

function. In our case, since we have already represented the pupil function as

a linear combination of Zernike modes, we use this second method. In a sense,

we get the OTF “for free” using our framework. Additionally, if we calculate the

OTF with this method, we can treat wavefront aberrations as part of the system.

Using this pupil-function-derived OTF, we are are able to simulate the effect that

the aberrations have on the SIM fringes in the focal plane. If the SIM fringes do

not hit full modulation depth, then the frequency heterodyning effect is not as

strong, because Equation 2.2 is violated.

Furthermore, we can show the deviation of fully under the OTF of the micro-

scope, and in this way obtain a simulation of the image which the science camera

observes of the SIM fringes under both excitation and emission aberrations.

The OTF can be obtained with the autocorrelation of the pupil function as

follows [18] [35]:

OTF = F−1[F [P ] ∗ F [P ]] (6.6)

Usage of the this OTF derivation that includes the Zernike representation of

sample and system-induced aberrations is shown in Appendix A.6. This function

is used to apply aberrations in two steps:
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1. On the the excitation light path, a pair of subsets of the aberration function

is applied to both of the excitation beams that provide the SIM fringes via

two-beam interference patterns. These subsets correspond to the sections of

the back aperture of the microscope upon which the two interference beams

are projected.

2. On emission light path, the entire aberration function is applied to the pupil,

thus modelling the widefield image capture of the sample with SIM fringes.

The framework can display any combination of Zernike polynomials by simply

calling getZernikeWeighted with a list of weights. Usage of this code is demon-

strated in Appendix A.4. The aberration matrix for a particular set of Zernike

coefficients, (a set which corresponds to imaging the Clarity mouse brain in [46])

is shown in Figure 6.3.

Using the Zernike polynomial representation of wavefront aberration, the

framework can display and simulate the effect of an arbitrary aberration func-

tion using a linear combination of zernike polynomials. Single coefficients can be

selected to simulate, for example, astigmatism, trefoil, defocus, or tilt only. Since

the zernike polynomials are orthogonal on the unit disk, the linear combinations

different coefficient arrays form a complete representation of any aberration.

Different windowing functions can be added so that the discrete Fourier trans-

form algorithm’s implementation does not cause aliasing or spectral leakage due

to the implicit windowing function action caused by using square matrices for

computation.
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Figure 6.3: The coefficients of the Zernike polynomials (left) are taken from the
work in [46], where the CfAOM group imaged the “Clarity” mouse brain at a
depth of 500µm. The center pane shows the simulated pupil function, given the
Zernike coefficients at left. The OTF is shown at right.

6.3 Results

We used the simulation framework to show two different types of aberrations.

One type, shown in Figure 6.4 consists of low-order, low-magnitude aberrations

in terms of Zernike bases. Figure 6.4(e), we see that the SIM fringes visible at the

science camera have a good modulation depth, and are rotationally aligned with

the azimuthal angle, which in this case corresponds to a “vertical” alignment.

Figure 6.4: SIM fringes visible under the excitation light path and emission
light path. (a) shows the Zernike coefficients in the Clarity mouse brain imaging
system from [46], along with the associated pupil plane (b) and the OTF (c). In
(d) we observe that the effect of aberrations in the excitation light on the SIM
fringes.

On the other hand, in Figure 6.5 we see the simulation of high-magnitude aber-

rations. This figure shows that the SIM fringes in the sample are in a different

azimuthal orientation (d), which was calculated to be 1.4◦, when in fact it should
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have been 0◦. Figure 6.5(e) shows that the fringes under the effect of the OTF suf-

fer from poor modulation depth. Naturally, this is bad for both super-resolution

and sectioning SIM. The high magnitude aberrations are seen to change the loca-

tion of the delta function in reciprocal space, which causes difficulties in the SIM

reconstruction. Under the effect of the OTF, we can see weak modulation depth,

which inhibits the spatial frequency mixing effect upon which the super-resolution

SIM reconstruction is based.

Figure 6.5: SIM fringes with aberration on the excitation path. (a) shows the
Zernike coefficients that were used to produce the aberration, while (b) shows
aberration function at the pupil plane. (c) shows the OTF calculated by the
method discussed in this section. The fringes in (d) are what would be imaged
at the sample. The angle of the SIM fringes in the excitation light path was
calculated to be 1.4◦, when in reality it should be 0◦. (e) shows what the SIM
fringes would look like at the science camera, where the modulation pattern does
not reach full depth.

In terms of AO correction, most AO systems will be successful in correcting

for the OTF of the microscope, since the AO correction is conjugated to the pupil

plane. This will correct for the poor modulation depth seen in Figure 6.5(e).

However, the change of azimuth angle will not be addressed by this AO correc-

tion. In fact, there is a whole class of aberrations for which the excitation fringes

undergo degradation. This is because the typical AO setup for microscopy places

the corrective element at a plane that is conjugated to the pupil plane. However,

the pupil plane is the Fourier dual of the image plane, and the Fourier dual of the

SIM illumination patterns are point-like.

A better SIM system will place another AO correction on one of the interfer-
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ence beams at a plane that is conjugated to an aberrating layer3. It is sufficient

to have correction on a single beam, not both. This is because the two-beam in-

terference effect arises from mutual phase coherence. Therefore, it is sufficient to

match the wavefronts so that they are phase-coherent, rather than require a per-

fectly corrected wavefront on both beams. The precise location of the corrective

element should be conjugate to an aberration plane in the sample, if that plane

is known. AO systems in both astronomy and microscopy have be developed in

multiconjugate AO. Correction for the wavefront in the detection path should be

implemented as required by the biological tissue or sample.

6.4 Conclusion

In this chapter we used the framework that was developed at the CfAOM in

order to demonstrate the effects of aberration on the excitation and emission light

paths. Most treatments of AO for SIM microscopes gloss over the fact that AO

elements that are conjugated to the pupil plane of the microscope are not able to

correct for wavefront aberrations when light is traveling into the sample. This is

because at the pupil plane, the the Fourier dual of the SIM illumination patterns

are contained within a very small area of the total plane.

We use the Zernike polynomial model to simulate the wavefront aberrations

present at the pupil plane. We use Fourier beam propagation technique (FBP)

to simulate the effective SIM pattern in the image plane. We do this for various

Zernike modes and their combinations to show that for certain modes if sample-

induced aberrations are not corrected in the excitation path, then no amount of

wavefront correction on the detection path is worthwhile.
3this was propose in [39] but it has not been implemented in this context, i.e. as a way to

get better SIM patterns via AO correction on excitation light.
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In this work we also showed that in addition to being able to disregard certain

modes of aberration, other modes can be effectively corrected by placing an AO

wavefront correction in between the aperture plane and the pupil plane. Further-

more, it is not necessary for the corrective element to span both of the interference

beams; it suffices to shape the wavefront such that the aberration in one beam

exactly matches the wavefront of the other. This is sufficient for the two-beam

interference phenomena to occur.
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Chapter 7

Conclusion

In Chapter 1 we introduced the need for SR microscopy that is paired with

AO for biological imaging, and posited that SIM is a good solution for biologists,

given that it enables in vivo imaging of biological samples.

In Chapter 2 we discussed the SIM Framework, including the mathematics

that drive the imaging system, along with the reconstruction techniques.

In Chapter 3 we discussed the SIM microscope that was designed in the Center

for Adaptive Optical Microscopy at the Joel Kubby lab here at UCSC.

In Chapter 4, we report on the details of characterizing the SIM AO micro-

scope, including the design and placement the AO elements for reducing sample

and system-induced aberrations. We also present images of a zebrafish embryo

showcasing the merits of the SIM microscope.

In Chapter 5 we discussed a novel technique for improving SIM by scanning

the illumination fringes into a sample. The scanning pattern proposed would

be an alternative way to illuminate the sample with SIM fringes using a scanning

operation with a two-photon excitation light source. This method would work well

with adaptive optics since the scanning pattern is small enough to be completely

enveloped in the isoplanatic patch of the AO correction. The phase mask to
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be applied to the SLM was obtained by the Gerchberg-Saxton phase retrieval

algorithm.

In Chapter 6 we discussed some considerations for improving an AO system

for a SIM microscope. Most AO systems place the corrective element conjugated

to the pupil plane of the microscope. For a SIM microscope, the excitation light is

confined to two small “impulse”-like points, which is the Fourier dual of the SIM

fringes in the image plane. The proposal discussed in this chapter would place

the corrective element in a plane where the excitation light can be corrected for

aberrations in the excitation light path. Aberration on the emission path can be

corrected in the typical fashion by conjugating an AO corrective element to the

pupil plane. We also discussed the mathematical framework used to simulate this

system and derive these results.
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Appendix A

Code snippets

A.1 Two-beam inteference pattern

This code snippet illustrates how to create two beam interference patterns in

the image plane of the SIM system. It uses function that are defined elsewhere in

the code base, and whose implementations are given further below.

%% Create the two beams

% beam a n g l e i s d e f i n e d from the numerical a p e r t u r e o f o b j e c t i v e l e n s .

theta_nn1 = a s i n (NA/nn1 );% a n g l e i n water ; s n e l l ’ s law ;

theta1_beam1 = theta_nn1 ;

theta2_beam2 = theta_nn1 ;

o f f s e t _ a n g l e = 0 ;

alpha_beam1 = ( o f f s e t _ a n g l e + 0)∗ p i / 1 8 0 ; %azimuthal a n g l e o f beam 1

alpha_beam2 = ( o f f s e t _ a n g l e + 180)∗ p i / 1 8 0 ; %azimuthal a n g l e o f beam 2

% r o t a t i o n t h e t a around y

Yrot_beam1 = rot_y ( theta1_beam1 ) ;

Yrot_beam2 = rot_y ( theta2_beam2 ) ;

% r o t a t i o n alpha around z

Zrot_beam1 = rot_z ( alpha_beam1 ) ;

Zrot_beam2 = rot_z ( alpha_beam2 ) ;

% p o l a r i z a t i o n s t a t e o f beam a f t e r r o t a t i o n

Polari_beam1 = Zrot_beam1∗Yrot_beam1∗ s e l e c t _ p o l a r (beam_1 ) ;

Polari_beam2 = Zrot_beam2∗Yrot_beam2∗ s e l e c t _ p o l a r (beam_2 ) ;

EM_beam_1 = EM_field ( theta1_beam1 , alpha_beam1 , k , x , y , z ) ;
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EM_beam_2 = EM_field ( theta2_beam2 , alpha_beam2 , k , x , y , z ) ;

f u n c t i o n y=s e l e c t _ p o l a r ( x )

Px=[1 0 1/ s q r t ( 2 ) 1 i / s q r t ( 2 ) ] ;

Py=[0 1 1 i / s q r t ( 2 ) 1/ s q r t ( 2 ) ] ;

Pz=[0 0 0 0 0 0 ] ;

y=[Px ( 1 , x ) ; Py ( 1 , x ) ; Pz ( 1 , x ) ] ;

end

A.2 Electric field

This code is used to implements Equation 6.3. It returns the complex field

components of a beam of light.
f u n c t i o n y=EM_field ( theta , alpha , k , xx , yy , z )

% t h e t a − beam angle , d e f i n e d by numerical a p e r t u r e o f o b j e c t i v e l e n s

% alpha − azimuthal a n g l e o f beam propagat ion

% k − wave number : 2∗ p i ∗n/lambda

% xx , yy g r i d m a t r i c e s

% z − s c a l a r

y=exp (1 i ∗k ∗( s i n ( t h e t a )∗ cos ( alpha )∗ xx+s i n ( t h e t a ) ∗ . . .

s i n ( alpha )∗ yy+cos ( t h e t a )∗ z ) ) ;

end

A.3 Two beam interference

This code is used to implements Equation 6.4, returning individual field com-

ponents that are later summed pairwise.
f u n c t i o n [ Ix , Iy , I z ] = . . .

interferenceTwoBeams ( EM_beam_1, EM_beam_2, Polari_beam1 , Polari_beam2 )

%INTERFERETWOBEAMS %% Decompose and add components p a i r w i s e

% Account f o r p o l a r i z a t i o n u s i n g f u n c t i o n ’ Polari_beam

% The e l e c t r i c f i e l d s ar e added p a i r w i s e , s c a l e d by p o l a r i t y .

% The i n t e n s i t y o f the x , y , and z components o f the r e s u l t a n t wave

% are obtained as the square o f the r e a l part o f the f i e l d

Ex=Polari_beam1 ( 1 , 1 ) ∗ EM_beam_1 + Polari_beam2 ( 1 , 1 ) . ∗ EM_beam_2;

Ey=Polari_beam1 ( 2 , 1 ) ∗ EM_beam_1 + Polari_beam2 ( 2 , 1 ) . ∗ EM_beam_2;

Ez=Polari_beam1 ( 3 , 1 ) ∗ EM_beam_1 + Polari_beam2 ( 3 , 1 ) . ∗ EM_beam_2;

Ix=Ex . ∗ c o n j (Ex ) ;

Iy=Ey . ∗ c o n j (Ey ) ;

I z=Ez . ∗ c o n j ( Ez ) ;

end
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A.4 Aperture function

The purpose of this code is to generate the aperture function as a linear com-

bination of Zernike polynomials. It wraps the getZernikeWeighted function in

a “for-loop”. This snippet also shows the usage of the function. The coefficient

array that get stored in the variable coeff_array shows what the aberration was

for the Clarity mouse brain.

%% D e c l a r e an array o f weights that correspond to the magnitude o f each

% Z e r n i k e mode . The c o e f f i c i e n t array here r e p r e s e n t s the a b e r r a t i o n s

% p r e s e n t when imaging the C l a r i t y b r a i n .

c o e f f _ a r r a y = [ 0 , 0 , 0 , 0 , . 0 2 5 , . 0 5 , . 1 1 , − . 2 , − . 0 0 3 , − . 0 3 , . 1 , . 0 1 2 , 0 , − . 0 5 5 , . . .

. 0 0 6 , . 0 1 , − . 0 4 , . 0 0 5 , − . 0 1 3 , − . 0 1 8 , . 0 3 , . 0 4 5 , 0 , 0 , 0 , 0 , 0 , 0 ] ;

[ num_zern_mode , ~ ] = s i z e ( modes_zern ) ;

%% Form the p u p i l f u n c t i o n s as sums o f Z e r n i k e p o l y n o m i a l s

p u p i l F u n c t i o n s L a r g e = z e r o s ( s ize_zern , s ize_zern , num_trials ) ;

p u p i l F u n c t i o n s S m a l l = z e r o s ( s ize_zernSmal l , s ize_zernSmal l , num_trials ) ;

f o r t r i a l = 1 : num_trials

f o r polynom = 1 : num_zern_mode

n = modes_zern ( polynom , 1 ) ;

m = modes_zern ( polynom , 2 ) ;

weight = c o e f f _ a r r a y ( polynom ) ;

p u p i l F u n c t i o n s L a r g e ( : , : , t r i a l ) = p u p i l F u n c t i o n s L a r g e ( : , : , t r i a l ) + . . .

getZernikeWeighted ( s ize_zern , n ,m, weight ) ;

p u p i l F u n c t i o n s S m a l l ( : , : , t r i a l ) = p u p i l F u n c t i o n s S m a l l ( : , : , t r i a l ) + . . .

getZernikeWeighted ( s ize_zernSmal l , n ,m, weight ) ;

end

end

A.5 Zernike polynomial generation

This code is used to generate a single Zernike polynomial. It uses a third-party

function called zernfun to obtain the polynomial. The zernfun code is available

on the Matlab File Exchange website. This code is meant to be wrapped in

another function that can return a weighted sum of a series of polynomials on the
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unit disk.

f u n c t i o n [ ZernikePolynomial ] = getZernikeWeighted ( sz , n , m, weight )

%GETZERNIKESWEIGHTED The n−m Z e r n i k e polynomial

% s i z e − array s i z e

% n − major o r d e r

% m − minor o r d e r − must be +/−(n−2)

% weight − c o f f i c i e n t o f weight f o r the c u r r e n t polynomial

s t e p = 2/ s z ;

xx = −1: s t e p+eps : 1 ; % a l t e r n a t i v e to l i n s p a c e

[X,Y] = meshgrid ( xx , xx ) ;

[ theta , r ] = c a r t 2 p o l (X,Y) ;

idx = r <=1;

ZernikePolynomial = z e r o s ( sz , s z ) ;

i f weight ~= 0

ZernikePolynomial ( idx ) = z e r n f u n ( n , m, r ( idx ) , t h e t a ( idx ) ) ;

ZernikePolynomial = weight ∗ p i ∗ ( ( ZernikePolynomial ) ) ;

end

end

A.6 OTF from autocorrelation of the pupil func-

tion

This code snippet illustrates the usage of the Zernike polynomial representa-

tion of wavefront aberrations for deriving the system OTF using the autocorrela-

tion of the pupil function. Note that we use an efficient version of the autocor-

relation function, which is nominally the convolution of the pupil function with

itself. In this case, we used the point-wise multiplication of the discrete Fourier

transform matrix of the pupil function.
%% Get the OTF with a u t o c o r r e l a t i o n o f the p u p i l f u n c t i o n

% Here we d e r i v e the wavefront e r r o r from the z e r n i k e matrix . However , t h i s

% time around we can use a s m a l l e r Z e r n i k e matrix , s i n c e we use the e n t i r e

% matrix f o r the OTF, and the OTF needs only to be the s i z e o f the beam .

% A u t o c o r r e l a t i o n r e t u r n s a matrix with s i z e 2n−1, so s t a r t with s i z e n / 2 :

s i z e _ s m a l l Z e r n = size_beam / 2 ;

% a b e r r a t e d P u p i l s = g e t Z e r n i k e s ( s ize_smal lZern , modes_zern ) ;

a b e r r a t e d P u p i l s = p u p i l F u n c t i o n s S m a l l ;

[ a , b , ~ ] = s i z e ( a b e r r a t e d P u p i l s ) ;
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% Note the even l e n g t h :

OTF = z e r o s (2∗ a , 2∗b , num_trials ) ;

% Use f f t v e r s i o n , x c o r r 2 i s VERY SLOW.

addpath ’ x c o r r 2 _ f f t / ’ −end

f o r i = 1 : num_trials

xcor = x c o r r 2 _ f f t ( a b e r r a t e d P u p i l s ( : , : , i ) ) ;

o t f = z e r o s (2∗ a , 2 ∗ b ) ;

o t f ( 1 : end −1 ,1: end −1) = abs ( xcor ) ; % I n c o h e r e n t o t f : use magnitude ( x c o r r can be n e g a t i v e )

o t f ( end , : ) = ww; % Add the wgn v e c t o r to the l a s t row

o t f ( : , end ) = ww’ ; % and column

OTF( : , : , i ) = o t f /max( o t f ( : ) ) ;

end
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