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Abstract 
 

Adaptive Rejection of Narrow Band Disturbance in Hard Disk Drives 
 

by 
 

Qixing Zheng 
 

Doctor of Philosophy in Engineering-Mechanical Engineering 
 

University of California at Berkeley 
 

Professor Masayoshi Tomizuka, Chair 
 

The hard disk drive (HDD) industry strives for higher storage densities and capacities. 
The critical factor for the performance of HDDs in this regard is the track mis-registration (TMR) 
which is the statistical number to indicate the performance of track-following control. After 
traditional track-following servo control, several visible frequency components remain in the 
spectrum of non-repeatable position error signal (PES). The dominant ones among these 
frequency components are a main contributor to the TMR. The rejection of these dominant 
components via servo control is difficult due to the fact that the frequency of the dominant 
component is not exactly known. 

This dissertation introduces several adaptive control schemes to reject the dominant 
frequency component (narrow band disturbance with the largest magnitude) to reduce TMR for 
higher achievable areal density of HDDs. 

A natural approach to narrow band disturbance rejection is indirect adaptive control, 
which involves two steps both performed in real time. At the first step, the frequency of the 
dominant component is estimated. Two frequency estimation methods are investigated in this 
dissertation. The discrete Fourier transform (DFT) method results in fast and accurate frequency 
estimation, but its large computational amount makes it an impratical approach for on-line 
identification. The least mean squares (LMS) algorithm is a computationally simple method for 
frequency identification. Carefully choosing the step size profile, the frequency estimate 
converges within one revolution and the resulting bias is small. The second step of the indirect 
adaptive control is to apply an add-on compensator based on the frequency estimate to reject the 
dominant component. Two choices for the add-on compensator are discussed in this dissertation. 
One is to identify the magnitude and phase of the dominant component. With the identified 
frequency, magnitude and phase, an estimate of the dominant component is constructed and then 
canceled by the control signal. This scheme is further extended to rejecting multiple frequency 
components. Another proposed compensator adopts the structure of a disturbance observer 
(DOB). The Q filter in DOB is selected to be a narrow band-pass filter centered at the estimated 
frequency. A deep notch in the error rejection function is introduced by the DOB with such a Q 
filter to reject the dominant component. 

Two direct adaptive control schemes, which adapt compensator parameters directly, are 
also applied to compensate for the dominant component. One scheme applies a finite-impulse-
response (FIR) Q filter built around the baseline servo controller to reject the dominant 
component based on Youla-Kucera parameterization. The coefficients of the Q filter are updated 
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in such a way that the resulting controller incorporates the internal model of the narrow-band 
disturbance. To make the scheme suited for HDD systems, two modifications are proposed: 1) 
adding a pre-specified term to the Q filter to avoid large transient oscillation, and 2) cascading a 
bandpass filter to the Q filter to deal with inaccurate HDD plant model as well as to limit the 
waterbed effect to a certain frequency range. Another direct adaptive controller adopts the 
disturbance observer (DOB) loop with a narrow bandpass Q filter. The frequency parameter of 
the Q filter is directly adapted to the optimal value in the sense of minimizing the track-
following TMR. 

Realistic simulation tools are used to show that all adaptive control schemes described 
in this dissertation are effective in terms of rejecting narrow band disturbances to achieve smaller 
TMR. The advantages and disadvantages of each scheme are also discussed. 
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Chapter 1 

 
 

Introduction 
 
 
Hard disk drives (HDDs) continue to be the dominant large-capacity storage system. 

This dissertation is concerned with the advanced control algorithms to reject the narrow band 
disturbance in HDDs to improve the track-following servo performance. A brief introduction of 
the HDD components is given in Section 1.1. Section 1.2 provides an overview of the HDD 
servo system. The outline of the dissertation is provided in Section 1.3. 

 
 

1.1   Hard Disk Drive Components 
 
The first hard disk was brought to market by IBM in 1956 ([2]). Since then, the cost per 

megabytes of HDD has been constantly decreasing, while the capacity has been constantly 
increasing and the performance of data access has been constantly improving. All these 
progresses owe to great advances in many disciplines, including servo control. The servo 
problem for HDDs is very challenging as visualized using the following analogy ([57]). 

 
Imagine an airplane flying at 5M miles per hour but only 1/16 inch above the ground 
on a highway with 100,000 lanes where the width of each lane is only fraction of an 
inch. The challenge of the problem is further intensified by the fact that the airplane is 
expected to switch lanes frequently and then follow the new lane with the same 
precision. A scaled down version of this scenario is what one finds in the head 
positioning servomechanism of an HDD. 
 
Before we introduce the servo control system for HDDs, we should first look inside our 

control object, the HDD system. Figure 1.1 shows the servo-related main components of a hard 
disk drive. The user data is stored in concentric rings called tracks on the surface of the round 
flat disks. Tracks are further divided into sectors. In addition to the data sectors that hold user 
data, there are also servo sectors, which can provide the relative position of the head to the HDD 
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servo system. The disks are stacked on top of one another along a spindle and are rotated by a 
spindle motor. The data is accessed (read from or written to the disk) by a magneto-resistive read 
head and a thin film inductive write head, which are mounted on head sliders that are carried by 
suspensions. The suspensions are mounted on the actuator arm or E-block. The heads, the sliders, 
the suspensions, and the E-block together are known as the head stack assembly (HSA). During 
the read/write operation, the whole HSA is moved or maintained position by an actuator, the 
voice coil motor (VCM) shown in Fig. 1.1. 

 

 
Figure 1.1:  HDD components: 1) disks; 2) a track; 3) spindle; 4) head slider; 5) suspension; 6) 

actuator arm or E-block; 7) pivot bearing; 8) voice coil motor (VCM). 

 
 

1.2   Hard Disk Drive Servo System 
 
There are two parts in the HDD servo system: the spindle motor servo and the VCM 

servo. In this dissertation, we will be focusing on VCM servo control and the term “servo 
system” always refers to the VCM servo system. 

 
The VCM servo operation has two major modes: track seeking and track following. 

When the HDD receives a read/write request from the host like a personal computer, the 
requested data can be stored anywhere, i.e. any track, on the disk. If the track that holds the 
requested data is not the track that the read/write head is currently at, a command will be 
generated to move the head from the current track to the target track by applying current to the 
VCM actuator. This operation is called track-seeking control. After the head arrives at the target 
track, the position of the head must be maintained close enough to the track center for accurate 
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read/write operation. This regulation of the head position is called track-following control. 
 
The block diagram of the simplified VCM servo control loop is illustrated in Fig. 1.2. 

The plant includes the power amplifier, the VCM and the HSA. The output of the plant is the 
head position, which is measured at discrete time samples from the servo information stored in 
servo sectors. The sampling time of the position measurement depends on how fast the disks 
rotate and how many servo sectors there are in one revolution (called the sector number). The 
rotating speed of the disks is usually evaluated by the number of revolutions per minute (RPM). 
If the HDD has 7200 RPM and 200 servo sectors per revolution, then the sampling time is 
calculated by 60/7200/200, which is about 41.7 microseconds. The position measurement is 
compared to the reference to generate the position error signal (PES). The reference is equal to 
the distance between the target track and the current track for track-seeking control and zero for 
track-following control. The PES is then passed into the servo controller to calculate the VCM 
control signal, which is converted to an analog signal and gets amplified by the power amplifier 
to drive the VCM. Usually different servo controllers are used for track seeking and track 
following. 

 

 
Figure 1.2:  Block diagram of HDD servo system (DAC: digital-to-analog converter; ADC: 

analog-to-digital converter). 

 
The performance measure for the track-seeking control is the seek time, which must be 

as small as possible. There are several track-seeking control algorithms developed over the past 
twenty years. The time optimal control or bang-band control is a well-known solution to 
minimize seek time with control input saturation ([67]). The proximate time optimal 
servomechanism proposed by Workman ([89]) is an improved version of time optimal control 
widely used in the HDD industry. Other popular seeking controllers include mode switching 
control with initial value compensation ([63], [92], [93]) and two-degrees-of-freedom control 
([96], [97]), which work for both track seeking and track following. 

 
The focus of this dissertation is the track-following control for accurate read/write 

operation under large narrow band disturbances. The performance of a track-following controller 
is measured by the track mis-registration (TMR), a statistical property of the PES, defined as 
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=

=
N

k
kPES

N 1

2)(13TMR , (1.1)

for a sequence of PES with length N. For accurate read/write operation, the TMR is required to 
be less than 10% of the track pitch (or track width), under the adverse influence of multiple 
disturbances (also called TMR sources) that will be discussed in Chapter 2. Most commonly 
used track-following control in the HDD industry is the proportional-integral-derivative (PID) 
controller, which is a second-order system and usually suffices the need of attenuating low 
frequency disturbances. There are several resonance mode mainly at high frequencies need to be 
suppressed using notch filters ([26]) to stabilize the closed-loop system. The track-following 
controller can be designed by applying modern methodologies such as H2-optimal control [20], 

∞H -optimal control [21] and LQG/LTR loop shaping [16]. 
 
 

1.3   Outline of the Dissertation 
 
This chapter has provided a brief introduction to HDD inside components and VCM 

servo system. Chapter 2 will introduce disturbances in HDD system, especially the narrow band 
disturbances. Some existing methods of rejecting HDD disturbances will also be reviewed. 
Chapter 3 provides an overview of adaptive controllers. Then in Chapter 4, some indirect 
adaptive controllers will be described and applied to reject HDD narrow band disturbances. 
Another kind of adaptive control algorithms, direct adaptive control, will be introduced to reject 
narrow band disturbances in Chapter 5. The conclusions of this dissertation and some future 
research topics related to the rejection of HDD narrow band disturbances will be provided in 
Chapter 6. 
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Chapter 2 

 
 

Narrow Band Disturbance 
 
 
This chapter describes the narrow band disturbances in the HDD system. The various 

sources of the narrow band disturbances are discussed in Section 2.1. The narrow band 
disturbances exist in both repeatable runout (RRO) and non-repeatable runout (NRRO) and the 
methods of handling such disturbance in RRO and in NRRO are usually different. Some popular 
methods to reject the narrow band disturbances in the RRO are given in Section 2.2.1, while 
some traditional ways of rejecting the narrow band disturbances in the NRRO are discussed in 
detail in Section 2.2.2. 

 
 

2.1   Narrow Band Disturbance Overview 
 
As introduced in Section 1.1, the performance of the HDD track-following control is 

measured by the TMR. The source of TMR is the disturbances in HDD, including repeatable 
runout (RRO) and non-repeatable runout (NRRO). Narrow band disturbances contribute a lot to 
both the repeatable and the non-repeatable runouts, but the narrow band disturbances in these 
two runouts are different in nature. 

 
Some of the HDD disturbances repeat from revolution to revolution. Thus, they are 

called RRO. The RRO is mainly due to the track eccentricity and the spindle eccentricity. The 
PES caused by the RRO is called repeatable PES (RPES). Figure 2.1 shows the spectral density 
of a sequence of RPES, which consists of a fundamental frequency component and its higher 
harmonics. Obviously all RRO harmonics can be considered as narrow band disturbances. The 
RRO is locked to the spindle rotation in both frequency and phase, which makes the frequency 
and phase of the narrow-band disturbances in the RRO time-invariant. 

 
The RPES is the deterministic part at each servo sector by definition, which keeps 

showing up in PES at every revolution. Thus, it can be estimated by taking average of the PES 
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for each sector. After removing the RPES from PES, we obtain the non-repeatable part of PES 
([95]), known as non-repeatable PES (NRPES), the source of which is called non-repeatable 
runout (NRRO). The NRRO contains both broadband and narrow band components as shown in 
Figure 2.2. To further decompose the NRRO, we can use the famous PES Pareto method ([3], [4], 
[5]). The known sources of NRPES include but not limited to: 

 
1. Power amplifier noise that is significant at low frequencies; 
2. Windage, which is a broadband disturbance usually below 1000 Hz;  
3. White sensor noise, which dominates the high frequency PES; 
4. Disk modes excited by air turbulence;  
5. External shock and vibration.  

 
Figure 2.1:  An example of repeatable PES spectrum after standard servo control. 
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Figure 2.2:  An example of non-repeatable PES spectrum after standard servo control. 

 
Among all these sources, both disk modes and external vibration can result in sharp 

peaks, or narrow band components, in the PES spectrum. There are many disk modes in the 
HDD system and most of them are caused by disk flutter ([23]), which is the vibration in the 
axial direction of the disk due to internal windage excitation during the disk operation. This axial 
vibration can be translated to the head off-track in the radial direction and shows up as narrow 
band peaks in the NRPES spectrum. HDDs, especially small form-factor ones, are very sensitive 
to external shock and vibration, which are also narrow band disturbances and mainly show up as 
large peaks at low frequencies in the PES spectrum. To make the situation worse, the head off-
track concentrated in [350 Hz, 2000 Hz] is amplified by the error rejection function ([23]). This 
amplification along with the rapid growth in track density and spindle motor speed makes 
narrow band disturbances in this frequency range a major contribution to the NRRO and thus to 
the TMR. Moreover, the NRRO present during self-servo writing process will be transformed 
into RRO afterwards. Therefore, the narrow band disturbances must be properly rejected to meet 
the stringent TMR budget. 

 
 

2.2   Dominant Frequency Component  
 
This dissertation is focused on rejecting the narrow band disturbances of NRRO in the 

mid-high frequency range around 300 Hz to 1800 Hz. We call the largest narrow band frequency 
component in the NRPES spectrum as the dominant frequency component. Throughout the 
dissertation, we will use “narrow band disturbance” and “dominant frequency component” 
interchangeably unless otherwise stated. 

To reject the dominant component of NRRO, it is required to know its nature in the 
frequency domain. Figure 2.3 shows that the frequency of the dominant component varies from 
one zone to another (different head or different track). The magnitude and the phase are both 
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time-varying for the dominant component at a fixed zone as depicted in Fig. 2.4. Therefore, the 
dominant frequency component of NRRO can be modeled as a sinusoidal signal with slowly 
time-varying magnitude and phase at varying frequency for different zones in an HDD. 

 

 
Figure 2.3: Power spectra of NRPES in three different zones: (a) In zone No.1 (dominant 
component exists at 870Hz); (b) In zone No.2 (at 1000Hz); (c) In zone No.3 (at 750Hz). 
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Figure 2.4: Spectral analysis (discrete Fourier transform) of the dominant component in every 30 
sample non-repeatable PES measurement from a disk drive: (a) Time trace of magnitude; (b) 

Time trace of phase. 

 
 

2.3   Traditional Narrow Band Disturbance Rejection 
 
RRO and NRRO are totally different in nature. So the effective algorithms that reject 

the narrow band disturbances in them are different. In this section some traditional servo 
methods to reject RRO and NRRO narrow band disturbances will be discussed. 

 

2.3.1   RRO Rejection  
 
RRO is locked to the spindle rotation in both frequency and phase. RRO can be 

rejected either by improving the precision of the servo-writer during the manufacturing processes 
or by servo control algorithms, like repetitive control ([40]) and adaptive feedforward control 
([91]).  
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2.3.2   NRRO Rejection 
 
Unlike RRO, NRRO contains broadband noise and narrow band frequency components 

with time-varying phases and magnitudes at known and often unknown frequencies as discussed 
in Section 2.2. In this dissertation, we focus on rejecting the narrow band frequency components. 

 
There exist several mechanical approaches to suppressing narrow band NRRO 

disturbance due to disk flutter. Examples of such mechanical re-design include novel 
aerodynamic designs of the shroud (like decreasing disk-to-shroud spacing [35], smoothening 
the shroud contour and reducing the shroud opening [29]), squeeze air bearing damping [17], 
feedback [34] and feedforward [24] control using additional sensors, feedback control with 
piezoelectric actuator patches [85], and optimal HSA design [64]. The external vibration induced 
PES can be effectively rejected by the use of a shock sensor or an accelerometer ([19], [107]). 
Most of these approaches yield significant TMR reduction. 

 
However, all these time-consuming redesign of mechanical structures of HDD will 

greatly increase the cost of disk drives. Instead, rejecting narrow band NRRO via servo 
algorithms is more preferable. The traditional servo methods of rejecting narrow-band 
disturbances in the NRRO include different kinds of peak filters ([43], [90], [100]). The 
difficulty of determining the center frequency of the peak filters remains for these methods. 

 
Since the frequency or the model of the narrow band disturbance of interest is unknown, 

the most appropriate and effective compensation algorithm is the adaptive control scheme, 
including indirect adaptive control and direct adaptive control, which will be discussed in detail 
in the following chapters. 

 
 

2.4   Summary 
 
In this chapter, the properties of various disturbances in the HDD system have been 

reviewed. The disturbances of interest in this dissertation, the narrow band disturbances in 
NRRO, are caused by disk flutters and external vibration. The frequencies of the NRRO narrow 
band disturbances are usually unknown and can be different at different tracks and disks. 
Moreover, their phase and magnitude are slowly time varying. In order to reject these 
disturbances, either additional mechanical components should be applied or the track-following 
servo controller should be redesigned. The latter is a preferred approach from the viewpoint of 
implementation cost. 
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Chapter 3 

 
 

Adaptive Control Overview 
 
 
This chapter gives an overview of adaptive control theory. The definitions and some 

famous examples of adaptive control are given in Section 3.1, which is divided into two 
subsections, 3.1.1 about indirect adaptive control and 3.1.2 about direct adaptive control, 
respectively. Section 3.2 lists some important moments in the history of adaptive control. Section 
3.3 describes several adaptive controllers that have been applied to HDD systems. 

 
 

3.1   Definitions and Examples 
 
The compensation methods discussed in Section 2.3 are all effective on rejecting 

narrow band disturbance, only if part (such as frequency) or whole of the model of the 
disturbance is exactly known. As seen in Section 2.2, however, the frequency of the NRRO 
narrow band disturbance of interest is often unknown and even time varying. Then all the 
traditional compensation schemes that require known frequency do not work on its own for 
rejecting such disturbance. 

 
A natural and popular control method of dealing with unknown or changing parameters 

of a controlled plant is adaptive control, which was defined in [49] as the following. 
 
Definition 3.1: An adaptive control system measures a certain performance index of 

the control system using the inputs, the states, the outputs and the known disturbances. From the 
comparison of the measured performance index and a set of given ones, the adaptation 
mechanism modifies the parameters of the adjustable controller and/or generates an auxiliary 
control in order to maintain the performance index of the control system close to the set of given 
ones (i.e., within the set of acceptable ones). 

 
A simplified definition given in [11] stated that an adaptive controller is a controller 
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with adjustable parameters and a mechanism for adjusting the parameters. Depending on the way 
that the controller parameters are adjusted, adaptive control can be categorized into indirect 
adaptive control and direct adaptive control, the definitions and a few examples of which will be 
given in Subsections 3.1.1 and 3.1.2. In Chapter 4 and Chapter 5, both indirect and direct 
adaptive controllers will be applied to reject NRRO narrow band disturbance in the HDD system. 

 

3.1.1   Indirect Adaptive Control 
 
When the controller parameters are calculated based on the plant model identification, 

the adaptive controller is called indirect [11]. The indirect adaptive control works as a two-step 
approach: the plant model or parameters are identified first and then the controller parameters are 
determined accordingly. 

 
One popular indirect adaptive controller is the explicit self-tuning control system 

represented in Fig. 3.1. The identifier block takes the plant input and the plant output to estimate 
the plant model or parameters, usually by an appropriate parameter adaptation algorithm (PAA). 
These identified parameters are treated as the true parameters of the plant, based on which the 
controller parameters are computed according to the specification. The controller with these 
computed parameters is then applied to the closed-loop system. The controller parameters are 
often determined by pole placement [10] in the deterministic case or by minimum variance 
design [68] in the stochastic case. 

 
 

 
Figure 3.1:  Self-tuning control structure. 
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3.1.2   Direct Adaptive Control 
 
When the controller parameters are adjusted directly without plant model identification, 

the adaptive controller is called direct. One example of direct adaptive controller is the model 
reference adaptive control scheme depicted in Fig. 3.2. The controller parameters are updated in 
such a way that the controlled closed-loop system behaves like the reference model. 

 

 
Figure 3.2:  Model reference adaptive control structure. 

 
In many cases, the direct adaptive control is accomplished by an appropriate 

parameterization (re-parameterization) of the plant equation in terms of the controller parameters. 
In general, direct adaptive control provided more attenuation than indirect adaptive control [48]. 
However, for some plants, such as plants that possess unstable zeros, the plant re-
parameterization becomes impossible. Then only indirect adaptive control can be applied to such 
plants. 

 
 

3.2   Brief History of Adaptive Control 
 
Adaptive control has a history of more than fifty years. It first appeared in 1950s with 

extensive research related to high performance aircraft. In 1958, Whitaker et al. proposed the 
model reference adaptive control and presented a well-known parameter adjustment mechanism 
called the “MIT-rule”, which updates the parameter vector by setting its time derivative equal to 
a constant adaptation gain or step size multiplied by the model error and the negative gradient of 
the model error. The indirect adaptive control emerged around the same time period by Kalman’s 
self-optimizing control design for digital process control system [39], which is considered to be 
the first publication on the self-tuning idea. 
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In 1960s, the adaptive control research was greatly stimulated by the advancement of 
many control theories, such as state space, stochastic control, Lyapunov’s stability theory and 
dynamic programming. As part of adaptive control theory, system identification and parameter 
estimation were also well developed in that time period.  

 
From the late 1960s to 1970s, Landau provided an input-output approach known as 

hyperstability or positivity to prove the stability of model reference adaptive systems ([45], [46]). 
In 1973, the term “self-tuning” was first created in [9], which boosted development of the 
indirect adaptive control approach. 

 
In 1980s, the research of adaptive control was focusing on the robustness analysis of 

adaptive control systems under the influence of unmodeled dynamics, noise and disturbance. 
There were several modifications of adaptation algorithms proposed for the robustness 
consideration, including using normalized signals [66] and adding leakage [36]. 

 
 

3.3   Adaptive Control for HDD 
 
Adaptive controllers have been constantly finding its way into the HDD systems, 

although they are often considered to be too computationally involved for the very limited 
computing time allocated for control algorithm in HDDs.  

 
There is one adaptive control algorithm that plays an important role in HDD systems, 

the adaptive feedforward cancellation (AFC) algorithm ([14], [91]). The AFC is a continuous-
time adaptive approach commonly applied in HDD systems to reject RRO harmonics. It has been 
shown in [14] that the AFC algorithm is equivalent to the internal model principle scheme. In 
[15], Bodson and Douglas combined the AFC scheme with a frequency estimation of the 
disturbance to form an indirect adaptive controller for the rejection of sinusoidal disturbances 
with unknown frequency. 

 
Horowitz and Li ([32]) introduced a Wiener filter based adaptive controller as a track-

following add-on compensator to reject stochastic disturbances through two parameter 
adaptation algorithms running simultaneously: one identifies the plant and noise model and the 
other estimates the parameters of a Wiener filter. 

 
A robust track-following controller design was presented in [38] to handle VCM gain 

variation. The authors first adopted an Internal Model Control (IMC) structure for robust 
stability against unmodeled plant dynamics and then applied the model reference adaptive 
control to adapt a gain variable to handle the plant gain variation. 

 
In [44], Krishnamoorthy and Tsao proposed a robust adaptive and repetitive control 

scheme for HDD track following. They used an LQG controller as the baseline track-following 
controller, which was augmented by a plug-in two-period repetitive controller for the repeatable 
disturbances and an adaptive-Q controller for the remaining non-repeatable disturbances. 
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3.4   Summary 

 
An overview of the adaptive control theory has been given in this chapter. The 

definition of adaptive control as well as a brief note on the history of adaptive control was 
provided. Two popular adaptive controllers were discussed: the self-tuning control and the 
model reference adaptive control, which respectively belong to the category of the indirect 
adaptive control and the direct adaptive control. Several applications of the adaptive control 
theory in HDD servo systems were also discussed. 
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Chapter 4 

 
 

Indirect Adaptive Rejection of Narrow 
Band Disturbance 

 
 
In this chapter the indirect adaptive control scheme introduced in Chapter 3 is applied 

in HDD systems to reject narrow band disturbance with unknown frequency. The structure of the 
rejection scheme is described in Section 4.1. Basically there are two major components in the 
structure: frequency identifier and add-on narrow band disturbance compensator. Section 4.2 
describes frequency identification of the narrow band disturbance, which is critical to 
successfully rejecting the disturbance. The algorithms discussed there include discrete Fourier 
transform (DFT) and least mean squares (LMS). With an accurate frequency identification result, 
several methods can be applied to reject the disturbance, including the basis function method and 
the disturbance observer (DOB), which are introduced in Sections 4.3 and 4.4, respectively. A 
realistic simulation tool is used to demonstrate the performance of indirect adaptive 
compensators. 

 
 

4.1   Structure of Indirect Adaptive Rejection System for 
Narrow Band Disturbance 

 
As introduced in Section 3.1.1, indirect adaptive control is a two-step approach. For the 

rejection of disturbance, the first step of indirect adaptive control is to identify the disturbance 
model. Since a narrow band disturbance can be represented by its frequency, phase and 
magnitude, we can consider them as the model parameters of a narrow band disturbance. 
Moreover, the impact of a peak in the disturbance on the output of a linear time-invariant closed-
loop system is determined by the gain of the loop at the frequency of the peak. So usually we 
only need to identify the frequency of the narrow band disturbance. The second step of indirect 
adaptive control usually involves designing a feedback controller based on the identification 
results from the first step. However, since the HDD system is not only disturbed by the narrow 
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band disturbance (dominant frequency component) but also many other kinds of noise as 
described in Chapter 2, it is more desirable to use an add-on compensator than to replace the 
existing or baseline feedback controller with a new one solely for the purpose of rejecting 
narrow band disturbance. The other reason for using an add-on compensator is that in this way it 
is very easy to turn off or on the narrow band disturbance rejection, based on the existence of the 
disturbance. This rejection scheme is represented by the closed-loop structure shown in Fig. 4.1. 

 

 
Figure 4.1:  Structure of the indirect adaptive compensation for narrow band disturbance. 
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4.2   Frequency Identification 
 
Frequency identification of sinusoidal signals buried in noise is an important problem, 

which has numerous applications in communications, sonar, speech analysis and many other 
areas. One category of frequency identification methods, such as the Pisarenko harmonic 
decomposition ([69]), the reformed Pisarenko harmonic decomposition ([75], [76], [77]), and the 
multiple signal classification method ([72]), is based on eigendecomposition of the 
autocorrelation matrix. The maximum likelihood algorithm is another candidate of estimating 
frequency of sinusoids in noise ([1], [41], [88]). A popular and not too computationally intensive 
method for frequency identification is adaptive notch filter ([61], [54], [12], [13]). In this section, 
we will describe the theoretically most accurate but computationally complex discrete Fourier 
transform (DFT) method and a computationally simple least mean squares method for frequency 
identification. 

 
 

4.2.1   Narrow Band Signal Enhancement 
 
The only available direct head position measurement in an HDD system, the PES, is 

used for the frequency identification. As introduced in Chapter 2, the PES contains not only the 
NRRO narrow band disturbance we want to reject but also broadband noise and many other 
frequency components. When we identify the frequency of the dominant frequency component 
(considered as signal for identification), all other frequency components are considered as noise. 
In order to isolate the frequency band of the dominant component from other components as well 
as to enhance the signal-to-noise ratio (SNR) for identification, the PES is filtered by an infinite-
impulse-response (IIR) bandpass filter. The pass band of the filter should cover the frequency 
band that the dominant frequency component resides. Figure 4.2 shows an example of such filter 
with pass band [700Hz, 1100Hz]. The PES spectra before and after the bandpass filter are 
compared in Fig. 4.3. All frequency components outside the pass band are effectively attenuated 
by the filter. 

 
The frequency of the dominant component needs to be identified on-line, because it 

varies from track to track. Furthermore, since the read-write head does not stay on one track for 
many revolutions during operation, the frequency identification should be completed within a 
short time window. Therefore, the frequency identification algorithm must be computationally 
simple and converges fast. Moreover, we assume that there is only one dominant component in 
the filtered PES. 
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Figure 4.2:  Frequency response of a bandpass filter with pass band [700Hz, 1100Hz] for the 

frequency identification. 

 
Figure 4.3:  PES spectra before and after the bandpass filter. 
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4.2.2   Discrete Fourier Transform 
 
The narrow band disturbance is basically a sinusoidal signal. To estimate its frequency, 

it would be better to resort to frequency domain analysis or Fourier analysis. 
 
For any discrete-time absolutely summable sequence )(nx , its discrete-time Fourier 

transform (DTFT) is defined as 

 ∑
∞

−∞=

−=
n

njj enxeX ωω )()( . (4.1)

Noticing that 12 =− nje π , )( ωjeX  is periodic with period π2 . The sequence )(nx  can be 
represented by its DTFT: 

 ∫−
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π
π

ωω ω
π

deeXnx njj )(
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1)( . (4.2)

Equation (4.2) is called the synthesis formula, since it determines how much of each frequency 
component is required to synthesize )(nx . 

 
For a discrete-time sinusoidal signal given by 

 )cos()( 0 φω += nnx , (4.3)

where n ranges from ∞−  to ∞ , its DTFT is nonzero only at πωω k20 +±= , for any integer k, 

which implies that the absolution value (usually termed magnitude) of )( ωjeX  can be used to 
find the frequency of a sinusoidal signal. In practice, it is impossible to get an infinitely long 
signal. So the DTFT of a sequence )(nx  that is collected only for a finite duration 

1 , ,0 −= Ln K , is given by 

 ∑
−

=

−=
1

0
)()(

L

n

njj enxeX ωω . (4.4)

 
The DTFT of a finite-duration sinusoidal signal at frequency 0ω  is no longer impulses 

at πωω k20 +±= . The sharp impulses are smoothed out into the entire ω  domain (spectral 
leakage pattern), but the magnitudes of the DTFT at πωω k20 +±=  are much larger than the 
values at other frequencies if the sequence is long enough. In general, the longer the sequence, 
the smaller the spectral leakage. Thus, the DTFT is still a good way of estimating frequency of a 
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finite-length sinusoidal sequence. But it is still impractical to calculate )( ωjeX  for any real ω  

with limited computation power. So for most of the times, )( ωjeX  is only evaluated at 
uniformly-spaced finitely many points over one period: 

 ∑
−

=

−

=
1

0

2

)()(
N

n

N
knj

L enxkX
π

, for .1 , 1, ,0 −= Nk K  (4.5)

The subscript L means that the length of )(nx  is L. The number of frequency points, N, is 
usually chosen to be no less than the length of )(nx  and )(nx  is padded with zeros for Ln ≥ . 

)(kX L  gives value of )( ωjeX  at 
N

kπω 2=  and is called the discrete Fourier transform (DFT) of 

)(nx . 
 
When )(nx  only takes real value, )(kX L  becomes complex conjugate to )( kNX L − , 

which means that )(kX L  and )( kNX L −  have the same magnitude. So only the first half of 
)(kX L  needs to be calculated for the purpose of estimating frequency of a sinusoidal sequence 

or a narrow band signal. Moreover, for a discrete-time sinusoidal signal of length L, the 
magnitude of )(kX L  at the frequency of the signal is equal to L/2. Thus, the normalized DFT 
given by 

 ,)(2)(
L

kXkX L
L =  for , , 1, ,0 Mk K=  (4.6)

is used for frequency identification. The constant M is obtained from N by 
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Suppose the frequency identification begins at time 0. Then at each control sample, an 

N-point DFT is performed for all available PES (denoted by )(nx ) that has been collected since 
the identification starts. Then at time 1−L , the frequency estimate (in the unit of Hz) is given by 

 
{ }

2

 , 1, ,0
)(maxarg1)1(ˆ kX

NT
Lf L

Mks K∈
=− , (4.8)

where )(kX L  is the normalized DFT of )(nx  ( 1 , 1, ,0 −= Ln K ) calculated by Eq. (4.6) and 
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(4.5). Notice that the resolution of the frequency estimate is 
NTs

1 . So N must be chosen to be a 

large integer to achieve enough resolution for accurate frequency estimation. In our case, N = 
2048. Moreover, since we know that the dominant frequency component is within certain 

frequency range, the DFT only needs to be carried out for those k’s such that 
NTs

k  lies in the 

frequency range that the dominant component resides. Suppose the lower bound and the upper 
bound of k are kl and ku, respectively. At sample L (length of )(nx  is L+1), Eq. (4.5) can be re-
written as 
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for .1 , 1, ,0 −= Nk K  The same relation applies to the normalized DFT: 

 ,)()()(
2

1 N
kLj

LL eLxkXkX
π−

+ +=  (4.10)

for ull kkkk  , ,1 , K+= , which means that the DFT can be calculated recursively as new 

measurement comes in. So at each control sample L, only N
kLj

eLx
π2

)(
−

 for ull kkkk  , ,1 , K+= , 
need to be calculated and added to )(kX L  to obtain )(1 kX L+ , which is used at the next sample 
to calculate )(2 kX L+  and so on. 

 
The frequency identification algorithm using DFT is applied to a set of PES 

measurement collected from a hard drive with 7200 RPM and 180 servo sectors per track to 
demonstrate its performance. It is assumed that the frequency of the dominant component is in 
the range [700Hz, 1100Hz]. The 2048-point DFT is calculated recursively by Eq. (4.10) for the 
frequency identification. The lower bound and upper bound of k are 67=lk  and 104=uk  in 
this case. The identification result is shown in Fig. 4.4. The frequency estimate oscillates in the 
beginning due to the significant spectral leakage effect for small sample size. After 0.8 
revolution, the estimate converges to the accurate frequency of the dominant component. 
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Figure 4.4:  Frequency identification result using the DFT method. 

 
The DFT is the frequency-domain representation for a sequence of discrete-time signal. 

Without any prior knowledge of the signal, the DFT provides the most accurate and 
straightforward frequency estimate. This method can also be called spectral analysis of the signal, 
since it is based on the spectral density of the signal. However, it is not suited for on-line 
identification due to its impractically large amount of computation for calculating DFT. For 
example, in our simulation, when 67=lk  and 104=uk , 38 complex-number multiplications 
and additions are required to calculate )(kX L  at each control interval, which is usually not 
acceptable in a HDD system. A computationally simple method is preferred for real time 
frequency identification. 

 

4.2.3   Least Mean Squares Method 
 
This method is based on the parametric model of a sinusoidal signal. Let )(kz  and 

)(kx  represent the filtered PES and the dominant frequency component, respectively. All other 
frequency components contained in )(kz  are treated as noise )(kn , i.e., )()()( knkxkz += . 
Although the phase and magnitude of the dominant component are usually slowly time varying, 
we suppose that the component can be expressed as 

 )cos()( 0 φω += kTAkx s , (4.11)
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where ω0 is the frequency (in radian/second) of the dominant component and A and φ  are 
magnitude and phase, respectively. It is easy to verify that the following equations hold 
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Adding these two equations together yields 

 )cos(])1(cos[2)2()( 00 ss TkTAkxkx ωφω +−=−+ . (4.14)

Noticing that 

 )1(])1(cos[ 0 −=+− kxkTA s φω , (4.15)

we have 

 )1()cos(2)2()( 0 −=−+ kxTkxkx sω . (4.16)

 
Define the estimation error as 

 )1()(ˆ)2()()( −−−+= kzkkzkzke λ . (4.17)

where the frequency coefficient )(ˆ kλ  is defined as  

 [ ]sTkk )(ˆcos2)(ˆ ωλ = . (4.18)

Here the estimate of the frequency ω0 at sample k is denoted as )(ˆ kω .  
 
With the definition of estimation error (4.17), the LMS [28] algorithm is applied to 

obtain the estimate of this frequency coefficient: 

 )(
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where µ is the step size. The partial derivative of )(ke  is given by 
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Therefore, )(ˆ kλ  is finally updated according to 

 )()1( )(ˆ)1(ˆ kekzkk −+=+ µλλ . (4.21)

From Eq. (4.18) the frequency estimate at the (k+1)-th sample is given by 

 sTkk /])2/)1(ˆ[(cos)1(ˆ 1 +=+ − λω . (4.22)

 
It is important for an algorithm to be stable and to converge. So the proof of the 

stability and convergence of this algorithm of frequency identification is provided as follows. 
 
Let λ  denote the true value of the frequency coefficient, i.e., )cos(2 0 sTωλ = . 

Suppose that )(kz  can be expressed as 

 
),()2()1(

)()2()1()cos(2)( 0

kkzkz
kkzkzTkz s

ξλ
ξω

+−−−=
+−−−=

 (4.23)

where )(kξ  is considered as the modeling error of )(kz . After subtracting λ  from the both sides 
of (4.21), substituting )(ke  by (4.17) and substituting )(kz  by (4.23), we can get the dynamic 
model of the frequency coefficient error λλλ −= )(ˆ)( kk  as 

 )()1( )())]1([1()1( 2 kkzkkzk ξµλµλ −+−−=+ . (4.24)

 
The PES in HDD is bounded and so is the filtered PES )(kz . Since )(kξ  depends only 

on )(kz , )1( −kz , )2( −kz , and λ , it must also be bounded. Therefore, there exists a positive 
constant M satisfying Mkkz ≤− )()1( ξ  for all k. 

 
Suppose that 

 ηµ ≤−− 2)]1([1 kz , (4.25)

for all k and some positive constant η . Then we have 

 Mkk µληλ +≤+ )()1( , (4.26)
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which yields an upper bound for )(kλ : 

 η
µηλ
−

+≤
1

)( MCk k , (4.27)

where constant C depends on the initial absolute error )0(λ . Thus, if the step size µ  satisfies 

 [ ]2)(max
20

kzk

<< µ , (4.28)

then 10 <<η  and 

 η
µλ
−

≤
∞→ 1

)(lim Mk
k

. (4.29)

 
The bound in (4.29) can be made small by choosing small µ , whereas large µ  (but 

still less than 12 ))]([(max −kzk ) is desired for fast convergence. 
 
On the other hand, )(kz  can be considered as a random process with bounded value. 

Suppose that (4.25) still holds. Then from (4.24), we have 

 ))()1(( ))(())1(( kkzEkEkE ξµληλ −+≤+ . (4.30)

 
If 0))()1(( =− kkzE ξµ , then )(ˆ kλ  is an asymptotically unbiased estimate of λ . 

Since ))()1(( kkzE ξµ −  is small in our case, the bias of )(ˆ kλ  is also small. 
 
The performance of the frequency identification by LMS algorithm is determined by 

the step size µ : a large step size results in fast convergence and large fluctuation after 
convergence and vice versa. Figure 4.5 compares the frequency estimates for 01.0=µ  and 

001.0=µ . In the simulation, we allow one revolution for the frequency estimate to converge 
and use the estimated frequency at the end of the first revolution to build the add-on compensator. 

 
In order to achieve both fast convergence at the beginning and small fluctuation after 

convergence, we use a time-varying step size as depicted in Fig. 4.6. The step size µ  remains 
0.01 for the first 1/4 revolution, and then it is ramped down, according to the equation 

 ]0001.0)([9.00001.0)1( −=−+ kk µµ . (4.31)
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This makes µ  exponentially converge to 0.0001. With this step size, the frequency estimate 
converges within one revolution and is similar to the result of spectral analysis (discrete Fourier 
transform) as shown in Fig. 4.7. The converged frequency estimate by the LMS algorithm after 
one revolution is 861 Hz, which is very close to 854 Hz, the frequency of the dominant 
component with the largest magnitude in the spectrum of one revolution of the filtered PES. This 
identified frequency is then used to build the add-on compensator in Fig. 4.1 to reject the 
dominant frequency component. 

 

 
Figure 4.5:  Frequency identification by the LMS algorithm with different values of the step size. 

The identification begins at Revolution 0. 
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Figure 4.6:  Trajectory of the time-varying step size for frequency estimation. 

 

 
Figure 4.7:  Simulation result of the frequency identification by spectral analysis and by LMS 

algorithm. 
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4.3   Basis Function Algorithm 
 
The second step of the indirect adaptive control is the add-on compensator design. One 

compensation scheme was proposed by Kim et al. [42]. They added a 2nd order peak filter to the 
servo loop in parallel with the existing controller to achieve certain attenuation at the center 
frequency of the filter. With their compensation scheme, the dominant component was reduced 
by 50% and the TMR improvement was limited. In this section and the next section, two other 
compensators will be introduced to deal with the dominant frequency component: the basis 
function algorithm and the narrow band disturbance observer, respectively. 

 

4.3.1   Magnitude and Phase Identification 
 
The narrow band disturbance of interest can be modeled as a sinusoidal signal, which is 

completely described by its frequency, magnitude and phase. With the frequency estimate 
obtained from the frequency identification, if we can further estimate its magnitude and phase, 
the signal can be constructed and removed from the servo loop to reject the disturbance. 

 
For magnitude and phase identification, it is convenient to let the disturbance (TMR 

source) enter at the input to the plant as shown in Fig. 4.8. In reality, the disturbance can enter 
anywhere in between the control signal and the PES measurement, but for any disturbance, there 
is an equivalent signal that enters at the input to the plant and generates the same PES as the 
original disturbance. So it is reasonable to assume that all disturbances enter at the input to the 
plant. 

 
The exact transfer function of the plant is usually unknown or very complicated. But 

we always have a plant model, the transfer function of which is supposed to be )( 1−− zPz n
m , 

where m is the pure delay steps of the system and 

 
)(
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−
− =

zA
zBzPn . (4.32)

The polynomials )( 1−zA  and )( 1−zB  are equal to n
n zaza −− +++ L1

11  and 
n

n zbzbb −− +++ L1
10  ( 00 ≠b ), respectively. Since in the HDD system the plant modeling 

uncertainty is very small in the frequency range [200Hz, 1100Hz], we can assume that 

 )()( 11 −−− = zPzzP n
m  (4.33)

holds in [200Hz, 1100Hz]. 
 
A delayed estimate of the disturbance can be generated by inverting the plant model 

transfer function without the pure delay. When there are unstable zeros in the plant model, the 
zero-phase error-tracking (ZPET) algorithm ([80], [81]) can be used to get approximate inversion. 
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Suppose that the inverse of the plant model without pure delay is )( 11 −− zPn  

( )(/)()( 1111 −−−− = zBzAzPn , if there are no unstable zeros). The disturbance estimate at (k − 
m)-th sample is then given by 

 )()()()(ˆ 11 mkukyzPmkd n −−=− −− . (4.34)

 

 
Figure 4.8:  Plant model with disturbance at input. 

 
With the identified frequency ω̂ , obtained by the frequency identification scheme 

described in the previous section, we can employ a bandpass filter given by 
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to get rid of the frequency components other than the dominant one contained in )(ˆ mkd − . 
Notice that at ω̂ , 1)( 1 =−zGbpf , which guarantees that at the steady state the filtering does not 

change the magnitude and the phase of the dominant component and by choosing η  close to and 
less than 1, the pass band is made narrow. Then the filtered )(ˆ mkd −  (denoted by )(ˆ mkd −′ ) is 
approximately equal to the value of the dominant component delayed by m samples, which is 
denoted by )( mkx −′ . 

 
The time-varying phase and magnitude of )( mkx −′  must be identified to successfully 

reject the disturbance. The method for phase and magnitude identification is the basis function 
algorithm ([58], [82], [83]), which is based on a Fourier expansion of the dominant component: 

 
),(              

]ˆ)sin[(]ˆ)cos[()(

mk

TωmkTωmkmkx
T

ss

−ΦΘ=

−+−=−′ βα
 (4.36)

where )],ˆsin(  )ˆ[cos()( kTωkTωk ss
T =Φ  ],  [ βα=ΘT  and α  and β  are unknown coefficients, 

which are related to magnitude and phase of the dominant component. The objective is to 
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correctly identify these coefficients in Θ . Let an estimate of Θ  be denoted by 

 )](  )([)(ˆ kkkT βα=Θ . (4.37)

Then the a priori estimate of )( mkx −′  is given by 

 )()1(ˆ)(ˆ 0 mkkmkx T −Φ−Θ=−  (4.38)

and the a priori estimation error is defined by 

 
).()1(ˆ)(          

)(ˆ)(ˆ)( 00

mkkmk

mkxmkdk
TT −Φ−Θ−−ΦΘ≈

−−−′=ε
 (4.39)

The parameter estimate vector, )(ˆ kΘ , is updated at every sample using the recursive least 
squares parameter adaptation algorithm ([47]) as 

  
)()()(1

)()()()1(ˆ)(ˆ
0

mkkFmk
kmkkFkk T −Φ−Φ+

−Φ+−Θ=Θ ε  (4.40)
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⎦
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where 1λ  is the forgetting factor. 
 
The convergence of )(ˆ kΘ  yields an accurate representation of the dominant component 

and this estimate, )()(ˆ)(ˆ kkkx T ΦΘ= , is removed from the input of the plant to compensate for 
the dominant frequency component by letting  

 )(ˆ)( kxkv −= , (4.42)

where v(k) is the compensation signal shown in Fig. 4.1. 
 

4.3.2   Simulation Results 
 
To see how the TMR is improved by the proposed compensation scheme, a simulation 

is performed by running the basis function algorithm for five revolutions to reject the dominant 
frequency component. The first thing to do for the basis function algorithm is to compute the 
disturbance estimate using (4.34) by filtering the measurement or the output of the plant through 
the inverse of the plant and then comparing with the delayed control signal. The inverse of the 
full-order plant model is not practical due to the large amount of computation. In the simulation, 
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the inverse of a 4th order simplified plant model is used to get the disturbance estimate. The 
simplified plant model is a double-integrator with the butterfly resonance mode at around 5,000 
Hz. The magnitude and the phase of the simplified model differ from those of the full order 
model only at high frequencies. The inverse of the simplified plant works almost the same as the 
accurate inverse, since the difference at high frequencies is reduced by the bandpass filter (4.35). 
The coefficient η  in (4.35) is set to 0.95 in the simulation. The forgetting factor 1λ  of the 
recursive least squares parameter adaptation algorithm in (4.41) is chosen to be a small value 0.3 
representing strong forgetting, since the magnitude and the phase of the dominant component 
vary fast. 

 
As mentioned before, the compensation scheme is mainly for the track following 

control, which means that the reference is zero. In the spectrum of the PES shown in Fig. 4.9, we 
can see that the dominant component is almost completely removed by the proposed 
compensation scheme with small amplification in [1300 Hz, 2300 Hz] and the TMR is reduced 
by 17% (the standard deviation of the PES before and after compensation are 3.36 and 2.78 in 
the unit of track percentage, respectively). 

 

 
Figure 4.9:  PES spectra with and without compensation. 
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Figure 4.10:  Block diagram of a simulation system for checking effect of compensation. 

 
It is important to confirm that the proposed scheme is capable to track the time-varying 

magnitude and phase of the dominant frequency component. This point was studied by 
simulation as follows. First, the time traces of magnitude and phase of the dominant component 
at 861 Hz in the original system (without compensation) are obtained by calculating DFT of 
every 30 sample PES. The traces are represented by the dots in Fig. 4.11. Then run a simulation 
with compensation and store the compensation signal (v(k) in Fig. 4.1). To see the effect of the 
compensation signal, we simulate the system shown in Fig. 4.10 with the previously stored 
compensation signal as the only input, obtaining the time traces of magnitude and phase of the 
frequency component at 861 Hz in the negative PES. These time traces are then compared with 
the original time traces without compensation. As shown Fig. 4.11, the magnitude and the phase 
of the frequency component at 861 Hz in the negative PES caused by the compensation signal 
alone are close to those of the dominant component of the uncompensated case. Because the 
system is linear, the dominant component is canceled by the compensation signal. 
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Figure 4.11:  Time traces of (a) magnitude and (b) phase of the frequency component at 861 Hz 
in the original PES spectrum and in the negative PES spectrum generated by the compensation 

signal. 



 
 
 

35

4.3.3   Multiple Component Compensation 
 
One advantage of the basis function algorithm is that it can be extended to deal with 

multiple frequency components. Figure 4.12 shows the structure of three-component 
compensation. The PES is now filtered by three bandpass filters (one of which is actually a low 
pass filter) with disjoint pass bands as shown in Fig. 4.13 to select the frequency range of interest. 
Assume that in the PES spectrum there is only one dominant component in each pass band. Then 
each component can be removed by the single component compensation scheme introduced in 
Section 4.3.1. The compensation blocks in Fig. 4.12 are identical to each other, involving 
frequency estimation by LMS method and magnitude and phase identification using the basis 
function algorithm. 

 
 

 
Figure 4.12:  Structure of multiple component compensation (BPF: bandpass filter with different 

pass band). 
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Figure 4.13:  Magnitude of the frequency responses of three bandpass filters with disjoint pass 

bands [0 Hz, 500 Hz], [700 Hz, 1100 Hz], and [1300 Hz, 1700 Hz]. 

 
 
Suppose that the PES spectrum without filtering is shown in Fig. 4.14(a). Component 

No.1 is the dominant one in frequency range [0 Hz, 500 Hz], No.2 in [700 Hz, 1100 Hz], and 
No.3 in [1300 Hz, 1700 Hz]. In Fig. 4.14(b) it is clearly shown that the spectrum of the output of 
each bandpass filter has only one dominant frequency component. 

 
Same as before, the first revolution of simulation is dedicated to the frequency 

identification by the LMS algorithm. It is shown in Fig. 4.15 that the frequency estimate for 
every component converges within one revolution and is close to the result of spectral analysis. 
The converged frequency estimates for the three dominant components after one revolution are 
377 Hz, 861 Hz, and 1468 Hz, respectively, which are all close to their true values 360 Hz, 854 
Hz, and 1450 Hz. With these frequency estimates, the magnitude and the phase of each dominant 
component are identified and then used to construct the compensation signal. The compensation 
runs for these three components for 5 revolutions and the spectrum of the resulting PES is 
calculated and compared to the original spectrum. As shown in Fig. 4.16, all three components 
have been greatly attenuated by the proposed compensation scheme and 25% TMR improvement 
is achieved in total (the standard deviation of the PES is reduced from 3.36 to 2.53 in the unit of 
track percentage). 
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Figure 4.14:  PES spectra: (a) original; (b) filtered by different bandpass filters. 
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Figure 4.15:  Frequency identification for (a) Component No.1; (b) Component No.2; (c) 

Component No.3, by spectral analysis and by LMS. 
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Figure 4.16:  PES spectrum with and without multiple component compensation based on basis 

function algorithm. 
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4.4   Adaptive Narrow Band Disturbance Observer 
 
The method of computing the filtered disturbance estimate )(ˆ mkd −′  described in the 

previous section can be put into the block diagram shown in Fig. 4.17, which resembles the 
structure of a disturbance observer (DOB) with )( 1−zGbpf  representing a Q filter. 

 
Ohnishi ([65], [62]) introduced the DOB to handle disturbances in motion control, 

which was later refined by Umeno and Hori ([84]). The DOB has been widely used for high-
accuracy motion control systems ([53], [94]). For HDD servo systems, the DOB has been 
applied to improve the access time or settling performance ([25], [33]), reject shock disturbance 
([74]), and design track following controller ([52], [78], [86]). In this section, we will introduce a 
narrow-band DOB that differs from the traditional DOB. 

 

4.4.1   Narrow Bandpass Q Filter 
 
The biggest difference between the DOB used here and the traditional DOB is the 

bandpass Q filter )( 1−zGbpf . The reason for using a bandpass Q filter instead of a low pass one 

is to limit the frequency range of the waterbed effect as will be discussed later in this section. 
 
The output of this DOB, )(ˆ mkd −′ , is approximately equal to )( mkx −′ , the dominant 

component delayed by m samples. Since in the HDD system the plant delay m is often small (m 
= 1 in our case), most part of the dominant component can be rejected by using )(ˆ mkd −′−  as 
the compensation signal v(k) in Fig. 4.1. 

 

 

Figure 4.17:  Structure of a disturbance observer with )( 1−zGbpf  as the Q filter. 



 
 
 

41

 
Figure 4.18:  Closed loop block diagram of a DOB. 

 
Figure 4.18 shows the block diagram of the resulting closed loop HDD system with the 

compensation signal, v(k), injected to the loop and with )( 1−zGbpf  denoted by )( 1−zQ , which 

is a bandpass filter with a narrow pass band centered at the estimated frequency. The servo 
system is affected by disturbance on the plant input and measurement noise on the plant output. 
The real head position is denoted by tPES  and the PES measurement that has been contaminated 
by measurement noise is denoted by mPES . In HDD track following control, tPES  is the actual 
quantity to keep small. But since the effect of measurement noise is usually not significant, 

mPES  and tPES  are often both referred to as PES. 
 
The transfer function of )( 1−zQ  is given in Eq. (4.35) and repeated here: 
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Figure 4.19:  Frequency response of a narrow bandpass Q filter. 

 
The closed-loop system is a DOB that differs from the traditional DOB in the nature of 

the Q filter: bandpass with a narrow pass band instead of low pass. The frequency response of 
the Q filter with 7002ˆ ×= sTπω  and 995.0=η  is shown in Fig. 4.19. The narrow pass band is 
achieved by making η  close to and less than 1 (0.995 is used in this Section). The reason for 
choosing a narrow bandpass Q filter over a low pass filter is to avoid the large waterbed effect of 
the traditional DOB. This point can be seen from the closed-loop analysis below. 

 

4.4.2   Closed-Loop Analysis 
 
The signals in Fig. 4.18 satisfy the following equations: 

 )]()()[()(PES 1
t kdkuzPk += − , (4.44)

 )()(PES)(PES tm knkk += , (4.45)

 )()(PES)()( m
1 kvkzCku −−= − , (4.46)

 )]()()PES()[()( m
111 kuzkzPzQkv m

n
−−−− −= . (4.47)

From Eq. (4.44), (4.45), and (4.46), we can write u as 
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Substituting (4.48) into (4.44) yields 
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where 

 ])()()[()()(1)( 1111111 m
n zzPzPzQzCzPzH −−−−−−−− −++=  (4.50)

Thus, the transfer function from d to PESt and the transfer function from n to PESt with the 
proposed narrow-band DOB are given by 
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These two error rejection functions for the baseline servo system (without DOB) are 

given by 
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Notice that if 0)( 1 =−zQ , we have 

 )()(1)( 111 −−− += zCzPzH , (4.55)
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 )()( 11 −− =′ zSzS dd , (4.56)

and 

 )()( 11 −− =′ zSzS nn , (4.57)

which means that the add-on narrow-band DOB does not affect the closed loop performance for 
rejecting disturbance and measurement noise at those frequencies where the magnitude of the Q 
filter is small. On the other hand, when 1)( 1 =−zQ  at the center frequency ω̂  where the plant 

model matches the plant or )()( 11 −−− = zPzzP n
m  for sTjez ω̂= , (4.55) still holds and the two 

error rejection functions become 
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Since the delay is small (m = 1 in our case), we have 01 ≈− −mz . Thus, the 

disturbance is greatly attenuated at the center frequency ω̂  ( 0)( 1 ≈′ −zS d ) and the measurement 

noise is unattenuated at ω̂  ( 1)( 1 −≈′ −zS n ). If the frequency estimation is accurate ( 0ˆ ωω = ), the 
dominant frequency component is canceled by the proposed scheme. This point can also be seen 
from the frequency response of )( 1−′ zSd  plotted in Fig. 4.20. 
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Figure 4.20:  Frequency responses of the transfer function from d to PESt without and with 

compensation. 

 
Since the resulting servo controller with the narrow band DOB is a linear time-

invariant system, the frequency domain stability criteria can be applied to analyse the stability of 
the closed loop HDD system. It is more preferable to give the stability margins for the resulting 
system than just to show its stability. 

 
A common mistake of evaluating the stability margins for the system with an inner 

DOB loop is to measure the margins based on the open loop (open the outer feedback loop) 
transfer function from the reference to PESm, which is given by 
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It is known that the major modeling uncertainty for a HDD system takes place in )( 1−zP . The 
gain (phase) margin of )( 1−zLw  does not reflect the maximum admissible increase (decrease) of 

the gain (phase) of )( 1−zP , since )( 1−zP  appears on both the numerator and the denominator 
of )( 1−zLw . So the margins of )( 1−zLw  are not of our interest. 

 
Notice that the reference input in Fig. 4.18 is equal to zero. The closed loop HDD 

system with the narrow-band DOB is equivalent to the system shown in Fig. 4.21. The loop 
transfer function for this equivalent system is given by 
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which can be used to evaluate the stability margins. )( 1−zL  has no unstable poles. Then the 
resulting system is stable, if the Nyquist plot of )( 1−zL  has no encirclement of the critical point 
(-1, 0) in the complex plane. This condition is satisfied for all possible loop transfer functions 
with the center frequency of )( 1−zQ  varying from 200 Hz to 800 Hz. We constrain the 
frequency estimate ω̂  to lie in [200 Hz, 800 Hz] under the assumption of the narrow-band 
disturbance of interest. Therefore, the HDD system with the proposed scheme is stable. The 
stability margins of the resulting system are also measured from the Bode plot of )( 1−zL  as 
shown in Fig. 4.22 and the smallest gain/phase margin is 5.57 dB/47.3° corresponding to the 800 
Hz center frequency of )( 1−zQ . 

 

 
Figure 4.21:  An equivalent block diagram of the HDD closed loop system with the narrow band 

DOB. 



 
 
 

47

 

Figure 4.22:  Bode plots. Solid thin line: baseline; Dotted thick line: )( 1−zL  for different Q filter 
center frequencies. 

 

4.4.3   Disturbance Detection 
 
As introduced in Chapter 2, the dominant component may not always exist in a HDD 

system. Thus, to make the compensation scheme practical, a DOB structure called disturbance 
detector with a Q filter different from )( 1−zQ  is applied to estimate the disturbance to determine 
whether a large dominant component occurs. The estimate ( )(ˆ mkd −  in Eq. (4.34)) is obtained 
by comparing the output of the inverted plant model )( 11 −− zPn  with the control signal delayed 
by m samples. Since the narrow-band disturbance resides only in the frequency range [200 Hz, 
800 Hz] and is the only possible dominant frequency component in this frequency range, a band-
pass filter )( 1−zF  similar to the one in Fig. 4.2 with a pass band that contains this frequency 
range is applied to isolate the narrow-band disturbance from other large frequency components. 
The structure of the disturbance detector is the same as the block diagram shown in Fig. 4.17 
with )( 1−zGbpf  replaced by )( 1−zF . 

 
The output of )( 1−zF  (denoted by )(ˆ kd F ) is a good estimate of the narrow-band 
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disturbance. To see this point, we express )(ˆ kd F  by the control signal u and the disturbance d as 

 { })()]()()[()()()(ˆ 1111 kuzkdkuzPzPzFkd m
nF

−−−−− −+= , (4.62)

where 1−z  is considered as the one-sample-delay operator. The frequency response of 
)( 1−− zPz n

m  (m = 1) is compared with that of )( 1−zP  in Fig. 4.23. Notice that 

 )()( 11 −−− ≈ zPzPz n
m , (4.63)

for ]Hz 800 ,Hz 200[  ),2exp( ∈= ffTjz sπ , which implies 

 0))()()(( 1111 ≈− −−−−− m
n zzPzPzF . (4.64)

Thus, we have )()()(ˆ 1 mkdzFkd F −≈ − . Since the narrow-band disturbance is the only dominant 

frequency component in the pass band of )( 1−zF , )(ˆ kd F  consists of the narrow-band 
disturbance delayed by m samples and other small frequency components that pass through 

)( 1−zF . Therefore, )(ˆ kd F  is used to detect the narrow-band disturbance and to estimate the 
frequency of the disturbance. 

 
When the variance of half revolution (110 sample) )(ˆ kd F  is larger than a pre-specified 

threshold, we say that a narrow band disturbance is detected, which activates the frequency 
estimator and closes the add-on compensator loop, the basis function algorithm or the narrow 
band disturbance, when the estimated frequency is ready. The other function of the disturbance 
detector is to disable the frequency estimator and to open the compensator loop to avoid false 
compensation, when the narrow-band disturbance discontinues. 
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Figure 4.23:  Frequency response of the full order plant and the plant model. 

 

4.4.4   Simulation Results 
 
The open-source HDD benchmark problem available at [30] is used with minor 

modifications to show the efficacy of the proposed narrow band DOB. All realistic disturbances 
are included in the simulation. In addition, a fictitious sinusoidal signal at 700 Hz is injected to 
the servo loop near the end of the second revolution (at time a as shown in Fig. 4.24) to represent 
the narrow band disturbance, which then stops at time b. Without the proposed compensator, the 
PES is given by the dashed line in Fig. 4.24 and the TMR (21.0% of the track pitch) is too large 
for the head to safely perform read/write operation during the presence of the narrow band 
disturbance. 
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Figure 4.24:  Time traces of the PES without and with the proposed scheme. Time a: Beginning 
of sinusoidal disturbance; b. Ending of sinusoidal disturbance; c. DOB turned on; d. DOB turned 

off. 

 
The proposed adaptive compensator is applied to improve the track following 

performance. The whole compensator is controlled by the disturbance detector described in 
Section 4.4.3. The input to the detector is shown in Fig. 4.25a). The threshold for determining 
whether a narrow band disturbance occurred is chosen to be 8106 −× , which is exceeded in the 
middle of the third revolution as shown in Fig. 4.25b). Then the frequency estimation using the 
LMS method introduced in Section 4.2.3 is activated. The estimated frequency is 701.8 Hz at the 
end of the third revolution. The narrow band DOB is then switched on with a )( 1−zQ  centered 
at 701.8 Hz to compensate for the narrow band disturbance. Notice that the disturbance estimate 
shown in Fig. 4.25a) does not decrease when the narrow band DOB is turned on. The PES with 
the compensation scheme has smaller peak value in the time window from the beginning of the 
4th revolution to time b as shown in Fig. 4.24. Figure 4.26 shows the spectral densities of the 
PES in that time window without and with the proposed compensator. The TMR was improved 
by 46.7% (11.2% of the track pitch with compensation) due to the big attenuation at the 
disturbance frequency, which is explained by the deep notch on the frequency response of 

)( 1−′ zSd  shown in Fig. 4.20. The gain/phase margin of the HDD system with the proposed 
compensator was 5.58 dB/48.4°. 

 
The disturbance detector is also used to disable the compensator as described in Section 
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4.4.3. In the simulation, the narrow-band disturbance disappears at time b, but the 
discontinuation of the disturbance is detected at the end of the 7th revolution and the )( 1−zQ  
loop is opened when the variance of d̂  dropped below the threshold. Thus, we can see that the 
PES with compensation is larger than the one without compensation in the time window from b 
to the end of the 7th revolution due to false compensation and they become the same after the 

)( 1−zQ  loop is open. 

 
Figure 4.25:  (a) Time trace and (b) variance of  d̂  over every half revolution. 
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Figure 4.26:  Spectral densities of the PES without and with the proposed compensator in the 

time window from the beginning of the 4th revolution to time b. 

 

4.4.5   Transient Compensation 
 
Often times when an add-on compensator is turned on in the servo loop, the abrupt 

change of feedback controller can excite the slightly damped modes in the system and result in a 
big transient oscillation. The proposed narrow band DOB scheme also has transient issues. 
Figure 4.27 shows the PES time traces without and with narrow band DOB compensation. The 
narrow band disturbance occurs at the time instance a that is different from the simulation in 
Section 4.4.4. When the narrow band DOB is activated at time b, the PES becomes even larger 
than the one without compensation. This transient response must be compensated to make the 
proposed narrow band DOB scheme practical. 
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Figure 4.27:  Time traces of PES with a big transient oscillation. 

 
The transient issue is also seen in HDD systems during switching from the track 

seeking mode to the track following mode. The most common treatment for controller induced 
big transient responses is the initial value compensation ([63], [92], [93]), which assigns the 
initial value of the controller states at the moment of mode switching based on the plant states, 
the plant model and a criterion (pole assignment or cost function minimization). However, this 
method is not suitable for the narrow band DOB scheme, since not all plant states are available 
and the plant model is not very accurate, this method is not suitable for the narrow band DOB. 

 
It is clear that the oscillation is due to an abrupt switching-on of the narrow band 

disturbance. So if we gradually exert the compensation signal, the oscillation should be 
decreased. This idea can be represented by the block diagram in Fig. 4.28. The output of the Q 
filter v(k) is multiplied by a time-varying gain )(kKQ  gradually increasing from 0 to 1. A simple 
choice of such a gain is given by 
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where k = 0 is when the narrow band DOB is enabled and N is chosen to be a large integer such 
as the number of servo sectors per revolution. The resulting PES is shown in Fig. 4.29, where the 
big oscillation does not occur and the PES with compensation is similar to the PES without 
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compensation in the first revolution after the narrow band DOB is activated. After the first 
revolution, the PES is greatly reduced by the compensator. 

 

 
Figure 4.28:  Narrow band DOB with a time-varying output gain. 

 
Figure 4.29:  Time traces of PES with time-varying output gain of Q filter. 
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The reason that the gradually increasing gain improves transient response can also be 
explained in the frequency domain. From Fig. 4.27, it is clear that the frequency of the transient 
oscillation is same as the center frequency of the Q filter, which means that when the narrow 
DOB is activated there is a large peak at the center frequency in the spectrum of the signal v. 
Suppose the DTFT of v is )( ωjeV . Then the DTFT of signal )()()( kvkKkv Q=′  can be 
expressed as 

 )()(
2
1)( ωωω
π

jj
Q

j eVeKeV ∗=′ , (4.66)

where )( ωj
Q eK  is the DTFT of the gain )(kKQ . The sampled magnitudes of )( ωj

Q eK  for 

1)( ≡kKQ  and the ramping )(kKQ  given by Eq. (4.65) are compared in Fig. 4.30, which shows 

that any large peak in the magnitude of )( ωjeV  is smoothed out by the ramping )(kKQ . 
 

 
Figure 4.30:  Magnitude of the 220-point DFT of )(kKQ . 

 
When the )(kKQ  given in Eq. (4.65) is used in the narrow band DOB loop, the closed-

loop system shown in Fig. 4.28 becomes time varying. It is important that the stability of the 
system is guaranteed. If we remove d from the system and consider v′  as the only input to the 
loop, we can get the following relationship between v and v′  
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 )(
)()(1

)()(
11

111
v

zCzP
zzPzP

v
m

n ′−
+

−
=

−−

−−−−
. (4.67)

Then the closed-loop system can be represented by an equivalent system shown in Fig. 4.31 with 

 
)()(1

)()(
)()( 11

111
11

−−

−−−−
−−

+
−

=
zCzP

zzPzP
zQzS

m
n

Q , (4.68)

and 

 )()())(()( kvkKkvΦkv Q==′ . (4.69)

 
The stability of this system can be proven by the small gain theorem, which states that 

the interconnected system in Fig. 4.31 is stable, if 1≤∞Φ  and 1)( 1 <
∞

−zSQ . 1≤∞Φ  holds 

since 1)(0 ≤≤ kKQ . The condition 1)( 1 <
∞

−zSQ  is also satisfied as can be seen in Fig. 4.32 

that the magnitude of )( 1−zSQ  is always below 0 dB. Therefore, the resulting linear time-
varying closed-loop system is stable. 

 

 
Figure 4.31:  An equivalent block diagram for the narrow band DOB with time-varying gain. 



 
 
 

57

 

Figure 4.32:  Magnitude of )( 1−zSQ . 

 
 

4.5   Summary and Concluding Remarks 
 
This chapter presented indirect adaptive control schemes to reject narrow band 

disturbance. The two steps of the indirect adaptive control can be designed separately and thus 
were introduced separately in this chapter. 

 
Step one was the disturbance model identification, in particular, the identification of the 

narrow band disturbance frequency. With prior knowledge about the disturbance, the 
measurement used for frequency identification, the PES, was filtered by a bandpass filter to 
isolate the frequency band of the dominant component from other components. Two algorithms 
have been introduced for frequency identification in this chapter. The frequency identification by 
the DFT was based on the frequency-domain representation of a discrete-time signal. The DFT 
method resulted in an accurate and fast frequency estimate. However, it was suited only for off-
line identification. The LMS method was based on the parametric model of a sinusoidal signal 
and required a small amount of computational effort, which made it a good on-line frequency 
identification method. 

 
The second step of the indirect adaptive approach was the compensator design. Two 

add-on compensators were introduced in this chapter. One was based on the basis function 
algorithm (Compensator 1) to estimate the magnitude and the phase of the narrow band 
disturbance and the other was a DOB with a narrow band pass Q filter (Compensator 2). Both 
compensators had pros and cons. Compensator 1 required more computation than Compensator 2 
due to the identification of two parameters. Moreover, it was difficult to analyze the robustness 
for Compensator 1 as what we did for Compensator 2. However, Compensator 1 yielded more 
attenuation of the narrow band disturbance than Compensator 2. Furthermore, it was 
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straightforward to extend Compensator 1 to reject multiple frequency components. 
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Chapter 5 

 
 

Direct Adaptive Rejection of Narrow 
Band Disturbance 

 
 
In this chapter two direct adaptive compensation schemes will be introduced to 

rejecting dominant frequency component of the disturbance. Section 5.1 describes the structure 
of the direct adaptive rejection scheme. The direct adaptive compensation scheme based on 
Youla-Kucera parameterization with two modifications for HDD system is introduced in Section 
5.2. Another direct adaptive controller based on disturbance observer (DOB) is applied to reject 
the dominant frequency component in Section 5.3. 

 
 

5.1   Structure of An Adaptive Rejection System 
 
The previous Chapter described several indirect adaptive control schemes to reject the 

dominant component. The major advantage of this approach is that the frequency identification 
part and the compensation part are separated and thus can be operated separately. For example, if 
no big change is observed on the frequency identifier, the compensator parameters can be fixed. 
On the other hand, if frequency estimate varies a lot, the compensator must be disabled to avoid 
stability issue. Moreover, for the indirect adaptive DOB approach, with a fixed frequency 
estimate, the resulting compensator is a linear time-invariant system, which allows us to analyze 
the robustness of the closed loop system. However, there are some drawbacks for the indirect 
approach. First of all, the convergence time required for the frequency identification is not short 
enough for an HDD system. From the simulation result of frequency identification in the last 
chapter, we can see that the convergence takes about one revolution, which means that no 
compensation can be achieved within the first revolution after the indirect adaptive controller is 
activated. Another drawback is that this method is not optimal in the sense of minimizing the 
TMR caused by the narrow-band disturbances. Since TMR is the most important performance 
index for HDD track following control, it is more preferable to base the compensation scheme on 
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minimizing TMR. 
 
In this chapter, we will apply two add-on direct adaptive compensators to reject the 

dominant frequency component. The proposed schemes can be represented by the closed-loop 
structure shown in Fig. 5.1. The structure may look similar to the indirect adaptive control 
structure in Fig. 4.1, but it is fundamentally different in the way that instead of identifying the 
disturbance frequency as done for the indirect adaptive control, the parameters of the add-on 
compensators are directly updated by the adaptation algorithm. 

 

 
Figure 5.1: Structure of the direct adaptive compensation for narrow band disturbance. 
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5.2   Adaptive Control Based on Youla-Kucera 
Parameterization 

 
Landau, Constantinescu, and Rey ([48]) proposed a direct adaptive controller based on 

Youla-Kucera parameterization to handle narrow band external vibration for an active 
suspension system and compared it with the indirect adaptive controller. The authors showed by 
real time experiments that direct adaptive control provided more attenuation than indirect 
adaptive control. They also reported two problems associated with direct adaptive control: large 
adaptation transients and influence of inaccurate plant models. 

 
In this section, we introduce the direct adaptive control system based on Youla-Kucera 

parameterization and represent the HDD track-following baseline servo control system in an 
equivalent structure suitable for applying the Youla-Kucera parameterization in Section 5.2.1. 
The adaptive control algorithm based on Youla-Kucera parameterization is described in details 
in Section 5.2.2. Section 5.2.3 shows simulation results of this adaptive control algorithm. In 
Section 5.2.3, two modifications are proposed to resolve the two problems with this algorithm to 
make it applicable for HDD system.  

 

 
Figure 5.2: Structure of the direct adaptive controller for narrow band disturbance based on 

Youla-Kucera parameterization. 
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5.2.1   Overview 
 
The structure of the direct adaptive controller based on Youla-Kucera parameterization 

is shown in Fig. 5.2. The track-following control for HDD affected by a narrow-band disturbance 
is considered here, i.e. the reference signal for feedback control is zero. As mentioned in Chapter 
1, the power amplifier, the voice coil motor (VCM), the head stack assembly (HSA) are 
considered as the HDD plant )( 1−zP . The baseline servo controller is a PID controller (given by 

)(/)( 1
0

1
0

−− zSzR ) cascaded with notch filters tuned not to excite the resonant modes. Here the 

PID controller is implemented as the series connection of )(/1 1
0

−zS  and )( 1
0

−zR  in order to 
make use of the Youla-Kucera parameterization. For the simplicity of the adaptive controller 
design, )( 1−zP  together with the notch filters are considered as the plant of the system, which is 

denoted by )( 1−zPnotch . )(/)( 11 −−− zAzBz m  is the discrete-time transfer function of the plant 

model, )( 1−zPm , a simplified approximation of )( 1−zPnotch . The HDD system is affected by 
the disturbance d , which includes RRO, sensor noise, disk flutters, external vibration, etc. The 
numerical values of these polynomials are given by the following equation:  

 ,0420.00853.00432.0)( 211
0

−−− +−= zzzR  (5.1)

 ,1)( 11
0

−− −= zzS  (5.2)

 211 9769.0977.11)( −−− +−= zzzA , (5.3)

 11 991.2014.3)( −− += zzB , (5.4)

 2=m . (5.5)

Notice that since the plant considered here includes the notch filters, the plant model has 2 
sample pure delay steps to match the phase of the plant. The frequency responses of the plant 
and the plant model are shown in Fig. 5.3. It is clear that the plant model matches well with the 
plant from 200 Hz to 1000 Hz. 
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Figure 5.3:  Frequency response of the plant and the plant model. 

 
 
The signal w is applied to an adaptation algorithm to adjust the parameters of the finite-

impulse-response Q filter, )(ˆ 1−zQ . The adaptation algorithm is designed based on the internal 
model principle to achieve asymptotic rejection of narrow-band disturbances. 

 
Suppose that the HDD plant is identical to our plant model. Then, the resulting closed-

loop polynomial is 

 )()()()()( 1
0

11
0

11 −−−−−− += zRzBzzSzAzH m . (5.6)

Since the closed-loop system with the baseline controller is stable, all the roots of the closed-
loop polynomial are stable or inside the unit circle. One useful methodology of designing 
controllers is the Youla-Kucera parameterization ([6]), which is widely applied to design internal 
model controller ([60], [98]), two-degrees-of-freedom controller ([59]) and LQG controller ([8]), 
solve ∞H  problems ([22], [106]) and 2H  problems ([18]), and parameterize the closed-loop 
system for identification ([27], [73], [79]). The Youla-Kucera parameterization states that all 
stabilizing controllers for the plant )(/)( 11 −−− zAzBz m  have the form )(/)( 11 −− zSzR , where 

 )()()()( 111
0

1 −−−− += zQzAzRzR , (5.7)

 )()()()( 111
0

1 −−−−− −= zQzBzzSzS m . (5.8)
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)( 1−zQ  is a polynomial of 1−z  with order Qn : 

 Q
Q

n
n zqzqqzQ −−− +++= L1

10
1)(  (5.9)

Note that the resulting closed-loop polynomial remains the same for all the stabilizing controllers:  

 

)()()()(
)()()()()(  

)()()()()(
)()()()(  

1
0

11
0

1

1111
0

1

1111
0

1

1111

−−−−−

−−−−−−−

−−−−−−

−−−−−

+=
++

−=
+

zRzBzzSzA
zQzBzAzzRzBz

zQzBzAzzSzA
zRzBzzSzA

m

mm

m

m

 (5.10)

The controller )(/)( 11 −− zSzR  can be implemented as shown in Fig. 5.2 without the adaptation 
algorithm and with the Q filter fixed. The Q filter gives us extra flexibility to tune the controller 
without sacrificing the stability. 

 
Our focus is the dominant component (a narrow band disturbance) in the disturbance. 

This component can be modeled as a sinusoidal signal. The Z transform of a sinusoidal signal is 
given by 

 
)(
)()(

1

1
1

−

−
− =

zA
zBzD

d

d  (5.11)

where 

 21
0

1 )cos(21)( −−− +−= zzzAd ω , (5.12)

where 0ω  is the frequency of the dominant component. )( 1−zBd  depends on the phase and the 

magnitude of the dominant component. Note that )(/1 1−zAd  is called the internal model of the 
signal. 

 
The narrow band disturbance with a model )(/)( 11 −− zAzB dd  can be asymptotically 

rejected by using the internal model principle, which says that in order for the feedback control 
system to achieve regulation ( 0)(lim =

∞→
ny

n
), it is necessary to include the factor )( 1−zAd  in 

the denominator of the open loop transfer function. The HDD plant does not contain the factor 
)( 1−zAd . So we let  

 )()()( 111 −−− ′= zAzSzS d , (5.13)
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for some polynomial )( 1−′ zS , which means that Q filter must be tuned to satisfy: 

 )()()()()( 111
0

11 −−−−−− −=′ zQzBzzSzAzS m
d  (5.14)

or equivalently, 

 )()()()()( 11111
0

−−−−−− +′= zQzBzzAzSzS m
d  (5.15)

This equation has a unique solution for )( 1−′ zS  and )( 1−zQ , if polynomials )( 1
0

−zS , 

)( 1−zAd  and )( 1−zB  are known and orders of these polynomials ( 0Sn , dAn  and Bn , 
respectively) satisfy: 

 10 −++≤ dnnn BAS d  (5.16)

The order Qn  of the solution )( 1−zQ  is: 

 1−= dAQ nn  (5.17)

For the narrow-band disturbance case, 2=dAn . So 1=Qn . Since the frequency of the narrow-

band disturbance ( 0ω  in )( 1−zAd ) is unknown, we cannot solve Eq. (5.15). Instead, the 

coefficients of the polynomial )( 1−zQ , i.e., Qnqq ,,0 K , are adaptively tuned to incorporate the 
internal model of the disturbance in the controller by an adaptation algorithm, which will be 
described in the next subsection. 

 

5.2.2   Adaptation Algorithm 
 
Throughout this subsection, it is assumed that the narrow band disturbance is the only 

disturbance and the transfer function of the plant )( 1−zP  cascaded with the notch filters shown 
in Fig. 5.2 is given by the model )( 1−zPm  with transfer function 

 
)(

)()( 1

1
1

−

−−
− =

zA
zBzzP

m
m . (5.18)

 
Under these assumptions the block diagram in Fig. 5.2 is equivalent to the one in Fig. 

5.4 with an equivalent disturbance )(nd ′ . The internal model of the disturbance )(nd ′  is same as 
that of the original disturbance narrow band disturbance )(nd . 
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Figure 5.4:  Equivalent block diagram of the direct adaptive control system with accurate plant 

model. 

 
Suppose we have an estimate of the Q filter at the n-th sample, denoted as ),(ˆ 1−znQ  

with order Qn ˆ . Since the objective of the present adaptive controller is to make the plant output 

go to zero, we define the output ( )(ny  shown in Fig. 5.4) of the system with ),1(ˆ 1−− znQ  in the 

presence of the disturbance as the a priori estimation error )(0 nε , i.e. 

 )(
)(

)],1(ˆ)()()[()(:)( 1

111
0

1
0 nd

zH
znQzBzzSzAnyn

m
′−−== −

−−−−−
ε , (5.19)

where )( 1−zH  is the closed-loop characteristic polynomial given by (5.6) and 1−z  is interpreted 
as the unit sample delay operator. 

 
As illustrated in Fig. 5.4, the adaptation algorithm is performed based on the signal 

)(nw , which is given by 

 )()()()()( 11 nuzBznyzAnw d −−− −= . (5.20)

Since 

 )()(
)(

)()()()()( 1

1
1 ndnu

zA
zBzndnuzPny

m
m ′+=′+= −

−−
− , (5.21)

we have 

 )()()( 1 ndzAnw ′= − . (5.22)
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From (5.19) and (5.22), the a priori estimation error is computed by 

 
)(),1(ˆ)(

)(
)(

)(),1(ˆ)(
)(
)()(

2
1

1

1

1
1

1

1
00

nwznQnw

nw
zH

zBzznQnw
zH
zSn

m

−

−

−−
−

−

−

−−=

−−=ε
, (5.23)

where 

 )(
)(
)()(

1

1
0

1 nw
zH
zSnw

−

−
= , (5.24)

 )(
)(

)(:)( 1

1
2 nw

zH
zBznw

m

−

−−
= . (5.25)

Plugging (5.15) into (5.23), we can rewrite )(0 nε  as 

 )()()],1(ˆ)([)( 2
110 nvnwznQzQn +−−= −−ε , (5.26)

where 

 )(
)(

)()()()(
)(

)()()(
1

111

1

11
nd

zH
zAzAzSnw

zH
zAzSnv dd ′′

=
′

=
−

−−−

−

−−
. (5.27)

)(nv  asymptotically tends to zero, since )( 1−zAd  is the internal model of )(nd ′  and )( 1−zH  is 
stable. 

 
Suppose that we know the order of the Q polynomial (or Q filter), i.e., QQ nn =ˆ . 

Define the estimated polynomial as Q
Q

n
n znqznqnqznQ −−− +++= )(ˆ)(ˆ)(ˆ),(ˆ 1

10
1 L  and the 

estimated parameter vector as T
n nqnqnqn Q )](ˆ    )(ˆ  )(ˆ[)(ˆ 10 L=θ . The true value of the 

parameter vector is T
nQqqq ]      [ 10 L=θ  according to the definition of )( 1−zQ  in (5.9). Also 

define an observation vector: 

 )](    )1(  )([)1( 222 Q
T nnwnwnwn −−=− Lφ . (5.28)

With these definitions, Eq. (5.26) becomes 

 )()1()]1(ˆ[)(0 nvnnn T +−−−= φθθε . (5.29)
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Equation (5.27) shows that )(nv  tends to zero. Thus, )(0 nε  corresponds an adaptation error. 
 
The adaptation algorithm to estimate the parameters of the Q polynomial can be 

expressed by the following two equations 

 
)1()1()1(1

)()1()1()1(ˆ)(ˆ
0

−−−+
−−+−=

nnFn
nnnFnn

T φφ
εφθθ , (5.30)

 
)1()1()1(1

)1()1()1()1()1()(
−−−+

−−−−−−=
nnFn

nFnnnFnFnF
T

T

φφ
φφ . (5.31)

Note that the controller parameter vector )(ˆ nθ  is directly updated by Eq. (5.30). Therefore, the 
present adaptive controller is a direct adaptive controller. 

 
At each sample of the operation of direct adaptive control, the signals )(1 nw  and 

)(2 nw  are first computed from the signal )(nw  according to equations (5.24) and (5.25). Then 

we compute the estimation error )(0 nε  and update the estimated vector )(ˆ nθ  according to (5.30) 

and (5.31). The output of the Q filter is then computed by )(),(ˆ 1 nwznQ −  and is applied to the 
servo loop as illustrated in Fig. 5.4. 

 
It was proven in [48] that )(ˆ nθ  converges to θ  under the following assumptions: 

(i) The plant model 
)(

)()( 1

1
1

−

−−
− =

zA
zBzzP

m
m  is identical to the actual plant; 

(ii) The model of the disturbance has poles on the unit circle (which is the case for the narrow-
band disturbance); 
(iii) The order dAn  of the internal model of the disturbance is known, which means Qn  is known. 

 

5.2.3   Simulation Results 
 
To see the performance of the direct adaptive control scheme described in the previous 

subsections, the plant model given by (5.18) is used as the actual plant to satisfy the first 
assumption for the convergence of )(ˆ nθ . The baseline controller is described in Section 5.2.1. 
The disturbance source, including disk flutter, RRO, sensor noise, and torque noise, available in 
[30] is used as the baseline disturbance. A fictitious sinusoidal signal (shown in Fig. 5.5) at 
600Hz with fast time-varying magnitude and phase depicted in Fig. 5.6(a) and (b) respectively is 
injected to the servo loop at the beginning of the third revolution to represent the narrow-band 
disturbance. The PES ( )(ny−  in Fig. 5.4) under the influence of both the baseline disturbance 
and the narrow-band disturbance are shown in Fig. 5.7. 
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Figure 5.5:  Time trace of a fictitious narrow-band disturbance used in the simulation. 
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Figure 5.6:  Time-varying (a) magnitude and (b) phase of the narrow-band disturbance. 
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Figure 5.7:  Position error signal (PES) under the influence of the disturbances. 

 
Since large narrow-band disturbances do not always occur in HDD systems, the direct 

adaptive controller is not activated until a large disturbance is detected, which is accomplished 
by applying the disturbance detection scheme introduced in Section 4.4.3. When a narrow band 
disturbance in [200Hz, 800Hz] is detected, the adaptation of the parameters of the Q polynomial 
as described in Section 5.2.2 is initiated and the estimated Q filter is applied to the servo loop 
shown in Fig. 5.2; otherwise, the baseline controller is used as the servo controller.  

 
In the simulation, the disturbance is detected at the end of the third revolution. Thus, 

the estimation of the Q polynomial starts at the beginning of the fourth revolution. Since we have 
one narrow band disturbance, the order of the internal model of this disturbance is two and the 
order of the Q polynomial is one. So there are two parameters 0q  and 1q  to estimate. Figure 5.8 
shows the evolution of the estimates of these two parameters. Note that they converge within 50 
samples. The time domain simulation result is shown in Fig. 5.9(a) and (b). The PES is reduced 
by the proposed compensation scheme (the direct adaptive control scheme) at the steady state as 
shown in Fig. 5.9(b) compared with the no compensation case (when the baseline controller is 
used for all the time), but due to the switch of servo controller from the baseline controller to the 
controller with Q filter, a big oscillation occurs when the direct adaptive controller is activated as 
shown in Fig. 5.9(a). This oscillation is handled by properly modifying the Q filter as described 
in the next section. 
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Figure 5.8:  Estimation of the parameters of the Q filter 
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Figure 5.9:  Time trace of the PES: (a) in the first 6 revolutions; (b) at the steady state. 
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5.2.4   Modified Q Filters 
 
The simulation result in Fig. 9(a) shows a large oscillation at low frequency when the 

adaptive controller is activated. One way of dealing with such big oscillation is using gradually 
increasing gain as discussed in Section 4.4.5. Instead of applying such ad hoc method, we will 
introduce a more systematic way that makes use of the structure of the direct adaptive control 
system. 

 
The baseline PID controller contains the term 11 −− z  in the denominator )( 1

0
−zS , 

which provides an infinite open-loop gain at 0 Hz to reject low frequency disturbances, but the 
resulting controller with Q filter no longer contains this term in )( 1−zS . If )( 1−zQ  contains the 

term 11 −− z , )( 1−zS  given by Eq. (5.8) will also incorporate this term and it turns out that the 
transient oscillation may be eliminated. Thus, we let 

 )()()( 111 −−− ′= zQzHzQ S , (5.32)

where 11 1:)( −− −= zzH S  is the pre-specified term in )( 1−zQ , and 

 )()()( 1
0

11
0

−−− ′= zSzHzS S . (5.33)

Then the denominator of the resulting controller becomes 

 )()()()()()( 1111
0

11 −−−−−−− ′−′= zQzHzBzzSzHzS S
m

S , (5.34)

and )( 1−zS  contains )( 1−zH S . )( 1−zS  must also contain )( 1−zAd  according to the internal 
model principle. Therefore, 

 )()()()( 1111 −−−− ′= zSzAzHzS dS . (5.35)

Then the equation for computing the Q polynomial becomes 

 )()()()()( 11111
0

−−−−−− ′+′=′ zQzBzzSzAzS m
d , (5.36)

which has the unique solutions for )( 1−′ zS  and )( 1−′ zQ , if  

 1
0

−++≤′ dnnn BAS d
, (5.37)

where 0Sn ′  is the order of )( 1
0

−′ zS . This condition is satisfied in the present problem. The 

solution )( 1−′ zQ  has order 1−=′ dAQ nn , and the objective of our adaptation algorithm is to 
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find the coefficients of )( 1−′ zQ  ( Q
Q

n
n zqzqqzQ ′

′
−−− ′++′+′=′ L1

10
1)( ). 

 
From the procedure similar to the one in Section 5.2.2, the updating equations below 

for estimating T
nQ

qq ]  [ 0 ′
′′= Lθ  follow: 

 
)1()1()1(1

)()1()1()1(ˆ)(ˆ
0

−−−+
−−+−=

nnFn
nnnFnn

T φφ
εφθθ , (5.38)

 
)1()1()1(1

)1()1()1()1()1()(
−−−+

−−−−−−=
nnFn

nFnnnFnFnF
T

T

φφ
φφ , (5.39)

where 

 )(),1(ˆ)()( 2
1

1
0 nwznQnwn −−′−=ε , (5.40)

 Q
Q

n
n znqznqnqznQ ′

′
−−− −′++−′+−′=−′ )1(ˆ )1(ˆ )1(ˆ),1(ˆ 1

10
1 L , (5.41)

 )(
)(
)(

)(
1

1
0

1 nw
zH
zS

nw
−

−
= , (5.42)

 )()(
)(

)()( 1
1

1
2 nwzH

zH
zBznw S

m
−

−

−−
= , (5.43)

 T
n nqnqn

Q
)]1(ˆ    )1(ˆ[)1(ˆ 0 −′−′=− ′Lθ , (5.44)

 T
Qnnwnwnwn )](    )1(  )([)1( 222 ′−−=− Lφ . (5.45)

 
The signal fed back to the servo loop from the Q filter is )()(),(ˆ 11 nwzHznQ S

−−′− . 
The direct adaptive control scheme with pre-specified term in Q filter can be implemented as 
shown Fig. 5.10, after pulling out the )( 1−zH S  term from the Q filter loop. 
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Figure 5.10:  Structure of the direct adaptive control with the pre-specified term in Q. 

 
The direct adaptive control scheme with the pre-specified term in the Q filter was 

simulated under the same condition as in Section 5.2.3. Figure 5.11 shows the time trace of PES 
with and without compensation. It is clear that the PES is reduced by the proposed control 
scheme and that the low frequency oscillation does not occur in this case. Figure 5.12 shows the 
spectrum of PES after the direct adaptive control has been activated and compares it with the one 
without compensation. As can be seen in the figure, PES is attenuated below 1500Hz, while it is 
amplified in [3000Hz, 9000Hz] due to the waterbed effect. The attenuation of PES at low 
frequencies results in a significant reduction of the TMR (15.35% to 8.41% of the track pitch). 

 
Figure 5.11:  Time trace of the PES with and without the direct adaptive control containing the 

pre-specified term. 
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Figure 5.12:  Spectrum of the PES with and without compensation (pre-specified term): (a) 

below 3000Hz; (b) in [3000Hz, 10000Hz]. 
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The adaptive control scheme with or without the pre-specified term in the Q filter does 
not work if the more realistic full model in Section 5.2.1 is used as the plant. Moreover, it is 
always desired that the waterbed effect is limited to a certain frequency range when some new 
dynamics are added to the servo controller. Notice that the frequency response of the plant model 
is almost the same as the full model in [200Hz, 800Hz] as shown in Fig. 5.3 and it is assumed 
that the dominant narrow band disturbance only happens in this frequency range. Therefore, a 
bandpass filter )( 1−zH BPF  with a pass band [200Hz, 800Hz] as depicted in Fig. 5.13 is 
cascaded to the Q filter, which makes the Q filter become 

 )()()()( 1111 −−−− ′′= zQzHzHzQ SBPF . (5.46)

The order of )( 1−′′ zQ  is 1−=′′ dAQ nn . 0)( 1 ≈−zQ  at frequencies outside the range [200Hz, 

800Hz]. Thus, )(/)( 11 −− zSzR  differs from )(/)( 1
0

1
0

−− zSzR  only in [200Hz, 800Hz], which 

means that the waterbed effect caused by the Q filter containing )( 1−zH BPF  is limited to the 

pass band of )( 1−zH BPF . 
 

 

Figure 5.13:  Magnitude of the frequency response of the bandpass filter )( 1−zH BPF . 
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Figure 5.14:  Structure of the direct adaptive control with the pre-specified term and the 

bandpass filter in Q. 

 
 
The direct adaptive control scheme with this new Q filter is implemented as shown in 

Fig. 5.14. The same adaptation algorithm described by (5.38)-(5.45) is used for estimating the 
parameters of )( 1−′′ zQ  except that )(ˆ nθ  is a vector of estimated parameters of )( 1−′′ zQ  and the 
signal )(2 nw  is given by 

 )()()(
)(

)()( 11
1

1
2 nwzHzH

zH
zBznw BPFS

m
−−

−

−−
= . (5.47)

 
The direct adaptive control scheme with the pre-specified term and the bandpass filter 

in the Q filter works even when the realistic full model is used to represent the HDD dynamics. 
Figure 5.15 shows the time trace of PES with and without this compensation scheme. Similar to 
the previous case, no low frequency oscillation occurs when the adaptive controller is activated 
and the PES is reduced by this compensation scheme. From the spectrum of PES shown in Fig. 
5.16, we can see that the narrow-band disturbance at 600Hz is greatly attenuated by the adaptive 
controller and the waterbed effect happens only in the frequency range [200Hz, 800Hz]. The 
TMR is reduced from 16.24% of the track pitch to 12.76% by this Youla-Kucera 
parameterization based direct adaptive controller with modified Q filter. 
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Figure 5.15:  Time trace of the PES with and without the direct adaptive control containing the 

pre-specified term the bandpass filter. 
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Figure 5.16:  Spectrum of the PES with and without compensation (pre-specified term and 

bandpass filter): (a) below 3000Hz; (b) in [3000Hz, 10000Hz]. 
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5.3   Direct Adaptive Disturbance Observer 
 
It was shown in Section 4.4 that the disturbance observer with a narrow bandpass Q 

filter is an effective compensator for rejecting narrow band disturbance without causing 
unwanted amplification in the PES spectrum over a wide range. However, since that method is 
categorized as an indirect adaptive controller, it has all the drawbacks discussed in Section 5.1, 
including the dependence on the precise frequency estimation and not taking TMR as an 
adaptation criterion. 

 
In this section, a direct adaptive narrow band disturbance observer will be introduced to 

reject the dominant narrow band component in HDD disturbance that resides in [200Hz, 800Hz]. 
 

5.3.1   Overview 
 
Figure 5.17 shows the structure of the proposed direct adaptive narrow band 

disturbance observer. The structure resembles the one depicted in Fig. 4.12 with one main 
difference that the parameter of the Q filter is directly updated by the adaptation algorithm 
without estimating the disturbance model. Besides that, the same HDD plant, )( 1−zP , which as 
before includes the power amplifier, the voice coil motor (VCM), and the head stack assembly 
(HSA) and the same PID controller with notch filters connected in series is used as the baseline 
controller )( 1−zC . The reference signal r(k) is zero, since the HDD track following control is 
considered. The narrow band disturbance together with other disturbances such as RRO, sensor 
noise, windage, etc. is represented by the signal d(k). The discrete-time transfer function of the 
plant model is given by )( 1−− zPz n

m , which is a simplified approximation of the plant )( 1−zP  

and as seen in Section 1.1 and in Fig. 5.18, the frequency response of )( 1−− zPz n
m  matches that 

of )( 1−zP  well in [200Hz, 1100Hz]. 
 
The inner loop in the block diagram shown in Fig. 5.17 is a disturbance observer with 

an adaptive Q filter. The signal x(k) is computed by comparing the output of the plant inverse 
with the control signal delayed by m samples (m=1 for the HDD system considered here). For 
the implementation purpose, the full order plant cannot be used in the DOB loop. Instead, the 
2nd order plant model, )( 11 −− zPz n , is used. The signal x(k) is applied to an adaptation algorithm 
to adjust a parameter of the Q filter. The adaptation algorithm is designed based on the 
minimization of the TMR to achieve asymptotic rejection of the narrow band disturbance. 
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Figure 5.17:  Structure of the proposed direct adaptive disturbance observer scheme. 

 
Figure 5.18:  Frequency response of the full order plant and the plant model. 
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The Q filter for the indirect adaptive narrow disturbance observer introduced in Section 
4.4.1 is a second order discrete-time filter with transfer function given by 

 221

2
1

)ˆcos(21
1)1()(

−−

−
−

+−
−−=

zzT
zzQ

s ηωη
ηη . (5.48)

where ω̂  is the estimated disturbance frequency obtained by a frequency identifier and η  is a 
shaping coefficient, which is close to one and less than one. 

 
The pass band of the Q filter is made narrow (see Fig. 4.13) to limit the waterbed effect. 

The resulting error rejection function (the transfer function from the disturbance to the PES) with 
this compensator incorporates a deep notch at the estimated disturbance frequency compared to 
the error rejection function without this compensator (see Fig. 4.14). The simulation results in 
Section 4.4.4 demonstrated more than 40% TMR improvement with the DOB based compensator 
for the track following operation, when a narrow-band disturbance at 700 Hz was present. This 
indirect adaptive approach has several drawbacks. First of all, the performance highly depends 
on the frequency identification result. Since a very narrow bandpass Q filter is used, if the 
estimated frequency differs from the disturbance frequency by more than 30Hz, the compensator 
cannot achieve enough attenuation of the disturbance. Moreover, the indirect adaptive algorithm 
in Section 4.4 is not optimal in the sense of minimizing the TMR caused by the narrow band 
disturbance. In the next section, a direct adaptation algorithm to estimate the parameter 

)ˆcos(ωθ =  based on minimizing the TMR will be introduced. 
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5.3.2   Adaptation Algorithm 
 
The purpose of the proposed adaptive compensator is to cancel the influence of a 

narrow band disturbance on the TMR. The narrow band disturbance is assumed to reside in the 
frequency range from 200 Hz to 800 Hz, which is the range of large disk modes that cannot be 
effectively rejected by the baseline servo controller in the HDD system considered here. As 
shown in Fig. 5.17, an adaptive Q filter is devised as an add-on compensator to handle the 
disturbance. The transfer function of the Q filter introduced in the previous section is rewritten as 

 221

2
1

21
 1)1()( −−

−
−

+−
−−=

zz
zzQ

ηηθ
ηη , (5.49)

where the shaping coefficient η  is chosen to be 0.97 and )2cos( cs fTπθ =  with cf  in the unit of 
Hz is the frequency coefficient. In order to achieve the best result using the compensator, instead 
of choosing the parameter θ  of the Q filter from a frequency estimation, θ  is directly adapted 
based on the minimization of the TMR caused by the narrow band disturbance. 

 
The TMR can be expressed as 

 )(3)(13TMR
1

2 kPES
N

kPES
N

N

k
== ∑

=
, (5.50)

where   ⋅  is the extended l2-norm of a discrete-time signal. 
 
When there exists a disturbance signal d(k), the PES in Fig. 5.17 with a fixed Q filter, 

)( 1−zQ , is given by 

 )(
])()()[()()(1

)](1)[()( 1111111

111
kd

zzPzPzQzCzP
zQzzPkPES

n
−−−−−−−

−−−

−++
−−= . (5.51)

Here 1−z  is considered as the one-step delay operator. As shown in Fig. 5.19, the Q filter here is 
still a narrow bandpass filter. If the pass band of the Q filter is limited to be contained in [200 Hz, 
800 Hz], where the plant model matches the plant very well as can be seen from the frequency 
response in Fig. 5.18, then approximately, 

 0])()()[( 11111 =− −−−−− zzPzPzQ n , (5.52)

which yields 
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 )()](1[
)()(1

)()( 11
11

1
kdzQz

zCzP
zPkPES −−

−−

−
−

+
−= . (5.53)

 
Since the baseline controller )( 1−zC  asymptotically stabilizes the closed loop system 

for plant )( 1−zP  and the magnitude of )exp(
111 |))]()(1/()([ ωjzzCzPzP =

−−− +−  is finite for any 

ω  and does not depend on )( 1−zQ , minimizing the TMR is equivalent to minimizing the l2-

norm of )()](1[ 11 kdzQz −−− . Thus, the adaptation of the parameter of the Q filter can be based 

on the minimization of )())(1( 11 kdzQz −−− . 

 
 

 
Figure 5.19:  Frequency response of a narrow bandpass Q filter with 97.0=η  and 700=cf  Hz. 
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Figure 5.20:  )(1 22 dsds fTjfTj eQe ππ −−−  for df =700 Hz. 

 
When d(k) is a narrow band signal, minimizing )())(1( 11 kdzQz −−−  is equivalent to 

minimizing )(1 22 dsds fTjfTj eQe ππ −−−  (the magnitude of )(1 11 −−− zQz  at the disturbance 

frequency), where sT  is the sampling time and df  is the frequency of the disturbance in the unit 

of Hz. Figure 5.20 shows the value of )(1 22 dsds fTjfTj eQe ππ −−−  for Hzfd 700=  and cf  

( )2cos( cs fTπθ = ) varies from 650 Hz to 800 Hz. It can is implied in the plot that the optimal cf  
is 720.8 Hz. 

 
Since the frequency of the narrow band disturbance is unknown, the parameter 

)2cos( cs fTπθ =  of the Q filter is adapted to get the best rejection of the disturbance based on 

the minimization of )())(1( 11 kdzQz −−− . In order to derive the adaptation algorithm for 

estimating θ , the first thing is to obtain a good estimate of the disturbance d(k) that cannot be 
directly measured. The same idea for detecting the disturbance described in Section 4.4.3 can be 
applied here to provide an estimate of the narrow band disturbance. 

 
Notice that the information of the disturbance is contained in the signal x(k) in Fig. 5.17, 

 )()()()(])()([)( 1111111 kdzPzPkuzzPzPkx nn
−−−−−−− +−= . (5.54)

It is assumed that the narrow band disturbance resides only in the frequency range [200 Hz, 800 
Hz] and is the only possible dominant frequency component in this frequency range. Then x(k) 
can be filtered by a bandpass filter )( 1−zF  with a pass band that contains the frequency range 
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[200 Hz, 800 Hz] to isolate the narrow band disturbance from other frequency components. For 
this purpose, the bandpass filter )( 1−zH BPF  introduced in Section 5.2.4 is used again as 

)( 1−zF , the frequency response of which is shown in Fig. 5.21. 
 

 

Figure 5.21:  Magnitude of the frequency response of the bandpass filter )( 1−zF . 

 
The output of )( 1−zF , denoted by w(k), can be computed and is a good estimate of the 

narrow band disturbance. To see this point, w(k) is put into the expression: 

 
).()()()(            

)(])()([)()(
1111

11111

kdzPzPzF
kuzzPzPzFkw

n

n
−−−−

−−−−−

+
−=

 (5.55)

 
From Fig. 5.18, it is clear that )( 11 −− zPz n  is approximately equal to )( 1−zP  in the pass 

band of )( 1−zF . So it follows that 

 0])()([)( 11111 =− −−−−− zzPzPzF n . (5.56)

Then w(k) can be expressed as 

 )()()( 11 kdzFzkw −−= . (5.57)
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Moreover, from the nature of a bandpass filter, 

 1)( 2 ≈− ds fTjeF π , (5.58)

for ∈df [200 Hz, 800 Hz], which means that w(k) and d(k) have the similar amplitude, if d(k) is 

a narrow band signal in [200 Hz, 800 Hz]. So the l2-norm of )()](1[ 11 kdzQz −−−  is 

approximately equal to the l2-norm of )()](1[ 11 kwzQz −−− . Thus, θ  can be adapted based on the 

minimization of )())(1( 11 kwzQz −−− . 

 
Denote )()],(1[)( 11 kwzQzke optθ−−−=  with 

 221

2
1

21
 1)1(),( −−

−
−

+−
−−=

zz
zzQ opt

opt
ηηθ

ηηθ , (5.59)

where optθ  is the optimal value of the parameter θ  in the sense of minimizing ),(1 11 θ−−− zQz  

for ds fTjez π2=  and df  is the frequency of the narrow band disturbance. The difference 
equation for )(ke  is given by 

 
).1()2()1()()1(                
)1()]()([2)1()1(

2

2

−−−−+−−
−+−−+=+

kekwkw
kwkekwkwke opt

ηηηη
ηθη  (5.60)

Define ))(ˆ,( 1 kzQ θ−  as the transfer function of the Q filter with the parameter estimate )(ˆ kθ  at 
time k. Then the a posteriori prediction error )1( +kε  is defined as 

 )1())]1(ˆ,(1[)1( 11 ++−=+ −− kwkzQzk θε , (5.61)

which can also be written as a difference equation: 

 
).1()2()1()()1(            

)1()1(ˆ)]()([2)1()1(
2

2

−−−−+−−
−++−−+=+

kkwkw
kwkkkwkwk

εηηηη
ηθεηε  (5.62)

Similarly, the a priori prediction error )1(0 +kε  is defined by 

 
),1()2()1()()1(            

)1()(ˆ)]()([2)1()1(
2

20

−−−−+−−
−+−−+=+

kkwkw
kwkkkwkwk

εηηηη
ηθεηε  (5.63)

which only depends on the signals that can be measured or computed at time k+1. 
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The adaptation algorithm is designed to recursively update )1(ˆ +kθ  to minimize the 
cost function 

 ∑
=

+=+
k

i
ikkJ

0

2)]1([))1(ˆ,( εθ . (5.64)

The parameter adaptation algorithm (PAA) used here is the recursive least squares (RLS) 
method with a fixed compensator ([47], [49], [55], [56]). The parameter estimate is updated 
using the following equations: 

 
2

0

)()(1

)1()()()(ˆ)1(ˆ
kkF

kkkFkk
φ

νφθθ
+

++=+  (5.65)

 )()1()1( 00 kkk ηεεν −+=+  (5.66)

 
2

22

)()(1
)()()()1(
kkF

kkFkFkF
φ

φ
+

−=+  (5.67)

 )]()([2)( kkwk εηφ −= . (5.68)

)1(0 +kε  and )1( +kε  are given by equations (5.62) and (5.63), respectively. )1(0 +kν  is called 
the a priori adaptation error. We can also define the a posteriori adaptation error, )1( +kν , for 
the stability analysis by 

 )()1()1( kkk ηεεν −+=+ , (5.69)

which means that the prediction error )1( +kε  is filtered by a fixed compensator 
11 1)( −− −= zzD η  to generate the adaptation error )1( +kν : 

 )1()()1( 1 +=+ − kzDk εν . (5.70)

On the other hand, from the definitions and the relationship between )1(0 +kε  and )1( +kε , it 
follows that 

 2

0

)()(1
)1()1(
kkF

kk
φ

νν
+

+=+ . (5.71)

 
With the estimated parameter, the compensation signal c(k) in Fig. 5.17 is computed by 

)())(ˆ,()( 1 kxkzQkc θ−= , i.e. 
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).2()1()(ˆ2        

)2()1()()1()(
2 −−−+

−−−−=
kckck

kxkxkc
ηθη

ηηη
 (5.72)

This signal is removed from the output of the baseline controller to generate the control signal 
for the VCM actuator. 

 

5.3.3   Stability Analysis 
 
The stability of the PAA can be proved by the equivalent feedback structure and the 

passivity concepts ([7], [45], [71], [99]). First of all, we need to find the equivalent feedback 
system for our PAA. From equations (5.60) and (5.62), the following relationship between )(kε  
and )(ke  holds: 

 )1(~)(
)(

1)1()1( 1 +−+=+ − kk
zH

kek θφε , (5.73)

where optkk θθθ −+=+ )1(ˆ)1(~  is the parameter estimation error and  

 2211 21)( −−− +−= zzzH opt ηηθ  (5.74)

with 1−z  considered as the one-step delay operator. Then Eq. (5.70) becomes 

 )1(~)(
)(
)()1()()1( 1

1
1 +−+=+ −

−
− kk

zH
zDkezDk θφν . (5.75)

From the definition of )1(~ +kθ  and equations (5.65) and (5.71), we obtain 

 )1()()()(~)()1(~)( 2 ++=+ kkkFkkkk νφθφθφ . (5.76)

Then the PAA can be described by an equivalent feedback system shown in Fig. 5.22. In the 
feedforward path, we have a linear time invariant system defined by a transfer function 

 221
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zDzG optff ηηθ

η . (5.77)

The feedback block is a nonlinear time varying system described by Eq. (5.76). 
)1()()( 1 +=′ − kezDke  is considered as a disturbance signal for the PAA. After applying “add 

and subtract operations”, we obtain an equivalent block diagram representation as shown in Fig. 
5.23. 
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Figure 5.22:  The equivalent feedback representation of the PAA for adapting narrow band 

disturbance observer. 

 

 
Figure 5.23:  Another equivalent feedback representation of the PAA for stability analysis. 
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Figure 5.24:  Minimum value of the real part of the feedforward block for different optθ . 

 
 
It was proved in [49] that the nonlinear block in Fig. 5.23 with input )(1 ku  and output 

)(1 ky  is passive and satisfies the Popov’s inequality: 

 [ ] 2
1

0
11 )()( γ−≥∑

=

N

k
kyku , (5.78)

for some finite 2
1γ  and all 0>N . The feedforward linear time invariant block 

2
1

)(
)(

1

1
−−

−

zH
zD  is 

asymptotically stable. Moreover, as shown in Fig. 5.24, the minimum value of the real part of 

2
1

)(
)( −−

−

ω

ω

j

j

eH
eD , πω ≤≤0 , is positive for all possible optθ ’s, when the disturbance frequency 

lies in [200 Hz, 800 Hz] and 97.0=η . So the feedforward block is strictly positive real and 
input strictly passive, i.e. 

 [ ] 2
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22 )()( ukyku
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k
κγ +−≥∑

=
, (5.79)

for some finite 2
2γ , positive κ  and all 0>N . The squared extended l2-norm of 2u  is defined by 
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Notice that )()()( 12 kekuky ′−=  and )()( 12 kyku −= . Then from inequality (5.79), we 

get the following inequality: 
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which implies that 
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On the other hand, 
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by using the fact that 0)(
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, for any positive real number β. Thus, 
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Therefore, with a choice of κβ 2< , it follows that 
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for some ∞<< 10 c  and ∞<≤ 20 c . The l2-norm of the signal w(k) given in Eq. (5.55) that 
drives the adaptation is bounded. )(ke′  is related to w(k) by 

 ( )[ ] )1(,1)()1()()( 1111 +−=+=′ −−−− kwzQzzDkezDke optθ , (5.86)

and ( )[ ]optzQzzD θ,1)( 111 −−− −  has finite magnitude at all frequencies. So 2e′  is bounded and 

it is concluded that 2
2u , 2

2y , 2
1u  and 2

1y  are all bounded, which proves that the PAA 
is stable. 

 

5.3.4   Simulation Results 
 
The proposed direct adaptive narrow band DOB scheme described in previous sections 

is applied to the open-source HDD benchmark problem available at [30] to show its performance. 
As usual, the baseline disturbance includes the disk flutter, the RRO, the measurement noise, and 
the torque noise. In addition, a fictitious sinusoidal signal at 700 Hz with time-varying 
magnitude and phase similar to the one described in Section 5.2.3 is injected to the servo loop at 
the beginning of the 2nd revolution to represent the narrow-band disturbance, which then stops 
at the end of the 7th revolution. Figure 5.25 shows the time trace of this narrow band disturbance 
by the solid line. The dashed line in Fig. 5.26 represents the PES due to all the disturbance and 
noise with the baseline controller only. We can see that the peak of the PES was larger than 15% 
track pitch and the resulting TMR was 19.92% track pitch, which is too large for the head to 
safely perform read/write operation. 

 

 
Figure 5.25:  Narrow band disturbance (solid line) and disturbance estimate (dotted line). 
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Figure 5.26:  Time trace of PES without and with the proposed adaptive compensator. 

 
The adaptation algorithm is driven by the filtered disturbance estimate, w(k), which is 

represented by the dotted line in Fig. 5.25. Notice that the disturbance estimate has same 
frequency and similar magnitude as the injected narrow band disturbance. The proposed 
compensator is turned on at the beginning of the simulation. The initial value of the adaptation 
gain is set to 10,000 (F(0) = 10,000) and the initial guess of the parameter estimate is 

)5002cos()0( ×= sTπθ , the middle point of the frequency range of interest. Figure 5.27 shows 
the convergence of the parameter estimate. We can see that the estimate converges to the 
neighbourhood of the optimal value )8.7202cos( ×sTπ  within one revolution and the variation 
after convergence was small. The resulting PES with the proposed compensator had smaller peak 
value than the one without compensation in the time window from the beginning of the 2nd 
revolution to the end of the 7th revolution as shown in Fig. 5.26. Figure 5.28 compares the 
spectral densities of the PES in that time window without and with the proposed compensator. 
The TMR is improved by 50.2% (9.91% track pitch with compensation) due to the big 
attenuation at the disturbance frequency. We can also notice that when no narrow-band 
disturbance is present, the PES is similar with or without the proposed compensator. 
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Figure 5.27:  Simulation result of Q filter parameter estimation for the narrow band DOB. 

 

 
Figure 5.28:  Spectral densities of PES without and with direct adaptive narrow band DOB. 
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5.4   Summary and Concluding Remarks 
 
This chapter has been concerned with direct adaptive rejection schemes for narrow 

band disturbance rejection. Two schemes have been described. One is based on Youla-Kucera 
parameterization (Method 1) and the other is direct adaptive narrow band disturbance (Method 
2). Each method has both advantages and disadvantages, which will be discussed in this section. 

 
When the plant model is accurate and a sinusoidal disturbance is the only disturbance 

(the ideal case), Method 1 can completely reject the disturbance according to the internal model 
principal and outperforms Method 2 that can only reduce the disturbance by around 97%. Since 
for the HDD system, the accurate plant model is never available and there are many other kinds 
of disturbances, Method 1 and Method 2 give similar attenuation of the narrow band disturbance. 

 
By the nature of the internal model principal, Method 1 can be easily extended to 

handle multiple narrow band disturbances by increasing the order of the FIR Q filter such that Eq. 
(5.15) has a unique solution ([48], [50]). But for Method 2, there is not straightforward way of 
devising a Q filter for multiple narrow band disturbance. 

 
Computational complexity must be taken into consideration when choosing a control 

algorithm. Method 1 requires a lot of computational effort, since there are two parameters to 
estimate, compared to one parameter to estimate for Method 2. At each control sample, the 
amount of multiplication and addition operations required to calculate parameter estimate and 
adaptation for Method 1 is more than twice as large as that for Method 2. Although the 
computation power keeps growing on the modern controller chips, computationally simple 
algorithm is always more preferable in HDD systems to reduce computational delay that can 
severely degrade stability margins of the closed loop system. Another benefit of using Method 2 
is that it can be kept on all the time whether narrow band disturbance occurs or not to avoid 
transient oscillation without wasting too much computational effort. 

 
The convergence of the parameter estimate for Method 1 is guaranteed in the ideal case. 

But in the practical case where the plant model is inaccurate, there is no existing convergence 
proof for Method 1, while for Method 2 the stability proof shows that the parameter estimate 
does not go unbounded. 

 
In this chapter, the performance of Method 1 and Method 2 is shown by applying each 

method to reject a narrow band disturbance in the frequency range [200 Hz, 800 Hz]. Both 
methods will work for a wider frequency range as long as the plant model in the range is good. 
When the frequency range is wider, however, performance of the disturbance rejection may be 
poorer. The reason for the performance degradation is that the parameter estimates become less 
accurate because more noise may be involved during estimation. In contrast, if we have better 
prior knowledge about the narrow band disturbance so that the frequency range may be tighter, 
then the performance will be better. 
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Chapter 6 

 
 

Conclusions and Future Research 
 
 

6.1   Conclusions 
 
This dissertation has introduced several adaptive control schemes to reject the narrow 

band disturbance in HDD systems to improve the performance of the track-following servo 
control for higher achievable areal densities. 

 
The HDD plant for servo control system consists of the power amplifier, the voice coil 

motor (VCM), and the head stack assembly (HSA). The head position is controlled by the servo 
system in either of the two operation modes: track-following and track-seeking. Several existing 
HDD servo controllers have been reviewed in Chapter 1. 

 
As discussed in Chapter 2, the sources of track mis-registration (TMR) can be 

categorized into repeatable runout (RRO) and non-repeatable runout (NRRO), and 
correspondingly the position error signal (PES) is decomposed into repeatable PES (RPES) and 
non-repeatable PES (NRPES). The focus of this dissertation was rejecting the dominant 
frequency components in the NRPES spectrum so that the performance of the track-following 
servo control system was enhanced by reducing the TMR. 

 
Chapter 3 provided an overview of the adaptive control theory, which is categorized 

into direct adaptive control and indirect adaptive control depending on the way that the 
controller parameters are adjusted. Examples of popular direct adaptive control and indirect 
adaptive control schemes were introduced. Several applications of the adaptive control theory to 
HDD servo systems were also discussed in Chapter 3. 

 
Chapter 4 was concerned with the indirect adaptive control for rejecting narrow band 

disturbance, involving frequency identification and add-on compensation. Two frequency 
identification algorithms were described: the discrete Fourier transform which is the frequency-
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domain representation of the PES and the least mean squares (LMS) algorithm which is based on 
the parametric model of a sinusoidal signal. With the frequency estimate of the narrow band 
disturbance, an add-on compensator was applied to reject it. One compensator design estimated 
the magnitude and the phase of the narrow band disturbance using the basis function algorithm. 
An alternative compensator is the disturbance observer (DOB) with a narrow bandpass Q filter. 
Conclusions of this study are 

 
 The DFT method is suitable for accurate off-line frequency identification, while the LMS 

method is a computationally simple on-line approach. 
 
 The basis function algorithm based compensator provides a near perfect rejection of the 

disturbance, while the DOB based compensator results in about 30 dB attenuation in the 
frequency response of the error rejection function at the disturbance frequency. 

 
 The compensator using the basis function algorithm can be extended to reject multiple 

frequency components, which is difficult for the DOB based approach. If we apply 
multiple narrow bandpass Q filters to reject multiple frequency components, they will 
adversely affect one another degrading the overall performance. 

 
 The resulting closed-loop system with the DOB based compensator is a linear time 

invariant system so that it is possible to show that the robustness of the system is similar 
to the baseline system. 

 
 The basis function algorithm requires more computational effort to obtain the magnitude 

and the phase estimates than the DOB based compensator which does not involve any 
parameter estimation. 

 
 

Two direct adaptive rejection schemes for the narrow band disturbance were introduced 
in Chapter 5. One scheme is based on Youla-Kucera (YK) parameterization with a pre-specified 
term to improve transient responses and a bandpass filter to deal with inaccurate HDD plant 
models as well as to limit the waterbed effect to a certain frequency range. The other direct 
adaptive scheme adopts the structure of the DOB with a narrow bandpass Q filter. The frequency 
coefficient of the Q filter is adapted through the minimization of the TMR caused by the narrow 
band disturbance. The conclusions of the two direct adaptive rejection schemes are 

 
 Theoretically, the YK parameterization based scheme can completely reject the narrow 

band disturbance. However, due to the inaccuracy of the plant model and disturbances 
other than the dominant frequency component, the YK based scheme gives only a similar 
amount of attenuation of the dominant component as the DOB based scheme. 

 
 The YK based scheme can be easily extended to reject multiple frequency components, 

while for the DOB based scheme, there is no straightforward way of adapting a Q filter 
for multiple components. 

 
 One main drawback of the YK parameterization based scheme is its computational 
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intensity as two parameters need to be estimated for rejecting one frequency component. 
The computation involved in DOB based scheme is less than half of the YK 
parameterization approach. 

 
 The hyperstability of the DOB based scheme assures that the parameter estimate does not 

go unbounded. The convergence of the parameter estimates for the YK parameterization 
scheme is guaranteed in the ideal case. In the practical cases where the plant model is 
inaccurate, however, there is no existing convergence proof for the scheme. 

 
 
All compensation schemes introduced in this dissertation for HDD servo systems can 

be applied with no or little modification to reject narrow band disturbances in other servo 
systems, such as optical disk drives, microphones, and active suspension systems. 
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6.2   Future Research Topics 
 
The disk flutter induced disturbances in HDD systems may show up in PES spectrum 

as several narrow band peaks only a few hundred hertz apart from one another. Due to the 
change of boundary conditions of the disk flutter, a real-time method to reject such disturbances 
is preferred. A multiple component frequency identification algorithm with good resolution is 
required for any indirect adaptive rejection schemes to work in this case. The direct adaptive 
control schemes must be improved to handle such clustered narrow band disturbances. 

 
To avoid exciting the resonant modes in HDD systems, notch filters at resonant 

frequencies are commonly used. When the frequency of a notch filter does not align with the 
targeted resonant mode due to either the change of environment or parameter perturbation 
caused by mass production, a big peak shows up in the PES spectrum and the system can even be 
unstable. Thus, the detection of such resonances is an issue, and properly altering notch 
parameters on the fly is an important topic for HDD servo control. 

 
The first one or two revolutions after the track seeking operation are usually referred to 

as settling stage. The PES for the settling stage is called settle PES. Sometimes a seek operation 
can induce big settle PES oscillation, which can greatly increase seek time and worsen seek 
consistency. The oscillation can be caused by improper mode switching or sometimes by where 
the drives are sitting. These causes are unit dependent also. So it is crucial for the HDD servo 
system to detect the settle oscillation and compensate for it to achieve fast and consistent seeking 
performance for each HDD unit. 

 
The dual-stage HDD systems use an additional piezoelectric actuator to achieve a 

higher bandwidth than the traditional single-stage HDD systems discussed in this dissertation, 
which means that the dominant frequency component may reside in higher frequency range for 
the dual-stage HDD systems. This may require some modification of the rejection schemes 
introduced in this dissertation to handle narrow band disturbances in dual-stage HDDs. 
Moreover, dual actuation may provide more degree of freedom for the narrow disturbance 
compensator design. 
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