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Abstract 
 

The Influence of Charged Species on the Phase Behavior, Self-Assembly, and Electrochemical 
Performance of Block Copolymer Electrolytes 

 
by 
 

Jacob Lloyd Thelen 
 

Doctor of Philosophy in Chemical Engineering 
 

University of California, Berkeley 
 

Professor Nitash P. Balsara, Chair 
 
 

One of the major barriers to expanding the capacity of large-scale electrochemical energy 
storage within batteries is the threat of a catastrophic failure. Catastrophic battery pack 
failure can be initiated by a defect within a single battery cell. If the failure of a defective 
battery cell is not contained, the damage can spread and subsequently compromise the 
integrity of the entire battery back, as well as the safety of those in its surroundings. 
Replacing the volatile, flammable liquid electrolyte components found in most current 
lithium ion batteries with a solid polymer electrolyte (SPE) would significantly improve 
the cell-level safety of batteries; however, poor ionic conductivity and restricted 
operating temperatures compared to liquid electrolytes have plagued the practical 
application of SPEs. Rather than competing with the performance of liquid electrolytes 
directly, our approach to developing SPEs relies on increasing electrolyte functionality 
through the use of block copolymer architectures.  
 
Block copolymers, wherein two or more chemically dissimilar polymer chains are 
covalently bound, have a propensity to microphase separate into nanoscale domains that 
have physical properties similar to those of each of the different polymer chains. For 
instance, the block copolymer, polystyrene-b-poly(ethylene oxide) (SEO), has often been 
employed as a solid polymer electrolyte because the nanoscale domains of polystyrene 
(PS) can provide mechanical reinforcement, while the poly(ethylene oxide) microphases 
can solvate and conduct lithium ions. Block copolymer electrolytes (BCEs) formed from 
SEO/salt mixtures result in a material with the bulk mechanical properties of a solid, but 
with the ion conducting properties of a viscoelastic fluid. The efficacy SEO-based BCEs 
has been demonstrated; the enhanced mechanical functionality provided by the PS 
domains resist the propagation of dendritic lithium structures during battery operation, 
thus enabling the use of a lithium metal anode. The increase in the specific energy of a 
battery upon replacing a graphite anode with lithium metal can offset the losses in 
performance due to the poor ion conduction of SPEs. However, BCEs that enable the use 
of a lithium anode and have improved performance would represent a major 
breakthrough for the development of high capacity batteries.  
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The electrochemical performance of BCEs has a complex relationship with the nature of 
the microphase separated domains, which is not well-understood.  The objective of this 
dissertation is to provide fundamental insight into the nature of microphase separation 
and self-assembly of block copolymer electrolytes. Specifically, I will focus on how the 
ion-polymer interactions within a diverse set of BCEs dictate nanostructure. Combining 
such insight with knowledge of how nanostructure influences ion motion will enable the 
rational design of new BCEs with enhanced performance and functionality. 
 
In order to facilitate the study of BCE nanostructure, synchrotron-based X-ray scattering 
techniques were used to study samples over a wide range of length-scales (i.e., from 
Angstroms to hundreds of nanometers) under conditions relevant to the battery 
environment. The development of the experimental aspects of the X-ray scattering 
techniques, as well as an improved treatment of scattering data, played a pivotal role in 
the success of this work. The dissemination of those developments will be the focus of 
the first section. 
 
The thermodynamic impact of adding salt to a neutral diblock copolymer was studied in a 
model BCE composed of a low molecular weight SEO diblock copolymer mixed with 
lithium bis(trifluoromethanesulfonyl)imide (LiTFSI), a common salt used in lithium 
batteries. In neutral block copolymers (BCPs), self-assembly is a thermodynamically 
driven process governed by a balance between unfavorable monomer contacts (i.e., the 
enthalpic contribution) and the entropy of mixing. When the enthalpic and entropic 
contributions to free energy are similar in magnitude, a block copolymer can undergo a 
thermally reversible phase transition from an ordered to a disordered nanostructure (i.e., 
the order-to-disorder transition (ODT). We used temperature-dependent small angle X-
ray scattering (SAXS) to observe this transition in the model SEO/LiTFSI system. Unlike 
neutral BCPs, which to a first approximation are single component systems, the 
SEO/LiTFSI system demonstrated the thermodynamically stable coexistence phases of 
ordered lamellae and disordered polymer over a finite temperature window. Analysis of 
the lamellar domains revealed an increase in salt concentration during the ODT, 
indicating local salt partitioning due to the presence of nanostructure. While the Gibbs 
phase rule predicts this behavior, this was the first result demonstrating a direct 
connection between ion-polymer interactions and block copolymer nanostructure. 
 
We found evidence of salt redistribution in BCEs wherein self-assembly has been 
kinetically arrested. Through the structural analysis of BCEs formed from a high 
molecular weight SEO sample over a wide range of LiTFSI concentrations, it was 
revealed that in some cases, coexisting nanostructures were stable. While it is likely that 
the stability of these nanostructures was kinetic in nature, the relationship between 
nanostructure and salt partitioning revealed previously indicates that the salt could 
redistribute between the nanostructures to achieve the lowest energetic state. Unusual 
trends in the ionic conductivity with respect to salt concentration support this hypothesis. 
In some cases, high salt concentrations lead to significant improvements in ionic 
conductivity, representing a strong departure from the behavior of standard SPEs, and a 
possible route to improving the performance of BCEs. 
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The performance of BCEs can also be improved by chemically functionalizing one of the 
polymer blocks by covalently attaching the salt anion. Since the cation is the only mobile 
species, these materials are coined single-ion conducting block copolymers. Single ion 
conduction can improve the efficiency of battery operation. In order for cation motion to 
occur in single-ion conducting block copolymers, it must dissociate from the backbone of 
the anion-containing polymer block. Through the structural and electrochemical 
characterization of poly(ethylene oxide)-b-poly[(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide] (PEO-P(STFSI))-based single-ion conductors, we 
found that ion dissociation significantly influences nanostructure: when a large amount of 
ions are dissociated, the polymer blocks tend to mix, thus precluding microphase 
separation and the formation of nanostructure. This direct coupling of ion dissociation 
(and hence conduction) and nanostructure has interesting implications for BCE 
performance. For instance, without discreet microphases, the single-ion conducting 
polymers cannot provide the enhanced mechanical properties like those obtained in 
SEO/LiTFSI electrolytes. Future development in single-ion conducting block copolymers 
should investigate polymer architectures where a third polymer block, such as PS, 
facilitates microphase separation and improved mechanical properties.  
 
Additional analysis of the single-ion conducting block copolymers revealed that ion 
dissociation from the charge-containing backbone (P(STFSI)) could also influence the 
crystallization of the neutral polymer block (PEO). Interestingly, ion dissociation did not 
disrupt PEO crystallization by directly interfering with the PEO chains, rather the 
homogeneity of the polymer melt prior to PEO crystallization led to differences in 
crystallization behavior. In the cases where ion dissociation lead to significant mixing of 
the polymer block, PEO crystallites grew unimpeded and formed well-ordered lamellar 
structures. When ion dissociation did not occur, fluctuations in concentration due to the 
demixing of PEO and P(STFSI) interrupted the growth of PEO crystallites, slowing the 
crystallization process and leading to less-ordered nanostructures. 
 
The final study in this work highlights the capability of utilizing in situ electrochemical 
characterization techniques while monitoring polymer microstructure using synchrotron 
X-ray scattering. We studied the electrochemical oxidation (doping) of poly(3-
hexylthiophene) (P3HT) in a block copolymer of poly(3-hexylthiophene)-b-poly(ethylene 
oxide) (P3HT-PEO) mixed with LiTFSI. During the doping process, we monitored the 
charge mobility electrochemically and the crystalline structure of P3HT using wide angle 
X-ray scattering (WAXS). Combining the structural analysis with the transport 
measurements in situ allowed the observation of a clear correlation between doping-
induced changes in the P3HT crystal lattice and improvements in charge mobility. Since 
the doping-induced structural changes involve the intercalation of a salt anion into the 
P3HT crystal lattice, tuning the nature of the anion present during electrochemical 
oxidation might provide a new route to improving hole mobility in P3HT. 
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Chapter 1 – Introduction 
 

 The transition from a fossil fuel-based economy to an economy based on renewable 
energy sources will require significant improvements in energy storage technology.1–3 While the 
performance of energy storage systems is typically on the forefront of research, safety remains a 
primary concern for the practical implementation of any high-capacity energy storage system.4,5 
The overarching goal of the research presented in this dissertation is the development of safe 
high-capacity battery technologies; the approach rests in developing a fundamental 
understanding of the performance of inherently safe battery electrolyte materials, in order to 
inform the rational design of improved battery technologies. 

1.1 Solid Polymer Electrolytes (SPEs) 
 
A major safety hazard in many high energy density battery technologies is the use of 

volatile, flammable solvents in the electrolyte formulation.6–8 In the event of a cell failure, these 
volatile components can cause the battery cell to over-pressurize and rupture, whereupon the 
flammable vapors can ignite and induce the catastrophic failure of the entire energy storage 
system. While such failures might be viewed as a serious nuisance in small-scale storage such as 
that found in portable electronics, it can actually preclude the implementation of larger scale 
systems (e.g., electric transportation or electric grid storage) where failure would result in 
significant damages and the potential loss of human life. One of the primary approaches in the 
development of safer battery technologies is the elimination of all volatile components through 
the implementation of solid state electrolytes. 

The coordination of alkali metal salts with the polymer, poly(ethylene oxide) (PEO), was 
first reported by Fenton, Park, and Wright in 19739. It was soon revealed that PEO could not 
only solvate the ions, but also conduct them without any additional solvents (i.e., in the melt)10, 
which quickly led to the development of solid polymer electrolytes (SPEs) for electrochemical 
cells11. The field of solid polymer electrolytes advanced rapidly12, with one of the major 
breakthroughs being the development of highly delocalized salts, such as lithium 
bis(trifluoromethanesulfonyl)imide (LiTFSI)13. Nevertheless, application of solid polymer 
electrolytes in lithium ion battery technologies has been limited due mainly to low cation 
mobility and restricted operating temperature requirements relative to liquid electrolytes.14,15 

One of the primary advantages offered by SPEs is their electrochemical stability against 
lithium metal, which is theoretically one of the highest energy density anodes available.16 Due to 
the significant increase in capacity offered by the lithium anode, SPEs could find application 
even with their limited transport properties. Unfortunately, after repeated charge and discharge 
cycles, the stripping and plating of lithium metal at the anode of a solid polymer battery tends 
occur unevenly, leading to “dendritic” protrusions that can short circuit the cell and lead to 
premature failure.8,16,17 Monroe and Newman have proposed that these “dendritic” structures can 
be suppressed if the battery electrolyte has a sufficiently high shear modulus18; however, the 
mobility of polymer chains, and hence the SPE mechanical properties, are strongly coupled (i.e., 
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an increase in shear modulus results in a decrease in ion mobility)12. It is clear that SPEs formed 
from simple polymer/salt mixtures will not provide the electrical or mechanical properties 
necessary for most battery applications.  

1.2 Block Copolymer Electrolytes (BCEs) 
 
One route to increasing the functionality of SPEs is to utilize a block copolymer, i.e., the 

typical ion solvating/conducting polymer is covalently bound to another polymer chain that has 
additional functionality. In particular, block copolymer electrolytes (BCEs) that include a rigid 
polymer block have gained considerable attention due to their unique ability to decouple 
mechanical properties from electrochemical performance.19 A number of studies utilizing BCEs 
made from the block copolymer polystyrene-b-poly(ethylene oxide) (SEO) mixed with lithium 
bis(trifluoromethanesulfonyl)imide (LiTFSI) salt have provided evidence supporting Monroe and 
Newman’s ideas on mechanical suppression of dendrite growth.20–23 These materials hold great 
promise for enabling the use of the lithium metal anode; however the added complexity of 
microphase separation and nanoscale self-assembly within these BCEs significantly complicates 
their characterization, making it difficult to develop design rules for improving performance.24–33 

Another emerging class of BCE consists of an ion solvating/conducting block (e.g., PEO) 
that is covalently bound to a polyanionic block.34–37 The unique advantage of these systems is 
that due to the immobilization of the salt anion onto the polymer backbone, they serve as single-
ion conductors for the cation species, i.e., the ion involved in the electrochemical reactions inside 
of a battery (e.g., Li+). Single-ion conductors have been predicted to improve the performance of 
lithium batteries under certain conditions38, as well as potentially suppressing the growth of 
dendritic structures39. The seminal work of Bouchet and coworkers35 has indicated that block 
copolymers composed of PEO and the polyanionic block poly(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide lithium (P[(STFSI)Li]) behave as efficient single-ion 
conductors that appear to provide improved performance within lithium batteries. The influence 
that tethering the anion to the backbone of the BCE has on polymer microstructure has just 
begun to be explored36,37,40,41; however, based on the extensive study if the SEO/LiTFSI system, 
one would anticipate a strong correlation be microstructure and electrochemical performance in 
single-ion conducting BCEs. 

BCEs can also be derived from polymer blocks with additional functionality, such as 
electronic conductivity. For example, the block copolymer poly(3-hexylthiophene)-b-
poly(ethylene oxide) (P3HT-PEO), wherein P3HT is a conjugated polymer capable of 
conducting electronic charge, can be mixed with LiTFSI in order to conduct both ionic and 
electronic current.42–46 While this material cannot function as a the separating layer between 
battery electrode, its unique conductive properties make it an intriguing binder material for the 
cathode layer.45,47 It has been shown that the conductive properties of the P3HT phase, which 
drastically influence battery performance47, are strongly dependent on an electrochemical 
doping48,49, which occurs in situ within the battery during the charging process42. 
Electrochemical doping of P3HT can be expected to influence the microstructure of P3HT-PEO, 
and hence the performance of a battery cathode during operation. 
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It is clear that block copolymers provide an almost limitless opportunity for the 
development of novel electrolyte materials; however, their utility depends strongly on our ability 
to understand their performance and intelligently design improved materials. A key feature in the 
development of any BCE material is determining how the interactions between the two 
dissimilar polymer blocks influence the polymer nanostructure, and in turn, how that 
nanostructure influences electrolyte performance. The general features of block copolymer 
microphase separation and concomitant self-assembled nanostructures are well-established50–53, 
whereas there is still much to learn about the influence of nanostructure on ion conduction54. 

1.3 Studying the Impact of Ion-Polymer Interactions in BCEs 
 
Perhaps the most interesting aspect of BCEs is the complex interplay between 

nanostructure and electrochemical performance. On one hand, the presence of nanoscale 
structures are thought to alter conductive pathways and significantly impact electrolyte 
performance54, but on the other, the presence of ions tends to dictate what nanostructures are 
actually formed24–28. Thus, we often observe both the performance and nanostructure of a given 
BCE sample, yet gain little insight as to how we might control either property independently. 

My approach to contributing to the development of safer battery technology is based on 
the idea that we need to better understand how ionic species influence block copolymer 
microphase separation and self-assembly before we can intelligently design any improvements to 
the current BCE state-of-the-art. My methodology has been to perform detailed and careful 
analysis of BCE microstructure under controlled conditions that are relevant to either the process 
of microphase separation and self-assembly, or the conditions expected to occur within a battery. 
Since the behavior of neutral block copolymers is well understood50–53, I can use the predicted 
behavior for neutral block copolymers to reveal the deviations in polymer microstructure induced 
by the ionic species. Additional analysis of the electrochemical response of the BCEs under 
similar conditions often provides insight to the environment experienced by the ions, as well as 
serving as a reference for comparison with other studies.  

In order to study the microstructure of BCEs under the various conditions of interest, I 
have heavily utilized synchrotron small and wide angle X-ray scattering techniques (SAXS and 
WAXS). X-ray scattering is particularly well-suited for the analysis of BCEs because it can 
provide bulk (average) structural information of samples that have been prepared in the same 
manner used in application. Furthermore, the high flux provided by the synchrotron source can 
facilitate real-time data collection, enabling in situ structural analysis during the application of 
perturbations to the system. Lastly, since X-ray scattering provides statistically-relevant 
structural averages, the data can easily be compared to structure models. Such analysis can be 
particularly powerful when the scattering intensity values have been calibrated (i.e., absolute 
intensity), thus providing bounds for the model parameters. A significant result of my thesis 
work was the development of an experimental methodology for quantitative X-ray scattering.  

1.4 Outline of Dissertation 
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In the enclosed work, I use quantitative X-ray scattering, in conjunction with electron 
microscopy, thermal analysis, and electrochemical techniques to analyze the influence of 
charged species on the nanostructure, phase behavior, and electrochemical properties of a series 
of BCEs with different chemical architectures. In Chapter 2, I provide a comprehensive guide to 
the experimental methodology I developed to obtain quantitative X-ray scattering data 
(Appendix A1 provides a guide to analysis of such data). Chapters 3 and 4 focus on the impact of 
adding salt to a neutral polymer (i.e., binary electrolytes). Chapter 3 presents the analysis of a 
model SEO/LiTFSI BCE system, wherein a structural phase transition (order-to-disorder) is 
probed to explore the influence of charged species on the thermodynamics of block copolymer 
self-assembly. Chapter 4 highlights the impact of charged species on the self-assembly of a non-
ideal (“practical”) SEO/LiTFSI system, where kinetic limitations begin to play a major role in 
BCE nanostructure. Chapters 5 and 6 utilize a library of single-ion conducting block copolymers 
composed of PEO-b-P[(STFSI)X], where X represents the cation species, to explore the 
influence of cation identity on the nanostructure and electrochemical properties of single-ion 
conducting BCEs. Chapter 5 presents the analysis of the single-ion conducting BCEs in the melt 
state, directly relating their nanostructure and ionic conductivity to the degree of cation 
dissociation from the charged polyanionic backbone. Chapter 6 demonstrates the influence of 
cation species on the crystallization of the neutral PEO block in these systems. Chapter 7 deals 
with the electrochemical doping of the simultaneous electron/ion conductor, P3HT-PEO. The 
work in Chapter 7 combines in situ WAXS and in situ electrochemical analysis to understand the 
relationship between P3HT crystal structure, charge mobility, and doping level in these systems.  

1.5 Abbreviations 
 

BCE Block copolymer electrolyte 
FEP Fluorinated ethylene propylene 
LiTFSI Lithium bis(trifluoromethanesulfonyl)imide 
P[(STFSI)Li] poly(styrene-4-sulfonyltrifluoromethylsulfonyl)imide lithium 
P[(STFSI)X] poly(styrene-4-sulfonyltrifluoromethylsulfonyl)imide - exchangeable cation 
P3HT Poly(3-hexylthiophene) 
P3HT-PEO Poly(3-hexylthiophene)-b-Poly(ethylene oxide) 
PEO Poly(ethylene oxide) 
PS Polystyrene 
SAXS Small angle X-ray scattering 
SEO Polystyrene-b-poly(ethylene oxide) diblock copolymer 
SPE Solid Polymer Electrolyte 
WAXS Wide angle X-ray scattering 
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Chapter 2 - An Experimenter’s Guide to Quantitative X-Ray 
Scattering 
 

2.1 Introduction 
  

X-ray scattering techniques have been become well-established methods for determining 
the microstructures present in soft materials.55 In particular, the advent of improved, accessible 
synchrotron X-ray sources has enabled the widespread application of small angle X-ray 
scattering (SAXS), where quality scattering profiles can now be collected with exposure times on 
the order of seconds (or less) compared to the minutes or even hours needed to achieve similar 
signal to noise on bench top instruments. The high quality (steady flux, well-collimated) 
radiation and improved detectors commonly employed at synchrotron scattering instruments is 
amenable to the collection of scattering data with quantitative intensity; however, due to the lack 
of widespread adoption of intensity calibration methods, most scattering data reported in 
literature are still provided with arbitrary intensity units (a.u.). There has recently been a push to 
implement the use of calibration standards to allow for the conversion of raw intensity values to 
absolute scattering units (cm-1); yet to my knowledge, a clear guide to the experimental steps 
required to yield quantitative scattering intensity does not exist. The goal of this chapter is to 
provide such a guide. 

 
 There are many motivations for one to undertake the effort required to perform 
quantitative X-ray scattering measurements. For instance, from an experimental standpoint, 
determining absolute scattering intensities provides a robust route to detecting artifacts in 
scattering data, whether from the sample or due to the instrument. Furthermore, absolute 
scattering data can be combined from multiple experiments using different instrument 
configurations, allowing one to probe an increased range of structural length-scales without 
having to change the sample preparation methods or the sample environment. In regard to data 
analysis and interpretation, absolute scattering intensities enable quantitative parameter 
extraction using model-independent scaling laws, as well as a means to constrain fitting 
optimizations when utilizing structural models to interpret data. Two case studies on the 
application of absolute scattering data toward quantitative structural analysis are included in 
Appendix A1. This chapter focuses on obtaining quantitative scattering data, and is organized 
into the following sections: (2.2) Background: X-ray/Matter Interactions and Scattering 
“Techniques”; (2.3) Sample Preparation and Optimization; (2.4) Instrument Setup; (2.5) Image 
Analysis and Data Reduction; (2.6) Data Corrections and Intensity Calibration; and (2.7) Data 
Collection. 
 

2.2 Background: X-ray/Matter Interactions and Scattering “Techniques” 
  
 Figure 2.1 schematically depicts the most relevant physical processes that occur when an 
object is irradiated during a typical “hard” (i.e. non-interacting) X-ray scattering experiment. The 
object is irradiated with an incident X-ray intensity (𝐼𝐼0), which is determined by the flux X-rays 
of wavelength 𝜆𝜆 from the monochromatic source (𝛷𝛷(𝜆𝜆)), the area of the X-ray beam (A), and the 
exposure time (t). At any position (x) within the object, the incident radiation can either be 
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transmitted, absorbed, or scattered by the material, yielding intensity due to scattering (Is) at 
angle θ, and the transmitted incident beam, which are both attenuated by absorption within the 
object. The degree of intensity attenuation due to absorption is determined by the exponential 
terms in Figure 2.1, which contain the linear absorption coefficient of the material for that 
wavelength of radiation (𝜇𝜇(𝜆𝜆) ) and the radiation path length, which is given by the total 
thickness of the sample (z) for the transmitted beam, and �(𝑧𝑧−𝑥𝑥)

cos𝜃𝜃
� for the scattered beam. The 

(𝑧𝑧 − 𝑥𝑥) term for the attenuate of scattered intensity accounts for the path length modification due 
to the position of scattering event within the thickness of the sample, while the cos𝜃𝜃  term 
accounts for the increased path length for a given scattering angle.56,57 Since scattering events are 
rare, typically 𝐼𝐼0  >>  𝐼𝐼𝑠𝑠  and the attenuation of the incident beam due to scattering can be 
neglected.55 
 

 
 

 
Figure 2.1: Simplified schematic of incident X-ray intensity (𝐼𝐼0) interacting with an object of thickness z. 

 
 Physically, X-rays interact with the electrons of the scattering object.55,56 X-ray 
attenuation scales directly with the electron density; whereas scattering events occur due to 
fluctuations in electron density within the object. The detailed physics of matter-light interactions 
can be explored elsewhere.55,56 Briefly, coherent scattering stems from the interaction between an 
X-ray and an electron, leading to the generation of a spherical wave of electromagnetic radiation 
with the same wavelength as the incident X-ray. Constructive and destructive interferences 
between these spherical waves lead to so-called scattered intensity at discreet angles relative to 
the incident radiation direction. The scattering angles are defined by the distance between 
spherical wave sources relative to the wavelength of the radiation. My goal here is to introduce 
various scattering “techniques” and provide some intuition for what processes lead to the 
experimentally observed scattering intensity at a given scattering angle θ. First, I define  
 
 𝑞𝑞 ≡

4𝜋𝜋
𝜆𝜆

sin
𝜃𝜃
2

 [=] nm−1 (2.1) 
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where 𝑞𝑞 is the magnitude of the scattering vector, which provides a measure of the scattering 
angle (𝜃𝜃) that is independent of the X-ray wavelength (𝜆𝜆) and scattering geometry used during 
the experiment. The relationship between 𝑞𝑞 and the real-space Bragg’s spacing (d) is simply 
𝑞𝑞 = 2𝜋𝜋

𝑑𝑑
. Thus large values of 𝑞𝑞  correspond to large scattering angles (𝜃𝜃) and small Bragg’s 

spacings (d). Likewise, small values of 𝑞𝑞 relate small scattering angles (𝜃𝜃) and large Bragg’s 
spacings (d).  
 

Various scattering “techniques” are described by the range of q-values that are probed 
during an experiment; however, the experimental procedure in all cases is essentially identical. 
In Figure 2.2, I define three different scattering “regimes” based on the length-scales probed and 
the corresponding physical properties of the material that provide the fluctuations in electron 
density that lead to the scattering events. Small angle X-ray scattering (SAXS) typically refers to 
experiments that probe 𝑞𝑞 < 2 nm-1 i.e. correlations larger than a couple of nanometers. At these 
length-scales, scattering events are induced by domains with different electron densities, and the 
total scattering intensity scales with the so-called scattering “contrast”, which is defined as 
 
 contrast = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟(𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2 [=] cm−1 (2.2) 

 
where 𝐵𝐵𝐴𝐴 and 𝐵𝐵𝐵𝐵 are the scattering length densities of the two regions with differing electron 
density, and 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟  is an arbitrary reference volume. For modeling of polymer scattering, we 
typically use 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 = 0.1 nm3 = 1 × 10−22cm3. For hard X-ray experiments, the scattering length 
density (𝐵𝐵𝑖𝑖) for a given phase can be approximated by 
 
 

𝐵𝐵𝑖𝑖 ≈
r𝑟𝑟(cm [e−]−1)𝜂𝜂𝑖𝑖([e−] )N𝐴𝐴𝐴𝐴(mol−1)𝜌𝜌𝑖𝑖(g cm−3)

𝑀𝑀𝑖𝑖(g mol−1)  [=] cm−2 (2.3) 

 
where  r𝑟𝑟 = 2.81 × 10−13 cm is the cross sectional scattering radius of a free electron55; 𝜂𝜂𝑖𝑖 is the 
number of electrons per species 𝑖𝑖; N𝐴𝐴𝐴𝐴 is Avogadro’s number (the product 𝜂𝜂𝑖𝑖N𝐴𝐴𝐴𝐴 represents the 
number of electrons in a mole of 𝑖𝑖); 𝜌𝜌𝑖𝑖 is the density if phase 𝑖𝑖; and 𝑀𝑀𝑖𝑖  is the molar mass of 
species 𝑖𝑖. It is important to reiterate that SAXS intensity stems from a difference in electron 
density (e.g. an interface, void, microphase, etc.); a completely homogeneous material will not 
exhibit small angle scattering. Conversely, the total intensity observed in wide angle X-ray 
scattering (WAXS), scales with the total electron density of the sample. WAXS experiments 
typical probe 𝑞𝑞 > 5 nm-1 i.e. correlations between individual atoms/molecules. At these length-
scales, fluctuations in electron density stem from the presence or absence of an atomic species, 
with electron depleted “voids” occupying the inter-atomic regions. Naturally, higher atomic mass 
atoms, which correspondingly have a larger local electron density, have a higher probability of 
interacting with X-rays and causing scattering events. Due to the scaling of WAXS intensity with 
the total number of electrons in the illuminated volume, some report absolute scattering intensity 
normalized by the number of electrons (i.e. electron units).56 For simplicity, I will use the same 
intensity units (cm-1) for scattering at all angles. At scattering angles between SAXS and WAXS 
exists a regime sometimes referred to as middle angle X-ray scattering (MAXS). Although 
experiments do not typically target solely this regime, it encompasses roughly 1 < 𝑞𝑞 < 10 nm-1 
i.e. correlations on the order of 0.5 to 6 nm. At these length-scales, scattering can be caused by 
phases with different electron density, interfaces between those regions, as well as inter-
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atom/molecule correlations. Thus the scaling of total scattering intensity is ill-defined, but can be 
strongly influenced by the total interfacial area between phases and the amount of density 
fluctuations or defects within an otherwise homogeneous phase.55,58  
 
 

 
Figure 2.2: Qualitative definitions of the various scattering “techniques” based on the length-scales probed. The 
cartoons demonstrate a solution of ~5 nm nanoparticles (red) suspended in solvent (cyan). SAXS derives from intra- 
and inter-particle correlations; MAXS stems from intra-particle correlations, as well as fluctuations in density 
between and within homogeneous phases; and WAXS is due to inter-atomic/molecule correlations within the 
particle/solvent. The total scattering intensity for SAXS scales with scattering contrast i.e. the difference in 
scattering length density (BA and BB) between the two phases, whereas WAXS intensity scales with the total electron 
density (𝜌𝜌𝑟𝑟−). The intensity scaling in MAXS is poorly defined due to the “grainy-ness” of the scattering objects i.e. 
intensity arises from both differences in scattering length density and molecular packing. 
 
 To better develop an intuitive understanding of the physical processes leading to 
scattering intensity observed in SAXS, MAXS, and WAXS, I find it useful to think in terms of 
modeling approaches. WAXS is analogous to a microscopic model, where the physics involved 
are perhaps a step higher than quantum physics (e.g. scattering from a single electron), but the 
treatment of inter-atomic correlation can technically describe the entire macroscopic system if 
propagated correctly. On the other hand, scattering in the SAXS regime is treated as a mean field 
model, where the many-bodied interactions within a given phase are averaged to a constant value 
in order to describe the larger-scale correlation between phases. Finally, MAXS occupies the 
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length-scales where both mean field and microscopic models begin to break down; local 
fluctuations in the mean-field averages become quite significant, but the problem is difficult to 
capture with the microscopic model due to the presence of interfaces, defects, multiple species, 
etc.  
 

2.3 Sample Preparation and Optimization 
 
 In order to collect quality scattering data, some care needs to be taken during sample 
preparation. Ideally, samples will have flat surfaces and a uniform thickness over the entire area 
exposed to the X-ray beam. Furthermore, voids must be eliminated; the presence of voids will 
contribute a significant amount of SAXS intensity, and the measured thickness will not 
correspond to the actual amount of sample material. One must also consider the goal of the 
scattering experiment: if information about equilibrium structures is sought, appropriate 
annealing protocols need to be followed; whereas if the structure of a functional material is to be 
probed, samples should be prepared using the same methods as those used for the application. 
Lastly, the sample should be prepared such that a suitable signal to noise ratio is achieved during 
the scattering measurement. 
 

The primary tool at the experimenter’s disposal that can be used to yield optimal 
scattering results is controlling the sample thickness. As mentioned in Section 2.2, X-ray 
scattering events can occur at any point throughout the thickness of an object. While the inherent 
scattering power of the sample (i.e. the contrast in SAXS and electron density in WAXS) is fixed 
for a given material, the probability of a scattering event in an isotropic sample is independent of 
position; thus the total number of scattering events (i.e. the total scattering intensity) produced by 
an object is directly proportional to its thickness (assuming transmission geometry, as shown in 
Figure 2.1). However, the total attenuation of intensity (i.e. absorbance) within a sample is also 
dependent on sample thickness. X-ray transmission (T) is defined as 
 
 𝑇𝑇 ≡

𝐼𝐼
𝐼𝐼0

= 𝑒𝑒−𝜇𝜇(𝜆𝜆)𝑧𝑧 (2.4) 

 
where 𝐼𝐼 is the total intensity exiting the sample (scattered and transmitted), 𝐼𝐼0 is the incident 
intensity entering the sample, 𝜇𝜇(𝜆𝜆) [=] cm−1  is the linear absorption coefficient, and 𝑧𝑧 is the 
sample thickness. Since attenuation scales as a negative exponential of thickness and scattering 
scales linearly with thickness, there will naturally be an optimal thickness that yields the highest 
observed scattering intensity. In Figure 2.3 below, I plot the hypothetical observed scattering 
intensity (𝐼𝐼𝑜𝑜𝑜𝑜𝑠𝑠, left axis) versus the dimensionless quantity (𝜇𝜇𝑧𝑧), assuming a fixed value of 𝜇𝜇. As 
anticipated, there is a clear maximum in 𝐼𝐼𝑜𝑜𝑜𝑜𝑠𝑠, which corresponds to a value of roughly 𝜇𝜇𝑧𝑧 = 1, as 
demonstrated by the vertical dashed line in Figure 2.3. Also plotted in Figure 2.3 (right axis) is 
the corresponding transmission values (T) for each value of 𝜇𝜇𝑧𝑧, which reveals that the maximum 
in 𝐼𝐼𝑜𝑜𝑜𝑜𝑠𝑠 occurs at roughly 𝑇𝑇 = 0.35. Thus, for any sample, regardless of the absolute value of 𝜇𝜇, 
the optimal sample thickness (𝑧𝑧𝑜𝑜𝑜𝑜𝑜𝑜) is related by 
 
 𝑧𝑧𝑜𝑜𝑜𝑜𝑜𝑜 ≈

1
𝜇𝜇

 (2.5) 
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Or equivalently, the optimal sample transmission (𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜) value is 
 
 𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜 ≈ 0.35 (2.6) 

 

 
Figure 2.3: Example of the relationship between observed scattering intensity (solid blue curve, left axis), X-ray 
transmission (dashed red curve, right axis), and the absorption length (𝜇𝜇𝑧𝑧). Dashed black lines indicate the values of 
𝜇𝜇𝑧𝑧 and T that yield the maximum observable scattering intensity (𝐼𝐼𝑜𝑜𝑜𝑜𝑠𝑠). 
 
 X-ray absorption at a given wavelength of radiation is determined by the atomic makeup 
of the object. Whereas the linear absorption coefficient (𝜇𝜇) can vary with the state of the system 
(phase, density, etc), the mass absorption coefficient, 𝜇𝜇 𝜌𝜌�  [=] cm2g−1 , which is simply the 
linear absorption coefficient normalized by the density if the material, is independent of the 
chemical and physical state of the substance.56 The mass absorption coefficients for all elements 
of interest are tabulated for a range of X-ray wavelengths.59 Therefore, if the composition of a 
sample is known, one can approximate its mass absorption coefficient by 
 
 𝜇𝜇

𝜌𝜌
= �𝑤𝑤𝑖𝑖 �

𝜇𝜇
𝜌𝜌�𝑖𝑖𝑖𝑖

 (2.7) 

 
where i refers to each atomic species and w indicates its weight fraction within the sample. Thus, 
if the density of the sample compound is known (or can be approximated), then the linear 
absorption coefficient (𝜇𝜇) can be computed using Equation 2.7, and the optimal sample thickness 
can be approximated by Equation 2.5 prior to any X-ray scattering experiment. In practice, often 
either the sample thickness cannot be perfectly controlled, or the phase behavior (density) of the 
sample is unknown. In these circumstances, the measured X-ray transmission can either indicate 
whether the sample is an appropriate thickness for scattering (i.e. near T = 0.35), or be used to 
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calculate the optimal sample thickness for future measurements by combining Equations 2.4 and 
2.5: 
 
 𝑧𝑧𝑜𝑜𝑜𝑜𝑜𝑜 ≈

−𝑧𝑧𝑠𝑠
𝑙𝑙𝑙𝑙(𝑇𝑇𝑠𝑠) (2.8) 

 
where the subscript s refers to the measured sample. As a point of reference, the block copolymer 
polystyrene-b-poly(ethylene oxide) (SEO), which will be discussed in depth later in this thesis, 
has a measured linear absorption coefficient of 𝜇𝜇𝑚𝑚𝑟𝑟𝑚𝑚𝑠𝑠

𝑆𝑆𝑆𝑆𝑆𝑆 (120℃) = 2.7 cm-1 when the volume ratio 
of polystyrene (PS) and poly(ethylene oxide) (PEO) is roughly 50:50. Thus the optimal thickness 
of a sample of pure, symmetric SEO sample is 𝑧𝑧𝑜𝑜𝑜𝑜𝑜𝑜 ≈ 3.7 mm. 
  
 The final means of improving scattering data on the sample preparation side of the 
experiment is to minimize unwanted (i.e. parastitic) scattering and absorption from sources other 
than the target material. Although some materials can be prepared and measured free-standing in 
ambient atmosphere, many samples are extremely sensitive to their environment and must be 
sealed within a container. In such cases, one should design the container so that the windows 
have high X-ray transmission and do not produce a significant amount of scattering intensity. 
Furthermore, in all cases where samples must be enclosed in a container, an empty container 
should be prepared in the same manner as the samples (ideally undergoing the sample thermal 
treatment). This blank sample, or “empty cell”, will be used to correct for parasitic scattering and 
absorption, as described later in this chapter.  
 

2.4 Instrument Setup 
 
 As mentioned in the background (Section 2.2), the actual experiments performed during 
SAXS, MAXS, or WAXS are essentially identical, even though the information provided by each 
measurement can be quite different. Figure 2.4 below demonstrates the geometry of a typical 
transmission X-ray scattering setup. In this geometry, the sample is irradiated by an X-ray 
source, producing scattered X-rays, as well as transmitting the intense direct beam. The intensity 
of the scattered X-rays is recorded on a 2D image detector at a distance (SD) away from the 
sample, while the transmitted beam is typically blocked by a physical barrier (i.e. the 
“beamstop”) in order to preserve the integrity of the detector sensors. The scattering regime 
(SAXS/MAXS/WAXS) is denoted by the range of q-space probed during the experiment. As 
highlighted by the definition of q in Figure 2.4, one can change the q-space probed by either 
changing the X-ray wavelength (𝜆𝜆) or by moving the detector in order to observe different 
scattering angles (𝜃𝜃). Typically, the latter method is employed to switch between SAXS and 
WAXS by adjusting the sample to detector distance (SD). In some cases, the precise range of q-
space probed for a given setup (SAXS or WAXS) can be adjusted by changing the X-ray 
wavelength (𝜆𝜆); however, most scattering instruments rely on a fixed wavelength for all setups. 
For a 10 keV (𝜆𝜆 = 1.24 Å) X-ray source, a typical sample to detector distance for SAXS will be 
SD𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆 ≥ 2 m, while WAXS will typically utilize SD𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 ≤ 0.35 m. 
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Figure 2.4: Schematic of a typical transmission X-ray scattering setup utilizing a 2D image detector. 
 
 It is instructive to derive how the observed scattering angle changes with the 
experimental setup, as well as how a q-value is assigned to each location of an image collected 
during an experiment. Figure 2.5 provides an image collected with the detector schematically 
demonstrated in Figure 2.4. This image provides a 2D map of the intensity observed at a distance 
(SD) from the scattered sample. Each pixel of the image was generated by a sensor that counts 
the number of photons striking a small area of the detector (0.172x0.172 mm). Thus, by knowing 
both the number of counts for each pixel and their position on the detector area, we can obtain 
the scattering intensity as a function of the scattering angle. The scattering angle (𝜃𝜃) associated 
with each pixel position on the image is determined from the scattering geometry, as portrayed 
schematically in Figure 2.5. We treat the image as a simple x-y coordinate plane, where the 
origin is defined as the location of the transmitted beam. For any point (x, y), the scattering angle 
can be determined from the length of the vector ∆(x, y) (i.e., ‖∆(x, y)‖) and the sample to 
detector distance (SD) employed during the experiment by  
 
 

𝜃𝜃 = tan−1 �
‖∆(x, y)‖ 

SD
� (2.9) 

 
where ‖∆(x, y)‖ is determined by the pixel size (P [=] mm) and the number of pixels away from 
the origin in the x- (𝑙𝑙x) and y-directions (𝑙𝑙y) using Equation 2.10. 
 
 

‖∆(x, y)‖ = �(𝑙𝑙x𝑃𝑃)2 + �𝑙𝑙y𝑃𝑃�
2
 (2.10) 

 
 
Since the total detector area and pixel size are fixed for a given instrument, Equations 2.9 and 
2.10 can be used to determine the total range of 𝜃𝜃-values that will be observed for a given SD. 
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Furthermore, the effective angular resolution (Δ𝜃𝜃 ) between pixels for the detector can be 
determined by  
 
 Δ𝜃𝜃 = tan−1 �

𝑃𝑃 
SD�

 (2.11) 

 
I noted here the inverse relationship between Δ𝜃𝜃 and SD. Setting the detector distance further 
away from the sample provides a higher angular resolution; however, a smaller portion of θ-
space will be probed for a given detector area. 
 
 

 
Figure 2.5: An example image from the detector during an X-ray scattering experiment. The scattering geometry 
schematic from Figure 2.4 is replicated below the image for reference.  
 
  The relations in Equations 2.9-2.11, combined with the definition of q (Equation 2.1), 
provide insight to the capabilities for a given instrument, allowing for the experimentalist to 
choose an appropriate setup to probe the structural length-scales they are interested in (through 
𝑑𝑑 = 2𝜋𝜋

𝑞𝑞
). Furthermore, as noted in the introduction, if the scattering intensity is known in absolute 

units, measurements from multiple setups (e.g. different detector distances, wavelengths, or 
instruments) can be combined in order to extend the range of length-scales probed. For Example, 
using the instrument at the Advanced Light Source (ALS) Beamline (BL) 7.3.360, I routinely 
measure samples using both a SAXS (SD ≈ 3.8 m) and WAXS (SD ≈ 0.3 m) in order to probe a 
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q-range of 0.035 < 𝑞𝑞 < 35  nm-1, which corresponds to real-space length-scales from 180 >
𝑑𝑑 > 0.18 nm. 
 

2.5 Image Analysis and Data Reduction 
  
 While it is important to discuss the experimental aspects of scattering data collection, it is 
perhaps be more instructive to first demonstrate the data processing procedures necessary to 
obtain absolute (quantitative) scattering intensity data. As noted in the previous section, the data 
obtained during a typical scattering experiment exists in the form of an image file. While there is 
utility in qualitatively analyzing the 2D scattering images (especially for anisotropic structures), 
in the majority of cases, bulk transmission X-ray scattering measurements yield isotropic 2D 
patterns (see Figure 2.5 for example). In such cases, quantitative analysis is simplified by 
obtaining a 1D data set of intensity (I) versus the magnitude of the scattering vector (q). In this 
section we briefly outline the procedure for obtaining 1D scattering profiles, and in the next 
section we detail how to correct the raw intensity values and calibrate I into absolute units. 
 
 The first step in processing any 2D scattering image is to eliminate artifacts within the 
image. While image processing can be performed using a number of programs, all of the work in 
this thesis was performed using the Nika61 macro in Igor Pro, which was developed and is 
maintained by Jan Ilavsky (reference 61 provides an excellent description of the capabilities and 
operation of the program). In order to remove artifacts from a scattering image within Nika, one 
simply needs to create an image “mask”, which effectively excludes the “highlighted pixels” 
from any processing steps. Figure 2.6a below shows an image collected during a WAXS 
experiment at ALS BL 7.3.3, wherein the detector was exposed to the X-ray beam for 5 seconds 
with no sample present; the color scale in the inset indicates pixel intensity. The Pilatus 2M 
detector used to capture the image in Figure 2.6a is composed of multiple rectangular sensor 
modules, hence the image appears tiled. Furthermore, the beamstop, which is used to physically 
block the high intensity transmitted X-ray beam, is creating an obvious shadow in the lower 
center of the image. These portions of the image are artifacts of the instrument and must be 
eliminated before converting the image into a 1D data set. The typical method used to obtain a 
1D profile of I vs. q is to circularly average the intensity values for all pixels of the same distance 
from the origin (i.e. beam center), thus providing a robust intensity measure for each value of 
‖∆(x, y)‖, which through Equations 2.9-2.10 can be converted into q. Figure 2.6b demonstrates 
the outcome of circularly averaging the uncorrected image in Figure 2.6a, where the sharp drop 
in I as q approaches 0 (i.e. towards the beamstop) and the period dips in I throughout the profile 
reveal the influence of the image artifacts described above. In Figure 2.6c I show the same 
scattering image as in Figure 2.6a; however, this time the artifacts have been masked61 (masked 
regions are highlighted in black). The corresponding 1D profile obtained by circularly averaging 
the image in Figure 2.6c is provided in Figure 2.6d. The smooth 1D profile indicates the image 
has been suitably masked over most of the image, although the decrease in intensity at low q-
values indicates a small influence from the beamstop shadow remains. A new mask could be 
drawn (if necessary for the relevant analysis), but likely at the expense of a smaller q-range in 
the resulting 1D profile. 
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Figure 2.6: (a) 2D scattering image from the Pilatus 2M detector with no sample present. (b) The 1D scattering 
profile obtained from the image in (a). (c) A masked version of the 2D scattering image from (a), with the 
corresponding 1D profile (d). 
 
 Once a suitable image mask has been drawn in the Nika macro, it can be saved and 
applied to all subsequent images collected during that experiment. The next step in image 
processing is to determine an accurate value of SD for the instrument setup, as well as the 
position of the origin (i.e. the location of the transmitted beam) in the 2D images. These two 
values are determined simultaneously from an image obtained by scattering a sample with a 
known scattering pattern. In all the work described in this thesis, I use a silver behenate (AgB) 
calibration sample, whose 2D scattering pattern is shown in Figure 2.7 below. Since the 
scattering angles for each peak are well-known for AgB and the measured pattern is completely 
isotropic, one can iteratively match the measured 2D scattering pattern to a calculated pattern by 
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using Equation 2.9 with the known AgB scattering angles and varying SD and the origin 
location. The results of such an optimization (performed in Nika) are demonstrated by red and 
white concentric circles highlighting the first four rings of the AgB scattering pattern. The 
corresponding value for the sample to detector distance (SD) and location of the beam center can 
now be used with Equations 2.1 and 2.9 to assign a q-value for each ‖∆(x, y)‖. Thus masked 
images from any measurement taken with that instrument setup can be radial averaged to obtain 
1D profiles of I vs q. 
 

 
Figure 2.7: 2D scattering pattern collected by exposing an AgB calibration standard in a WAXS configuration. The 
red and white circles indicate regions where the scattering pattern was fitted and the predicted scattering ring 
locations, respectively. 
 
 A number of corrections can be applied to the data during the conversion from 2D images 
to 1D intensity profiles when using the Nika macro61. In order to apply the corrections and 
calibration procedure that will be described in the next section, the only corrections that should 
be applied (beyond the image mask) are “Geometry Corr” and “Polarization Corr”, which 
account for the fact that the detector is flat and synchrotron radiation is polarized, respectively. 
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The data may also be “Dezingered” in order to eliminate defective pixels. The Nika settings used 
to generate the I vs. q plots in Figure 2.6 are shown in Figure 2.8 below. 
 

 
Figure 2.8: The settings used in the Nika (a) “Main” panel; (b) “Param” panel; and (c) “Sectors” panel when 
converting the WAXS image in Figure 2.6.  
 
 

2.6 1D Data Corrections and Intensity Calibration 
 



18 
 

2.6.1 General Overview of Scattering Contributions 
Before calibration to absolute units, the I vs. q data needs be corrected for sample 

absorption and the scattering from the empty cell. In the case of SAXS, where cos 𝜃𝜃 ≈ 1 this 
correction is simply achieved by Equation 2.12: 
 
 

𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞) =
�𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚,𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚
−
�𝐼𝐼𝑟𝑟𝑐𝑐,𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

𝑇𝑇𝑟𝑟𝑐𝑐
 (2.12) 

 
where 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞) is the corrected scattering intensity, 𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚,𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) and 𝐼𝐼𝑟𝑟𝑐𝑐,𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) are the measured 
scattering intensities from the sample and the empty sample holder, respectively, DC is the dark 
current/electronic noise from the detector readout, and 𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚  and 𝑇𝑇𝑟𝑟𝑐𝑐  are the respective X-ray 
transmission values through the sample and the empty holder.  However, when the assumption of 
cos 𝜃𝜃 ≈ 1  no longer holds, such as with WAXS measurements, the absorption correction 
becomes more complex, as noted by Cotton and coworkers.57 Following their approach for 
improving data treatment in neutron scattering, I have derived the angle-dependent correction 
factors for scattering from a free-standing object, as well as an object enclosed within a 
container. 
 

 
Figure 2.9: Schematic of scattering object where 𝐼𝐼0 is the incident X-ray intensity, 𝐼𝐼𝑠𝑠 is the scattered intensity at 
angle 𝜃𝜃, z is the total sample thickness, and x is the location within the sample where the scattering event occurs.   
 
 To begin, we return back to our schematic from Figure 2.1; however, as shown in Figure 
2.9, we will focus on a slice of thickness dx located at position x within the scattering material. 
As described in the earlier, any point throughout the thickness of the object, an incident X-ray 
has a probability to absorb or scatter. If we assume the frequency of multiple scattering is low i.e. 
scattered X-rays do not undergo additional scattering events, the total expected scattering 
intensity (Is) detected from an object of thickness z is given by57  
  
 

𝐼𝐼𝑠𝑠(𝑞𝑞) = 𝛷𝛷(𝜆𝜆)𝜖𝜖(𝜆𝜆)𝛥𝛥𝛥𝛥𝐴𝐴𝐴𝐴� 𝜎𝜎𝑠𝑠� (𝑞𝑞)𝑒𝑒�−𝜇𝜇�𝑥𝑥+
𝑧𝑧−𝑥𝑥
cos𝜃𝜃��

𝑧𝑧

0
𝑑𝑑𝑥𝑥 (2.13) 
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where 𝛷𝛷(𝜆𝜆) is the flux of incident x-rays per surface unit, 𝜖𝜖(𝜆𝜆) is the detector efficiency, 𝛥𝛥𝛥𝛥 is 
the solid angle of the detector element, 𝐴𝐴 is the illuminated sample area, t is the measurement 
exposure time, 𝜎𝜎𝑠𝑠� (𝑞𝑞) is the differential scattering cross section per unit volume of the sample, 𝜇𝜇 
is the linear absorption coefficient of the sample, z is the sample thickness, 𝜃𝜃 is the scattering 
angle, and 𝑥𝑥  is the position within the sample.57 Evaluation of the integral in Equation 2.13 
yields 
 
 

𝐼𝐼𝑠𝑠(𝑞𝑞) = 𝛷𝛷(𝜆𝜆)𝜖𝜖(𝜆𝜆)𝛥𝛥𝛥𝛥𝐴𝐴𝐴𝐴𝜎𝜎𝑠𝑠� (𝑞𝑞)�
𝑒𝑒�

−𝜇𝜇𝑧𝑧
cos𝜃𝜃� − 𝑒𝑒−𝜇𝜇𝑧𝑧

𝜇𝜇 �1 − 1
cos 𝜃𝜃�

� (2.14) 

 
Using the relationship between the linear absorption coefficient and X-ray transmission in 
Equation 2.4, we can re-cast the term in parentheses (i.e. the attenuation term) in Equation 2.14 
as 
 
 

�
𝑒𝑒�

−𝜇𝜇𝑧𝑧
cos𝜃𝜃� − 𝑒𝑒−𝜇𝜇𝑧𝑧

𝜇𝜇 �1 − 1
cos 𝜃𝜃�

� =
𝑇𝑇

1
cos𝜃𝜃 − 𝑇𝑇

�−ln (𝑇𝑇)
𝑧𝑧 � �1 − 1

cos 𝜃𝜃�
= 𝑧𝑧𝑇𝑇 �

𝑇𝑇�
1

cos𝜃𝜃−1� − 1

ln (𝑇𝑇) � 1
cos𝜃𝜃 − 1�

� (2.15) 

 
and by defining the angle-dependent X-ray transmission, 𝑇𝑇(𝜃𝜃), as 
 
 

𝑇𝑇(𝜃𝜃) ≡ 𝑇𝑇 �
𝑇𝑇𝑚𝑚(𝜃𝜃) − 1
𝑎𝑎(𝜃𝜃)ln (𝑇𝑇)

� ;𝑎𝑎(𝜃𝜃) =
1

cos 𝜃𝜃
− 1 (2.16) 

 
we can simplify Equation 2.14 into 
 
 𝐼𝐼𝑠𝑠(𝑞𝑞) = 𝛷𝛷(𝜆𝜆)𝜖𝜖(𝜆𝜆)𝛥𝛥𝛥𝛥𝐴𝐴𝐴𝐴𝜎𝜎𝑠𝑠� (𝑞𝑞)𝑧𝑧𝑇𝑇(𝜃𝜃) = 𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐𝜎𝜎𝑠𝑠� (𝑞𝑞)𝐴𝐴𝑧𝑧𝑇𝑇(𝜃𝜃) = 𝑧𝑧𝐴𝐴𝑇𝑇(𝜃𝜃)𝐹𝐹(𝑞𝑞) (2.17) 

 
where we note that 𝛷𝛷(𝜆𝜆), 𝜖𝜖(𝜆𝜆), 𝛥𝛥𝛥𝛥, and 𝐴𝐴 are instrument parameters that are constant (𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐) 
for a given experimental setup, which can be combined with 𝜎𝜎𝑠𝑠� (𝑞𝑞)  to yield the scattering 
intensity per unit thickness of the sample (𝐹𝐹(𝑞𝑞)). Thus for any scattering object, the observed 
intensity depends on the sample thickness (z), the exposure time (t), its angle-dependent X-ray 
transmission (𝑇𝑇(𝜃𝜃)), and 𝐹𝐹(𝑞𝑞), which can be thought of as the intrinsic scattering of the material. 
We note here that in the limit of small angle scattering (𝜃𝜃 → 0) the attenuation term from 
Equation 2.14 becomes:  
 
 

lim
𝜃𝜃→0

𝑒𝑒�
−𝜇𝜇𝑧𝑧
cos𝜃𝜃� − 𝑒𝑒−𝜇𝜇𝑧𝑧

𝜇𝜇 �1 − 1
cos𝜃𝜃�

= 𝑧𝑧𝑒𝑒−𝜇𝜇𝑧𝑧 = 𝑧𝑧𝑇𝑇 (2.18) 

 
And thus for SAXS measurements, where cos 𝜃𝜃 ≈ 1, the scattering intensity is scaled by the 
constant X-ray transmission factor T and is given by Equation 2.19: 
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 𝐼𝐼𝑠𝑠(𝑞𝑞) = 𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐𝜎𝜎𝑠𝑠� (𝑞𝑞)𝐴𝐴𝑧𝑧𝑇𝑇 = 𝑧𝑧𝐴𝐴𝑇𝑇𝐹𝐹(𝑞𝑞) (2.19) 
 
2.6.2 Attenuation of X-Rays by Absorbing/Scattering Objects, such as Windows or Air 

In practice, the flux of X-rays entering a sample, as well as the subsequent scattered X-
rays, are often attenuated by additional absorbing objects. An example of a possible scenario 
where the incident beam and scattered X-rays encounter absorbing objects is demonstrated 
schematically in Figure 2.10. In this scenario, the incident beam hitting the scattering object has 
already been attenuated by an absorbing object of thickness z1 and transmission T1. The 
subsequent scattered intensity is thus also scaled by a factor of T1. The incident beam (attenuated 
by T1 and Ts), as well as the scattered intensity (attenuated by T1) then pass through an object of 
thickness z2 and transmission T2, where the incident beam gets attenuated by the usual factor, T2, 
but due to a longer (angle-dependent) path length, the scattered intensity is attenuated by the 
factor 𝑇𝑇2𝜃𝜃, where 𝑇𝑇𝜃𝜃 accounts for the difference in path length and is defined as: 
 
 𝑇𝑇𝜃𝜃 ≡ 𝑒𝑒−𝜇𝜇𝑧𝑧(𝜃𝜃) = 𝑒𝑒�

−𝜇𝜇𝑧𝑧
cos𝜃𝜃� = 𝑇𝑇

1
cos𝜃𝜃 (2.20) 

 
 

 
Figure 2.10: Schematic of a scattering object between two absorbing objects of thickness z1 and z2, where the 
incident intensity is attenuated by all three objects, and the scattered intensity is attenuated by the scattering object 
itself, as well as the second absorbing object. 
 
 
Thus the angle-dependence of x-ray transmission not only applies to the attenuation from the 
scattering object itself, but also to any absorbing object in the path of the X-rays after the 
scattering object. In the following sections I demonstrate how to utilize the attenuation 
expressions in Equations 2.4, 2.16, and 2.20, along with scattering relationship in Equation 2.17 
to extract the intrinsic scattering of a sample from experimental data. 
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2.6.3 Attenuation Correction for a Free-Standing Object 
Utilizing the framework highlighted in (2.6.1) and (2.6.2), I now demonstrate how to 

extract the intrinsic scattering (𝐹𝐹(𝑞𝑞)) information from experimental data. First, I begin with a 
free-standing sample sitting a given distance (flight path, fp) from the detector, as shown in 
Figure 2.11 below. In the ideal case, the scattering from a free-standing object would be given by 
Equation 2.17, however, due to imperfect optics (beam spreading), X-ray absorption along the 
flight path after the scattering object, and electronic noise from the detection system itself, the 
recorded scattering pattern contains additional intensity that needs to be removed before 
interpretation.  
 

 
Figure 2.11: Schematic of a freestanding scattering sample. 𝐼𝐼1(𝜃𝜃) represents detected intensity due to the sample, 
and 𝐼𝐼2(𝜃𝜃) represents detected intensity due to parasitic scattering and beam spreading. 
 

The two major contributions to the recorded scattering pattern for the sample in Figure 
2.11 are the scattering from the sample itself (𝐼𝐼1(𝜃𝜃)) and the additional intensity due to the 
incident beam spreading along the flight path and not being fully blocked by the beamstop 
(𝐼𝐼2(𝜃𝜃)). Using the methodology described in (2.6.1), we can write the intensity recorded at the 
detector for a free-standing sample, 𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞), as  
 
 𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) = 𝐼𝐼1(𝜃𝜃) + 𝐼𝐼2(𝜃𝜃) + 𝐷𝐷𝐷𝐷 = 𝑇𝑇𝑠𝑠(𝜃𝜃)𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) + 𝑇𝑇𝑠𝑠𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃) + 𝐷𝐷𝐷𝐷 (2.21) 

 
where the subscript s refers to the sample, the subscript fp corresponds to the flight path, 𝐹𝐹𝑜𝑜(𝜃𝜃) is 
the angle dependent intensity due to beamspreading, and DC is the electronic noise from the 
detector read-out. Since all of the structural information for the sample is contained in 𝐹𝐹𝑠𝑠(𝑞𝑞), t is 
chosen during the experiment, and 𝑧𝑧𝑠𝑠 can be measured, the goal is to develop an expression for 
𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) ≡ 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞). To begin, we isolate the 𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) term yielding  
 
 𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) =

1
𝑇𝑇𝑠𝑠(𝜃𝜃)𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃

��𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷� − 𝑇𝑇𝑠𝑠𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃)� (2.22) 

 
The expression in Equation 2.22 reveals that one must measure the empty beam contribution 
(𝐹𝐹𝑜𝑜(𝜃𝜃)) independently in order to extract 𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) . To achieve this, one must measure the 
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scattering profile of the beam at the detector with no sample present (“empty beam”, 𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞)), 
as demonstrated in Figure 2.12 below. In this instance, the only contribution to the scattering is 
due to the imperfections in the beam and the beamstop. One can write the recorded intensity as 
 

 
Figure 2.12: Schematic of scattering from the empty beam, where 𝐼𝐼1(𝜃𝜃)  represents detected intensity due to 
parasitic scattering and beam spreading. 
 
 
 
 𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) = 𝐼𝐼1(𝜃𝜃) + 𝐷𝐷𝐷𝐷 = 𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃) + 𝐷𝐷𝐷𝐷 (2.23) 

 
which allows rearrangement to provide the following expression for 𝐹𝐹𝑜𝑜(𝜃𝜃) 
 
 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃) =

1
𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃

�𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷� (2.24) 

 
Thus, by measuring 𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) and 𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) at the same exposure time, t, we can combine 
Equations 2.22 and 2.24 to yield 
 
 𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) =

1
𝑇𝑇𝑠𝑠(𝜃𝜃)𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃

��𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷� − 𝑇𝑇𝑠𝑠�𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�� = 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞) (2.25) 

 
which allows one to determine 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞)  for a free-standing sample entirely from measured 
values. 
  
2.6.4 Corrections for a Sample inside of a Container 
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Figure 2.13: Schematic of a scattering sample within a container. 𝐼𝐼1(𝜃𝜃) represents detected intensity due to the first 
container window, 𝐼𝐼2(𝜃𝜃) represents detected intensity due to the sample, 𝐼𝐼3(𝜃𝜃) represents detected intensity from the 
second container window, and 𝐼𝐼4(𝜃𝜃) represents the detected intensity due to parasitic scattering and beam spreading. 
 
 

The methodology used above to determine 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞) for a free-standing sample can also 
be applied to determine the corrections for a sample within a container. Here I treat the general 
case of a sample enclosed between two identical windows that both absorb and scatter X-rays, as 
shown in Figure 2.13 above. In this case there are 4 major contributions to the pattern recorded at 
the detector (𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞)): Scattering from the container windows (𝐼𝐼1(𝜃𝜃) and 𝐼𝐼3(𝜃𝜃)), scattering 
from the sample (𝐼𝐼2(𝜃𝜃)), and intensity due to beam spreading (𝐼𝐼4(𝜃𝜃)). Accounting for attenuation 
of each layer, 𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) can be written in the same manner as Equation 2.21 to be: 

 
 𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) = 𝑇𝑇𝑤𝑤(𝜃𝜃)𝑇𝑇𝑠𝑠𝜃𝜃𝑇𝑇𝑤𝑤𝜃𝜃𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝑧𝑧𝑤𝑤𝐹𝐹𝑤𝑤(𝑞𝑞)

+ 𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠(𝜃𝜃)𝑇𝑇𝑤𝑤𝜃𝜃𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞)                             
+ 𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠𝑇𝑇𝑤𝑤(𝜃𝜃)𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝑧𝑧𝑤𝑤𝐹𝐹𝑤𝑤(𝑞𝑞) + 𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠𝑇𝑇𝑤𝑤𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃) + 𝐷𝐷𝐷𝐷 

(2.26) 

 
where the subscript w refers to the container windows and all other terms follow the 
nomenclature used for the free-standing sample. Again, our goal is to extract 𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞), thus we 
rearrange to yield Equation 2.27: 
 
 
 

𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) =
1

𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠(𝜃𝜃)𝑇𝑇𝑤𝑤𝜃𝜃𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃
�

�𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�
−�𝑇𝑇𝑤𝑤(𝜃𝜃)𝑇𝑇𝑠𝑠𝜃𝜃𝑇𝑇𝑤𝑤𝜃𝜃𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 + 𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠𝑇𝑇𝑤𝑤(𝜃𝜃)𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 �𝐴𝐴𝑧𝑧𝑤𝑤𝐹𝐹𝑤𝑤(𝑞𝑞)

−𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠𝑇𝑇𝑤𝑤𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃)
� (2.27) 

 
As with the free-standing sample, one needs to make additional measurements in order to 
evaluate Equation 2.27. In this case, we need to measure the scattering of both the empty 
container (𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞), Figure 2.14) and the beam with no sample present (𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞), Figure 2.12). 
One can write the scattering contributions from the empty container (Figure 2.14) in the usual 
way as 



24 
 

 
 𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) = 𝑇𝑇𝑤𝑤(𝜃𝜃)𝑇𝑇𝑤𝑤𝜃𝜃𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝑧𝑧𝑤𝑤𝐹𝐹𝑤𝑤(𝑞𝑞) + 𝑇𝑇𝑤𝑤𝑇𝑇𝑤𝑤(𝜃𝜃)𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝑧𝑧𝑤𝑤𝐹𝐹𝑤𝑤(𝑞𝑞) + 𝑇𝑇𝑤𝑤𝑇𝑇𝑤𝑤𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃)

+ 𝐷𝐷𝐷𝐷 
 

(2.28) 

which can be rearranged into 
 
 𝐴𝐴𝑧𝑧𝑤𝑤𝐹𝐹𝑤𝑤(𝑞𝑞) =

1
�𝑇𝑇𝑤𝑤(𝜃𝜃)𝑇𝑇𝑤𝑤𝜃𝜃𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 + 𝑇𝑇𝑤𝑤𝑇𝑇𝑤𝑤(𝜃𝜃)𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 �

��𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�−𝑇𝑇𝑤𝑤𝑇𝑇𝑤𝑤𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃)� 

 
(2.29) 

 

 
Figure 2.14: Schematic of scattering from the empty container. 𝐼𝐼1(𝜃𝜃) represents detected intensity due to the first 
container window, 𝐼𝐼2(𝜃𝜃) represents detected intensity from the second container window, and 𝐼𝐼3(𝜃𝜃) represents the 
detected intensity due to parasitic scattering and beam spreading. 
 
Substituting Equation 2.29 into Equation 2.27 yields 
 
 

𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) =
1

𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠(𝜃𝜃)𝑇𝑇𝑤𝑤𝜃𝜃𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃

⎩
⎪
⎨

⎪
⎧ �𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

−
�𝑇𝑇𝑠𝑠𝜃𝜃𝑇𝑇𝑤𝑤𝜃𝜃 + 𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠�

(𝑇𝑇𝑤𝑤𝜃𝜃 + 𝑇𝑇𝑤𝑤) �𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

− �𝑇𝑇𝑠𝑠 −
�𝑇𝑇𝑠𝑠𝜃𝜃𝑇𝑇𝑤𝑤𝜃𝜃 + 𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠�

(𝑇𝑇𝑤𝑤𝜃𝜃 + 𝑇𝑇𝑤𝑤) � 𝑇𝑇𝑤𝑤2𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃 𝐴𝐴𝐹𝐹𝑜𝑜(𝜃𝜃)
⎭
⎪
⎬

⎪
⎫

 (2.30) 

 
And finally substitution of Equation 2.24 from the empty beam into Equation 2.30 gives 
 
 

𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) =
1

𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠(𝜃𝜃)𝑇𝑇𝑤𝑤𝜃𝜃𝑇𝑇𝑟𝑟𝑜𝑜𝜃𝜃

⎩
⎪
⎨

⎪
⎧ �𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

−
�𝑇𝑇𝑠𝑠𝜃𝜃𝑇𝑇𝑤𝑤𝜃𝜃 + 𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠�

(𝑇𝑇𝑤𝑤𝜃𝜃 + 𝑇𝑇𝑤𝑤) �𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

− �𝑇𝑇𝑠𝑠 −
�𝑇𝑇𝑠𝑠𝜃𝜃𝑇𝑇𝑤𝑤𝜃𝜃 + 𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠�

(𝑇𝑇𝑤𝑤𝜃𝜃 + 𝑇𝑇𝑤𝑤) � 𝑇𝑇𝑤𝑤2�𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�
⎭
⎪
⎬

⎪
⎫

 (2.31) 
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where all quantities are measurable. The expression in Equation 2.31 can be used to correct the 
attenuation and scattering due to the sample container for arbitrary scattering angles. I note that 
in the limit of small scattering angles, the expression in Equation 2.31 simplifies to 
 
 𝐴𝐴𝑧𝑧𝑠𝑠𝐹𝐹𝑠𝑠(𝑞𝑞) =

1
𝑇𝑇𝑠𝑠𝑇𝑇𝑤𝑤2𝑇𝑇𝑟𝑟𝑜𝑜

��𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷� − 𝑇𝑇𝑠𝑠�𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷��

=
�𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

𝑇𝑇𝑠𝑠𝑇𝑇𝑤𝑤2𝑇𝑇𝑟𝑟𝑜𝑜
−
�𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

𝑇𝑇𝑤𝑤2𝑇𝑇𝑟𝑟𝑜𝑜

=
�𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑑𝑑𝑟𝑟𝑜𝑜
−
�𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞) − 𝐷𝐷𝐷𝐷�

𝑇𝑇𝑟𝑟𝑐𝑐,𝑑𝑑𝑟𝑟𝑜𝑜
= 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞) 

(2.32) 

 
which is equivalent to Equation 2.12. The relative outcomes from Equations 2.12 and 2.31 
depend strongly on the linear transmission (T) through the sample. For samples with high 
transmission values (𝑇𝑇 ≳ 0.9), the angle-dependent attenuation correction only significantly 
impacts scattering at very large angles (𝑞𝑞 ≳ 30 nm−1). For samples that have been optimized, 
with 𝑇𝑇 ≈ 0.35 , the angle-dependent correction becomes significant even for a free-standing 
samples (i.e. no additional attenuation from a container) around 𝑞𝑞 ≈ 10 nm−1 . In practice, I 
apply Equation 2.12 to all data collected with SAXS configurations, and Equation 2.31 to data 
collected using WAXS geometries. 
 
2.6.5 Experimental Measurement of X-Ray Transmission 
 In order to apply the attenuation corrections derived above, one must know the X-ray 
transmission values for the sample, empty container, and beam without a sample present. These 
values are usually obtained during the experiment by measuring the X-ray flux before and after 
the sample position; however, the experimentally measured values of transmission need to be 
converted to the 𝑇𝑇𝑠𝑠, 𝑇𝑇𝑤𝑤, and 𝑇𝑇𝑟𝑟𝑜𝑜 values used in the derivations of the previous section. Below I 
describe how to calculate these terms based on the experimental values collected at the ALS BL 
7.3.3 in both the SAXS and WAXS geometries, yet the methodology should apply generally to 
any scattering setup where the incident and transmitted X-ray fluxes are monitored. 
   
 

 
Figure 2.15: Schematic of the experimental setup for SAXS measurements at the Advanced Light Source Beamline 
7.3.3.  
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 Figure 2.15 above provides a schematic of the SAXS configuration at ALS BL 7.3.3 
indicating where the X-ray flux is measured. The incident X-ray flux is measured by an ion 
chamber (IC1) immediately before the X-rays hit the sample target. The transmitted flux of X-
rays is measured in two locations: (1) immediately after the sample by a second ion chamber 
(IC2) and (2) directly in front of the detector by a photodiode on the beamstop (BS) at the end of 
the evacuated flight tube. Thus the X-ray transmission can be calculated in two ways for every 
exposure as outlined below. I note that the flux measured at the second ion chamber excludes the 
X-rays scattered to wide angles, and that the beamstop diode only measured the flux at zero 
angle, thus the transmission values are calculated under the assumption that the scattered x-rays 
represent a very small portion of the total flux. Expressions defining experimental transmission 
values for a free-standing sample (Tsam,f), a sample within a container (Tsam,c), the empty 
container (Tec), and the beam without sample (Tb) are given below. Superscript IC refers to values 
determined from the second ion chamber and superscript BS refers to those calculated using the 
beamstop diode.  
 

𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑟𝑟
𝐼𝐼𝐼𝐼 ≡ �

𝐼𝐼𝐼𝐼𝐼𝐼2
𝐼𝐼𝐼𝐼𝐼𝐼1

�
𝑠𝑠𝑚𝑚𝑚𝑚,𝑟𝑟

=
𝑇𝑇𝑠𝑠,𝑟𝑟(𝛷𝛷𝐴𝐴𝐴𝐴−𝐼𝐼𝑠𝑠,𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆)𝛿𝛿𝐼𝐼𝐼𝐼2

𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼1
≅
𝑇𝑇𝑠𝑠𝛿𝛿𝐼𝐼𝐼𝐼2
𝛿𝛿𝐼𝐼𝐼𝐼1

 

𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑟𝑟
𝐵𝐵𝑆𝑆 ≡ �

𝐼𝐼𝐵𝐵𝑆𝑆
𝐼𝐼𝐼𝐼𝐼𝐼1

�
𝑠𝑠𝑚𝑚𝑚𝑚,𝑟𝑟

=
𝑇𝑇𝑠𝑠,𝑟𝑟𝑇𝑇𝑟𝑟𝑜𝑜(𝛷𝛷𝐴𝐴𝐴𝐴−𝐼𝐼𝑠𝑠)𝛿𝛿𝐵𝐵𝑆𝑆

𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼1
≅
𝑇𝑇𝑠𝑠𝑇𝑇𝑟𝑟𝑜𝑜𝛿𝛿𝐵𝐵𝑆𝑆
𝛿𝛿𝐼𝐼𝐼𝐼1

 
(2.33) 

 
 

𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑐𝑐
𝐼𝐼𝐼𝐼 ≡ �

𝐼𝐼𝐼𝐼𝐼𝐼2
𝐼𝐼𝐼𝐼𝐼𝐼1

�
𝑠𝑠𝑚𝑚𝑚𝑚,𝑐𝑐

=
𝑇𝑇𝑠𝑠,𝑐𝑐(𝛷𝛷𝐴𝐴𝐴𝐴−𝐼𝐼𝑠𝑠,𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆)𝛿𝛿𝐼𝐼𝐼𝐼2

𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼1
≅
𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠𝑇𝑇𝑤𝑤𝛿𝛿𝐼𝐼𝐼𝐼2

𝛿𝛿𝐼𝐼𝐼𝐼1
 

𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑐𝑐
𝐵𝐵𝑆𝑆 ≡ �

𝐼𝐼𝐵𝐵𝑆𝑆
𝐼𝐼𝐼𝐼𝐼𝐼1

�
𝑠𝑠𝑚𝑚𝑚𝑚,𝑐𝑐

=
𝑇𝑇𝑠𝑠,𝑐𝑐𝑇𝑇𝑟𝑟𝑜𝑜(𝛷𝛷𝐴𝐴𝐴𝐴−𝐼𝐼𝑠𝑠)𝛿𝛿𝐵𝐵𝑆𝑆

𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼1
≅
𝑇𝑇𝑤𝑤𝑇𝑇𝑠𝑠𝑇𝑇𝑤𝑤𝑇𝑇𝑟𝑟𝑜𝑜𝛿𝛿𝐵𝐵𝑆𝑆

𝛿𝛿𝐼𝐼𝐼𝐼1
 

(2.34) 

 
 

𝑇𝑇𝑟𝑟𝑐𝑐𝐼𝐼𝐼𝐼 ≡ �
𝐼𝐼𝐼𝐼𝐼𝐼2
𝐼𝐼𝐼𝐼𝐼𝐼1

�
𝑟𝑟𝑐𝑐

=
𝑇𝑇𝑟𝑟𝑐𝑐(𝛷𝛷𝐴𝐴𝐴𝐴−𝐼𝐼𝑠𝑠,𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆)𝛿𝛿𝐼𝐼𝐼𝐼2

𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼1
≅
𝑇𝑇𝑤𝑤𝑇𝑇𝑤𝑤𝛿𝛿𝐼𝐼𝐼𝐼2
𝛿𝛿𝐼𝐼𝐼𝐼1

 

𝑇𝑇𝑟𝑟𝑐𝑐𝐵𝐵𝑆𝑆 ≡ �
𝐼𝐼𝐵𝐵𝑆𝑆
𝐼𝐼𝐼𝐼𝐼𝐼1

�
𝑟𝑟𝑐𝑐

=
𝑇𝑇𝑟𝑟𝑐𝑐𝑇𝑇𝑟𝑟𝑜𝑜(𝛷𝛷𝐴𝐴𝐴𝐴−𝐼𝐼𝑠𝑠)𝛿𝛿𝐵𝐵𝑆𝑆

𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼1
≅
𝑇𝑇𝑤𝑤𝑇𝑇𝑤𝑤𝑇𝑇𝑟𝑟𝑜𝑜𝛿𝛿𝐵𝐵𝑆𝑆

𝛿𝛿𝐼𝐼𝐼𝐼1
 

(2.35) 

 
 

𝑇𝑇𝑜𝑜𝐼𝐼𝐼𝐼 ≡ �
𝐼𝐼𝐼𝐼𝐼𝐼2
𝐼𝐼𝐼𝐼𝐼𝐼1

�
𝑜𝑜

=
 𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼2
𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼1

=
𝛿𝛿𝐼𝐼𝐼𝐼2
𝛿𝛿𝐼𝐼𝐼𝐼1

 

𝑇𝑇𝑜𝑜𝐵𝐵𝑆𝑆 ≡ �
𝐼𝐼𝐵𝐵𝑆𝑆
𝐼𝐼𝐼𝐼𝐼𝐼1

�
𝑜𝑜

=
𝑇𝑇𝑟𝑟𝑜𝑜𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐵𝐵𝑆𝑆
𝛷𝛷𝐴𝐴𝐴𝐴𝛿𝛿𝐼𝐼𝐼𝐼1

=
𝑇𝑇𝑟𝑟𝑜𝑜𝛿𝛿𝐵𝐵𝑆𝑆
𝛿𝛿𝐼𝐼𝐼𝐼1

 
(2.36) 

 
where 𝛿𝛿𝐼𝐼𝐼𝐼1 , 𝛿𝛿𝐼𝐼𝐼𝐼2 , and 𝛿𝛿𝐵𝐵𝑆𝑆  are the instrumental responses from Ion Chamber 1 (IC1), Ion 
Chamber 2 (IC2), and the Beamstop (BS), respectively. It is apparent from these expressions that 
without prior knowledge of the instrumental responses from the various flux gauges, the 
measured transmission values can only be compared on a relative scale; however, through proper 
normalization as shown below, one can calculate all relevant transmission values except for 𝑇𝑇𝑟𝑟𝑜𝑜, 
which can either be predicted based on the path length, or in the case of the evacuated flight tube, 
we can safely assume 𝑇𝑇𝑟𝑟𝑜𝑜 ≈ 1. 𝑇𝑇𝑠𝑠 and 𝑇𝑇𝑤𝑤 are calculated using the relations in Equations 2.33-
2.36 by: 
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𝑇𝑇𝑠𝑠 =

𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑟𝑟
𝐼𝐼𝐼𝐼

𝑇𝑇𝑜𝑜𝐼𝐼𝐼𝐼
=
𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑟𝑟
𝐵𝐵𝑆𝑆

𝑇𝑇𝑜𝑜𝐵𝐵𝑆𝑆
=
𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑐𝑐
𝐼𝐼𝐼𝐼

𝑇𝑇𝑟𝑟𝑐𝑐𝐼𝐼𝐼𝐼
=
𝑇𝑇𝑠𝑠𝑚𝑚𝑚𝑚,𝑐𝑐
𝐵𝐵𝑆𝑆

𝑇𝑇𝑟𝑟𝑐𝑐𝐵𝐵𝑆𝑆
 (2.37) 

 
 
 

𝑇𝑇𝑤𝑤 = �
𝑇𝑇𝑟𝑟𝑐𝑐𝐼𝐼𝐼𝐼

𝑇𝑇𝑜𝑜𝐼𝐼𝐼𝐼
�
1
2�

= �
𝑇𝑇𝑟𝑟𝑐𝑐𝐵𝐵𝑆𝑆

𝑇𝑇𝑜𝑜𝐵𝐵𝑆𝑆
�
1
2�

 (2.38) 

 
 
where the power of one-half in Equation 2.38 comes from the fact that the empty cell has two 
windows attenuating the beam. 
 
 The geometry of the transmission WAXS setup at ALS BL 7.3.3 is slightly different than 
that of the SAXS configuration described above. As shown in Figure 2.16 below, both the second 
ion chamber (IC2) and the evacuated flight tube are removed to make room for the detector. Thus 
for WAXS experiments, calculation of transmission must utilize the beamstop (BS) form of the 
expressions in Equations 2.33-2.36. Furthermore, the ambient air flight path cannot be assumed 
to have 𝑇𝑇𝑟𝑟𝑜𝑜 ≈ 1. For example, if flight path has a length of 300mm, the transmission of 10 keV 
X-Rays through ambient air is predicted to be ~0.83 according to the NIST X-Ray Attenuation 
Database.59 To account for this, 𝑇𝑇𝑟𝑟𝑜𝑜 for the WAXS setup at room temperature is approximated to 
be 𝑇𝑇𝑟𝑟𝑜𝑜𝑁𝑁𝐼𝐼𝑆𝑆𝑁𝑁, which is calculated using the calibrated S-D distance as the attenuation thickness (𝑧𝑧𝑟𝑟𝑜𝑜) 
and the linear attenuation coefficient of ambient air provided by NIST (𝜇𝜇𝑚𝑚𝑖𝑖𝑟𝑟𝑁𝑁𝐼𝐼𝑆𝑆𝑁𝑁 = 5.65 × 10−3 cm-

1)59. I note that the density of the air in the flight path near the sample stage can vary with the 
stage temperature, thus I typically use the following expression to approximate 𝑇𝑇𝑟𝑟𝑜𝑜 as a function 
of temperature (T) 
 
 

𝑇𝑇𝑟𝑟𝑜𝑜(T) ≈ 𝑇𝑇𝑟𝑟𝑜𝑜𝑁𝑁𝐼𝐼𝑆𝑆𝑁𝑁 �
𝑇𝑇𝑜𝑜𝐵𝐵𝑆𝑆(T)

𝑇𝑇𝑜𝑜𝐵𝐵𝑆𝑆(25 ℃)
� (2.39) 

 
 
 

 
Figure 2.16: Schematic of the experimental setup for WAXS measurements at the Advanced Light Source Beamline 
7.3.3. 
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where 𝑇𝑇𝑜𝑜𝐵𝐵𝑆𝑆(T) is the measured transmission of the empty beam at the temperature of interest, and 
𝑇𝑇𝑜𝑜𝐵𝐵𝑆𝑆(25 ℃) is the measured transmission at ambient temperature. 
 
2.6.6 Calibration of Icorr to Absolute Units 

In order to combine SAXS and WAXS data for a sample without arbitrary scaling factors, 
as well as to facilitate quantitative analysis of scattering intensity, 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞) needs to be further 
corrected to yield the intrinsic scattering of the sample (i.e. the differential scattering cross 
section per unit volume, 𝜎𝜎𝑠𝑠� (𝑞𝑞)  in absolute units (cm-1). This can be achieved through a 
rearrangement of the expressions in Equation 2.17 into 
 
 

𝜎𝜎𝑠𝑠� (𝑞𝑞) =
𝐹𝐹(𝑞𝑞)
𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐

=
𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞)
𝐴𝐴𝑧𝑧𝑠𝑠𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐

 [=] cm−1 (2.40) 

 
which can be evaluated using 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞)  if the sample thickness ( 𝑧𝑧𝑠𝑠 ) and the instrument 
configuration constant (𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐) are known. In all work within this thesis, I utilize a glassy 
carbon (GC) calibration sample from Jan Ilavsky (sample M13)62 to determine 𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐 for each 
scattering geometry. To do this, one must measure the 2D scattering pattern of the GC sample 
and of the beam with no sample present. The isotropic 2D scattering patterns are then converted 
to 1D I vs q data sets and GC scattering must be corrected using the steps described in the 
previous section for a free-standing sample. One can then divide the resulting 𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟(𝑞𝑞) values for 
the GC sample by the exposure time and sample thickness (𝑧𝑧𝐺𝐺𝐼𝐼 = 0.10 cm) to yield 𝐹𝐹𝐺𝐺𝐼𝐼(𝑞𝑞). The 
actual differential scattering cross section per unit volume for the M13 glassy carbon sample 
(𝜎𝜎�𝐺𝐺𝐼𝐼(𝑞𝑞)) was provided by Jan Ilavsky (as measured at The Advanced Photon Source, beamline 
15ID). Thus the calibration constant (𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐) can be determined as the constant scaling factor 
required to equate the measured 𝐹𝐹𝐺𝐺𝐼𝐼(𝑞𝑞) to the known 𝜎𝜎�𝐺𝐺𝐼𝐼(𝑞𝑞) data. In Figure 2.17, I demonstrate 
the determination of 𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐  for data taken with a SAXS configuration (𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆 = 4.03 ×
102 s−1) and a WAXS configuration (𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 = 7.75 × 104 s−1) at ALS BL 7.3.3. The 𝜎𝜎�𝐺𝐺𝐼𝐼(𝑞𝑞) 
and 𝐹𝐹𝐺𝐺𝐼𝐼(𝑞𝑞)  should overlap well in the q-range where the intensity begins to rapidly decay 
(0.8 ≤ 𝑞𝑞 ≤ 2 nm−1). By convention, the differential scattering cross section per unit volume 
(𝝈𝝈𝒔𝒔�(𝒒𝒒)) is often simply referred to as the “absolute scattering intensity” and is reported as I 
(cm-1). Thus, throughout the remainder of this work, any scattering data reported with units of 
cm-1 indicates that the “intensity” values correspond to the differential scattering cross section 
per unit volume of that sample. 
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Figure 2.17: Demonstration of the scaling of 𝐹𝐹𝐺𝐺𝐼𝐼(𝑞𝑞) (dashed red curves, right axis) to the 𝜎𝜎�𝐺𝐺𝐼𝐼(𝑞𝑞) data (black 
circles, left axis), yielding the experimental absolute glassy carbon intensity (blue curve, left axis) and the 
calibration constants (𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐) for (a) SAXS and (b) WAXS configurations at ALS BL 7.3.3. 
 

2.7 Data Collection 
 
 Going through the effort of obtaining absolute scattering data might appear to be a 
daunting task at this point; however, as long as the proper data is recorded, nearly all of the 
required steps can be performed after the experiment. To utilize the corrections described in 
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Sections 2.5 and 2.6, in addition to the measuring the scattering intensity of the sample itself 
(𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞)), the experimenter needs to measure the thickness (z) of each sample, and make the 
following additional measurements during the X-ray scattering experiment: 
 

1. Calibrations: To be performed at room temperature for each instrument configuration 
(i.e. SAXS vs. WAXS, or after any changes to the sample stage, detector distance, or in 
the X-ray beam) 

a. Scattering from silver behenate (AgB) 
b. Scattering from glassy carbon (GC) 
c. Scattering from air (“empty beam”) at same exposure time as GC (𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞)) 
d. Dark current (DC) measurement – measure detector response with no X-rays 

present 
2. Sample Corrections: To be performed at the same exposure times and temperatures as 

each sample measurement (𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞)) 
a. Scattering from the empty beam (𝐼𝐼𝑜𝑜, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞)) 
b. Scattering from the empty cell (𝐼𝐼𝑟𝑟𝑐𝑐, 𝑑𝑑𝑟𝑟𝑜𝑜(𝑞𝑞)) 

 
If all of the above data is recorded, then image processing and intensity calibration can be 
implemented at the experimenter’s leisure, and mistakes can be made and corrected without 
terribly detrimental effects.  
 
 In regard to sample measurement, one should attempt to measure a position on the 
sample that is of uniform thickness (if a perfectly planar sample cannot be obtained). If possible, 
measuring a few different locations on the sample can provide confidence that the scattering is 
representative of the material. The “optimal" exposure time for any scattering experiment is 
highly dependent on the sample. In general, for soft materials, one should use the shortest 
exposure time that provides a suitable number of counts, relative to the detector dark current 
(DC), to avoid the possibility of beam damage63. Finally, if the temperature or sample 
environment is to be changed during the experiment, leave plenty of time for sample 
equilibration; if beam damage is not a concern, it is good practice to make a few measurements 
over time to ensure the structure is time invariant. 
 

2.8 Summary 
 
 The goal of this chapter has been to provide the information necessary to allow a novice 
X-ray scattering experimentalist to obtain quantitative scattering results. While there are many 
thorough resources available that discuss the theory of X-ray scattering, few directly address the 
questions an experimentalist might have when entering the field. I have sought to point out the 
essential details that will help the reader know what questions to ask and where to look in order 
efficiently solve many of the issues I faced when learning and applying X-ray scattering 
techniques during my thesis work. In Section 2.2, I provided a brief and largely qualitative 
overview of X-ray scattering in general, with the goal of allowing the reader to identify whether 
or not a particular scattering technique will a useful tool to study his or her system. I detailed the 
experimentally relevant aspects of sample preparation in Section 2.3, and provided insight as to 
how scattering instrument can be tuned in order to probe the desired length-scales for a given 
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experiment in Section 2.4. In Section 2.5 I described how to utilize the Nika61 software package 
to convert scattering images into 1D scattering data sets, and in Section 2.6 I provided a detailed 
derivation of the corrections required to convert arbitrary scattering intensity values into absolute 
units. Finally, in Section 2.7 I highlighted the experimental requirements necessary to apply the 
methods described in Sections 2.5 and 2.6, and provided comments on good general practice 
during scattering experiments.  
 
 As a final note, there are three texts that I have found to be particularly useful within the 
field of X-ray scattering of polymers: Alexander56, Vonk58, and Roe55.   
 

2.9 Nomenclature 
2.9.1 Abbreviations 
AgB Silver Behenate 
BS Beam Stop 
DC Dark Current 
GC Glassy Carbon 
IC Ion Chamber 
MAXS Middle Angle X-ray Scattering 
SD Sample to Detector Distance 
SAXS Small Angle X-ray Scattering 
WAXS Wide Angle X-ray Scattering 
 
2.9.2 Subscripts 
b Empty beam 
𝑒𝑒𝑒𝑒 Empty cell 
fp Flight path 
𝑠𝑠  Sample 
sam,c Measured sample, in container 
sam,f Measured sample, freestanding 
𝑤𝑤  Sample holder window 
 
2.9.3 Superscripts 
BS Beam Stop 
IC Ion chamber 
 
2.9.4 Symbols 
A Illuminated area of scattering object, cm2 
𝐵𝐵𝑖𝑖  Scattering length density if phase 𝑖𝑖, cm-2 
𝐷𝐷𝑐𝑐𝑜𝑜𝑐𝑐𝑟𝑟𝑖𝑖𝑐𝑐  Experimental X-ray calibration constant, s-1 

d Bragg spacing, nm 
𝐹𝐹𝑖𝑖(𝑞𝑞)  Intrinsic scattering function of object i, cm-1s-1 

𝐼𝐼𝑜𝑜   Incident X-ray intensity, a.u. 
𝐼𝐼𝑖𝑖   Scattered X-ray intensity from object i, a.u. 
𝐼𝐼𝑜𝑜,𝑑𝑑𝑟𝑟𝑜𝑜  Measured scattering intensity from the empty beam, a.u. 
𝐼𝐼𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟   Scattering intensity - corrected for attenuation and parasitic scattering, a.u. 
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𝐼𝐼𝑟𝑟𝑐𝑐,𝑑𝑑𝑟𝑟𝑜𝑜  Measured scattering intensity from the empty cell, a.u. 
𝐼𝐼𝑠𝑠  Scattered X-ray intensity, a.u. 
𝐼𝐼𝑠𝑠𝑚𝑚𝑚𝑚,𝑑𝑑𝑟𝑟𝑜𝑜  Measured scattering intensity from the sample, a.u. 
𝑀𝑀𝑖𝑖  Molar mass of species 𝑖𝑖, g mol-1 

𝑙𝑙x  Number of pixels from the origin in the x-direction, -- 
𝑙𝑙y  Number of pixels from the origin in the y-direction, -- 
𝑃𝑃  Detector pixel size, mm 
q Magnitude of the scattering vector, nm-1 

t Exposure time for scattering measurement, s 
𝑇𝑇𝑖𝑖  Zero-angle X-ray transmission through object i, -- 
𝑇𝑇𝑖𝑖(𝜃𝜃)  Angle-dependent X-ray transmission through scattering object i, -- 
𝑇𝑇𝑖𝑖𝜃𝜃  Angle-dependent X-ray transmission through absorbing object i, -- 

Tec Measured empty cell X-ray transmission, -- 
𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜  Optimal sample transmission, -- 
Tsam Measured sample X-ray transmission, -- 
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟  Reference volume, cm3 

𝑤𝑤𝑖𝑖  Weight fraction of species 𝑖𝑖, --  
x Location within the thickness of a scattering object, cm 
zi Thickness of object i, cm 
𝑧𝑧𝑜𝑜𝑜𝑜𝑜𝑜  Optimal sample thickness, cm 
z(θ) Effective thickness of object i through angle θ, cm 
 
2.9.5 Greek 
𝜖𝜖(𝜆𝜆)  Detector efficiency, -- 

λ Scattering wavelength, nm 
𝜇𝜇  Linear X-ray absorption coefficient, cm-1 

𝜇𝜇𝑚𝑚𝑖𝑖𝑟𝑟𝑁𝑁𝐼𝐼𝑆𝑆𝑁𝑁  Linear X-ray absorption coefficient for air from the NIST database, cm-1 
𝜂𝜂𝑖𝑖  Number of electrons in species 𝑖𝑖, -- 
𝜌𝜌𝑖𝑖  Density if phase 𝑖𝑖, gcm-3 

θ Scattering angle, rad 
Δ𝜃𝜃  Detector pixel-to-pixel angular resolution, rad 
𝜎𝜎𝑠𝑠� (𝑞𝑞)  Differential scattering cross section, cm-1 
𝛷𝛷(𝜆𝜆)  X-ray flux, s-1cm-2 

𝛥𝛥𝛥𝛥  Solid angle of the detector element, sr 
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Chapter 3 - Phase Behavior of a Block Copolymer/Salt Mixture 
Through the Order-to-Disorder Transition* 
 

Abstract 

 Mixtures of block copolymers and lithium salts are promising candidates for lithium 
battery electrolytes.  Structural changes that occur during the order-to-disorder transition (ODT) 
in a diblock copolymer/salt mixture were characterized by small angle X-ray scattering (SAXS).  
In salt-free block copolymers, the ODT is sharp, and the domain size of the ordered phase 
decreases with increasing temperature.  In contrast, the ODT of the diblock copolymer/salt 
mixture examined here occurs gradually over an 11 oC temperature window, and the domain size 
of the ordered phase is a non-monotonic function of temperature.  We present an approach to 
estimate the fraction of the ordered phase in the 11 oC window where ordered and disordered 
phases coexist.   The domain spacing of the ordered phase increases with increasing temperature 
in the coexistence window.  Both findings are consistent with the selective partitioning of salt 
into the ordered domains, as predicted by Nakamura et al., ACS Macro Lett. 2, 478–481 (2013). 

3.1 Introduction 
 

Lithium metal batteries utilizing solid polymer electrolytes (SPEs) have recently gained 
considerable interest for use in electrified transportation applications.64 In particular, block 
copolymer-based SPEs have demonstrated the remarkable ability to efficiently conduct lithium 
ions while preventing lithium dendritic growth21, a problem that has plagued the implementation 
of lithium metal batteries since their initial commercial development in the 1980s16.  Block 
copolymer electrolytes gain their unique properties by self-assembling into ordered arrays of 
hard, mechanically robust and soft, ion-conducting nano-scale domains.29  At sufficiently high 
temperatures, entropy overcomes the repulsive forces between the chemically distinct polymer 
blocks and a homogeneous disordered phase is obtained.  The transition from order to disorder is 
thus of considerable practical and fundamental significance.   
 

The order-to-disorder transition (ODT) in neat A-B diblock copolymer melts is well 
understood.  We restrict our attention to nearly monodisperse samples, which are, to a good 
approximation, one component systems.  The mean field theory of Leibler predicts that for 
symmetric block copolymers wherein the volume fraction of the A-block (fA) is 0.5, the ODT 
occurs at the temperature at which χN = 10.495, where χ is the temperature-dependent Flory-
Huggins interaction parameter between segments A and B, and N is the number of segments per 
chain.65  Small angle x-ray scattering (SAXS) has emerged as a powerful tool for studying the 
ODT in block copolymers.  The disordered phase is characterized by a broad SAXS peak due to 
correlations between A and B segments enforced by connectivity, while the ordered phase is 
characterized by sharp peaks consistent with the symmetry of that phase.  The SAXS signatures 
of the ODT have been reported in numerous publications.66–72  Both the width and the height of 
the primary SAXS peak change discontinuously at the ODT. In contrast, the position of the 

                                                 
* This chapter was reported in Macromolecules 2014, 47, 2666–2673 
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primary peak (q*) and the integrated scattering intensity (Q) decrease monotonically with 
increasing temperature with virtually no evidence of discontinuity at the ODT. 
 

The mean field theory of Leibler predicts that the ODT of symmetric block copolymers is 
second-order.65  Subsequent work by Fredrickson and Helfand73 showed that fluctuations in the 
disordered state result in a change to a weakly first-order phase transition, consistent with a note 
in Leibler’s original paper.  The mean field limit is recovered in the limit of N → ∞. 
 

The effect of added salt on block copolymer thermodynamics is a relatively new and 
unexplored topic.  Early experiments suggested that the thermodynamics of block copolymer/salt 
mixtures can be described by the same theories that were used to describe neat block copolymers 
except for the fact that χ must be replaced by an effective parameter (χeff) that now depends on 
salt concentration.26,74–76  Generally speaking, with the notable exceptions77,25, χeff  was found to 
be larger than χ of the neat block copolymer, suggesting that the addition of salt stabilizes the 
ordered phase.  The thermodynamic consequences of this were worked out by Nakamura et 
al.75,76,78  They argued that as the ODT progressed, salt would partition preferentially into the 
ordered phase, leaving behind a disordered phase with lower salt concentration.78  At 
equilibrium, the chemical potential of the salt in the two phases will be equal, dictating the 
compositions and morphologies of the coexisting disordered and ordered phases.  This changes 
the order of the ODT and a first-order transition is obtained even in the mean field limit for any 
N, consistent with the Gibbs phase rule for binary mixtures. 
 

The purpose of this paper is to report on the phase behavior of a block copolymer/salt 
mixture through the ODT using SAXS.  We show that the SAXS signatures of the ODT of these 
systems are qualitatively different from those of neat diblock copolymers.  The work presented 
here builds upon the results obtained by Wanakule et al.74  
 

3.2 Experimental 
3.2.1 Materials 

The polystyrene-b-poly(ethylene oxide) (SEO) diblock copolymers used in this study 
were synthesized, purified, and characterized following the methods described in refs 79,80, and 
30.  The polymer characteristics are summarized in Table 3.1.  The polymers were dried under 
vacuum at 90 °C for 24 hours before being stored in an argon-filled glovebox (MBraun) with sub 
ppm water and oxygen levels. Lithium bis(trifluoromethanesulfonyl)imide (LiTFSI) was 
obtained from Novolyte. The LiTFSI container was opened inside the glovebox, and then dried 
in a heated antechamber under vacuum for 3 days at 120 °C before being stored in the argon 
glovebox.   
 
 

Table 3.1: Sample characteristics

 Sample Name 
MPS 

(g mol-1) 

MPEO 
(g mol-1) 

PDI 
fEO,eff*

 

(140 °C) 
Tg

PS 

(°C) 
r 

([Li+][EO]-1) 
SEO(1.7-1.4)/LiTFSI (r=0.075) 1700 1400 1.05 0.50 30 0.075 

SEO(6.4-7.3) 6400 7300 1.04 .52 80 0 
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*effective volume fraction of PEO/LiTFSI component based on calculation described in ref 25. 
 
3.2.2 Sample Preparation 

The polymer/salt mixture used in this study was prepared by mixing SEO(1.7-
1.4)/benzene and LiTFSI/tetrahydrofuran (THF) solutions to obtain a salt concentration of r = 
0.075 where r is the ratio of Li+ ions to ethylene oxide monomer units.  The SEO(1.7-
1.4/LiTFSI(r=0.075) solution was freeze-dried in a Millrock LD85 lyophilizer to remove the 
solvent.  The SEO(1.7-1.4/LiTFSI(r=0.075) mixture was returned to the glovebox antechamber 
without being exposed to air and dried under vacuum at 90 °C for 24 hours to remove any 
residual solvent.   
 

Three in situ SAXS samples were prepared by melt forming the dried SEO(1.7-
1.4)/LiTFSI(r=0.075) mixture into a 1/16 in. thick fiberglass reinforced silicone spacer with a 
diameter of 3/16 in.  Both ends of the spacer were sealed with electrochemical grade aluminum 
foil electrodes, and then each sample was sealed in a vacuum pouch (Showa-Denka) with 
exposed aluminum tabs contacting each electrode.  An empty pouch cell was also prepared in the 
same manner to serve as a blank reference for SAXS background subtraction.  All of the samples 
were heated to 140°C to eliminate any strain induced during sample preparation and then cooled 
to and annealed at 70 °C for 20 hours and then at 50 °C for 20 hours before being stored at 30 
°C. The in situ SAXS measurements were performed after two days of storage at 30 °C.   

 
3.2.3 SAXS Measurements 
 SAXS measurements were performed at Lawrence Berkeley National Laboratory’s 
Advance Light Source, beamline 7.3.3.60  The sample-to-detector distance and beam center were 
calibrated using a silver behenate standard.  The three SEO(1.7-1.4)/LiTFSI(r=0.075) samples 
and the empty cell were mounted onto a custom-built heating stage with thermocouples attached 
to both the front and back of each sample.  An Omega OM-USB-TC data acquisition module 
was used to record each sample temperature every 10 seconds.  The samples were connected to a 
Bio-Logic VMP3 potentiostat through the aluminum tabs contacting each electrode.  
Potentiostatic electrochemical impedance spectroscopy (PEIS) measurements were performed 
over a 1-106 Hz frequency range with 50 mV amplitude.   
 
 The samples were equilibrated at 30 °C for 1 hour in the SAXS instrument before 
beginning the heating scan.  The heating scan was performed from 29-142 °C.  5 °C temperature 
steps were used for temperatures far from the ODT (29-78 °C and 107-142°C), and the samples 
were held at each temperature for a minimum of 30 minutes while  PEIS and SAXS 
measurements were performed every 10 minutes.  Smaller temperature steps were used near the 
ODT (78-91 °C). In this case, 2-3 °C steps were used and again the samples were held for a 
minimum of 30 minutes with PEIS and SAXS scans performed every 10 minutes. 1 °C 
temperature steps were used for the window of 93-104 °C and the samples were held at each 
temperature for at least 1 hour with PEIS and SAXS scans performed approximately every 10 
minutes.    
 

Each sample temperature was determined from the average of their front and back 
thermocouple readings during the scan; the back thermocouple was located adjacent to the 
heating element and it records the maximum possible sample temperature, while the front 



36 
 

thermocouple reading represents the minimum possible temperature.  Sample temperatures are 
reported with error bars corresponding to these readings.  The actual sample temperature was 
estimated by making separate electrolyte samples with a thermocouple running through the 
pouch.  In all cases, the recorded sample temperature fell within the errors bars described above.  
The bulk electrolyte resistance was determined from the low frequency minimum of a Nyquist 
plot of the PEIS data.  We found that the temperature- and microstructure-dependence of the 
ionic conductivity for SEO(1.7-1.4)/LiTFSI (r=0.075) qualitatively agreed with the published 
data of Teran et al32.  The data are provided in Figure 3.S1 of the supporting information.  This 
work is based exclusively on the SAXS data. 
 
3.2.4 SAXS Data Reduction and Analysis 

The raw SAXS patterns were reduced using the Nika macro for Igor Pro developed by 
Jan Ilavsky61.  The scattering intensity (I) was averaged azimuthally and is reported as a function 
the magnitude of the scattering vector, 𝑞𝑞 =  4𝜋𝜋

𝜆𝜆
sin �𝜃𝜃

2
� .  Reduced SAXS data were further 

processed by subtracting the background scattering from the empty sample cell, and calibrated to 
a glassy carbon absolute intensity standard (sample M13, Jan Ilavsky)62.  Standard deviation of 
the scattering intensity was approximated by the Nika reduction software and then propagated 
through the subsequent reduction steps with the assumption of uncorrelated random error. 
 
 Contributions to the absolute scattering intensity at each temperature were determined by 
nonlinear fitting of the scattering profiles.  We utilized the built-in Levenberg-Marquardt 
nonlinear least-squares algorithm in Igor Pro with a user defined function to deconvolute the 
scattering into three components using Equation 3.1: 
 
 𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜(𝑞𝑞) = 𝐼𝐼𝑜𝑜𝑟𝑟𝑑𝑑(𝑞𝑞) + 𝐼𝐼𝑑𝑑𝑖𝑖𝑠𝑠(𝑞𝑞) + 𝐼𝐼𝑜𝑜𝑐𝑐𝑑𝑑(𝑞𝑞) (3.1) 

 
where Itot is the total measured scattering intensity, and Iord, Idis, and Ibgd are the scattering 
intensities due to the nano-structured ordered phase, the disordered phase, and the background, 
respectively.  A Gaussian fuction was used to fit the primary ordered scattering peak: 
 
 𝐼𝐼𝑜𝑜𝑟𝑟𝑑𝑑(𝑞𝑞) = 𝑦𝑦0𝑒𝑒

�−(𝑞𝑞−𝑞𝑞∗)2
2𝑤𝑤2� � (3.2) 

 
Where y0, w, and q* are the primary scattering peak height, width, and position, respectively.  
The well-known Leibler structure factor65 modified for polydispersity effects69 was used to fit 
the broad disordered scattering peak: 
 
 

𝐼𝐼𝑑𝑑𝑖𝑖𝑠𝑠(𝑞𝑞) = 𝐷𝐷 �
𝑆𝑆(𝑞𝑞)
𝑊𝑊(𝑞𝑞) − 2𝜒𝜒𝑟𝑟𝑟𝑟𝑟𝑟�

−1

 (3.3) 

 
With  
 
 

𝐷𝐷 = ν𝑟𝑟𝑟𝑟𝑟𝑟 �
𝑏𝑏𝐴𝐴
ν𝐴𝐴
−
𝑏𝑏𝐵𝐵
ν𝐵𝐵
�
𝑟𝑟𝑟𝑟𝑟𝑟

2

 (3.4) 

 
 𝑆𝑆(𝑞𝑞) =  𝑆𝑆𝐴𝐴𝐴𝐴(𝑞𝑞) + 𝑆𝑆𝐵𝐵𝐵𝐵(𝑞𝑞) + 2𝑆𝑆𝐴𝐴𝐵𝐵(𝑞𝑞) (3.5) 
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 𝑊𝑊(𝑞𝑞) = 𝑆𝑆𝐴𝐴𝐴𝐴(𝑞𝑞)𝑆𝑆𝐵𝐵𝐵𝐵(𝑞𝑞) − 𝑆𝑆𝐴𝐴𝐵𝐵2 (𝑞𝑞) (3.6) 

 
 𝑆𝑆𝐴𝐴𝐴𝐴(𝑞𝑞) = 𝑁𝑁𝑁𝑁(𝑓𝑓𝐴𝐴) (3.7) 

 
 𝑆𝑆𝐵𝐵𝐵𝐵(𝑞𝑞) = 𝑁𝑁𝑁𝑁(1 − 𝑓𝑓𝐴𝐴) (3.8) 

 
 𝑆𝑆𝐴𝐴𝐵𝐵(𝑞𝑞) =

𝑁𝑁
2

[𝑁𝑁(1) − 𝑁𝑁(𝑓𝑓𝐴𝐴) − 𝑁𝑁(1 − 𝑓𝑓𝐴𝐴)] (3.9) 
 
and 
 𝑁𝑁(𝑓𝑓) = 2 �1

𝑥𝑥2� � �𝑓𝑓𝑥𝑥 − 1 + �𝑘𝑘 (𝑘𝑘 + 𝑓𝑓𝑥𝑥)� �
𝑘𝑘
� (3.10) 

 
where 
 𝑥𝑥 = 𝑞𝑞2𝑅𝑅𝑐𝑐2 (3.11) 

 
and 
 𝑘𝑘 =

1
𝑃𝑃𝐷𝐷𝐼𝐼 − 1

 (3.12) 
 
C is the effective scattering contrast from the difference in electron density between component A 
and component B, χeff  is the effective interaction parameter, fA  is the volume fraction of block A, 
Rg is the radius of gyration, N is the number of polymer segments per chain, and PDI is the 
polydispersity index of the copolymer. The background scattering was fit with a decaying 
exponential function: 
 
 𝐼𝐼𝑜𝑜𝑐𝑐𝑑𝑑(𝑞𝑞) = 𝑦𝑦1𝑒𝑒�

𝑦𝑦2 𝑞𝑞� � (3.13) 
 
where y1 and y2 are constants.  Fitting was performed with  y0, q*, w, C, Rg, χeff , y1, and y2 as the 
adjustable parameters.  Figure 3.1 shows a typical scattering profile and fit for a SEO(1.7-
1.4)/LiTFSI(r=0.075) sample when both ordered and disordered phases coexist. The 
contributions from Iord, Idis, and Ibgd are also shown in Figure 3.1, offset by a decade for clarity. 
The fit parameters obtained for this scattering profile are given in Table 3.S1 of the supporting 
information, and those for all other temperatures are also provided in Table 3.S2-Table 3.S4 of 
the supporting information.  
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Figure 3.1: Example data and fitting for an SEO/LiTFSI sample during phase coexistence (97 °C).  Experimental 
data are shown as discrete points with black circles and error bars corresponding to one standard deviation. The total 
fitting curve (Itot) is plotted as a solid yellow line. The three contributions to the fit are shown as dashed lines offset 
by a decade with Iord in blue, Idis in red, and Ibgd in gray.  Note: Data between q = 0.198 - 0.348 nm-1 correspond to a 
peak in the background (empty sample) scattering. Imperfect background subtraction resulted in negative and near 
zero intensity values within this range, and thus the data are not shown.   
 
The fit parameters were used to calculate the characteristic domain spacing of the ordered phase, 
dord, 
 
 𝑑𝑑𝑜𝑜𝑟𝑟𝑑𝑑 =

2𝜋𝜋
𝑞𝑞∗

 (3.14) 
 
and the characteristic length-scale of the disordered fluctuations, ddis, 
 
 𝑑𝑑𝑑𝑑𝑖𝑖𝑠𝑠 =

2𝜋𝜋𝑅𝑅𝑐𝑐
√3.6

 (3.15) 
 
where Rg is obtained by the fitting procedure (equ 1-13), and the factor √3.6 was determined 
using the methodology described by Teran et al25.  The fitted curves were used to calculate the 
scattering invariant (Qi), defined as 
 
 𝑄𝑄𝑖𝑖 = �𝐼𝐼𝑖𝑖(𝑞𝑞)𝑞𝑞2d𝑞𝑞  (𝑖𝑖 = 𝑜𝑜𝑜𝑜𝑑𝑑 or 𝑑𝑑𝑖𝑖𝑠𝑠) (3.16) 
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For a heterogeneous system with two distinct phases separated by sharp interfaces, the 

invariant is independent of morphology and depends only on the volume of one of the phases.55  
In this case, I∝q-4 as q→∞ and the invariant is well-defined. It is well-known that Idis∝q-2 as 
q→∞, and thus Qdis is unbounded.  We define ∆Idis as 
 
 ∆𝐼𝐼𝑑𝑑𝑖𝑖𝑠𝑠 = 𝐼𝐼𝑑𝑑𝑖𝑖𝑠𝑠 − 𝐼𝐼𝑑𝑑𝑖𝑖𝑠𝑠,c=0 (3.17) 

 
where Idis,χ=0 is calculated by using the fit parameters determined for Idis, but setting χeff=0 in 
Equation 3.3.  In Figure 3.2 we plot ∆Idisq2 vs q for the data shown in Figure 3.1.  The inset in 
Figure 3.2 shows the q-dependence of Idisq2 and Idis,χ=0q2.  It is clear from Figure 3.2 that ∆Q, 
defined as  
 
 ∆𝑄𝑄 = �∆𝐼𝐼𝑑𝑑𝑖𝑖𝑠𝑠(𝑞𝑞)𝑞𝑞2d𝑞𝑞 (3.18) 

 
 
is bounded.   
 

 
Figure 3.2: Graphical portrayal of the numerical integrations yielding the scattering invariant contributions from the 
disordered (red) polymer phase.  Inset: Curves of Idisq2 and Idis,χ=0q2 which were subtracted to yield ∆Idisq2.  
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 Because Qord and ∆Q depend only on the volumes of the ordered and disordered phases, 
respectively, we assume they are proportional to the volume of each phase, so that the volume 
fraction of the ordered phase (φord) is given by 
 
 φ𝑜𝑜𝑟𝑟𝑑𝑑 =

𝑄𝑄𝑜𝑜𝑟𝑟𝑑𝑑
𝑄𝑄𝑜𝑜𝑟𝑟𝑑𝑑 + ∆𝑄𝑄

 (3.19) 
 
The values of Qord and ∆Q determined in this study were obtained from evaluating the integrals 
in Equations 3.16 and 3.18 between the limits q=0.09 and 3.3 nm-1.  Table 3.S5 of the supporting 
information provides the physically relevant values calculated from Equations 3.14-3.19 for one 
of the SEO(1.7-1.4)/LiTFSI(r=0.075) samples at all measured temperatures.  
 

The data reduction and fitting analysis were performed on the SEO(1.7-
1.4/LiTFSI(r=0.075) data gathered in the present study, as well as the scattering data collected 
from neat SEO(6.4-7.3) in the recently published work by Teran et al25.  Whereas neat SEO (1.7-
1.4) has a disordered morphology over all accessible temperatures, neat SEO(6.4-7.3) has a 
thermally accessible lamellar-to-disorder transition25.  We compare the ODTs of SEO(1.7-
1.4/LiTFSI(r=0.075) and neat SEO(6.4-7.3) because they both occur in a similar temperature 
window (90-105 °C).  This temperature window is well above the glass transition temperature of 
the poly(styrene) block (Tg

PS) of each sample, thus the SAXS measurements made during each 
ODT should reflect thermodynamic structures. 
 

3.3 Results and Discussion 
 

Temperature-dependent SAXS profiles obtained from one of the SEO(1.7-1.4)/LiTFSI 
(r=0.075) samples are shown in Figure 3.3.  At temperatures between 29 and 91 °C, the 
scattering profiles indicate the presence of a well-ordered lamellar morphology with sharp peaks 
at positions corresponding to q*, 2q*, and 3q* (blue curves in Figure 3.3).  Data obtained in the 
93-104 °C temperature range (yellow curves in Figure 3.3) are shown on an expanded scale in 
Figure 3.4a.  Within this temperature range, even small increases (1 °C) in temperature result in 
large changes in the scattering profile.  The general character of the SAXS profiles in this 
temperature range is clearly seen in the 102 °C data in Figure 3.4a.  This SAXS profile is clearly 
a superposition of broad and narrow scattering peaks at q=0.82 nm-1. We attribute this 
superposition to the coexistence of ordered and disordered phases within the polymer/salt 
sample.  For temperatures above 107 °C, the SAXS profiles contain a single broad peak (red 
curves in Figure 3.3 and Figure 3.4a), characteristic of fully disordered samples.  It is clear that 
ordered and disordered phases coexist in the polymer/salt sample at temperatures between 93 and 
104 °C.  In other words, the ODT occurs over a range of temperatures. 
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Figure 3.3: Absolute scattering intensities for SEO(1.7-1.4)/LiTFSI(r=0.075) from 29°C to 142°C.  Blue traces 
denote well-ordered lamellar structures, yellow traces show coexistence of ordered lamellae and disordered phases, 
and red traces are fully disordered.  
 

The data obtained from SEO(6.4-7.3) were very similar to data obtained from other neat 
block copolymers in the literature.66,68,70,71  Temperature-dependent SAXS profiles obtained from 
the neat SEO(11) sample in the vicinity of the ODT are shown in Figure 3.4b.  It is clear that an 
increase in temperature from 100 to 105 °C results in an abrupt transition from order to disorder.     
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Figure 3.4: SAXS profiles for (a) SEO(1.7-1.4)/LiTFSI(r=0.075) through its ODT coexistence window, and (b) 
SEO(6.4-7.3) below and above its ODT.  Profiles are offset by a decade for clarity.  
 

The SAXS results described above were used to determine the temperature dependence 
of φord, ddis, and dord.  Figure 3.5a shows the temperature dependence of φord of the salt-
containing block copolymer.  The fraction of ordered lamellar phase (φ𝑜𝑜𝑟𝑟𝑑𝑑) decreases gradually 
from 0.74 to 0.61 as temperature increases from 29 to 91 °C.  At temperatures between 93 and 
104 °C, φord decreases rapidly from 0.59 to 0.  Not surprisingly, φord is identically 0 at 
temperatures above 107 °C in Figure 3.5a.  The temperature dependence of φord obtained from 
the neat block copolymer, shown in Figure 3.5b, exhibits a discontinuous jump from 0.61 to 0 as 
the temperature is increased from 100 to 105 °C.  This is qualitatively different from the 
behavior of the salt-containing block copolymer.  We note the value of φ𝑜𝑜𝑟𝑟𝑑𝑑 at temperatures well 
below the ODT is near 0.7 for both samples.  One might expect a fully ordered lamellar sample 
at temperatures well below the ODT to yield φ𝑜𝑜𝑟𝑟𝑑𝑑=1.  It is well-known that block copolymer 
lamellae are not pure, i.e. there is a finite concentration of PS chains in the PEO-rich lamellae 
and vice-versa.  We expect that scattering from such mixed microphases will be described by 
theory similar to the random phase approximation.65,81  This effect results in contributions to Iord 
that are not accounted for in our analysis.  Our results suggest that the contribution from this 
effect to the overall disordered scattering is about 30 percent.  In other words, we propose that 
our samples are fully ordered at temperatures well below the ODT temperature in spite of the 
fact that φ𝑜𝑜𝑟𝑟𝑑𝑑 is less than unity. 
 
  

(a) (b) 
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Figure 3.5: Temperature dependence of the calculated volume fraction of the ordered phase (φ𝑜𝑜𝑟𝑟𝑑𝑑) for samples with 
(a) and without (b) LiTFSI salt added.  The corresponding characteristic domain spacing as a function of 
temperature for the sample with (c) and without (d) salt added.  In (c-d), filled symbols correspond to the ordered 
lamellar domain spacing, open symbols indicate the characteristic spacing from the disordered melt, and the solid 
lines represent linear fits to the d vs T data.  In all graphs, regions shaded in blue indicate temperatures below the 
ODT, regions in yellow encompass the occurrence of an ODT, and regions in red correspond to a fully disordered 
polymer melt.  X-axis error bars indicate the range of temperatures measured between the front and back of the 
sample, and y-axis error bars correspond to one standard deviation in the fitting of the SAXS profiles.  
 

Additional information about phase behavior of the polymer melts can be gained by 
tracking the temperature dependence of the characteristic domain spacing.  Figure 3.5c shows the 
data obtained from one of the SEO(1.7-1.4)/LiTFSI (r=0.075) polymer/salt mixtures, where 
filled symbols correspond to the lamellar spacing calculated from Equation 3.14 (dord), and open 
symbols are the characteristic length of the disordered phase calculated from Equation 3.15 (ddis). 
The temperature dependence of the domain spacing for the polymer/salt mixture displays three 
distinct regimes, corresponding to the temperature windows for fully ordered, phase coexistence, 
and fully disordered states.  Within the fully ordered temperature range, dord decreases gradually 

   

   

 

 

 

 

 

 

(a) (b) 

(c) (d) 
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with increasing temperature (T) between 29 and 81 °C; the slope, 𝑑𝑑
𝑑𝑑𝑁𝑁

(𝑑𝑑𝑜𝑜𝑟𝑟𝑑𝑑), is -8.35x10-4 nmK-1.  
dord is independent of temperature between 83 and 91 °C.  The coexistence window (93-104 °C) 
is relatively narrow and it is not easy to discern the temperature dependence of dord in this 
temperature range from Figure 3.5c; we will soon show that dord increases with increasing 
temperature in the coexistence window. An abrupt change is seen in Figure 3.5c at 107 °C.  At 
temperatures greater than 107 °C, ddis decreases rapidly with increasing temperature; the slope 
𝑑𝑑
𝑑𝑑𝑁𝑁

(𝑑𝑑𝑑𝑑𝑖𝑖𝑠𝑠) is -3.61x10-3  nmK-1, a factor of about 5 greater than 𝑑𝑑
𝑑𝑑𝑁𝑁

(𝑑𝑑𝑜𝑜𝑟𝑟𝑑𝑑) in the ordered window. 
The temperature dependence of dord and ddis of the neat SEO(6.4-7.3) polymer shown in Figure 
3.5d is unremarkable.  The domain spacings decrease monotonically with increasing temperature 
(except for one outlier).  The slopes 𝑑𝑑

𝑑𝑑𝑁𝑁
(𝑑𝑑𝑜𝑜𝑟𝑟𝑑𝑑)  and 𝑑𝑑

𝑑𝑑𝑁𝑁
(𝑑𝑑𝑑𝑑𝑖𝑖𝑠𝑠) are -9.2x10-3  and -1.2x10-2  nmK-1, 

respectively, values within 30% of each other.   
 
 The data obtained from the salt-containing block copolymer sample in Figure 3.5a and 
3.5c in the ordered and coexistence windows are combined in Figure 3.6, where dord is plotted as 
a function of φord.  The absolute magnitude of the changes in domain spacings reported in Figure 
3.5c is small.  To ensure the robustness of our conclusions we studied three independent salt-
containing block copolymer mixtures.  Figure 3.6a shows the results obtained from all of our 
samples.  The coexistence temperature windows obtained from the independent samples differed 
by ~2-4 °C.  Nevertheless, data obtained from these samples are quantitatively similar when 
plotted on a dord vesus φord plot.  A particular advantage of this format is that it enables an 
expanded view of the coexistence window.  The decrease of domain spacing with temperature in 
the ordered phase followed by an increase of domain spacing with temperature in the coexistence 
window is observed in all samples.  We propose that the increase in domain spacing with 
temperature in the coexistence window is a signature of salt partitioning predicted by Nakamura 
et al78.  Their theory leads to the interesting conclusion that the order parameter of the ordered 
phase in the coexistence temperature window would be larger than that in the fully ordered 
temperature window.  This is because the salt concentration in the ordered domains in the 
coexistence window is greater than the concentration in the fully ordered window.  Our 
experiments do not enable determination of the order parameter.  However, one might infer local 
salt concentration from the measured domain spacing of the ordered lamellae.  Young and Epps 
first reported a power-law increase in the domain spacing of an ordered SEO block copolymer 
with increasing salt concentration.24   Figure 3.6b shows an exaggerated pictorial representation 
of changes in the sample morphology of SEO(1.7-1.4)/LiTFSI(r=0.075) over the entire 
experimental temperature range.  At low temperatures, the sample is fully ordered with large 
domain spacings that decrease with temperature.  However, once the polymer begins to disorder 
within the coexistence window, the remaining lamellae become increasingly concentrated with 
salt.  This partitioning of salt has two effects: it swells the lamellar domains by simple volume 
expansion, and the increased salt content in the lamellar phase increases the effective repulsion 
between the two blocks.  It is important to note that stabilization of the ordered phase in the 
coexistence window is entirely due to salt partitioning, as noted by Nakamura et al78.   At 
temperatures higher than the coexistence window, the salt concentration in the SEO(1.7-
1.4)/LiTFSI(r=0.075) sample becomes spatially uniform and the temperature dependence of the 
domain spacing is similar to that seen in neat diblock copolymers (Figure 3.5d).  



45 
 

 
Figure 3.6: (a) φ𝑜𝑜𝑟𝑟𝑑𝑑(𝑇𝑇) and d(T) data from Figures 3.4a and 3.4c, respectively, plotted as d vs. φ𝑜𝑜𝑟𝑟𝑑𝑑. y-axis error 
bars correspond to one standard deviation in the fitting of the SAXS profiles. (b) Exaggerated pictorial 
representation of the phase behavior observed for SEO(1.7-1.4)/LiTFSI(r=0.075) throughout the experimental 
temperature range. Regions shaded in blue indicate temperatures below the ODT, regions in yellow encompass the 
coexistence region, and regions in red correspond to a fully disordered polymer melt.  
 

The increase in dord with increasing temperature seen in the coexistence temperature 
window of the salt-containing block copolymer (Figure 3.6a) is a striking departure from the 
well-established behavior of neat block copolymers (Figure 3.5d).  Most of the published 
literature on neat, nearly monodisperse block copolymers is consistent with the data presented in 
this paper.68,70  A notable exception is the work of Koga et al. who reported a coexistence 
window of ~2 °C in a neat block copolymer and observed temperature-dependent domain 
spacings similar to the data obtained from the salt-containing block copolymer sample reported 
in this study.67  Coexistence windows with widths of ~2 °C were also reported by Lee et al.70 
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3.4 Conclusions 
 

We have studied the structural changes that occur in a blockcopolymer/salt mixture 
undergoing ODT using SAXS.  In contrast to neat block copolymers, which show an abrupt 
change in SAXS scattering denoting the ODT, block copolymer/salt mixtures show a gradual 
transition from order to disorder over a finite temperature range.  SAXS profiles within this 
temperature window appear to be the superposition of a sharp and a broad primary scattering 
peak, consistent with the coexistence of ordered and disordered phases.  By fitting the scattering 
profiles and calculating the integrated scattering intensity contributions from each phase, we 
show that the ODT for block copolymer/salt mixtures is first order and occurs over a ~11 C° 
window. 
 
 We gained further insight into the nature of the ODT in block copolymer/salt mixtures by 
analyzing the characteristic domain spacings (dord, ddis) obtained from the SAXS profiles.  
Whereas the domain spacings in the neat block copolymer decrease monotonically with 
temperature, the block copolymer/salt mixture demonstrated an increase in dord with temperature 
within the ODT temperature window.  We attribute this swelling of the ordered domain to the 
partitioning of salt within the lamellar microdomains in the coexistence window, as predicted by 
Nakamura et al78.   
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3.6 Nomenclature 
3.6.1 Abbreviations 
LiTFSI Lithium bis(trifluoromethanesulfonyl)imide 
ODT Order-Disorder Transition 
PDI Polydispersity Index 
PEO Poly(ethylene oxide) 
PEIS Potentiostatic Electrochemical Impedance Spectroscopy 
PS Polystyrene 
SAXS Small Angle X-ray Scattering 
SEO Polystyrene-b-poly(ethylene oxide) diblock copolymer 
SPE Solid Polymer Electrolyte 
THF Tetrahydrofuran 
 
3.6.2 Symbols 
A Index for component one of A-B block copolymer 
bA Scattering length of component A, cm  
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bB Scattering length of component B, cm 
B Index for component two of A-B block copolymer 
C Effective scattering contrast of disordered polymer or polymer/salt mixture, nm-1 

d Characteristic domain spacing, nm 
ddis Characteristic domain spacing of disordered phase, nm 
dord Characteristic domain spacing of ordered phase, nm 
fA Volume fraction of block A in an A-B block copolymer, - 
fEO,eff Effective volume fraction of poly(ethylene oxide) block and LiTFSI mixture, - 
g(f) Form factor for a Gaussian chain, - 

I Scattering intensity, cm-1 

Ibgd(q) Fit background scattering intensity, cm-1 
Idis(q) Fit disordered phase scattering intensity, cm-1 
Idis,χ=0(q) Fit disordered phase scattering intensity with χeff=0 in Eqn 3.3, cm-1 
Iord(q) Fit ordered phase scattering intensity, cm-1 
Itot(q) Fit total scattering intensity, cm-1 
∆Idis(q) Disordered phase scattering contribution, cm-1 
k PDI correction factor constant, - 
MPEO Number average molecular weight of PEO block, g mol-1 

MPS Number average molecular weight of PS block, g mol-1 
N Number average degree of polymerization, sites chain-1 

q Scattering vector, nm-1 

q* Primary ordered scattering peak, nm-1 

Q Total integrated scattering intensity, cm-1nm-3 

Qi Phase-specific integrated scattering intensity, cm-1nm-3 
∆Q Disordered phase integrated scattering intensity, cm-1nm-3 
r Salt concentration, [Li+][EO]-1 

Rg Radius of gyration, nm 
S(q) Sum element of the structure factor matrix, - 
SAA(q) A-A pairwise element of the structure factor matrix, - 
SAB(q) A-B pairwise element of the structure factor matrix, - 
SBB(q) B-B pairwise element of the structure factor matrix, - 
Tg

PS Glass transition temperature of the poly(styrene) block, °C 
νA Monomer volume for component A, cm3 

νB Monomer volume for component B, cm3 
νref Reference volume, cm3 
w Gaussian peak width, nm-1 

W(q) Determinant element of the structure matrix, - 
x Non-dimensional length, - 
y0 Constant in Eqn 3.2, cm-1 

y1 Constant in Eqn 3.15, cm-1 
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y2 Constant in Eqn 3.15, nm-1 
 
3.6.3 Greek 
χ Flory-Huggins interaction parameter, - 
χeff Effective interaction parameter for copolymer/salt mixture, - 
φord Ordered phase volume fraction, - 
λ Scattering wavelength, nm 
θ Scattering angle, rad 
σ Ionic conductivity, Scm-1 
  

3.7 Supporting Information 
3.7.1 Electrochemical Impedance Spectroscopy  

Recent work by Teran et al32 demonstrated a correlation between the ionic conductivity 
and morphology in block copolymer salt mixtures.  Their worked revealed a discontinuous 
increase in ionic conductivity as the sample transitioned from ordered lamellae to a disordered 
morphology.  This work sought to gain insight into the ion transport behavior within coexistence 
window of the ODT.  The temperature dependent ionic conductivity values of the three SEO(1.7-
1.4)/LiTFI(r=0.075) samples measured in this study are shown in Figure 3.S1, where the 
coexistence window determined through SAXS is highlighted in yellow.  All three samples 
demonstrate a discontinuous increase in ionic conductivity between the ordered lamellar and 
disordered phases present at low and high temperatures, respectively.  The ionic conductivity 
within the coexistence temperature window is unremarkable and monotonically increases from 
the lower lamellar phase conductivity to the higher disordered phase conductivity.  
 
 



49 
 

 
Figure 3.S1: Ionic conductivity for SEO(1.7-1.4)/LiTFSI(r=0.075) measured in situ during SAXS for (a) Sample 1, 
(b) Sample 2, and (c) Sample 3.  Regions shaded in blue indicate temperatures below the ODT, regions in yellow 
encompass the occurrence of an ODT, and regions in red correspond to a fully disordered polymer melt. 
 
3.7.2 SAXS Profile Fitting  

The absolute SAXS intensity profiles obtained for the SEO(1.7-1.4)/LiTFSI(r=0.075) 
samples at all temperatures were fit with the functions described in Equations 3.1-3.13 of the 
main text.  Table 3.S1 provides the fit parameters for the curve shown as an example in Figure 
3.1 of the main text.  The fit parameters for Sample 1 at the remaining temperatures are 

 

 

  

 

 

 

 

 

(a) (b) 

(c) 



50 
 

organized into Table 3.S2-Table 3.S4.  Table 3.S2 provides Iord fit parameters, Table 3.S3 
provides Idis fit parameters, and Table 3.S4 provides Ibgd fit parameters.  For consistency 
with the recent work by Teran et al25, the PDI for all Idis fitting was set to PDI = 1.035. 
 
 The SAXS profile fit parameters were used to calculate physically relevant quantities 
through Equations 3.14-3.19 of the main text.  These values are summarized in Table 3.S5 
for Sample 1 at all temperatures measured. 

 
Table 3.S1 : Fit parameters for the curve shown in Figure 3.1 of the main text.  The measured sample temperature 
was 97.2 ± 1.5 °C.  All reported errors represent one standard deviation of the fitting error. 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

Parameter Value (±) Units
y 0 28.3 (0.7) [cm-1]
q * 0.82471 (9E-05) [nm-1]
w 6.0E-03 (7.7E-05) [nm-1]
f 0.499 - [ - ]
N 49.2 - [sites chain-1]
C 2.58E-02 (1.4E-04) [cm-1]

R g 2.306 (1E-03) [nm]
χ eff 0.2049 (3.7E-05) [ - ]
y 1 3.76E-02 (3.E-04) [cm-1]
y 2 0.54 (0.01) [nm-1]
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Table 3.S2: Sample 1 fit parameters for Iord at all measured temperatures.  Tset represents the controller setpoint, 
Timemeas is the cumulative experiemental time since the first scattering measurement, Tmeas is the experimentally 
measured temperature, and y0, q*, w correspond to the constants in Equation 3.2 of the main text.  All reported 
errors represent one standard deviation of the fitting error. 

 
 
 
 
 

Tset Timemeas Tmeas (±) y 0 (±) q * (±) w (±)
[°C] [hr:min]
30 0:00 28.9 (0.1) 86.5 (1.8) 0.82109 (4E-05) 5.6E-03 (3.2E-05)

0:42 38.6 (0.3) 84.1 (1.8) 0.82213 (4E-05) 5.5E-03 (3.3E-05)
0:52 38.6 (0.3) 83.2 (1.7) 0.82203 (4E-05) 5.5E-03 (3.3E-05)
1:05 38.6 (0.3) 83.5 (1.8) 0.82202 (4E-05) 5.5E-03 (3.3E-05)
1:21 48.3 (0.5) 79.9 (1.7) 0.82318 (4E-05) 5.5E-03 (3.4E-05)
1:31 48.3 (0.5) 79.2 (1.7) 0.82301 (4E-05) 5.5E-03 (3.4E-05)
1:44 48.3 (0.5) 76.7 (1.6) 0.82352 (4E-05) 5.6E-03 (3.4E-05)
1:59 53.2 (0.6) 75.1 (1.6) 0.82405 (4E-05) 5.6E-03 (3.4E-05)
2:09 53.2 (0.6) 74.4 (1.6) 0.82394 (4E-05) 5.5E-03 (3.4E-05)
2:18 53.2 (0.5) 74.4 (1.6) 0.82387 (4E-05) 5.5E-03 (3.4E-05)
2:35 58.1 (0.7) 72.5 (1.5) 0.82439 (5E-05) 5.5E-03 (3.4E-05)
2:44 58.1 (0.7) 71.8 (1.5) 0.82429 (5E-05) 5.5E-03 (3.4E-05)
2:54 58.2 (0.7) 71.8 (1.5) 0.82419 (5E-05) 5.5E-03 (3.4E-05)
3:15 63.0 (0.8) 71.1 (1.5) 0.82468 (5E-05) 5.5E-03 (3.4E-05)
3:24 63.0 (0.7) 70.9 (1.5) 0.82457 (5E-05) 5.5E-03 (3.4E-05)
3:37 63.0 (0.7) 71.3 (1.5) 0.82446 (5E-05) 5.5E-03 (3.4E-05)
3:52 67.9 (0.9) 70.4 (1.5) 0.82492 (5E-05) 5.5E-03 (3.4E-05)
4:02 67.9 (0.9) 70.7 (1.5) 0.82480 (5E-05) 5.6E-03 (3.4E-05)
4:12 67.9 (0.8) 71.6 (1.5) 0.82465 (5E-05) 5.6E-03 (3.4E-05)
4:28 72.8 (1.0) 72.3 (1.5) 0.82563 (5E-05) 5.6E-03 (3.5E-05)
4:39 72.7 (0.9) 72.5 (1.5) 0.82549 (5E-05) 5.6E-03 (3.5E-05)
4:49 72.8 (0.9) 72.6 (1.5) 0.82537 (5E-05) 5.6E-03 (3.5E-05)
5:12 77.7 (1.1) 71.6 (1.5) 0.82586 (5E-05) 5.6E-03 (3.5E-05)
5:20 77.8 (1.1) 70.9 (1.5) 0.82575 (5E-05) 5.6E-03 (3.5E-05)
5:25 77.9 (1.1) 70.7 (1.5) 0.82571 (5E-05) 5.6E-03 (3.5E-05)
5:35 78.3 (1.1) 71.1 (1.5) 0.82562 (5E-05) 5.6E-03 (3.5E-05)
5:52 81.1 (1.1) 69.1 (1.4) 0.82608 (5E-05) 5.7E-03 (3.6E-05)
6:02 81.1 (1.1) 69.1 (1.4) 0.82597 (5E-05) 5.7E-03 (3.6E-05)
6:12 81.0 (1.1) 69.0 (1.4) 0.82584 (5E-05) 5.7E-03 (3.6E-05)
6:28 83.9 (1.2) 68.4 (1.4) 0.82609 (5E-05) 5.7E-03 (3.7E-05)
6:37 83.7 (1.2) 67.7 (1.4) 0.82582 (5E-05) 5.7E-03 (3.6E-05)
6:48 83.6 (1.2) 67.8 (1.4) 0.82570 (5E-05) 5.7E-03 (3.6E-05)
7:04 86.5 (1.2) 67.3 (1.4) 0.82596 (5E-05) 5.7E-03 (3.7E-05)
7:14 86.5 (1.2) 67.1 (1.4) 0.82586 (5E-05) 5.7E-03 (3.7E-05)
7:24 86.4 (1.2) 67.1 (1.4) 0.82574 (5E-05) 5.7E-03 (3.7E-05)
7:34 86.4 (1.2) 67.2 (1.4) 0.82567 (5E-05) 5.7E-03 (3.7E-05)
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Table 3.S2 (continued) 

 
 
 
 
 
 

Tset Timemeas Tmeas (±) y 0 (±) q * (±) w (±)
[°C] [hr:min]

7:49 88.4 (1.3) 66.5 (1.4) 0.82580 (5E-05) 5.7E-03 (3.7E-05)
7:59 88.5 (1.3) 66.4 (1.4) 0.82570 (5E-05) 5.7E-03 (3.7E-05)
8:09 88.6 (1.3) 66.3 (1.4) 0.82565 (5E-05) 5.7E-03 (3.7E-05)
8:19 88.7 (1.3) 66.2 (1.4) 0.82557 (5E-05) 5.7E-03 (3.7E-05)
8:36 90.7 (1.3) 65.6 (1.4) 0.82574 (5E-05) 5.7E-03 (3.8E-05)
8:46 90.7 (1.3) 65.1 (1.4) 0.82561 (5E-05) 5.7E-03 (3.7E-05)
8:56 90.7 (1.3) 65.2 (1.4) 0.82557 (5E-05) 5.7E-03 (3.8E-05)
9:31 92.8 (1.4) 63.5 (1.3) 0.82582 (5E-05) 5.7E-03 (3.9E-05)
9:42 92.7 (1.4) 63.3 (1.3) 0.82572 (5E-05) 5.7E-03 (3.9E-05)
9:51 92.9 (1.4) 62.7 (1.3) 0.82570 (5E-05) 5.7E-03 (3.9E-05)

10:06 93.8 (1.4) 61.1 (1.3) 0.82573 (5E-05) 5.8E-03 (4.0E-05)
10:16 93.8 (1.4) 60.4 (1.3) 0.82560 (5E-05) 5.8E-03 (4.1E-05)
10:26 93.6 (1.4) 60.3 (1.3) 0.82553 (5E-05) 5.8E-03 (4.1E-05)
10:44 94.5 (1.4) 58.0 (1.2) 0.82557 (6E-05) 5.8E-03 (4.3E-05)
10:54 94.5 (1.4) 57.1 (1.2) 0.82545 (6E-05) 5.8E-03 (4.3E-05)
11:04 94.4 (1.4) 57.0 (1.2) 0.82542 (6E-05) 5.8E-03 (4.3E-05)
11:14 94.3 (1.4) 56.8 (1.2) 0.82535 (6E-05) 5.8E-03 (4.4E-05)
11:24 94.3 (1.4) 56.2 (1.2) 0.82528 (6E-05) 5.8E-03 (4.4E-05)
11:32 94.3 (1.4) 55.5 (1.2) 0.82520 (6E-05) 5.8E-03 (4.4E-05)
11:48 95.3 (1.4) 52.0 (1.1) 0.82525 (6E-05) 5.8E-03 (4.7E-05)
11:58 95.3 (1.4) 50.4 (1.1) 0.82517 (6E-05) 5.8E-03 (4.8E-05)
12:08 95.3 (1.4) 49.4 (1.1) 0.82513 (6E-05) 5.8E-03 (4.9E-05)
12:18 95.3 (1.4) 48.9 (1.1) 0.82510 (6E-05) 5.9E-03 (5.0E-05)
12:29 95.3 (1.4) 48.2 (1.0) 0.82505 (7E-05) 5.8E-03 (5.0E-05)
12:38 95.3 (1.4) 47.2 (1.0) 0.82497 (7E-05) 5.9E-03 (5.1E-05)
12:54 96.3 (1.4) 42.4 (0.9) 0.82502 (7E-05) 5.9E-03 (5.6E-05)
13:04 96.2 (1.4) 41.5 (0.9) 0.82499 (7E-05) 5.9E-03 (5.7E-05)
13:14 96.2 (1.4) 40.7 (0.9) 0.82492 (7E-05) 5.8E-03 (5.8E-05)
13:24 96.3 (1.4) 39.4 (0.9) 0.82491 (8E-05) 5.9E-03 (5.9E-05)
13:34 96.2 (1.4) 38.7 (0.9) 0.82487 (8E-05) 5.9E-03 (6.0E-05)
13:45 96.2 (1.4) 37.6 (0.8) 0.82483 (8E-05) 5.9E-03 (6.1E-05)
14:01 97.2 (1.5) 31.9 (0.7) 0.82487 (9E-05) 6.0E-03 (7.0E-05)
14:11 97.2 (1.5) 31.3 (0.7) 0.82482 (9E-05) 5.9E-03 (7.1E-05)
14:21 97.2 (1.5) 30.4 (0.7) 0.82480 (9E-05) 6.0E-03 (7.3E-05)
14:32 97.2 (1.5) 29.4 (0.7) 0.82478 (9E-05) 6.0E-03 (7.4E-05)
14:42 97.2 (1.5) 28.8 (0.7) 0.82474 (9E-05) 6.0E-03 (7.6E-05)
14:52 97.2 (1.5) 28.3 (0.7) 0.82471 (9E-05) 6.0E-03 (7.7E-05)
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Table 3.S2 (continued) 

 
 
 

Tset Timemeas Tmeas (±) y 0 (±) q * (±) w (±)
[°C] [hr:min]

15:23 98.2 (1.5) 23.4 (0.6) 0.82490 (1E-04) 6.0E-03 (8.9E-05)
15:33 98.1 (1.5) 22.1 (0.6) 0.82483 (1E-04) 6.0E-03 (9.2E-05)
15:41 98.1 (1.5) 21.7 (0.6) 0.82481 (1E-04) 6.0E-03 (9.3E-05)
15:51 98.2 (1.5) 21.2 (0.6) 0.82481 (1E-04) 6.1E-03 (9.5E-05)
15:58 98.2 (1.5) 21.0 (0.6) 0.82477 (1E-04) 6.0E-03 (9.6E-05)
16:14 99.2 (1.5) 16.8 (0.5) 0.82477 (1E-04) 6.1E-03 (1.1E-04)
16:24 99.2 (1.5) 16.0 (0.5) 0.82474 (1E-04) 6.0E-03 (1.2E-04)
16:34 99.2 (1.5) 14.8 (0.4) 0.82471 (1E-04) 6.1E-03 (1.2E-04)
16:44 99.2 (1.5) 14.6 (0.4) 0.82470 (1E-04) 6.0E-03 (1.3E-04)
16:54 99.3 (1.5) 14.2 (0.4) 0.82476 (1E-04) 6.2E-03 (1.3E-04)
17:04 99.3 (1.5) 13.7 (0.4) 0.82474 (2E-04) 6.2E-03 (1.3E-04)
17:21 100.3 (1.5) 10.2 (0.4) 0.82484 (2E-04) 6.2E-03 (1.7E-04)
17:31 100.3 (1.5) 9.0 (0.3) 0.82471 (2E-04) 6.1E-03 (1.8E-04)
17:41 100.4 (1.5) 8.4 (0.3) 0.82476 (2E-04) 6.1E-03 (1.9E-04)
17:51 100.3 (1.5) 8.3 (0.3) 0.82482 (2E-04) 6.2E-03 (2.0E-04)
18:01 100.3 (1.5) 8.5 (0.3) 0.82486 (2E-04) 6.2E-03 (1.9E-04)
18:27 101.3 (1.6) 6.8 (0.3) 0.82484 (2E-04) 6.1E-03 (2.3E-04)
18:37 101.2 (1.6) 6.3 (0.3) 0.82471 (3E-04) 5.9E-03 (2.4E-04)
18:47 101.2 (1.6) 6.5 (0.3) 0.82488 (3E-04) 6.1E-03 (2.4E-04)
18:57 101.2 (1.6) 5.9 (0.3) 0.82471 (3E-04) 5.9E-03 (2.5E-04)
19:07 101.1 (1.6) 6.1 (0.3) 0.82488 (3E-04) 6.0E-03 (2.5E-04)
19:17 101.2 (1.6) 5.9 (0.3) 0.82481 (3E-04) 6.0E-03 (2.6E-04)
19:32 102.1 (1.6) 4.5 (0.3) 0.82481 (3E-04) 5.9E-03 (3.2E-04)
19:42 102.1 (1.6) 3.5 (0.2) 0.82462 (4E-04) 5.8E-03 (3.9E-04)
19:52 102.0 (1.6) 3.3 (0.2) 0.82468 (4E-04) 5.7E-03 (4.1E-04)
20:02 102.0 (1.6) 3.7 (0.2) 0.82489 (4E-04) 5.9E-03 (3.8E-04)
20:03 101.9 (1.6) 3.7 (0.2) 0.82487 (4E-04) 5.9E-03 (3.7E-04)
20:13 102.0 (1.6) 3.6 (0.2) 0.82487 (4E-04) 5.9E-03 (3.9E-04)
20:30 102.9 (1.6) 2.5 (0.2) 0.82486 (5E-04) 5.8E-03 (5.3E-04)
20:40 102.9 (1.6) 2.2 (0.2) 0.82497 (6E-04) 5.7E-03 (5.8E-04)
20:50 102.8 (1.6) 1.4 (0.2) 0.82498 (9E-04) 5.8E-03 (8.9E-04)
21:17 102.9 (1.6) 1.4 (0.2) 0.82497 (9E-04) 5.7E-03 (9.0E-04)
21:43 103.8 (1.6) 1.4 (0.2) 0.82503 (8E-04) 5.3E-03 (8.4E-04)
21:53 103.8 (1.6) 0.8 (0.2) 0.82494 (1E-03) 4.9E-03 (1.3E-03)
22:03 103.8 (1.6) 1.1 (0.2) 0.82521 (1E-03) 5.2E-03 (1.0E-03)
22:13 103.8 (1.6) 1.1 (0.2) 0.82517 (1E-03) 5.2E-03 (1.1E-03)
22:23 103.8 (1.6) 1.0 (0.2) 0.82524 (1E-03) 5.1E-03 (1.1E-03)
22:31 103.9 (1.6) 1.0 (0.2) 0.82524 (1E-03) 5.1E-03 (1.1E-03)
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Table 3.S3: Sample 1 fit parameters for Idis at all measured temperatures.  Tset represents the controller setpoint, 
Timemeas is the cumulative experiemental time since the first scattering measurement, Tmeas is the experimentally 
measured temperature, and f, N, C, Rg, χeff correspond to the constants in Equations 3.3-3.12 of the main text.  f 
and N were calculated based on the temperature depedence of the polymer block densities, as described in ref 
25.  All reported errors represent one standard deviation of the fitting error. 

 
 
 
 

Tset Timemeas Tmeas (±) f N C (±) R g (±) χ eff (±)
[°C] [hr:min] - [sites chain-1]
30 0:00 28.9 (0.1) 0.500 47.2 1.41E-02 (1.4E-04) 2.264 (2E-03) 0.2086 (1.3E-04)

0:42 38.6 (0.3) 0.500 47.5 1.50E-02 (1.5E-04) 2.263 (2E-03) 0.2069 (1.3E-04)
0:52 38.6 (0.3) 0.500 47.5 1.49E-02 (1.5E-04) 2.264 (2E-03) 0.2068 (1.3E-04)
1:05 38.6 (0.3) 0.500 47.5 1.50E-02 (1.5E-04) 2.264 (2E-03) 0.2069 (1.3E-04)
1:21 48.3 (0.5) 0.500 47.8 1.53E-02 (1.6E-04) 2.263 (2E-03) 0.2057 (1.3E-04)
1:31 48.3 (0.5) 0.500 47.8 1.53E-02 (1.6E-04) 2.263 (2E-03) 0.2056 (1.3E-04)
1:44 48.3 (0.5) 0.500 47.8 1.51E-02 (1.6E-04) 2.262 (2E-03) 0.2055 (1.4E-04)
1:59 53.2 (0.6) 0.500 47.9 1.49E-02 (1.5E-04) 2.261 (2E-03) 0.2053 (1.3E-04)
2:09 53.2 (0.6) 0.500 47.9 1.47E-02 (1.5E-04) 2.261 (2E-03) 0.2053 (1.3E-04)
2:18 53.2 (0.5) 0.500 47.9 1.46E-02 (1.5E-04) 2.261 (2E-03) 0.2053 (1.3E-04)
2:35 58.1 (0.7) 0.500 48.1 1.46E-02 (1.5E-04) 2.261 (2E-03) 0.2047 (1.3E-04)
2:44 58.1 (0.7) 0.500 48.1 1.46E-02 (1.5E-04) 2.261 (2E-03) 0.2047 (1.3E-04)
2:54 58.2 (0.7) 0.500 48.1 1.46E-02 (1.5E-04) 2.262 (2E-03) 0.2047 (1.3E-04)
3:15 63.0 (0.8) 0.500 48.2 1.49E-02 (1.5E-04) 2.262 (2E-03) 0.2041 (1.2E-04)
3:24 63.0 (0.7) 0.500 48.2 1.49E-02 (1.5E-04) 2.262 (2E-03) 0.2041 (1.2E-04)
3:37 63.0 (0.7) 0.500 48.2 1.50E-02 (1.5E-04) 2.263 (2E-03) 0.2041 (1.2E-04)
3:52 67.9 (0.9) 0.500 48.4 1.52E-02 (1.5E-04) 2.262 (2E-03) 0.2036 (1.2E-04)
4:02 67.9 (0.9) 0.500 48.4 1.55E-02 (1.5E-04) 2.263 (2E-03) 0.2035 (1.2E-04)
4:12 67.9 (0.8) 0.500 48.4 1.57E-02 (1.5E-04) 2.264 (2E-03) 0.2035 (1.2E-04)
4:28 72.8 (1.0) 0.499 48.5 1.61E-02 (1.6E-04) 2.261 (2E-03) 0.2031 (1.2E-04)
4:39 72.7 (0.9) 0.499 48.5 1.62E-02 (1.6E-04) 2.262 (2E-03) 0.2031 (1.2E-04)
4:49 72.8 (0.9) 0.499 48.5 1.62E-02 (1.6E-04) 2.262 (2E-03) 0.2031 (1.2E-04)
5:12 77.7 (1.1) 0.499 48.6 1.67E-02 (1.6E-04) 2.262 (2E-03) 0.2026 (1.1E-04)
5:20 77.8 (1.1) 0.499 48.7 1.67E-02 (1.6E-04) 2.263 (2E-03) 0.2025 (1.2E-04)
5:25 77.9 (1.1) 0.499 48.7 1.68E-02 (1.6E-04) 2.263 (2E-03) 0.2025 (1.2E-04)
5:35 78.3 (1.1) 0.499 48.7 1.69E-02 (1.6E-04) 2.264 (2E-03) 0.2025 (1.1E-04)
5:52 81.1 (1.1) 0.499 48.8 1.70E-02 (1.6E-04) 2.263 (2E-03) 0.2021 (1.2E-04)
6:02 81.1 (1.1) 0.499 48.7 1.71E-02 (1.6E-04) 2.264 (2E-03) 0.2021 (1.2E-04)
6:12 81.0 (1.1) 0.499 48.7 1.71E-02 (1.6E-04) 2.264 (2E-03) 0.2021 (1.2E-04)
6:28 83.9 (1.2) 0.499 48.8 1.74E-02 (1.6E-04) 2.265 (2E-03) 0.2018 (1.1E-04)
6:37 83.7 (1.2) 0.499 48.8 1.74E-02 (1.6E-04) 2.265 (2E-03) 0.2017 (1.1E-04)
6:48 83.6 (1.2) 0.499 48.8 1.75E-02 (1.6E-04) 2.266 (2E-03) 0.2018 (1.1E-04)
7:04 86.5 (1.2) 0.499 48.9 1.78E-02 (1.6E-04) 2.267 (2E-03) 0.2015 (1.1E-04)
7:14 86.5 (1.2) 0.499 48.9 1.79E-02 (1.6E-04) 2.267 (2E-03) 0.2015 (1.1E-04)
7:24 86.4 (1.2) 0.499 48.9 1.79E-02 (1.6E-04) 2.267 (2E-03) 0.2015 (1.1E-04)
7:34 86.4 (1.2) 0.499 48.9 1.79E-02 (1.6E-04) 2.268 (2E-03) 0.2015 (1.1E-04)
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Table 3.S3 (Continued). 

 
 
 
 
 
 
 
 
 

Tset Timemeas Tmeas (±) f N C (±) R g (±) χ eff (±)
[°C] [hr:min] - [sites chain-1]

7:49 88.4 (1.3) 0.499 49.0 1.81E-02 (1.6E-04) 2.268 (2E-03) 0.2013 (1.1E-04)
7:59 88.5 (1.3) 0.499 49.0 1.82E-02 (1.6E-04) 2.269 (2E-03) 0.2013 (1.1E-04)
8:09 88.6 (1.3) 0.499 49.0 1.82E-02 (1.6E-04) 2.269 (2E-03) 0.2013 (1.1E-04)
8:19 88.7 (1.3) 0.499 49.0 1.83E-02 (1.6E-04) 2.269 (2E-03) 0.2013 (1.1E-04)
8:36 90.7 (1.3) 0.499 49.0 1.85E-02 (1.6E-04) 2.270 (2E-03) 0.2011 (1.1E-04)
8:46 90.7 (1.3) 0.499 49.0 1.84E-02 (1.6E-04) 2.270 (2E-03) 0.2012 (1.1E-04)
8:56 90.7 (1.3) 0.499 49.0 1.85E-02 (1.6E-04) 2.271 (2E-03) 0.2012 (1.1E-04)
9:31 92.8 (1.4) 0.499 49.1 1.89E-02 (1.6E-04) 2.274 (2E-03) 0.2014 (9.9E-05)
9:42 92.7 (1.4) 0.499 49.1 1.89E-02 (1.6E-04) 2.275 (2E-03) 0.2015 (9.8E-05)
9:51 92.9 (1.4) 0.499 49.1 1.90E-02 (1.6E-04) 2.276 (2E-03) 0.2016 (9.5E-05)

10:06 93.8 (1.4) 0.499 49.1 1.94E-02 (1.5E-04) 2.279 (2E-03) 0.2021 (8.6E-05)
10:16 93.8 (1.4) 0.499 49.1 1.95E-02 (1.5E-04) 2.281 (2E-03) 0.2023 (8.3E-05)
10:26 93.6 (1.4) 0.499 49.1 1.95E-02 (1.5E-04) 2.282 (2E-03) 0.2023 (8.3E-05)
10:44 94.5 (1.4) 0.499 49.2 2.00E-02 (1.5E-04) 2.285 (2E-03) 0.2028 (7.4E-05)
10:54 94.5 (1.4) 0.499 49.2 2.00E-02 (1.5E-04) 2.286 (2E-03) 0.2029 (7.2E-05)
11:04 94.4 (1.4) 0.499 49.2 2.02E-02 (1.5E-04) 2.287 (2E-03) 0.2030 (7.0E-05)
11:14 94.3 (1.4) 0.499 49.2 2.03E-02 (1.5E-04) 2.288 (2E-03) 0.2031 (6.9E-05)
11:24 94.3 (1.4) 0.499 49.2 2.04E-02 (1.5E-04) 2.288 (1E-03) 0.2032 (6.8E-05)
11:32 94.3 (1.4) 0.499 49.2 2.04E-02 (1.5E-04) 2.289 (1E-03) 0.2033 (6.7E-05)
11:48 95.3 (1.4) 0.499 49.2 2.12E-02 (1.4E-04) 2.292 (1E-03) 0.2037 (5.9E-05)
11:58 95.3 (1.4) 0.499 49.2 2.14E-02 (1.4E-04) 2.294 (1E-03) 0.2038 (5.7E-05)
12:08 95.3 (1.4) 0.499 49.2 2.16E-02 (1.4E-04) 2.294 (1E-03) 0.2039 (5.5E-05)
12:18 95.3 (1.4) 0.499 49.2 2.18E-02 (1.4E-04) 2.295 (1E-03) 0.2040 (5.4E-05)
12:29 95.3 (1.4) 0.499 49.2 2.19E-02 (1.4E-04) 2.296 (1E-03) 0.2041 (5.3E-05)
12:38 95.3 (1.4) 0.499 49.2 2.21E-02 (1.4E-04) 2.297 (1E-03) 0.2041 (5.2E-05)
12:54 96.3 (1.4) 0.499 49.2 2.29E-02 (1.4E-04) 2.299 (1E-03) 0.2044 (4.7E-05)
13:04 96.2 (1.4) 0.499 49.2 2.32E-02 (1.4E-04) 2.300 (1E-03) 0.2044 (4.6E-05)
13:14 96.2 (1.4) 0.499 49.2 2.34E-02 (1.4E-04) 2.300 (1E-03) 0.2045 (4.5E-05)
13:24 96.3 (1.4) 0.499 49.2 2.36E-02 (1.4E-04) 2.301 (1E-03) 0.2046 (4.4E-05)
13:34 96.2 (1.4) 0.499 49.2 2.37E-02 (1.4E-04) 2.301 (1E-03) 0.2046 (4.4E-05)
13:45 96.2 (1.4) 0.499 49.2 2.39E-02 (1.4E-04) 2.302 (1E-03) 0.2047 (4.3E-05)
14:01 97.2 (1.5) 0.499 49.2 2.49E-02 (1.4E-04) 2.303 (1E-03) 0.2048 (3.9E-05)
14:11 97.2 (1.5) 0.499 49.2 2.51E-02 (1.4E-04) 2.304 (1E-03) 0.2048 (3.9E-05)
14:21 97.2 (1.5) 0.499 49.2 2.54E-02 (1.4E-04) 2.304 (1E-03) 0.2049 (3.8E-05)
14:32 97.2 (1.5) 0.499 49.2 2.56E-02 (1.4E-04) 2.305 (1E-03) 0.2049 (3.8E-05)
14:42 97.2 (1.5) 0.499 49.2 2.57E-02 (1.4E-04) 2.305 (1E-03) 0.2049 (3.7E-05)
14:52 97.2 (1.5) 0.499 49.2 2.58E-02 (1.4E-04) 2.306 (1E-03) 0.2049 (3.7E-05)
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Table 3.S3 (Continued). 

 
 
 
 
 
 
 
 

Tset Timemeas Tmeas (±) f N C (±) R g (±) χ eff (±)
[°C] [hr:min] - [sites chain-1]

15:23 98.2 (1.5) 0.499 49.3 2.70E-02 (1.4E-04) 2.306 (1E-03) 0.2050 (3.5E-05)
15:33 98.1 (1.5) 0.499 49.3 2.71E-02 (1.4E-04) 2.306 (1E-03) 0.2050 (3.4E-05)
15:41 98.1 (1.5) 0.499 49.3 2.71E-02 (1.4E-04) 2.307 (1E-03) 0.2050 (3.4E-05)
15:51 98.2 (1.5) 0.499 49.3 2.73E-02 (1.4E-04) 2.307 (1E-03) 0.2050 (3.4E-05)
15:58 98.2 (1.5) 0.499 49.3 2.74E-02 (1.4E-04) 2.308 (1E-03) 0.2050 (3.4E-05)
16:14 99.2 (1.5) 0.499 49.3 2.83E-02 (1.4E-04) 2.308 (1E-03) 0.2050 (3.2E-05)
16:24 99.2 (1.5) 0.499 49.3 2.84E-02 (1.4E-04) 2.308 (1E-03) 0.2051 (3.2E-05)
16:34 99.2 (1.5) 0.499 49.3 2.86E-02 (1.4E-04) 2.309 (1E-03) 0.2051 (3.1E-05)
16:44 99.2 (1.5) 0.499 49.3 2.87E-02 (1.4E-04) 2.309 (1E-03) 0.2051 (3.1E-05)
16:54 99.3 (1.5) 0.499 49.3 2.88E-02 (1.4E-04) 2.309 (1E-03) 0.2051 (3.1E-05)
17:04 99.3 (1.5) 0.499 49.3 2.89E-02 (1.4E-04) 2.310 (1E-03) 0.2051 (3.1E-05)
17:21 100.3 (1.5) 0.499 49.3 2.97E-02 (1.5E-04) 2.310 (1E-03) 0.2050 (3.0E-05)
17:31 100.3 (1.5) 0.499 49.3 2.98E-02 (1.5E-04) 2.310 (1E-03) 0.2051 (3.0E-05)
17:41 100.4 (1.5) 0.499 49.3 3.00E-02 (1.5E-04) 2.310 (1E-03) 0.2051 (3.0E-05)
17:51 100.3 (1.5) 0.499 49.3 3.00E-02 (1.5E-04) 2.311 (1E-03) 0.2051 (3.0E-05)
18:01 100.3 (1.5) 0.499 49.3 3.01E-02 (1.5E-04) 2.311 (1E-03) 0.2051 (3.0E-05)
18:27 101.3 (1.6) 0.499 49.4 3.04E-02 (1.5E-04) 2.311 (1E-03) 0.2050 (2.9E-05)
18:37 101.2 (1.6) 0.499 49.4 3.04E-02 (1.5E-04) 2.311 (1E-03) 0.2050 (2.9E-05)
18:47 101.2 (1.6) 0.499 49.4 3.04E-02 (1.5E-04) 2.311 (1E-03) 0.2050 (2.9E-05)
18:57 101.2 (1.6) 0.499 49.4 3.05E-02 (1.5E-04) 2.311 (1E-03) 0.2050 (2.9E-05)
19:07 101.1 (1.6) 0.499 49.4 3.05E-02 (1.5E-04) 2.312 (1E-03) 0.2050 (2.9E-05)
19:17 101.2 (1.6) 0.499 49.4 3.06E-02 (1.5E-04) 2.312 (1E-03) 0.2050 (2.9E-05)
19:32 102.1 (1.6) 0.499 49.4 3.09E-02 (1.5E-04) 2.312 (1E-03) 0.2049 (2.9E-05)
19:42 102.1 (1.6) 0.499 49.4 3.11E-02 (1.5E-04) 2.312 (1E-03) 0.2049 (2.8E-05)
19:52 102.0 (1.6) 0.499 49.4 3.11E-02 (1.5E-04) 2.313 (1E-03) 0.2049 (2.8E-05)
20:02 102.0 (1.6) 0.499 49.4 3.12E-02 (1.5E-04) 2.313 (1E-03) 0.2049 (2.8E-05)
20:03 101.9 (1.6) 0.499 49.4 3.10E-02 (1.5E-04) 2.313 (1E-03) 0.2049 (2.8E-05)
20:13 102.0 (1.6) 0.499 49.4 3.11E-02 (1.5E-04) 2.313 (1E-03) 0.2049 (2.8E-05)
20:30 102.9 (1.6) 0.499 49.4 3.14E-02 (1.5E-04) 2.313 (1E-03) 0.2048 (2.8E-05)
20:40 102.9 (1.6) 0.499 49.4 3.13E-02 (1.5E-04) 2.313 (1E-03) 0.2048 (2.8E-05)
20:50 102.8 (1.6) 0.499 49.4 3.15E-02 (1.5E-04) 2.314 (1E-03) 0.2048 (2.8E-05)
21:17 102.9 (1.6) 0.499 49.4 3.16E-02 (1.5E-04) 2.314 (1E-03) 0.2048 (2.8E-05)
21:43 103.8 (1.6) 0.499 49.4 3.17E-02 (1.5E-04) 2.314 (1E-03) 0.2047 (2.8E-05)
21:53 103.8 (1.6) 0.499 49.4 3.17E-02 (1.5E-04) 2.314 (1E-03) 0.2047 (2.7E-05)
22:03 103.8 (1.6) 0.499 49.4 3.17E-02 (1.5E-04) 2.314 (1E-03) 0.2047 (2.7E-05)
22:13 103.8 (1.6) 0.499 49.4 3.17E-02 (1.5E-04) 2.314 (1E-03) 0.2047 (2.7E-05)
22:23 103.8 (1.6) 0.499 49.4 3.17E-02 (1.5E-04) 2.314 (1E-03) 0.2047 (2.7E-05)
22:31 103.9 (1.6) 0.499 49.4 3.17E-02 (1.5E-04) 2.314 (1E-03) 0.2047 (2.7E-05)
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Table 3.S3(Continued). 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

Tset Timemeas Tmeas (±) f N C (±) R g (±) χ eff (±)
[°C] [hr:min] - [sites chain-1]

23:00 106.7 (1.7) 0.499 49.5 3.20E-02 (1.5E-04) 2.311 (1E-03) 0.2043 (2.4E-05)
23:10 106.8 (1.7) 0.499 49.5 3.19E-02 (1.5E-04) 2.311 (1E-03) 0.2043 (2.4E-05)
23:19 106.7 (1.7) 0.499 49.5 3.18E-02 (1.5E-04) 2.311 (1E-03) 0.2043 (2.4E-05)
23:40 111.6 (1.8) 0.499 49.7 3.18E-02 (1.5E-04) 2.307 (1E-03) 0.2037 (2.4E-05)
23:50 111.6 (1.8) 0.499 49.7 3.16E-02 (1.4E-04) 2.306 (1E-03) 0.2037 (2.4E-05)
24:00 111.8 (1.8) 0.499 49.7 3.15E-02 (1.4E-04) 2.304 (1E-03) 0.2037 (2.4E-05)
24:18 116.6 (2.0) 0.499 49.8 3.15E-02 (1.5E-04) 2.300 (1E-03) 0.2030 (2.4E-05)
24:29 116.9 (1.9) 0.499 49.9 3.12E-02 (1.4E-04) 2.298 (1E-03) 0.2030 (2.4E-05)
24:39 116.4 (1.9) 0.499 49.8 3.13E-02 (1.4E-04) 2.298 (1E-03) 0.2031 (2.4E-05)
24:57 120.9 (2.1) 0.499 50.0 3.14E-02 (1.5E-04) 2.294 (1E-03) 0.2024 (2.5E-05)
25:07 121.5 (2.1) 0.499 50.0 3.10E-02 (1.5E-04) 2.293 (1E-03) 0.2023 (2.5E-05)
25:17 121.3 (2.0) 0.499 50.0 3.11E-02 (1.5E-04) 2.292 (1E-03) 0.2024 (2.5E-05)
25:34 126.2 (2.2) 0.499 50.1 3.11E-02 (1.5E-04) 2.288 (1E-03) 0.2017 (2.5E-05)
25:45 126.8 (2.2) 0.499 50.2 3.10E-02 (1.5E-04) 2.286 (1E-03) 0.2016 (2.5E-05)
25:54 126.0 (2.2) 0.499 50.1 3.10E-02 (1.5E-04) 2.286 (1E-03) 0.2017 (2.5E-05)
26:10 130.9 (2.3) 0.499 50.3 3.10E-02 (1.5E-04) 2.282 (1E-03) 0.2010 (2.6E-05)
26:21 131.3 (2.3) 0.499 50.3 3.08E-02 (1.5E-04) 2.281 (1E-03) 0.2009 (2.6E-05)
26:31 131.8 (2.3) 0.499 50.3 3.08E-02 (1.5E-04) 2.280 (1E-03) 0.2009 (2.6E-05)
26:47 136.4 (2.5) 0.499 50.5 3.10E-02 (1.5E-04) 2.277 (1E-03) 0.2002 (2.7E-05)
26:58 136.4 (2.5) 0.499 50.5 3.08E-02 (1.5E-04) 2.277 (1E-03) 0.2002 (2.7E-05)
27:07 136.6 (2.5) 0.499 50.5 3.09E-02 (1.5E-04) 2.277 (1E-03) 0.2002 (2.7E-05)
27:23 141.3 (2.6) 0.499 50.6 3.10E-02 (1.6E-04) 2.274 (1E-03) 0.1995 (2.8E-05)
27:34 141.6 (2.6) 0.499 50.6 3.07E-02 (1.5E-04) 2.273 (1E-03) 0.1994 (2.8E-05)
27:43 142.0 (2.6) 0.499 50.6 3.08E-02 (1.6E-04) 2.273 (1E-03) 0.1994 (2.8E-05)
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Table 3.S4: Sample 1 fit parameters for Ibdg at all measured temperatures.  Tset represents the controller setpoint, 
Timemeas is the cumulative experiemental time since the first scattering measurement, Tmeas is the experimentally 
measured temperature, and y1, y2 correspond to the constants in Equation 3.13 of the main text.  All reported 
errors represent one standard deviation of the fitting error. 

 
 
 
 
 

Tset Timemeas Tmeas (±) y 1 (±) y 2 (±)
[°C] [hr:min]
30 0:00 28.9 (0.1) 3.57E-02 (3.E-04) 0.36 (0.02)

0:42 38.6 (0.3) 7.23E-02 (3.E-04) 0.33 (0.01)
0:52 38.6 (0.3) 7.18E-02 (3.E-04) 0.32 (0.01)
1:05 38.6 (0.3) 7.19E-02 (3.E-04) 0.32 (0.01)
1:21 48.3 (0.5) 7.30E-02 (3.E-04) 0.33 (0.01)
1:31 48.3 (0.5) 7.26E-02 (3.E-04) 0.33 (0.01)
1:44 48.3 (0.5) 7.38E-02 (3.E-04) 0.32 (0.01)
1:59 53.2 (0.6) 3.80E-02 (3.E-04) 0.37 (0.02)
2:09 53.2 (0.6) 3.72E-02 (3.E-04) 0.36 (0.02)
2:18 53.2 (0.5) 3.68E-02 (3.E-04) 0.35 (0.02)
2:35 58.1 (0.7) 3.71E-02 (3.E-04) 0.36 (0.02)
2:44 58.1 (0.7) 3.66E-02 (3.E-04) 0.36 (0.02)
2:54 58.2 (0.7) 3.65E-02 (3.E-04) 0.36 (0.02)
3:15 63.0 (0.8) 3.71E-02 (3.E-04) 0.37 (0.02)
3:24 63.0 (0.7) 3.70E-02 (3.E-04) 0.38 (0.02)
3:37 63.0 (0.7) 3.74E-02 (3.E-04) 0.39 (0.01)
3:52 67.9 (0.9) 3.77E-02 (3.E-04) 0.39 (0.01)
4:02 67.9 (0.9) 3.80E-02 (3.E-04) 0.40 (0.01)
4:12 67.9 (0.8) 3.88E-02 (3.E-04) 0.42 (0.01)
4:28 72.8 (1.0) 3.94E-02 (3.E-04) 0.38 (0.02)
4:39 72.7 (0.9) 3.97E-02 (3.E-04) 0.39 (0.01)
4:49 72.8 (0.9) 3.95E-02 (3.E-04) 0.39 (0.01)
5:12 77.7 (1.1) 4.04E-02 (3.E-04) 0.40 (0.01)
5:20 77.8 (1.1) 3.99E-02 (3.E-04) 0.40 (0.01)
5:25 77.9 (1.1) 3.99E-02 (3.E-04) 0.41 (0.01)
5:35 78.3 (1.1) 4.04E-02 (3.E-04) 0.42 (0.01)
5:52 81.1 (1.1) 4.19E-02 (3.E-04) 0.40 (0.01)
6:02 81.1 (1.1) 4.19E-02 (3.E-04) 0.41 (0.01)
6:12 81.0 (1.1) 4.17E-02 (3.E-04) 0.41 (0.01)
6:28 83.9 (1.2) 4.23E-02 (3.E-04) 0.42 (0.01)
6:37 83.7 (1.2) 4.16E-02 (3.E-04) 0.41 (0.01)
6:48 83.6 (1.2) 4.18E-02 (3.E-04) 0.42 (0.01)
7:04 86.5 (1.2) 4.23E-02 (3.E-04) 0.43 (0.01)
7:14 86.5 (1.2) 4.22E-02 (3.E-04) 0.43 (0.01)
7:24 86.4 (1.2) 4.21E-02 (3.E-04) 0.43 (0.01)
7:34 86.4 (1.2) 4.23E-02 (3.E-04) 0.44 (0.01)
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Table 3.S4 (Continued). 

 
 
 
 
 
 
 

Tset Timemeas Tmeas (±) y 1 (±) y 2 (±)
[°C] [hr:min]

7:49 88.4 (1.3) 4.24E-02 (3.E-04) 0.44 (0.01)
7:59 88.5 (1.3) 4.22E-02 (3.E-04) 0.44 (0.01)
8:09 88.6 (1.3) 4.23E-02 (3.E-04) 0.45 (0.01)
8:19 88.7 (1.3) 4.24E-02 (3.E-04) 0.45 (0.01)
8:36 90.7 (1.3) 4.22E-02 (3.E-04) 0.46 (0.01)
8:46 90.7 (1.3) 4.19E-02 (3.E-04) 0.46 (0.01)
8:56 90.7 (1.3) 4.20E-02 (3.E-04) 0.46 (0.01)
9:31 92.8 (1.4) 4.24E-02 (3.E-04) 0.46 (0.01)
9:42 92.7 (1.4) 4.24E-02 (3.E-04) 0.46 (0.01)
9:51 92.9 (1.4) 4.24E-02 (3.E-04) 0.47 (0.01)

10:06 93.8 (1.4) 4.25E-02 (3.E-04) 0.47 (0.01)
10:16 93.8 (1.4) 4.24E-02 (3.E-04) 0.47 (0.01)
10:26 93.6 (1.4) 4.22E-02 (3.E-04) 0.47 (0.01)
10:44 94.5 (1.4) 4.24E-02 (3.E-04) 0.48 (0.01)
10:54 94.5 (1.4) 4.18E-02 (3.E-04) 0.48 (0.01)
11:04 94.4 (1.4) 4.20E-02 (3.E-04) 0.48 (0.01)
11:14 94.3 (1.4) 4.21E-02 (3.E-04) 0.49 (0.01)
11:24 94.3 (1.4) 4.20E-02 (3.E-04) 0.49 (0.01)
11:32 94.3 (1.4) 4.17E-02 (3.E-04) 0.49 (0.01)
11:48 95.3 (1.4) 4.14E-02 (3.E-04) 0.50 (0.01)
11:58 95.3 (1.4) 4.10E-02 (3.E-04) 0.50 (0.01)
12:08 95.3 (1.4) 4.09E-02 (3.E-04) 0.50 (0.01)
12:18 95.3 (1.4) 4.10E-02 (3.E-04) 0.50 (0.01)
12:29 95.3 (1.4) 4.09E-02 (3.E-04) 0.51 (0.01)
12:38 95.3 (1.4) 4.06E-02 (3.E-04) 0.51 (0.01)
12:54 96.3 (1.4) 4.00E-02 (3.E-04) 0.51 (0.01)
13:04 96.2 (1.4) 3.99E-02 (3.E-04) 0.51 (0.01)
13:14 96.2 (1.4) 3.96E-02 (3.E-04) 0.51 (0.01)
13:24 96.3 (1.4) 3.95E-02 (3.E-04) 0.52 (0.01)
13:34 96.2 (1.4) 3.91E-02 (3.E-04) 0.52 (0.01)
13:45 96.2 (1.4) 3.90E-02 (3.E-04) 0.52 (0.01)
14:01 97.2 (1.5) 3.82E-02 (3.E-04) 0.52 (0.01)
14:11 97.2 (1.5) 3.80E-02 (3.E-04) 0.53 (0.01)
14:21 97.2 (1.5) 3.80E-02 (3.E-04) 0.53 (0.01)
14:32 97.2 (1.5) 3.78E-02 (3.E-04) 0.53 (0.01)
14:42 97.2 (1.5) 3.77E-02 (3.E-04) 0.53 (0.01)
14:52 97.2 (1.5) 3.76E-02 (3.E-04) 0.54 (0.01)
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Table 3.S4 (Continued). 

 
 
 
 
 
 

Tset Timemeas Tmeas (±) y 1 (±) y 2 (±)
[°C] [hr:min]

15:23 98.2 (1.5) 3.70E-02 (3.E-04) 0.54 (0.01)
15:33 98.1 (1.5) 3.65E-02 (3.E-04) 0.54 (0.01)
15:41 98.1 (1.5) 3.64E-02 (3.E-04) 0.55 (0.01)
15:51 98.2 (1.5) 3.62E-02 (3.E-04) 0.55 (0.01)
15:58 98.2 (1.5) 3.63E-02 (3.E-04) 0.55 (0.01)
16:14 99.2 (1.5) 3.57E-02 (3.E-04) 0.55 (0.01)
16:24 99.2 (1.5) 3.53E-02 (3.E-04) 0.56 (0.01)
16:34 99.2 (1.5) 3.51E-02 (3.E-04) 0.56 (0.01)
16:44 99.2 (1.5) 3.49E-02 (3.E-04) 0.56 (0.01)
16:54 99.3 (1.5) 3.49E-02 (3.E-04) 0.56 (0.01)
17:04 99.3 (1.5) 3.48E-02 (3.E-04) 0.57 (0.01)
17:21 100.3 (1.5) 3.45E-02 (3.E-04) 0.57 (0.01)
17:31 100.3 (1.5) 3.39E-02 (3.E-04) 0.57 (0.01)
17:41 100.4 (1.5) 3.38E-02 (3.E-04) 0.58 (0.01)
17:51 100.3 (1.5) 3.39E-02 (3.E-04) 0.58 (0.01)
18:01 100.3 (1.5) 3.41E-02 (3.E-04) 0.58 (0.01)
18:27 101.3 (1.6) 3.37E-02 (3.E-04) 0.58 (0.01)
18:37 101.2 (1.6) 3.33E-02 (3.E-04) 0.58 (0.01)
18:47 101.2 (1.6) 3.32E-02 (3.E-04) 0.59 (0.01)
18:57 101.2 (1.6) 3.31E-02 (3.E-04) 0.59 (0.01)
19:07 101.1 (1.6) 3.30E-02 (3.E-04) 0.59 (0.01)
19:17 101.2 (1.6) 3.30E-02 (3.E-04) 0.59 (0.01)
19:32 102.1 (1.6) 3.30E-02 (3.E-04) 0.59 (0.01)
19:42 102.1 (1.6) 3.27E-02 (3.E-04) 0.60 (0.01)
19:52 102.0 (1.6) 3.26E-02 (3.E-04) 0.60 (0.01)
20:02 102.0 (1.6) 3.29E-02 (3.E-04) 0.60 (0.01)
20:03 101.9 (1.6) 3.26E-02 (3.E-04) 0.60 (0.01)
20:13 102.0 (1.6) 3.24E-02 (3.E-04) 0.60 (0.01)
20:30 102.9 (1.6) 3.25E-02 (3.E-04) 0.60 (0.01)
20:40 102.9 (1.6) 3.21E-02 (3.E-04) 0.60 (0.01)
20:50 102.8 (1.6) 3.20E-02 (3.E-04) 0.61 (0.01)
21:17 102.9 (1.6) 3.20E-02 (3.E-04) 0.61 (0.01)
21:43 103.8 (1.6) 3.23E-02 (3.E-04) 0.61 (0.01)
21:53 103.8 (1.6) 3.18E-02 (3.E-04) 0.62 (0.01)
22:03 103.8 (1.6) 3.19E-02 (3.E-04) 0.62 (0.01)
22:13 103.8 (1.6) 3.19E-02 (3.E-04) 0.62 (0.01)
22:23 103.8 (1.6) 3.19E-02 (3.E-04) 0.62 (0.01)
22:31 103.9 (1.6) 3.18E-02 (3.E-04) 0.62 (0.01)
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Table 3.S4 (Continued). 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

Tset Timemeas Tmeas (±) y 1 (±) y 2 (±)
[°C] [hr:min]

23:00 106.7 (1.7) 3.25E-02 (3.E-04) 0.61 (0.01)
23:10 106.8 (1.7) 3.26E-02 (3.E-04) 0.61 (0.01)
23:19 106.7 (1.7) 3.25E-02 (3.E-04) 0.60 (0.01)
23:40 111.6 (1.8) 3.37E-02 (3.E-04) 0.58 (0.01)
23:50 111.6 (1.8) 3.38E-02 (3.E-04) 0.57 (0.01)
24:00 111.8 (1.8) 3.43E-02 (3.E-04) 0.56 (0.01)
24:18 116.6 (2.0) 3.55E-02 (3.E-04) 0.55 (0.01)
24:29 116.9 (1.9) 3.54E-02 (3.E-04) 0.53 (0.01)
24:39 116.4 (1.9) 3.57E-02 (3.E-04) 0.53 (0.01)
24:57 120.9 (2.1) 3.71E-02 (3.E-04) 0.52 (0.01)
25:07 121.5 (2.1) 3.67E-02 (3.E-04) 0.51 (0.01)
25:17 121.3 (2.0) 3.71E-02 (3.E-04) 0.51 (0.01)
25:34 126.2 (2.2) 3.83E-02 (3.E-04) 0.49 (0.01)
25:45 126.8 (2.2) 3.83E-02 (3.E-04) 0.48 (0.01)
25:54 126.0 (2.2) 3.86E-02 (3.E-04) 0.47 (0.01)
26:10 130.9 (2.3) 4.00E-02 (3.E-04) 0.44 (0.01)
26:21 131.3 (2.3) 4.00E-02 (4.E-04) 0.42 (0.02)
26:31 131.8 (2.3) 4.04E-02 (4.E-04) 0.42 (0.02)
26:47 136.4 (2.5) 4.16E-02 (4.E-04) 0.42 (0.02)
26:58 136.4 (2.5) 4.11E-02 (4.E-04) 0.43 (0.02)
27:07 136.6 (2.5) 4.16E-02 (4.E-04) 0.42 (0.02)
27:23 141.3 (2.6) 4.28E-02 (4.E-04) 0.41 (0.02)
27:34 141.6 (2.6) 4.24E-02 (4.E-04) 0.41 (0.02)
27:43 142.0 (2.6) 4.28E-02 (4.E-04) 0.40 (0.02)
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Table 3.S5: Sample 1 calculated quantities.  Tset represents the controller setpoint, Timemeas is the cumulative 
experiemental time since the first scattering measurement, Tmeas is the experimentally measured temperature, and 
Qord, ∆Q, φ

ord
, dord, ddis correspond to the values in Equations 3.14-3.19 of the main text.  All reported errors 

represent the propagation of one standard deviation of the fitting error through the subsequent calculations. 

 
 
 
 
 

Tset Timemeas Tmeas (±) Q ord +∆ Q φ ord d ord (±) d dis (±)
[°C] [hr:min] [cm-1nm-3] -
30 0:00 28.9 (0.1) 1.103 0.735 7.652 (4E-04) 7.496 (7E-03)

0:42 38.6 (0.3) 1.091 0.722 7.643 (4E-04) 7.495 (7E-03)
0:52 38.6 (0.3) 1.079 0.721 7.644 (4E-04) 7.497 (7E-03)
1:05 38.6 (0.3) 1.082 0.721 7.644 (4E-04) 7.497 (7E-03)
1:21 48.3 (0.5) 1.065 0.707 7.633 (4E-04) 7.493 (7E-03)
1:31 48.3 (0.5) 1.055 0.706 7.634 (4E-04) 7.495 (7E-03)
1:44 48.3 (0.5) 1.033 0.704 7.630 (4E-04) 7.492 (7E-03)
1:59 53.2 (0.6) 1.023 0.697 7.625 (4E-04) 7.486 (7E-03)
2:09 53.2 (0.6) 1.009 0.697 7.626 (4E-04) 7.486 (7E-03)
2:18 53.2 (0.5) 1.005 0.697 7.626 (4E-04) 7.487 (7E-03)
2:35 58.1 (0.7) 0.989 0.690 7.622 (4E-04) 7.487 (7E-03)
2:44 58.1 (0.7) 0.979 0.689 7.623 (4E-04) 7.488 (7E-03)
2:54 58.2 (0.7) 0.978 0.689 7.623 (4E-04) 7.489 (7E-03)
3:15 63.0 (0.8) 0.980 0.682 7.619 (4E-04) 7.490 (7E-03)
3:24 63.0 (0.7) 0.977 0.681 7.620 (4E-04) 7.491 (7E-03)
3:37 63.0 (0.7) 0.986 0.682 7.621 (4E-04) 7.493 (7E-03)
3:52 67.9 (0.9) 0.986 0.674 7.617 (4E-04) 7.492 (7E-03)
4:02 67.9 (0.9) 0.995 0.673 7.618 (4E-04) 7.495 (7E-03)
4:12 67.9 (0.8) 1.009 0.673 7.619 (4E-04) 7.498 (7E-03)
4:28 72.8 (1.0) 1.036 0.667 7.610 (4E-04) 7.488 (7E-03)
4:39 72.7 (0.9) 1.041 0.667 7.611 (4E-04) 7.490 (7E-03)
4:49 72.8 (0.9) 1.042 0.667 7.613 (4E-04) 7.491 (7E-03)
5:12 77.7 (1.1) 1.045 0.657 7.608 (4E-04) 7.492 (6E-03)
5:20 77.8 (1.1) 1.038 0.656 7.609 (4E-04) 7.494 (7E-03)
5:25 77.9 (1.1) 1.040 0.654 7.609 (4E-04) 7.495 (6E-03)
5:35 78.3 (1.1) 1.046 0.654 7.610 (4E-04) 7.496 (6E-03)
5:52 81.1 (1.1) 1.034 0.646 7.606 (4E-04) 7.495 (7E-03)
6:02 81.1 (1.1) 1.035 0.646 7.607 (4E-04) 7.497 (7E-03)
6:12 81.0 (1.1) 1.034 0.646 7.608 (4E-04) 7.498 (7E-03)
6:28 83.9 (1.2) 1.039 0.639 7.606 (4E-04) 7.500 (6E-03)
6:37 83.7 (1.2) 1.030 0.639 7.608 (4E-04) 7.502 (7E-03)
6:48 83.6 (1.2) 1.035 0.638 7.610 (4E-04) 7.504 (7E-03)
7:04 86.5 (1.2) 1.039 0.631 7.607 (5E-04) 7.506 (6E-03)
7:14 86.5 (1.2) 1.039 0.630 7.608 (5E-04) 7.507 (6E-03)
7:24 86.4 (1.2) 1.038 0.630 7.609 (5E-04) 7.508 (6E-03)
7:34 86.4 (1.2) 1.040 0.630 7.610 (5E-04) 7.509 (6E-03)
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Table 3.S5(Continued). 

 
 
 
 
 
 
 

Tset Timemeas Tmeas (±) Q ord +∆ Q φ ord d ord (±) d dis (±)
[°C] [hr:min] [cm-1nm-3] -

7:49 88.4 (1.3) 1.041 0.624 7.609 (5E-04) 7.511 (6E-03)
7:59 88.5 (1.3) 1.040 0.623 7.610 (5E-04) 7.512 (6E-03)
8:09 88.6 (1.3) 1.041 0.622 7.610 (5E-04) 7.514 (6E-03)
8:19 88.7 (1.3) 1.042 0.622 7.611 (5E-04) 7.515 (6E-03)
8:36 90.7 (1.3) 1.044 0.615 7.609 (5E-04) 7.517 (6E-03)
8:46 90.7 (1.3) 1.040 0.614 7.610 (5E-04) 7.517 (6E-03)
8:56 90.7 (1.3) 1.043 0.613 7.611 (5E-04) 7.520 (6E-03)
9:31 92.8 (1.4) 1.047 0.595 7.608 (5E-04) 7.530 (6E-03)
9:42 92.7 (1.4) 1.048 0.593 7.609 (5E-04) 7.533 (6E-03)
9:51 92.9 (1.4) 1.049 0.588 7.610 (5E-04) 7.537 (6E-03)

10:06 93.8 (1.4) 1.061 0.567 7.609 (5E-04) 7.548 (6E-03)
10:16 93.8 (1.4) 1.062 0.561 7.610 (5E-04) 7.553 (5E-03)
10:26 93.6 (1.4) 1.062 0.560 7.611 (5E-04) 7.555 (5E-03)
10:44 94.5 (1.4) 1.073 0.534 7.611 (5E-04) 7.566 (5E-03)
10:54 94.5 (1.4) 1.070 0.527 7.612 (5E-04) 7.570 (5E-03)
11:04 94.4 (1.4) 1.077 0.523 7.612 (5E-04) 7.573 (5E-03)
11:14 94.3 (1.4) 1.081 0.519 7.613 (5E-04) 7.575 (5E-03)
11:24 94.3 (1.4) 1.083 0.514 7.613 (5E-04) 7.578 (5E-03)
11:32 94.3 (1.4) 1.080 0.509 7.614 (5E-04) 7.581 (5E-03)
11:48 95.3 (1.4) 1.093 0.473 7.614 (6E-04) 7.591 (5E-03)
11:58 95.3 (1.4) 1.090 0.459 7.614 (6E-04) 7.595 (5E-03)
12:08 95.3 (1.4) 1.095 0.451 7.615 (6E-04) 7.598 (4E-03)
12:18 95.3 (1.4) 1.098 0.445 7.615 (6E-04) 7.601 (4E-03)
12:29 95.3 (1.4) 1.098 0.437 7.616 (6E-04) 7.603 (4E-03)
12:38 95.3 (1.4) 1.099 0.430 7.616 (6E-04) 7.606 (4E-03)
12:54 96.3 (1.4) 1.106 0.386 7.616 (7E-04) 7.612 (4E-03)
13:04 96.2 (1.4) 1.110 0.376 7.616 (7E-04) 7.615 (4E-03)
13:14 96.2 (1.4) 1.109 0.366 7.617 (7E-04) 7.617 (4E-03)
13:24 96.3 (1.4) 1.111 0.357 7.617 (7E-04) 7.619 (4E-03)
13:34 96.2 (1.4) 1.108 0.351 7.617 (7E-04) 7.621 (4E-03)
13:45 96.2 (1.4) 1.109 0.343 7.618 (7E-04) 7.623 (4E-03)
14:01 97.2 (1.5) 1.115 0.294 7.617 (8E-04) 7.627 (4E-03)
14:11 97.2 (1.5) 1.116 0.284 7.618 (8E-04) 7.629 (4E-03)
14:21 97.2 (1.5) 1.121 0.276 7.618 (8E-04) 7.631 (4E-03)
14:32 97.2 (1.5) 1.122 0.268 7.618 (8E-04) 7.633 (4E-03)
14:42 97.2 (1.5) 1.122 0.262 7.618 (9E-04) 7.634 (4E-03)
14:52 97.2 (1.5) 1.122 0.257 7.619 (9E-04) 7.636 (4E-03)
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Table 3.S5(Continued). 

 
 
 
 
 
 

Tset Timemeas Tmeas (±) Q ord +∆ Q φ ord d ord (±) d dis (±)
[°C] [hr:min] [cm-1nm-3] -

15:23 98.2 (1.5) 1.135 0.212 7.617 (1E-03) 7.636 (4E-03)
15:33 98.1 (1.5) 1.128 0.200 7.618 (1E-03) 7.638 (4E-03)
15:41 98.1 (1.5) 1.128 0.199 7.618 (1E-03) 7.639 (4E-03)
15:51 98.2 (1.5) 1.129 0.195 7.618 (1E-03) 7.641 (4E-03)
15:58 98.2 (1.5) 1.133 0.191 7.618 (1E-03) 7.642 (4E-03)
16:14 99.2 (1.5) 1.140 0.153 7.618 (1E-03) 7.643 (4E-03)
16:24 99.2 (1.5) 1.136 0.145 7.618 (1E-03) 7.644 (4E-03)
16:34 99.2 (1.5) 1.136 0.135 7.619 (1E-03) 7.646 (4E-03)
16:44 99.2 (1.5) 1.135 0.133 7.619 (1E-03) 7.647 (4E-03)
16:54 99.3 (1.5) 1.137 0.131 7.618 (1E-03) 7.648 (4E-03)
17:04 99.3 (1.5) 1.137 0.126 7.618 (1E-03) 7.649 (4E-03)
17:21 100.3 (1.5) 1.141 0.094 7.617 (2E-03) 7.648 (3E-03)
17:31 100.3 (1.5) 1.137 0.082 7.619 (2E-03) 7.649 (3E-03)
17:41 100.4 (1.5) 1.137 0.077 7.618 (2E-03) 7.650 (3E-03)
17:51 100.3 (1.5) 1.138 0.078 7.618 (2E-03) 7.651 (3E-03)
18:01 100.3 (1.5) 1.141 0.079 7.617 (2E-03) 7.652 (3E-03)
18:27 101.3 (1.6) 1.141 0.062 7.617 (2E-03) 7.652 (3E-03)
18:37 101.2 (1.6) 1.136 0.056 7.619 (2E-03) 7.653 (3E-03)
18:47 101.2 (1.6) 1.135 0.059 7.617 (2E-03) 7.654 (3E-03)
18:57 101.2 (1.6) 1.136 0.052 7.619 (2E-03) 7.654 (3E-03)
19:07 101.1 (1.6) 1.135 0.055 7.617 (2E-03) 7.656 (3E-03)
19:17 101.2 (1.6) 1.135 0.053 7.618 (2E-03) 7.657 (3E-03)
19:32 102.1 (1.6) 1.137 0.040 7.618 (3E-03) 7.656 (3E-03)
19:42 102.1 (1.6) 1.135 0.030 7.619 (4E-03) 7.657 (3E-03)
19:52 102.0 (1.6) 1.134 0.028 7.619 (4E-03) 7.658 (3E-03)
20:02 102.0 (1.6) 1.138 0.032 7.617 (4E-03) 7.659 (3E-03)
20:03 101.9 (1.6) 1.134 0.033 7.617 (4E-03) 7.659 (3E-03)
20:13 102.0 (1.6) 1.132 0.032 7.617 (4E-03) 7.660 (3E-03)
20:30 102.9 (1.6) 1.134 0.022 7.617 (5E-03) 7.660 (3E-03)
20:40 102.9 (1.6) 1.129 0.019 7.616 (5E-03) 7.660 (3E-03)
20:50 102.8 (1.6) 1.130 0.012 7.616 (8E-03) 7.661 (3E-03)
21:17 102.9 (1.6) 1.133 0.012 7.616 (8E-03) 7.663 (3E-03)
21:43 103.8 (1.6) 1.137 0.011 7.616 (8E-03) 7.662 (3E-03)
21:53 103.8 (1.6) 1.131 0.006 7.617 (1E-02) 7.663 (3E-03)
22:03 103.8 (1.6) 1.132 0.009 7.614 (9E-03) 7.663 (3E-03)
22:13 103.8 (1.6) 1.132 0.008 7.614 (1E-02) 7.663 (3E-03)
22:23 103.8 (1.6) 1.132 0.008 7.614 (1E-02) 7.664 (3E-03)
22:31 103.9 (1.6) 1.132 0.008 7.614 (1E-02) 7.664 (3E-03)
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Table 3.S5(Continued). 

 

 

 

 

 

 

 

 

 

 

Tset Timemeas Tmeas (±) Q ord +∆ Q φ ord d ord (±) d dis (±)
[°C] [hr:min] [cm-1nm-3] -

23:00 106.7 (1.7) 1.138 0.000 - - 7.654 (3E-03)
23:10 106.8 (1.7) 1.139 0.000 - - 7.653 (3E-03)
23:19 106.7 (1.7) 1.137 0.000 - - 7.653 (3E-03)
23:40 111.6 (1.8) 1.136 0.000 - - 7.640 (3E-03)
23:50 111.6 (1.8) 1.134 0.000 - - 7.635 (3E-03)
24:00 111.8 (1.8) 1.139 0.000 - - 7.630 (3E-03)
24:18 116.6 (2.0) 1.136 0.000 - - 7.616 (3E-03)
24:29 116.9 (1.9) 1.129 0.000 - - 7.611 (3E-03)
24:39 116.4 (1.9) 1.135 0.000 - - 7.609 (3E-03)
24:57 120.9 (2.1) 1.134 0.000 - - 7.596 (3E-03)
25:07 121.5 (2.1) 1.121 0.000 - - 7.592 (3E-03)
25:17 121.3 (2.0) 1.128 0.000 - - 7.590 (3E-03)
25:34 126.2 (2.2) 1.123 0.000 - - 7.576 (3E-03)
25:45 126.8 (2.2) 1.116 0.000 - - 7.572 (3E-03)
25:54 126.0 (2.2) 1.121 0.000 - - 7.570 (3E-03)
26:10 130.9 (2.3) 1.115 0.000 - - 7.557 (3E-03)
26:21 131.3 (2.3) 1.109 0.000 - - 7.554 (3E-03)
26:31 131.8 (2.3) 1.109 0.000 - - 7.552 (3E-03)
26:47 136.4 (2.5) 1.109 0.000 - - 7.541 (3E-03)
26:58 136.4 (2.5) 1.103 0.000 - - 7.540 (3E-03)
27:07 136.6 (2.5) 1.106 0.000 - - 7.539 (3E-03)
27:23 141.3 (2.6) 1.098 0.000 - - 7.529 (4E-03)
27:34 141.6 (2.6) 1.089 0.000 - - 7.528 (4E-03)
27:43 142.0 (2.6) 1.092 0.000 - - 7.527 (4E-03)
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Chapter 4 - Phase Coexistence in a Strongly-Segregated Block 
Copolymer Electrolyte at High Salt Concentrations 

 
Abstract 

The relationships between chain characteristics, self-assembled nanostructure, and ion 
conduction are strongly coupled to salt concentration in block copolymer electrolytes (BCEs). In 
this work, we explore the influence of a wide range of salt concentrations on the self-assembly 
and ionic conductivity of BCEs derived from a strongly-segregated (i.e., high molecular weight) 
polystyrene-b-poly(ethylene oxide) (SEO) block copolymer. Structural analysis of well-annealed 
samples revealed that self-assembly is kinetically limited in all cases, including the salt-free 
polymer. It is thus apparent that processing conditions for BCEs will strongly influence their 
nanostructure and performance. At high salt concentrations (i.e., 𝑜𝑜 ≥ 0.15 , where 𝑜𝑜 ≡
[𝐿𝐿𝑖𝑖] [𝐸𝐸𝐸𝐸]⁄ ), the BCEs show evidence of coexisting nanostructures: disordered ellipsoids and 
self-assembled lamellae. The presence of lamellae is correlated with the formation of crystalline 
PEO/salt complexes; however, the nanostructures are stable above the melting temperature of 
any PEO crystal phases, as well as above the glass transition of the polystyrene phase. Salt-
induced short-range correlations observed in the wide angle X-ray scattering of molten samples 
suggest a possible driving force for self-assembly, but the nature of these correlations and their 
influence on self-assembly remains unclear. Regardless of formation mechanism, the presence of 
coexisting phases allows for the possibility of salt partitioning within the BCE sample. We 
observe evidence of such partitioning in the salt concentration-dependence of the PEO glass 
transition temperature, as well as the concentration-dependence of ionic conductivity. 
Interestingly, at high salt concentrations the BCEs exhibit ionic conductivities approaching those 
of homopolymer PEO, suggesting a potential route to improving the performance of solid-state 
battery electrolytes. 
 

4.1 Introduction 
 
 Solid-state block copolymer electrolytes (BCEs) have garnered significant interest due to 
their unique ability to decouple mechanical properties from electrochemical performance through 
nanoscale self-assembly.19 It has been predicted18 and experimentally verified20–23 that the 
mechanical properties of an electrolyte separator can influence the formation/propagation of 
“dendritic” structures that can short-circuit a battery cell. Developing a mechanically rigid 
electrolyte that maintains suitable electrochemical properties represents one route to enabling 
next generation high energy density batteries that utilized metal foil anode materials (e.g., the 
lithium metal anode).  
 

A well-studied BCE system consists of the block copolymer polystyrene-b-poly(ethylene 
oxide) (SEO) mixed with lithium bis(trifluoromethanesulfonyl)imide (LiTFSI) salt, wherein the 
polystyrene (PS) block provides mechanical rigidity, and the poly(ethylene oxide) (PEO) block 
solvates and conducts the LiTFSI salt ions. In this system, ionic conductivity has been 
characterized as a function of  SEO molecular weight29,30, BCE nanostructure31–33, and salt 
concentration28,29. The general conclusions from these studies indicate that ion conduction 
depends on all three factors. To complicate matters further, many studies have revealed a strong 
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coupling between nanoscale self-assembly, a thermodynamically driven process, and salt 
concentration within BCEs.24–28  
 

The thermodynamic underpinnings of self-assembly in neutral block copolymers is well-
established52,53,65,82; microphase separation is driven by repulsive interactions between dissimilar 
monomers, and self-assembly is governed by balancing the number of unfavorable monomer-
monomer contacts with the entropic penalty due to increasing the order within the system. 
Attempts have been made to extend the theory developed for neutral block copolymers to 
characterize the self-assembly within BCEs.24–26 Each of these studies focused on the influence 
of salt on the driving force for micro-phase separation, i.e., the Flory-Huggins interaction 
parameter (χ). In all cases, the addition of salt to a neutral block copolymer was found to 
increase the observed repulsion between the dissimilar polymer blocks, which was accounted for 
by an increase in the so-called effective interaction parameter (χeff). While this approach 
successfully captured the general behavior observed for the self-assembly of BCEs at that time, 
recent work27,28 has demonstrated that additional factors need to be taken into account in order to 
describe the relationship between self-assembly and salt concentration. Namely, due to the 
multicomponent nature of BCEs (i.e., they are mixtures of salt and polymer), their phase 
behavior cannot be predicted by the results derived from the single-component theory for neat 
diblock copolymers. For example, a thermodynamically stable coexistence between microphase 
separated structures is allowed if the salt can partition between the two phases of different 
chemical potential27. Furthermore, while salt addition might increase χeff, we show in ref 28 that 
high salt concentrations can effectively inhibit the self-assembly of well-ordered nanostructures. 
Our working hypothesis is that the large increase in χeff at high salt concentration hinders the 
rearrangement of polymer chains (i.e., defect annihilation) necessary to achieve 
thermodynamically favorable self-assembled structures. Thus the kinetic aspects of self-
assembly can significantly influence nanostructure, and hence the electrochemical performance 
of BCEs. 
 

We propose that using a strongly segregated (i.e. high molecular weight) block 
copolymer to form BCEs will amplify the kinetic limitations to self-assembly and result in 
poorly ordered nanostructures, which have been shown to improve ionic conductivity in lower 
molecular weight systems.28,33 In fact, past studies have shown that BCEs derived from high 
molecular weight SEO do have improved ionic conductivity29,83; however, the higher 
conductivities were previously attributed to the presence of more pure PEO microphases29,30. 
Furthermore, no previous work on high molecular weight SEO has extended analysis to the high 
salt concentration limit.28  In the present work, we systematically investigate the influence of salt 
concentration on the self-assembly and ion conducting properties of BCEs derived from a 
strongly segregated (and entangled) SEO diblock copolymer over a wide salt concentration 
range. We use combined small- and wide-angle X-ray scattering (SAXS/WAXS), in conjunction 
with scanning transmission electron microscopy (STEM), to study BCE microstructure in both 
the semi crystalline and molten states. At low salt concentrations, it is apparent that self-
assembly is kinetically limited; however, at high salt concentrations, we find the coexistence of 
self-assembled lamellae and a poorly ordered nanostructure similar to that seen at low salt 
concentrations. Changes in the amorphous WAXS profiles with salt concentration suggest that 
short-range specific interaction might drive self-assembly at these salt concentrations. Thermal 
analysis reveals that the glass transition (Tg) temperature of the PEO/LiTFSI phase at these 
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concentrations is different than in equivalent homopolymer PEO/LiTFSI samples. We suggest 
this difference is due to the partitioning of salt between the different nanostructures.27 The ionic 
conductivity of SEO/LiTFSI at high salt concentrations was found to approach that of 
homopolymer PEO/LiTFSI, despite presence of the non-conducting PS phase. Our approach of 
making BCEs from a high molecular weight SEO in the high salt concentration limit has indeed 
provided improved ionic conductivity; however, the unexpected observation of phase 
coexistence in such a strongly segregated system reaffirms how little is understood about the 
relationship between salt concentration and self-assembly in BCEs.   
 

4.2 Experimental 
4.2.1 Materials 
 The polystyrene-b-poly(ethylene oxide) (SEO) diblock copolymer used in this study was 
synthesized using sequential anionic polymerization, as described in refs 79, 80, and 30. Details 
about the purification and characterization can be found in the supporting information. The 
polymer has the following characteristics: Mn,PS = 52 kgmol-1, Mn,PEO = 55 kgmol-1, PDI = 1.1, 
and 𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆 = 0.50 at 90 °C. We will refer to the polymer as SEO(52-55) for the remainder of this 
work. The polymer was dried under vacuum at 90 °C for 24 hours before being stored in an 
argon-filled glovebox (MBraun) with sub ppm water and oxygen levels. Lithium 
bis(trifluoromethanesulfonyl)imide (LiTFSI) was obtained from Novolyte. The LiTFSI container 
was opened inside of the glovebox, and then dried in a heated antechamber under vacuum for 3 
days at 120 °C before use. 
 
 The block copolymer electrolytes (BCEs) used in this study were prepared in the same 
manner as ref 28 by mixing solutions of SEO(52-55)/benzene and LiTFSI/THF in ratios that 
provided the desired salt concentration. In total, 20 solutions were prepared with salt 
concentrations ranging from r = 0.000 (neat) to r = 0.550, where 𝑜𝑜 ≡ [Li]

[EO] is the ratio of lithium 
to ethylene oxide (EO) moieties. The solutions were subsequently lyophilized in a Millrock 
LD85 lyophilizer using a custom air-free transfer stage. The lyophilized samples were 
transferred back into the glovebox antechamber and dried under vacuum for 12 hours at 90 °C 
before use. All subsequent sample preparation was performed within the argon glovebox. 
 
4.2.2 Small and Wide Angle X-Ray Scattering (SAXS/WAXS) 
 The lyophilized SEO(52-55)/LiTFSI BCE samples were generally fluffy white powders, 
although at the highest salt concentrations they formed a more dense porous solid. X-ray 
scattering samples were prepared by packing the SEO(52-55)/LiTFSI BCE powder into 1/8 inch 
inner diameter spacer made of chemically resistant and thermally stable Aflas® rubber. The 
polymer-filled spacer was placed between two sheets of fluorinated ethylene-propylene (FEP) 
Teflon® and hot pressed at ~130 °C with a hand-held press. After several rounds of adding 
polymer and hot-pressing, the Aflas spacer was filled with a solid disc of BCE. The BCE/spacers 
were then covered on both sides with 1 mil Kapton® films and assembled into custom 
hermetically sealed aluminum sample holders. An empty sample was also prepared using the 
same protocol for use as a blank reference during the scattering measurements. The hermetically-
sealed samples (including the blank) were removed from the glovebox and annealed under 
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vacuum at 140 °C for one week. After annealing, the oven heater was turned off and the samples 
were allowed to slowly cool in a nitrogen-purged atmosphere at -6 mmHg for 72 hours.  
 
 X-ray scattering measurements were performed in transmission geometry at the 
Advanced Light Source (ALS) Beamline (BL) 7.3.360 and the Stanford Synchrotron Radiation 
Laboratory (SSRL) BL 1-5 using a custom heating stage designed to hold the hermetically sealed 
aluminum sample holders. Each experiment was replicated using first a small angle (SAXS) 
configuration, and then a wide angle (WAXS) setup [the samples were re-annealed for 24 hours 
and allowed to slowly cool for 72 hours, as described above, between SAXS and WAXS 
experiments]. SAXS from SEO(52-55)/LiTFSI samples with 𝑜𝑜 = 0.000 − 0.350 were measured 
using a ~3.8 m detector distance, 10keV X-rays, and a Pilatus 2M (Dectris) detector at ALS BL 
7.3.3; while SAXS from SEO(52-55)/LiTFSI samples with 𝑜𝑜 = 0.400 − 0.550 were measured at 
SSRL BL 1-5 using a ~3 m detector distance, 10 keV X-rays, and a Rayonix 165 CCD Camera. 
All WAXS measurements were performed at ALS 7.3.3 using a ~0.3 m detector distance, 10 
keV X-rays, and the Pilatus 2M detector. In all cases, the actual sample to detector distance (SD) 
was determined from the scattering pattern of a silver behenate (AgB) calibration standard. 
 
 Each scattering experiment followed the same general protocol. First, the scattering for 
each sample was measured at 30 °C. The sample stage was then heated directly to 70 °C, where 
samples were allowed to equilibrate for at least 40 minutes before recording any scattering 
measurements. From 70 °C, a heating scan was performed in 10 °C intervals up to 120 °C, 
waiting at least 30 minutes at each temperature before making measurements. The samples were 
held for an additional 30 minutes at 120 °C to ensure the samples were equilibrated. When 
beamtime was available, a subsequent cooling scan was performed back down to 70 °C. It was 
found during these experiments that sample structure had a slight temperature-dependence 
during heating, but was essentially temperature-independent upon cooling. Thus, in order to 
compare all of the samples, only the scattering results from 30 °C (after controlled annealing) 
and 120 °C will be discussed in this work. After the final scattering measurements, the samples 
were returned to the glovebox and were disassembled in order to measure each sample thickness. 
 
 The 2D scattering images were processed as described in Chapter 2, using the Nika61 
macro in Igor Pro. 1D intensity (I) versus q profiles were obtained by azimuthally averaging the 
images; 𝑞𝑞 ≡  4𝜋𝜋

𝜆𝜆
sin �𝜃𝜃

2
� represents the magnitude of the scattering vector, where 𝜆𝜆 is the X-ray 

wavelength and 𝜃𝜃 is the scattering angle. The 1D profiles were corrected for attenuation and 
scattering from the blank reference (empty cell) using Equations 2.12 (SAXS) and 2.31 
(WAXS). All corrected intensity profiles were then calibrated to absolute units using the 
scattering from a glassy carbon reference62 (sample M13 - obtained from Jan Ilavsky). 
 
4.2.3 Thermal Analysis 
 After the scattering measurements, the thermal properties for each SEO(52-55)/LiTFSI 
BCE sample were measured using differential scanning calorimetry (DSC). About half (3 to 6 
mg) of each X-ray scattering sample was placed in a TZero aluminum pan and sealed with a 
TZero hermetic lid (T.A. Inc) inside of the argon glovebox. The samples were removed from the 
glovebox and re-annealed in the vacuum oven for 24 hours before being slowly cooled for 72 
hours, as described earlier. The thermal properties of the samples were then measured using a 
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heat-quench-heat method: the samples were equilibrated at 30 °C, heated at 5 °C/min up to 130 
°C, held isothermally for 20 min, quenched to -80 °C, and then heated back up to 130 °C at 10 
°C/min. Analysis was performed using the TA Instruments Universal Analysis 2000 software: 
melting transitions were analyzed from the first heating scan using the “Peak Integrate Linear” 
function, while glass transitions were analyzed from the second heating scan using the 
“Glass/Step Transition” function. Melting temperatures (Tm’s) are reported from the peak 
temperature values, and glass transition temperatures (Tg’s) are taken as the inflection 
temperature during the glass transition. 
 
4.2.4 Scanning Transmission Electron Microscopy (STEM) 
 For selected BCE concentrations, the second half of the X-ray scattering sample (not used 
for thermal analysis) was further analyzed using STEM. These bulk electrolyte pieces were cryo-
microtomed at −90 °C in a Leica FC6. Sections with thicknesses of approximately 100 nm were 
obtained using a diamond knife and picked up onto lacey carbon-coated copper grids (Electron 
Microscopy Sciences). STEM Samples were stained in ruthenium tetroxide vapor for 30 min 
prior to experiments. STEM experiments were performed on an FEI Titan microscope operated 
at 200kV at the National Center for Electron Microscopy of the Molecular Foundry, Lawrence 
Berkeley National Lab. The microscope is equipped with a high angle annular dark field detector 
(HAADF). 
 
4.2.5 Electrochemical Characterization 
 The ionic conductivity (σ) of each SEO(52-55)/LiTFSI electrolyte was measured in 
triplicate. Samples were prepared by placing pellet of the lyophilized SEO(52-55)/LiTFSI 
sample in the center of a fiberglass spacer (Garolite G10, 5 mil thickness) with an inner diameter 
of 6.35 mm. The polymer-filled spacer was placed between two sheets of FEP Teflon® and 
pressed in a pneumatic hot press at 130 °C and 40 psi for 30 seconds. The sample was 
subsequently flipped and pressed again to achieve a uniform polymer disc within the G10 spacer. 
Two pieces of 0.0175 mm thick electrode-grade aluminum foil was placed on both sides of the 
polymer-filled spacer to serve as electrodes. The sample was hot pressed again at 130 °C and 40 
psi for 30 seconds to ensure good contact between the electrodes and the BCE. The thickness of 
each sample was measured using a micrometer, and then aluminum current collector tabs were 
placed on the electrodes and the cell was vacuum sealed in an air-free pouch material (Showa 
Denko). 
 
 The ionic conductivities were determined using potentiostatic electrochemical impedance 
spectroscopy (PEIS) and the sample geometry. PEIS measurements were made using a Biologic 
VMP3 potentiostat. Sample temperature was maintained using a custom-built programmable 
heating stage. During each experiment, the as-prepared samples were initially heated to and held 
isothermally at 130 °C for 3 hours. Subsequently, their impedance was measured at 130 °C, and 
then a cooling scan to 70 °C was performed with 10 °C increments. The samples were held at 
each temperature for 1 hour before measurement. The PEIS measurements utilized a 50 mV 
excitation voltage with a frequency range from 1 MHz to 1 Hz. The dc resistance (R) of the 
electrolyte was determined from a Bode plot of the data, where it was interpreted as the plateau 
impedance value at the frequency where the maximum phase angle was observed. After PEIS 
measurements, the samples were disassembled in order to measure their final thickness. Ionic 
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conductivity (σ) was then calculated from 𝜎𝜎 = 𝐿𝐿
𝑅𝑅𝐴𝐴

 where L is the sample thickness, R is the dc 
resistance, and A is the sample area. 
 

4.3 Results and Discussion 
 
 The combined SAXS/WAXS profiles for all twenty SEO(52-55)/LiTFSI electrolyte 
concentrations at room temperature (after annealing) are provided in Figure 4.1 and Figure 4.2. 
Unlike lower molecular weight symmetric volume fraction SEO/LiTFSI samples, which 
typically exhibit strong Bragg diffraction peaks indicating lamellar nanostructures28,27,25, the 
SAXS region of the scattering profiles in Figure 4.1 and Figure 4.2 generally do not contain any 
well-defined scattering peaks. In most cases, the SAXS profiles exhibit periodic oscillations in 
intensity reminiscent of the form factor scattering seen for isolated particles.55 Two notable 
exceptions are the SEO(52-55)/LiTFSI(r = 0.150) profile in Figure 4.1, wherein there appears to 
be a primary scattering peak centered around q = 0.064 nm-1, and the profile for SEO(52-
55)/LiTFSI(r = 0.450) in Figure 4.2, where a primary scattering peaks is centered at q = 0.052 
nm-1. The existence of a primary scattering peak in these samples indicates periodic correlations 
on the order of 100-120 nm, however, the lack of well-defined higher-order reflections preclude 
the determination of nanoscale morphology from SAXS alone.  
 
 The WAXS profiles, conversely, demonstrate rich behavior as a function of salt 
concentration. In Figure 4.1, the WAXS from samples with r = 0.000-0.075 indicate the presence 
of crystalline PEO domains, with the level of Bragg peak intensity decreasing as salt 
concentration increases. No Bragg reflections are seen in the SEO(52-55)/LiTFSI(r = 0.100) 
sample. At salt concentrations of r = 0.125-0.150, a new set of Bragg scattering peaks is 
observed, which we attribute to the so-called 6:1 PEO/LiTFSI crystal complex (C6)84–87. As the 
salt concentration is increased from r = 0.150, the C6 complex is no longer observed, and the 
WAXS profiles only portray amorphous halos. At r = 0.250 in Figure 4.2, another set of Bragg 
peaks emerge, which we attribute to the formation of the 3:1 PEO/LiTFSI crystal complex 
(C3)84–87. The C3 complex is seen in the WAXS profiles of r = 0.250-0.300, whereupon further 
salt addition generates amorphous WAXS profiles again. For r ≥ 0.400 in Figure 4.2, Bragg 
peaks indicative of the 2:1 PEO/LiTFSI complex (C2) are observed84–87. 
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Figure 4.1: Combined SAXS/WAXS profiles for SEO(52-55)/LiTFSI with r = 0 – 0.200 at 30 °C. Each salt 
concentration is indicated by a data tag. Intensities are absolute, but offset by the factors indicated on the plot for 
clarity. 
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Figure 4.2: Combined SAXS/WAXS profiles for SEO(52-55)/LiTFSI with r = 0.225 – 0.550 at 30 °C. Each salt 
concentration is indicated by a data tag. Intensities are absolute, but offset by the factors indicated on the plot for 
clarity. 
 
 The presence of semicrystalline PEO and PEO/LiTFSI complexes in the annealed 
SEO(52-55)/LiTFSI BCEs was confirmed through DSC thermal analysis. In Figure 4.3 we 
provide a phase diagram summarizing the observations of crystallinity from both DSC and 
WAXS. While all samples that showed Bragg scattering in WAXS also exhibited melting 
transitions in DSC, a number of electrolytes indicated weak melting transitions in DSC, but did 
not portray Bragg scattering. Such samples are indicated with open symbols in Figure 4.3. In 
many respects, the phase diagram in Figure 4.3 is similar to those of PEO/LiTFSI84 and 
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SEO/LiTFSI28 determined previously; however, it is perhaps notable that none of the SEO(52-
55)/LiTFSI concentrations exhibited coexisting C6 and C3 complexes as seen previously28,84, nor 
was the coexistence of the C3 and C2 complexes observed in WAXS. The vertical dashed lines in 
Figure 4.3 indicate the location of the stoichiometric concentrations for each PEO/LiTFSI 
complex. Interestingly, the samples with the strongest Bragg intensities due to the PEO/LiTFSI 
complexes always occur at concentrations below the stoichiometric ratio. One potential cause of 
the discrepancies observed in PEO/LiTFSI phase behavior is the presence of the PS domains, 
which we note are in the glassy state for all of the observed melting transitions (purple crosses in 
Figure 4.3). Thus PEO and PEO/LiTFSI complex crystallization must occur in confinement88,89 
in all cases. To our knowledge, the interplay between PEO/salt complex crystallization 
microphase separation has never been investigated. 
 

 
Figure 4.3: Thermal transition temperatures relevant to structure formation observed through DSC analysis of the 
thermally pre-treated SEO(52-55)/LiTFSI samples. The glass transition temperature for PS is shown as purple 
crosses, while all other data correspond to melting transitions that are attributed to: pure PEO crystals (black 
circles); the C6 complex (turquoise triangles); the C3 complex (earth-green squares); and the C2 complex (red 
diamonds). Filled symbols indicate that the crystal structure was observed with WAXS, while open symbols indicate 
that only a weak thermal transition was observed that was not confirmed by WAXS. The vertical dashed lines 
indicate the stoichiometric concentrations for each PEO/LiTFSI complex. 
 
 In Figure 4.4 we provide the real-space STEM micrographs of the nanostructures 
observed in selected SEO(52-55)/LiTFSI electrolytes. In these micrographs, the bright regions 
indicate the PEO phase. In most cases, the STEM micrographs affirm our observation of SAXS 
profiles resembling particle form factor scattering by demonstrating the predominant motif of 
disordered ellipsoidal nanostructures. The micrograph of neat SEO(52-55) in Figure 4.4a 
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demonstrates local regions of lamellar-like order, which is the expected nanostructure for a 
symmetric diblock copolymer; however, the overall structure does not exhibit the well-defined 
periodic structures typical of self-assembled systems. Thus, even without the presence of LiTFSI 
salt, the self-assembly of SEO(52-55) appears to be kinetically limited. We note that the 
ellipsoidal PEO microdomains likely derive from the solution structure of the polymer before the 
solvent was lyophilized (micelles with PEO cores would be expected for SEO dissolved in 
benzene). In Figure 4.4b, the STEM micrograph for SEO(52-55)/LiTFSI(r = 0.100) contains 
only ellipsoidal nanostructures, suggesting that although it may induce microphase separation, 
salt addition hinders the self-assembly of long-range order, as noted previously28. However, at 
even higher salt concentrations, Figure 4.4c reveals a drastic departure from such behavior. In 
this case, STEM micrographs taken from different regions of the SEO(52-55)/LiTFSI(r = 0.150) 
sample indicate the coexistence of two distinct nanostructures: self-assembled lamellae and the 
disordered ellipsoids. The coexistence of these nanostructures is consistent with the SAXS 
profile in Figure 4.1, wherein the primary scattering peak is consistent with the lamellar spacing 
and the decaying oscillations at high q are consistent with the form factor scattering of the 
ellipsoidal phase. At a salt concentration of r = 0.450, the micrograph in Figure 4.4d provides 
evidence for what appears to be self-assembled cylinders, consistent with the defined primary 
peak in Figure 4.3. In this case, the structures appear to be well-distributed, with no clear 
evidence of coexisting microphases. We note all samples exhibiting defined nanostructures also 
contain crystalline PEO or PEO/LiTFSI-complex domains. While it is unlikely that the 
crystallization of PEO or PEO/LiTFSI complexes could induce such well-defined nanostructures 
at temperatures below the Tg of polystyrene, if the specific interactions (polymer-polymer, 
polymer-ion, etc) that lead to crystallization persist at temperatures above the Tg of polystyrene, 
then it may be possible that those interactions induce the formation of the nanostructures seen in 
Figure 4.4. 
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Figure 4.4: STEM micrographs of selected electrolyte concentrations. (a) SEO(52-55)/LiTFSI(r = 0.000); (b) 
SEO(52-55)/LiTFSI(r = 0.100); (c) SEO(52-55)/LiTFSI(r = 0.150); and (d) SEO(52-55)/LiTFSI(r = 0.450). Bright 
regions indicate PEO-rich phases. The micrograph in (c) is a composite of two separate images taken from 
difference regions of the sample; the scale bar applies to both images. Note: the micrograph in (d) was collected 
during a separated STEM session with a slightly different magnification, hence the slightly smaller scale bar. 
 
 In Figure 4.5 and Figure 4.6 we provide the combined SAXS/WAXS profiles for all of 
the samples at 120 °C, which is above the Tg of PS as well as melting point of all crystal 
complexes. Other than slight changes in overall intensity, due to the scattering contrast change 
upon melting of the crystalline domains, the SAXS profiles are essentially identical to those in 
Figure 4.1 and Figure 4.2. The only noticeable difference is seen in the SEO(52-55)/LiTFSI(r = 
0.150) sample, where we observe a sharpening of the higher order peaks due to the lamellar 
microdomains. The fact that the SAXS profiles do not change at temperatures above the Tg of PS 
indicates that the nanostructures are at least kinetically stable, which is to be expected after the 
extensive annealing process described in the experimental section. The disappearance of all 
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Bragg peaks from the WAXS profiles confirms that all PEO and PEO/LiTFSI complex crystals 
have melted. Figure 4.5 reveals that the amorphous WAXS profiles undergo systematic changes 
with increasing salt concentration. The WAXS profile for neat (i.e., r = 0.000) SEO(52-55) 
contains three broad peaks, centered at approximately q = 7.3 nm-1, q = 14.0 nm-1, and q = 29.2 
nm-1. The peak at q = 7.3 nm-1 stems from correlations in the polystyrene domains90, while the 
peaks at q = 14.0 nm-1, and q = 29.2 nm-1 contain contributions from both PS and PEO. As 
shown in the inset of Figure 4.5, the addition of LiTFSI leads to the growth of a new amorphous 
halo centered around q = 9.6 nm-1. To our knowledge, the formation of this scattering halo, 
which corresponds to correlations of ~0.65 nm, with increasing salt concentration has never been 
reported. For concentrations larger than r = ~0.225, we see another shift in the amorphous 
WAXS scattering (inset Figure 4.6). In this case, the peak centered at q = 14.0 nm-1 begins to 
shift to lower values q, and the intensity between that peak and the salt-induced peak at q = 9.6 
nm-1 increases, essentially merging them into one very broad amorphous halo. In this 
concentration range (r = 0.225-0.550), the halo centered at q = 29.2 nm-1 in the neat polymer also 
noticeably shifts to lower q-vales. While determining the nature of these correlations is beyond 
the scope of this study, it is clear that the short-range interactions within the amorphous 
PEO/LiTFSI microphases of SEO(52-55)/LiTFSI electrolytes change significantly with salt 
concentration. It may be possible that these short-range correlations observed in WAXS 
represent the driving force for the self-assembly of high salt concentration SEO(52-55)/LiTFSI 
electrolytes (Figure 4.4c-d). 
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Figure 4.5: Combined SAXS/WAXS profiles for SEO(52-55)/LiTFSI with r = 0 – 0.200 at 120 °C. Each salt 
concentration is indicated by a data tag. Intensities are absolute, but offset by the factors indicated on the plot for 
clarity. The inset provides the WAXS data on an absolute linear scale, with the black arrow highlighting the 
appearance of a new correlation with increasing salt concentration. 
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Figure 4.6: Combined SAXS/WAXS profiles for SEO(52-55)/LiTFSI with r = 0.225 – 0.550 at 120 °C. Each salt 
concentration is indicated by a data tag. Intensities are absolute, but offset by the factors indicated on the plot for 
clarity. The inset provides the WAXS data on an absolute linear scale, with the black arrow indicating the general 
change observed with increasing salt concentration. 
 
 Regardless of the origin of the structures observed in SEO(52-55)/LiTFSI at high salt 
concentration, the fact that they remain stable at elevated temperatures has important 
implications for the nature of the conducting PEO/LiTFSI phase. We have shown that the 
nanostructure of an electrolyte can influence the solvation environment for LiTFSI, leading to 
the thermodynamic partitioning of salt between structurally different phases.27 In the present 
study, the coexisting nanostructures seen at high salt concentrations are likely only kinetically 
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stable; however, if one of the nanostructures has a more favorable solvation environment, the salt 
should still partition between the structural phases in order to adopt the lowest possible energy 
state. In Figure 4.7 we plot the glass transition temperature of the PEO/LiTFSI phase, measured 
by DSC, as a function of salt concentration. An increase in the Tg of PEO upon salt addition is a 
well-known phenonmenon.12 The relationship between Tg and salt concentration for 
homopolymer PEO84 and lower molecular weight SEO28 electrolytes have been observed to be 
monotonic up to LiTFSI concentrations of r = ~0.40. In Figure 4.7 we observed a departure from 
this behavior, wherein multiple “steps” are seen in the Tg values with increasing salt 
concentration. As in Figure 4.3, we provide vertical dashed lines in Figure 4.7 that indicate the 
stoichiometric salt concentrations for each PEO/LiTFSI crystal complex. Furthermore, samples 
that portrayed WAXS crystallinity at room temperature are indicated by filled symbols. It is clear 
from Figure 4.7 that, just like the coexisting nanostructures observed through SAXS and STEM, 
there is a correlation between each “step” in Tg and the formation of each PEO/LiTFSI complex; 
Tg generally increases between, and plateaus at, PEO/LiTFSI complex-forming concentrations. 
We posit that unusual Tg behavior observed for SEO(52-55)/LiTFSI electrolytes stems from salt 
partitioning between microphase structures, wherein the partitioning facilitates a constant 
concentration within the amorphous PEO/LiTFSI domains that provide the signal for a glass 
transition in DSC. We note that the SEO(52-55)/LiTFSI(r = 0.500) and SEO(52-55)/LiTFSI(r = 
0.550) samples are expected to precipitate pure LiTFSI91, which may account for their lower Tg’s 
(i.e., not all of the salt is solvated).  
 

 
Figure 4.7: The glass transition temperature of the PEO/LiTFSI phase measured by DSC as a function of salt 
concentration. Filled circles indicate concentrations where crystallinity of: PEO (black fill); the C6 complex 
(turquoise fill); the C3 complex (earth-green fill); and the C2 complex (red fill) were observed with WAXS at 30 °C. 
The vertical dashed lines indicate the stoichiometric concentrations for each PEO/LiTFSI complex. Note: the Tg 
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values for the r = 0.000 – 0.005 samples were omitted due to the strong crystallization of PEO upon quenching to -
80 °C. 
 
 Coexisting nanostructures, with concomitant salt partitioning between structural domains, 
can be expected to have a noticeable impact on ion conduction. In Figure 4.8, we plot the ionic 
conductivity of the SEO(52-55)/LiTFSI electrolytes versus salt concentration at 90 °C. For 
reference, we also plot the conductivity of homopolymer PEO/LiTFSI electrolytes made from a 5 
kg mol-1 sample (PEO(5)), as reported previously28. Each conductivity value represents the 
average of 3 different conductivity samples, with error bars indicating the standard deviation 
from the mean. Qualitatively, the conductivity trends between SEO(52-55)/LiTFSI and 
PEO(5)/LiTFSI electrolytes are very different: the PEO(5)/LiTFSI system shows a single 
conductivity maximum at r = 0.11, while SEO(52-55)/LiTFSI has many local maxima, and a 
global maximum at r = 0.275. Interestingly, although the SEO(52-55)/LiTFSI electrolytes 
contain a significant volume of non-conductive PS, a number of salt concentrations provide 
conductivity values within error of PEO(5)/LiTFSI, which consists solely of conducting material. 
Our working hypothesis to explain the erratic conductivity trends in SEO(52-55)/LiTFSI, as well 
as the conductivity values approaching PEO(5)/LiTFSI, is that salt partitioning between the 
coexisting nanostructures in SEO(52-55)/LiTFSI leads to domains with the conductive properties 
equivalent to PEO/LiTFSI samples of a lower/higher salt concentration. Thus, although the total 
amount of salt within each electrolyte is increasing, the effective concentration for ion 
conduction might not, i.e., the measured conductivity data would be shifted to the left or right for 
some samples in Figure 4.8. This explanation is consistent with the Tg measurements provided in 
Figure 4.7; however, we note that ion conduction encompasses a wide range of physical 
phenomena and other effects might provide reasonable alternative explanations. What is clear is 
that for a nominal salt concentration near r = 0.275, the ionic conductivity of an SEO(52-
55)/LiTFSI electrolyte can compete with that of homopolymer PEO/LiTFSI.   
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Figure 4.8: Ionic conductivity of the SEO(52-55)/LiTFSI samples (black circles) at 90 °C, with the conductivities 
reported for PEO(5)/LiTFSI in ref 28 (grey triangles) for reference. Filled circles indicate concentrations where 
crystallinity of: PEO (black fill); the C6 complex (turquoise fill); the C3 complex (earth-green fill); and the C2 
complex (red fill) were observed with WAXS at 30 °C. The vertical dashed lines indicate the stoichiometric 
concentrations for each PEO/LiTFSI complex. Error bars represent the standard deviation from the average of 3 
replicate samples. The data markers are connected by lines for clarity. 
 

4.4 Conclusions 
 
 The development of a mechanically rigid solid-state electrolyte with high ionic 
conductivity represents a promising route to enabling the use of high energy density metal 
anodes in next generation batteries.18,20–23 Block copolymer electrolytes (BCEs) composed of 
polystyrene-b-poly(ethylene oxide) (SEO) mixed with lithium 
bis(trifluoromethanesulfonyl)imide (LiTFSI) salt have been extensively studied as a model 
system. It is known that ionic conductivity is influenced by SEO molecular weight29,30, BCE 
nanostructure31–33, and salt concentration29,28; however, these parameters appear to be inherently 
coupled due to the thermodynamics of self-assembly24–28. Fortunately, it has been shown that 
BCEs lacking well-defined long-range order actually provide the highest ionic conductivity.28,33 
  
 In this work, we have extended our analysis of the model SEO/LiTFSI system to 
encompass strongly segregated (high molecular weight) SEO block copolymers in the high salt 
concentration limit. Structural analysis (SAXS/WAXS/STEM) of the neat SEO(52-55) polymer 
used in this study revealed the presence of disordered ellipsoidal nanostructures even after 
extensive annealing. These nanostructures likely derive from the solvated structure of the 
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polymer; the electrolytes were lyophilized in this study, however this result indicates the 
importance of casting conditions when making electrolyte films from high molecular weight 
block copolymers.  
 
 For SEO(52-55)/LiTFSI electrolytes within the concentration range of r = 0.000-0.100, 
the addition of salt leads to a disruption of PEO crystallinity and the predominant nanostructural 
motif becomes disordered ellipsoids, indicating that the addition of salt hinders self-assembly. 
However, in the SEO(52-55)/LiTFSI(r = 0.150) sample, both SAXS and STEM revealed the 
coexistence of well-ordered lamellar domains and disordered ellipsoids. This unprecedented 
result reveals the possibility of salt-partitioning between coexisting nanostructures within the 
electrolyte, which has only been observed in weakly segregated systems during the order-to-
disorder transition27. The scaling behavior of the Tg for PEO in electrolytes with r > 0.150 
supports the occurrence of salt-partitioning. Furthermore, the ionic conductivities of SEO(52-
55)/LiTFSI electrolytes in the high salt concentration regime (i.e. r > 0.100) display many 
maxima with increasing salt concentration, which could be explained by a heterogeneous salt 
distribution within the samples.   
 
 The origin of the coexisting nanostructures in SEO(52-55)/LiTFSI(r = 0.150) appear to 
be related to the formation of the C6 PEO/LiTFSI crystal complex84–87; however, the presence of 
glassy PS domains at the crystallization temperature precludes the formation of crystal-induced 
nanostructures88,89. Rather, the appearance of a new correlation peak in the WAXS profile of 
molten SEO(52-55)/LiTFSI(r = 0.150) suggests that a salt-induced change in PEO chain 
conformation or inter-chain interactions might drive the self-assembly in this sample. The 
observation of further changes in the molten WAXS profiles with increasing salt concentration 
suggest that this mechanism might play a role in the self-assembly of SEO(52-55)/LiTFSI 
electrolytes at even higher salt concentrations, leading to the nanostructures seen in SEO(52-
55)/LiTFSI(r = 0.450). 
 

The competition between self-assembly and kinetic barriers in BCEs formed from a 
strongly segregated block copolymer has revealed a unique situation wherein coexisting poorly-
ordered and well-defined nanostructures allow for stable salt partitioning within the sample. The 
implications for battery behavior remain unclear; however, attaining ionic conductivities in a 
BCE that are on par with the conductivity of homopolymer PEO, as we have demonstrated in 
this work, hold great promise for improved performance.  
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4.6 Nomenclature 
4.6.1 Abbreviations 
BCE Block copolymer electrolyte 
DSC Differential scanning calorimetry 
C2 2:1 (PEO:LiTFSI) crystal complex 
C3 3:1 (PEO:LiTFSI) crystal complex 
C6 6:1 (PEO:LiTFSI) crystal complex 
EO Ethylene oxide 
FEP Fluorinated ethylene propylene 
LiTFSI Lithium bis(trifluoromethanesulfonyl)imide 
PDI Polydispersity index 
PEIS Potentiostatic electrochemical impedance spectroscopy 
PEO Poly(ethylene oxide) 
PS Polystyrene 
SAXS Small angle X-ray scattering 
SEO Polystyrene-b-poly(ethylene oxide) diblock copolymer 
STEM Scanning transmission electron microscopy 
THF Tetrahydrofuran 
WAXS Wide angle X-ray scattering 
 
4.6.2 Symbols 
A Electrode area in conductivity cell, cm2 

I Absolute scattering intensity, cm-1 

L Electrode thickness in conductivity cell, cm 
Mn,PEO Number average molecular weight of the PEO block, kg mol-1 

Mn,PS Number average molecular weight of the PS block, kg mol-1 

q Magnitude of the scattering vector, nm-1 

r Salt concentration [Li+][EO]-1, -- 
R dc resistance of the electrolyte, Ω 
Tg Glass transition temperature, °C 
Tm Melting temperature, °C 
 
4.6.3 Greek 
χ Flory-Huggins interaction parameter, -- 

χeff Effective Flory-Huggins interaction parameter, -- 

λ Scattering wavelength, nm 
θ Scattering angle, rad 
σ Ionic conductivity, Scm-1 
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4.7 Supporting Information 
 
4.7.1 SEO(52-55) Characterization (and Purification) 

An aliquot of the reaction was collected after the growth of the polystyrene chains; the 
aliquot was precipitated in hexanes and the solid polystyrene was dried and then characterized 
with Gel permeation chromatography (GPC) using tetrahydrofuran (THF) as the carrier solvent. 
The PS block length was determined to be Mn,PS = 52 kgmol-1 (PDI = 1.02) using polystyrene 
calibration standards.  GPC analysis using dimethylformamide (DMF) as the carrier solvent was 
performed on the SEO sample after three rounds of precipitation from benzene into hexanes, as 
well as the on the PS block. As demonstrated in Figure 4.S1a, the as-precipitated SEO sample 
has residual homopolymer PS impurities. We successfully removed these impurities (see Figure 
4.S1b) by casting a film of the as-precipitated SEO sample from a 4:1 ethyl acetate-
cyclohexanone blend, followed by a washing step in cyclohexane at ~40 °C. The dispersity of 
the washed SEO sample was determined to be PDI = 1.1 from the GPC trace in Figure 4.S1b 
using PEO calibration standards. The slight bump at lower retention volume (Vret = 14 mL) in 
both SEO samples is likely due to a small fraction of coupled SEO chains; the final PDI 
calculation includes this contribution. 
 

 
Figure 4.S1: (a) DMF GPC traces for the as-precipitated SEO block copolymer (red squares/curve) and the PS 
aliquot (black circles/curve). (b) DMF GPC traces for the as-precipitated SEO block copolymer (red squares/curve) 
and the purified SEO sample (blue triangles/curve). Data makers are only plotted every 75th data point for clarity. 
 
 Proton nuclear magnetic resonance spectroscopy (1H NMR) was performed on both the 
as-precipitated and cyclohexane-washed samples of SEO. As expected, the concentration of 
styrenic protons (determined from integrating the intensity between 7.27 to 6.24 ppm) relative to 
PEO backbone protons (determined from integrating the intensity between 4.01 to 3.37 ppm) 
decreased upon removal of the homopolymer PS impurities. Furthermore, as shown in Figure 
4.S2, the amount of residual initiator (P4 t-butyl phosphazene base), indicated by the doublet at 
2.71 ppm, was significantly decreased during the washing step. The molecular weight of the 
PEO block, as calculated from the ratio of styrenic and PEO protons (see integrations in Figure 
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4.S3), was found to be Mn,PEO = 55 kgmol-1. Thus, through GPC and NMR characterization, the 
washed SEO sample is named SEO(52-55), with  Mn,PS = 52 kgmol-1, Mn,PEO = 55 kgmol-1, and 
PDI = 1.1. As a final purification step, the polymer was dissolved in cyclohexanone/toluene 
(2.5:1), passed through a 0.45 µm syringe filter, and re-precipitated in hexanes before being 
dried under vaccum and brought into the argon glovebox for electrolyte preparation. 
 
 

 
Figure 4.S2: 1H NMR spectra for the as-precipitated (upper red trace) and cyclohexane-washed (lower blue trace) 
measured in CDCl3. 
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Figure 4.S3: Integration analysis of the styrenic and PEO backbone protons from the cyclohexane-washed SEO 
sample. 
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Chapter 5 -Relationship between Ion Dissociation, Melt Morphology, 
and Electrochemical Performance of Lithium and Magnesium 
Single-Ion Conducting Block Copolymers† 
 

 
Abstract 

 
Single-ion conducting block copolymers, such as poly(ethylene oxide)-b-poly[(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide lithium] (PEO-P[(STFSI)Li]), represent an exciting new 
class of materials capable of improving the performance of solid-state batteries with metal 
anodes. In this work, we report on the synthesis and characterization of a matched set of lithiated 
(PEO-P[(STFSI)Li]) and magnesiated (PEO-P[(STFSI)2Mg]) single-ion conducting diblock 
copolymers. We measure the temperature dependence of ionic conductivity, and through analysis 
using the Vogel-Tamman-Fulcher (VTF) relation, demonstrate that ion dissociation is 
significantly lower for all PEO-P[(STFSI)2Mg] samples when compared to their PEO-
P[(STFSI)Li] counterparts. The VTF parameter characterizing the activation barrier to ion 
hopping was similar for both cations, but the VTF prefactor that reflects effective charge carrier 
concentration was higher in the lithiated samples by an order of magnitude.  We study the melt 
morphology of the single-ion conducting block copolymers using temperature-dependent X-ray 
scattering, and use the mean-field theory of Leibler to extract the effective Flory-Huggins 
interaction parameter (χ) for PEO/P[(STFSI)Li] and PEO/P[(STFSI)2Mg] from the X-ray 
scattering data. We demonstrate a linear relationship between the charge-concentration-related 
VTF parameter and the parameter quantifying the enthalpic contribution to χ.  It is evident that 
ion dissociation and block copolymer thermodynamics are intimately coupled; ion dissociation in 
these systems suppresses microphase separation.   
 

5.1 Introduction 
 
 The development of high energy-density electrical storage represents an essential task 
necessary for the efficient implementation of renewable energy sources toward portable 
technologies, transportation, and improvements to the electrical grid.1–3 High energy-density 
batteries represent one solution to portable technologies or grid storage; however, to achieve the 
energy capacities required for demanding applications such as electric vehicles, next generation 
batteries will almost certainly require the use of a metal foil anode.16,92 The use of metal foils, 
such as lithium, as anodes in rechargeable battery cells introduces many complications, including 
chemical instability with liquid electrolytes and uneven metal deposition that can lead to a short 
circuit.93 One successful approach to mitigating these effects and producing a safe lithium foil 
battery is to utilize a solid polymer electrolyte.94  
 
 Most research into the development of solid polymer electrolytes has centered around 
systems utilizing salt-doped poly(ethylene oxide) (PEO), which is known to readily solvate and 
conduct ions.12 Recently a new class of polymer electrolytes has been developed wherein a block 
                                                 
† This chapter was reported in Macromolecules 2016, DOI: 10.1021/acs.macromol.6b01886. 
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copolymer has an ion-containing block (i.e. the anion is covalently bonded the polymer 
backbone) and a neutral block, such as PEO, that can solvate and transport the counter-ions from 
the ion-containing block.34 As demonstrated by Bouchet and coworkers35, triblock copolymers of 
poly(ethylene oxide) (PEO) and the lithiated ion-containing polymer, poly(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide lithium P[(STFSI)Li], behave as efficient single-ion (i.e. 
Li+) conductors that can significantly improve the performance of lithium metal batteries.  
 
  In addition to the development of lithium metal batteries, there is significant interest in 
the development of alternative metal foil battery chemistries, such as magnesium metal, which 
could provide similar energy-density, while decreasing both raw material cost and the hazards 
associated with pyrophoric nature of lithium95. Unfortunately, stable magnesium conducting 
electrolytes have yet to be developed.95–99  We demonstrate the development of magnesium-
based single-ion conducting block copolymers. 
 

This study is based on a matched-set of lithiated (Li+) and magnesiated (Mg2+) single-ion 
conducting PEO-P(STFSI) block copolymers with varying P(STFSI) block length (i.e charge 
concentration). We first explore the impact of counter-ion (Li+ vs. Mg2+) on the ionic 
conductivity using temperature-dependent potentiostatic electrochemical impedance 
spectroscopy (PEIS). Our analysis reveals that the number of effective charge carriers 
contributing to the conductivity for the lithiated sample is about an order of magnitude higher 
than its magnesiated counterpart. To probe the nanoscale morphology of the single-ion 
conducting block copolymers, we performed temperature-dependent small and wide angle x-ray 
scattering (SAXS/WAXS) measurements. Our analysis reveals that counter-ion dissociation in 
single-ion conducting block copolymers of PEO-P(STFSI) induces compatibility between the 
two blocks, which in the case of PEO-P[(STFSI)Li] leads to negative effective Flory-Huggins 
interaction parameters (χ). In conventional block copolymers, thermodynamically driven self-
assembly through microphase separation is often leveraged to improve bulk mechanical 
properties of the electrolyte film.19,21,22,29,100 The results presented in this paper suggest that this 
approach is not applicable to single-ion conducting block copolymer electrolytes; single-ion 
systems with efficient ion conduction are unlikely to exhibit microphase separation. In this 
scenario, a new strategy must be employed to provide the mechanical support necessary to 
suppress uneven metal deposition in metal foil batteries18,19,22; for example, the introduction of a 
third incompatible rigid block such as polystyrene.  
 

5.2 Experimental 
 
5.2.1 Polymer Synthesis and Characterization 

PEO-P(STFSI) polymers with a constant PEO molecular weight and varying P(STFSI) 
block length were synthesized as described previously.36,37 The synthesis of block copolymers 
was confirmed through gel permeation chromatography (see SI in 5.7.1), and the molecular 
weight of the P(STFSI) blocks were determined through H1 NMR spectroscopy (see SI in 5.7.2). 
The polymerization product has potassium counter-ions for the ion-containing block, which were 
exchanged through dialysis with lithium chloride (LiCl), as described previously36,37, and 
magnesium chloride (MgCl2) in de-ionized water to form PEO-P[(STFSI)Li] and PEO-
P[(STFSI)2Mg], respectively. The success of the magnesium ion exchange was confirmed 
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through Instrumental Neutron Activation Analysis (INAA) of Cl, F, Mg, and K on PEO-
P[(STFSI)2Mg] samples (Elemental Analysis Inc., see SI in 5.7.3 for details). The chemical 
structures of each type of the single-ion conducting block copolymer are shown in Figure 5.1. 
All of the polymers studied in this work are listed in Table 5.1. The PEO-P[(STFSI)Li] and PEO-
P[(STFSI)2Mg] samples were subsequently dried under vacuum for a minimum of 1 week at 
ambient temperature and then dried under vacuum in a heated glove box antechamber at 90 °C 
for 24 hours before being brought into an argon (Ar) glovebox (MBraun). Inert atmosphere was 
maintained for all subsequent sample preparation and analysis.  
 
 

 
Figure 5.1: Chemical structure for both types of single-ion block copolymers characterized in this study (including 
endgroups). 
 
 
Table 5.1: Characteristics of the matched-set of block copolymers. Mn,PEO and Mn,PSTFSI are the number-average 
molecular weights of each block, with corresponding number-average degrees of polymerization NPEO and NPSTFSI. 
𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 is the volume fraction of the ion-containing block, and r is ratio of cations to ethylene oxide (EO) moieties 
in each sample. 

 
 

Thermal transitions in PEO, PEO-P[(STFSI)Li], and PEO-P[(STFSI)2Mg] were probed 
using differential scanning calorimetry (DSC). Samples were prepared in an Ar glovebox by 



91 
 

placing 6-8 mg of polymer into a TZero aluminum pan and sealing with a TZero hermetic lid 
(T.A. Inc). A reference TZero hermetically sealed pan was also prepared in the Ar glovebox. The 
actual mass of polymer in the pans was recorded as the difference in mass of the pan and lid 
before and after polymer addition. In order to ensure the polymers had consistent thermal history, 
the hermetically sealed DSC samples (and reference pan) were subsequently annealed at 135 °C 
in a vacuum oven at -10 mmHg for 24 hours, after which the heater was turned off and the 
samples were allowed to slowly cool. Measurements were performed a minimum of 72 hours 
after the oven heater was turned off. A heat-quench-heat-cool method was used in order to 
determine the PEO melting temperature (Tm,PEO), crystallization temperature (Tc,PEO), and in 
cases where observable, glass transition temperature (Tg,PEO). Details of the DSC method used 
and analysis performed can be found in the supporting information (Section 5.7.4). 
 
5.2.2 Electrochemical Characterization  
 The electrochemical response of the ion-containing block copolymers was monitored 
using Potentiostatic Electrochemical Impedance Spectroscopy (PEIS) on symmetric two-
electrode cells. The samples used for PEIS were prepared by melting polymer into a 1/8 inch 
inner diameter spacer made of 10 mil thick silicone elastomer placed upon a stainless steel shim 
electrode. After filling the spacer with polymer, a second stainless steel shim was placed on top 
to seal the polymer within the spacer and serve as the counter electrode. Aluminum tabs were 
used to contact the stainless steel electrodes, and the entire assembly was vacuum sealed in an 
air-free pouch material (Showa Denko). The samples were subsequently removed from the Ar 
glovebox and mounted to a custom built heating stage for variable temperature electrochemical 
analysis. Triplicate samples of each ion-containing block copolymer were prepared. 
 
 PEIS measurements were performed using a Biologic VMP3 multi-channel potentiostat 
utilizing a 50 mV excitation voltage over a frequency range of 1 MHz to 0.5 Hz. The 
measurements were performed during a cooling temperature scan, where the samples were first 
heated to 130 °C and held at temperature for 3 hours before cooling in 10 °C intervals down to 
30 °C. The samples were equilibrated for 1 hour at each temperature before performing PEIS 
measurements.   
 

Resistance due to ion motion was interpreted as the real impedance of the low frequency 
minimum on a Nyquist plot. In cases of extremely resistive semicrystalline samples, the real 
impedance at 60 Hz was used to approximate the resistance due to ion motion. The ionic 
conductivity (σ) was calculated from the real impedance measurements and the sample geometry 
by 𝜎𝜎 = 𝐿𝐿

𝐴𝐴𝑠𝑠𝑍𝑍𝑅𝑅𝑅𝑅
, where L is the sample thickness, 𝐴𝐴𝑠𝑠 is the area defined by the silicone spacer, and 

𝑍𝑍𝑅𝑅𝑟𝑟 is the real contribution to the impedance measured through PEIS. The reported conductivity 
values represent the average of the three replicate samples, with error bars that represent their 
standard deviation from the mean. 
 
5.2.3 Small and Wide Angle X-Ray Scattering (SAXS/WAXS) 
 X-ray scattering samples were prepared by melt-forming the polymer samples into a 1/8 
inch diameter spacer made of 1/32 inch thick Aflas® rubber. The polymer/spacer assembly was 
subsequently covered with 1 mil Kapton® film windows and enclosed in a custom-built 
hermetically sealing aluminum sample holder. The hermetically sealed samples, as well as an 
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empty reference sample were then removed from the Ar glovebox and annealed in a vacuum 
oven following the same thermal treatment as the DSC samples. SAXS/WAXS experiments 
were performed at Lawrence Berkeley National Laboratory’s Advanced Light Source, Beamline 
7.3.360 using a transmission setup and a custom-built heating stage. Temperature scans were 
replicated using both SAXS and WAXS. For each experiment, the samples were initially 
equilibrated at near ambient conditions (either 30 or 35 °C) where the scattering of 
semicrystalline samples was recorded. The samples were then heated directly to 130 °C and held 
at that temperature for at least 1 hour. The stage was subsequently cooled in 20 °C steps down to 
90 °C or 70°C. Measurements were performed at each temperature upon waiting at least 30 
minutes after the stage reached the set point temperature. Finally, in cases when beamtime was 
available, the samples were quenched directly to 35 °C and allowed to isothermally crystallize 
for at least 90 minutes (note, the stage took ~45 minutes to reach 35 °C), with scattering patterns 
being measured every 10-15 minutes. The sample temperature at each step was determined by 
the reading of a dummy sample with an inserted thermocouple (details in Section 5.7.5). On 
average, the sample temperature was found to be a factor of 0.94 times the stage setpoint 
temperature. For simplicity, we refer to the stage setpoint temperature throughout the text, 
however, all analysis accounts for the temperature offset. 
 

The scatting data were reduced using the Nika macro developed by Jan Ilavsky61 in Igor 
Pro as described in Chapter 2. Isotropic 2D scattering patterns were azimuthally averaged, 
whereas anisotropic 2D images were reduced using sector averaging. The 1D data sets of 
intensity (I) versus the magnitude of the scattering vector (q) were further corrected for sample 
transmission, parasitic scattering from the sample holder (Equations 2.12 and 2.31), and then 
calibrated to absolute units (cm-1) using a glassy carbon intensity standard provided by Jan 
Ilavsky (Sample M13)62, as demonstrated in Chapter 2.6.6. Independent calibration of the SAXS 
and WAXS intensities allows for the I versus q scattering profiles to be combined without 
arbitrary scaling, providing structural information over a wide range of length scales i.e. 0.04 < q 
< 35 nm-1, which in real space probes length-scales from ~150 nm down to ~0.2 nm. For the 
purposes of this work, we limit our analysis to molten samples and structural correlations on the 
order of the polymer chain dimensions (i.e., 0.04 < q < 4 nm-1). Chapter 6 will focus on the 
semicrystalline samples and provide a detailed analysis of the WAXS data. The 2D scattering 
images from all of the samples in the semicrystalline state, as well as the 1D calibrated intensity 
profiles for all samples at all temperatures are provided in Appendix A2. 
 

5.3 Results and Discussion 
 
 The results of the DSC analysis for all of the samples are summarized in Table 5.2 below. 
All samples exhibited PEO melting peaks after the thermal pretreatment described in the 
experimental section; however, crystallization during the cooling scan was significantly 
depressed for PEO-P[(STFSI)2Mg](5-3.2) and was not observed in the PEO-P[(STFSI)Li](5-3.2) 
sample. The inhibited crystallization in these samples facilitated the observation of the glass 
transition of PEO (Tg), whereas the strong crystallization of PEO in the other samples precluded 
the observation of a Tg. 
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Table 5.2: Sample details and results from DSC analysis. A value of “--" indicates that the transition was not 
observed. 

 
 
 The results of the variable-temperature PEIS analysis of the PEO-P[(STFSI)Li] and PEO-
P[(STFSI)2Mg] single-ion conducting block copolymers are shown in Figure 5.2a, where ionic 
conductivity is plotted in Arrhenius fashion versus reciprocal temperature. Qualitatively, at 
temperatures above the melting point of PEO, all of the samples exhibit the modified Arrhenius 
(i.e. Vogel-Tamman-Fulcher, VTF) behavior typical of polymer electrolytes, wherein ion motion 
is linked to the dynamics of the solvating polymer chains12.  At temperatures below the melting 
point of PEO, the crystallization of the PEO chains freezes the dynamics of most samples and 
causes a precipitous drop in ionic conductivity down to the limits of instrumental noise for the 
potentiostat. For clarity we omit the conductivity values from samples that have crystallized; 
however, the data from all temperatures can be found in Figure 5.S7 in the supporting 
information.  
 

The first major takeaway from the conductivity data is that for all molecular weights, the 
lithiated samples exhibit ionic conductivities about an order of magnitude higher than their 
magnesiated counterparts. In principle, the differences in conductivity could be due to either a 
difference in the energetic barrier to ion motion (e.g. activation energy) or in the amount of 
effective charge carriers within the sample. To differentiate between these two potential causes, 
we fit the temperature-dependent data to the well-known VTF equation12: 
 
 

𝜎𝜎(T) =
𝐴𝐴
√T

𝑒𝑒
�−𝐵𝐵 𝑅𝑅�T−�𝑁𝑁𝑔𝑔−50��� �

 (5.1) 

 
where A and B are fitting parameters relating the effective charge carrier concentration and 
pseudo-activation energy, respectively, and Tg is the glass transition temperature of the 
conducting polymer phase. As noted above, only PEO-P[(STFSI)Li](5-3.2) and PEO-
P[(STFSI)2Mg](5-3.2) exhibited Tg’s in DSC. Therefore, the conductivity of the PEO-
P[(STFSI)Li](5-3.2) and PEO-P[(STFSI)2Mg](5-3.2) samples were fit with the VTF equation 
using A and B as adjustable parameters and the measured Tg,PEO from DSC analysis (Table 5.2).  
To limit the number of adjustable parameters in our fits, B was held constant for the rest of the 
lithiated and magnesiated series (BLi = 9.6 +/- 0.1 (kJ/mol) and BMg = 10.5 +/- 0.2 (kJ/mol)). By 
using a constant value for B, we assume that the activation barrier to ion hopping does not 
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change significantly with ion concentration in our samples, but rather the apparent activation 
barrier for ion conduction is only attenuated by differences in polymer dynamics (i.e. the Tg of 
the conducting phase). All fit parameters with their respective uncertainties are listed in Table 
5.S3. We note that value of B determined for the lithiated and magnesiated versions of PEO-
P(STFSI)(5-3.2) are similar, within 10%, and within the range typically observed for PEO-based 
polymer electrolytes with added salt28,101. The major cause of the difference in conductivity 
values observed for the PEO-P[(STFSI)Li] and PEO-P[(STFSI)2Mg] is highlighted in Figure 
5.2b, where A from VTF analysis is plotted versus the volume fraction of ion-containing block, 
𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼. In the case of the lithiated polymers, ALi directly correlates with the total concentration 
of charge, as demonstrated by the linear fit through the origin in Figure 5.2b. The magnesiated 
polymers, however, have a more complex relationship between AMg and 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 , which we 
found to be best described by the quadratic fit through the origin shown in Figure 5.2b. Perhaps 
more importantly, comparing of the absolute values of ALi and AMg reveals that in all cases, AMg 
is more than an order of magnitude lower than ALi. Since it is generally believed that the VTF 
parameter A reflects the concentration of effective charge carriers12, we conclude that the 
concentration of free magnesium ions in the PEO-P[(STFSI)2Mg] samples is approximately an 
order of magnitude smaller than that of free lithium in the PEO-P[(STFSI)Li]  samples. This 
behavior is consistent with the nature of the charged species; one expects less dissociation in 
systems with divalent cations such as Mg2+ when compared to monovalent cations such as Li+. 
We note that further work is needed to establish the efficacy of Mg2+ transport in our polymers. 
For example, in addition to less dissociation, one may also expect a decrease is mobility of 
divalent cations due to their ability to bind two different polymer chains, thereby creating 
physical crosslinks.  Furthermore, it is important to measure steady-state currents in symmetric 
Mg-polymer-Mg cells to ascertain that our electrolyte is a single-ion conductor. We note that 
such experiments are much more difficult than the analogous experiments on lithiated 
polymers35–37 due to difficulties in reversible stripping and plating of magnesium97,102,103. 
 

While there is considerable data on conductivity of lithium single-ion conductors35–37,104, 
to our knowledge, there are no studies reporting conductivity values for magnesium single-ion 
conductors. Most work in the development of Mg2+ electrolytes has focused on liquid 
systems97,103,105, and many of the studies on polymer electrolytes have used divalent salts that do 
not solvate as readily as those composed of the bis(trifluoromethanesulfonyl)imide (TFSI) anion 
(e.g. Mg(TFSI)2)106–108. The work of Lee and Allcock109, wherein they directly compare the 
conductivities of electrolytes prepared from LiTFSI and Mg(TFSI)2 with the same polymer, 
poly[bis(2-(2-methoxyethoxy)ethoxy)phosphazene] (MEEP) seems most relevant to this work. 
They observed similar conductivities between MEEP/LiTFSI and MEEP/Mg(TFSI)2 samples, 
thus electrolytes composed of divalent cations do not have intrinsically lower conductivities than 
those composed of monovalent cations. Lee and Allcock hypothesized that the measured 
conductivities were due predominantly to anion motion, although they did not attempt to 
measure steady-state currents to prove that conjecture. In our case, anion motion is precluded, 
thus we attribute our observed conductivity values to the motion of Li+ and Mg2+. We have not 
found any evidence that the motion of Mg2+ is intrinsically limited in this new class of single-ion 
conducting block copolymers. 
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Figure 5.2: (a) Measured temperature-dependent ionic conductivity for all ion-containing block copolymer samples. 
Closed symbols correspond to Li+ and open symbols correspond to Mg2+ with purple squares = PEO-P(STFSI)(5-
1.1); cyan triangles = PEO-P(STFSI)(5-2.0); and red diamonds = PEO-P(STFSI)(5-3.2). Solid curves represent the 
non-linear least squares fits to Equation 5.1. The shaded region denotes temperatures below the melting point of 
PEO where crystallization is expected to occur. (b) The VTF fit coefficient A, reflecting the number of effective 
charge carriers per volume, plotted as a function of the volume fraction of ion-containing block for both the lithiated 
and magnesiated polymers. Error bars represent the uncertainty in the value for A from the least squares regression 
of the VTF fitting, and solid line/curve represent the least squares best fits to the data: 𝐴𝐴𝐿𝐿𝑖𝑖 = 1.68𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼  and 
𝐴𝐴𝑀𝑀𝑐𝑐 = 0.136𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 − 0.33𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼2 . 
  
 

Figure 5.3 shows the x-ray scattering profiles of both sets of polymers in absolute units, 
with the absolute scattering intensity of PEO(5) for reference at 90 °C (in the melt state). These 
profiles were obtained by combining the SAXS and WAXS data as described in the experimental 
section. The lack of scattering peaks in the SAXS profiles for PEO-P[(STFSI)Li] in Figure 5.3a 
is consistent with previous observations36,37. The SAXS profile of PEO-P[(STFSI)Li](5-3.2) 
contains a weak shoulder in the vicinity of q = 2.5 nm-1.  This may be due to the so-called 
ionomer peak110, reflecting the presence of ionic domains with an average inter-domain spacing 
of ~2.5 nm.  Determining the nature of these domains is beyond the scope of the present study. 
The SAXS profiles for PEO-P[(STFSI)2Mg], on the other hand, contain a broad primary 
scattering peak. The lack of higher order peaks suggests that the primary scattering peak reflects 
disordered concentration fluctuations65. The position of the primary peak shifts to lower q-values 
as the P[(STFSI)2Mg]  block length increases, consistent with the theory of Leibler65.  
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Figure 5.3: Combined SAXS/WAXS profiles for (a) PEO-P[(STFSI)Li] (closed symbols) and (b) PEO-
P[(STFSI)2Mg] (open symbols) samples after cooling from 130 °C down to 90 °C, scattering intensity, I, is plotted 
versus the magnitude of the scattering vector, q. Purple squares/curves = PEO-P(STFSI)(5-1.1); cyan 
triangles/curves = PEO-P(STFSI)(5-2.0); and red diamonds/curves = PEO-P(STFSI)(5-3.2). For clarity, SAXS data 
markers are only plotted for every 15th data point and WAXS data are represented by lines only. Scattering from 
PEO(5) is shown for reference (open grey circles/curves) on both plots. All intensities are presented on an absolute 
scale. The dashed vertical lines indicate our demarcation between the SAXS and WAXS scattering regimes, which 
we chose based on the intensity upturn from the first amorphous WAXS halo. The feature in the scattering data near 
q = 4 nm-1 is due to imperfect subtraction of the scattering from the kapton sample holder windows. 
 
 Theoretical predictions for scattering profiles from ion-containing block copolymers have 
not yet been proposed. Lacking a better alternative, we use the mean field theory of uncharged 
block copolymers proposed by Leibler65 to analyze our scattering profiles. In Figure 5.4 we show 
least-squares fits of the well-known Leibler structure factor65,111 modified to account for polymer 
chain length dispersity69 for the magnesiated block copolymers. The fitted parameters for the 
magnesiated samples are the overall polymer radius of gyration (Rg), which is determined by the 
position of the scattering peak, and the Flory-Huggins interaction parameter (χ) between PEO 
and P(STFSI). Detailed information regarding the fitting procedure is provided in the supporting 
information (Section 5.7.7). As demonstrated in Figure 5.4, the Leibler structure factor provides 
a reasonable fit to the PEO-P[(STFSI)2Mg] scattering . The excess scattering intensity for low q-
values seen in the magnsiated block copolymer data in Figure 5.4 is similar to that observed in 
other ion-containing block copolymers26,28,34. Encouraged by the results from PEO-
P[(STFSI)2Mg], we also attempted to model the scattering from the PEO-P[(STFSI)Li]. The 
radius of gyration of the lithiated samples could not be determined from x-ray scattering due to 
the lack of a scattering peak. Lacking a better alternative, we used the radius of gyration (Rg) 
values determined from the matched PEO-P[(STFSI)2Mg] sample for each lithiated sample. Thus 
the only adjustable parameter for the Leibler structure factor of the PEO-P[(STFSI)Li] samples 
was the Flory-Huggins interaction parameter (χ). The χ parameters reported here are based on a 
reference volume of 0.1 nm3. All parameters obtained from the fits described here are given in 
Table 5.S4-Table 5.S6 in the supporting information. 
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The dependence of the Flory-Huggins interaction parameter on φPSTFSI for both lithiated 
and magnesiated block copolymers at 90 °C is shown in Figure 5.4d. In the case of magnesiated 
copolymers, χ  is positive and decreases with increasing φPSTFSI. In contrast, χ  values obtained 
from PEO-P[(STFSI)Li](5-2.0) and PEO-P[(STFSI)Li](5-3.2) are negative, i.e. no positive value 
of χ could suitably model the scattering from the PEO-P[(STFSI)Li](5-2.0) and PEO-
P[(STFSI)Li](5-3.2) samples. The black dashed curves in Figure 5.4a-c indicate the predicted 
scattering for χ = 0. The only lithiated sample with a positive χ is PEO-P[(STFSI)Li](5-1.1).  
 

 
Figure 5.4: (a-c) Scattering intensity, I, versus magnitude of the scattering vector, q, of lithiated and magnesiated 
pairs at 90 oC.  Experimental data were fit to Leibler’s mean field theory to estimate the Flory-Huggins interaction 
parameter, χ.  Experimental data: lithiated samples = blue triangles; magnesiated samples = gold squares (symbols 
overlap due to high resolution).  Theoretical fits: lithiated samples = solid magenta curves; magnesiated sample = 
solid dark gold curves.  The dashed black curves indicate the model prediction for χ = 0. (d) The fitted χ-parameter 
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values used to model the data in (a-c) versus the volume fraction of ion-containing polymer block, φPSTFSI. Values 
for PEO-P[(STFSI)Li] samples (χLi) are indicated by blue triangles and those for PEO-P[(STFSI)2Mg] (χMg) are 
denoted by gold squares. The χ = 0 axis value is denoted by a dashed line for reference. 
 
 The fitting procedure described above was applied to data obtained at 110 and 130 °C to 
determine the temperature dependence of χLi and χMg. Figure 5.5a shows the result of this 
analysis in a plot of χ versus inverse temperature. The solid lines through each data set represent 
the linear least-squares fit to Equation 5.2 below 
 
 

𝜒𝜒(T) = 𝛼𝛼 +
𝛽𝛽
T

 (5.2) 

 
where 𝛼𝛼 and 𝛽𝛽 are the fit parameters. In Figure 5.5b, we plot 𝛼𝛼 versus φPSTFSI for both PEO-
P[(STFSI)Li] (αLi) and PEO-P[(STFSI)2Mg] (αMg) samples. αLi and αMg have qualitatively 
opposite trends:  αLi increases with increasing φPSTFSI while αMg decreases with increasing 
φPSTFSI. In Figure 5.5c, we plot β versus φPSTFSI for both sets of PEO-P[(STFSI)Li] (βLi) and 
PEO-P[(STFSI)2Mg] (βMg) samples. βLi is negative and decreases with increasing φPSTFSI. In 
contrast, the βMg values are negligibly small and essentially independent of φPSTFSI.  
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Figure 5.5: (a) Flory-Huggins interaction parameter, χ, determined by fitting SAXS data versus reciprocal 
temperature.  Closed symbols correspond to Li samples and open symbols correspond to Mg samples, with purple 
squares = PEO-P(STFSI)(5-1.1); cyan triangles = PEO-P(STFSI)(5-2.0); and red diamonds = PEO-P(STFSI)(5-3.2). 
Solid lines indicate the linear least squares fits to Equation 5.2. Dotted line indicates χ = 0.  (b) The fitting constant 
(𝛼𝛼) from Equation 5.2 determined from the linear fits in (a) plotted versus volume fraction of the ion-containing 
block, φPSTFSI. Values for PEO-P[(STFSI)Li] samples (αLi) are indicated by blue triangles and those for PEO-
P[(STFSI)2Mg] (αMg) are denoted by gold squares. (c) The fitting constant (𝛽𝛽) from Equation 5.2 determined from 
the linear fits in (a) plotted versus φPSTFSI. Values for PEO-P[(STFSI)Li] samples (βLi) are indicated by blue triangles 
and those for PEO-P[(STFSI)2Mg] (βMg) are denoted by gold squares. Error bars in (b-c) represent the fitting error in 
the parameters and solid lines through the αLi and βLi data indicate the linear least square fits: 𝛼𝛼𝐿𝐿𝑖𝑖 = 0.2 +
1.5𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 and 𝛽𝛽𝐿𝐿𝑖𝑖 = 70 − 1.3 × 103𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼. The dotted line in (c) indicates 𝛽𝛽 = 0. 
 

In Figure 5.6, we plot 𝛽𝛽 obtained from analysis of the SAXS data versus A obtained from 
analysis of the PEIS data. It is evident that 𝛽𝛽 and A are correlated, suggesting a relationship 
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between ion dissociation and self-assembly. In the case of PEO-P[(STFSI)2Mg] samples where 
little ion-dissociation occurs, the polymer morphology resembles that of a typical disordered 
diblock copolymer, with concentration fluctuations on length-scales on the order of the radius of 
gyration of the polymer chains. In the case of PEO-P[(STFSI)Li], on the other hand, dissociation 
of the lithium ions suppresses concentration fluctuations. Figure 5.6 provides evidence for the 
fact that dissociated lithium ions induce mixing of PEO and P(STFSI)Li blocks due to favorable 
interactions between the ions and PEO.   
 

 
Figure 5.6: Parameter β, which quantifies the temperature-dependence χ (𝜒𝜒(𝑇𝑇) = 𝛼𝛼 + 𝛽𝛽

𝑁𝑁
), plotted as a function of 

the VTF parameter related to the effective charge carrier concentration (A) for all samples. Error bars represent the 
fitting uncertainty for each parameter and the solid line is the best fit to the data accounting for the errors in both 
axes: 𝛽𝛽 = −670𝐴𝐴 + 5.9.  
 
 

5.4 Conclusion 
 

In the pursuit of developing high energy-density batteries with metallic anodes, single-ion 
conducting block copolymers represent an exciting class of materials that has demonstrated 
improvements in battery performance.35 In this work, we report on the synthesis of a matched set 
of lithiated and magnesiated single-ion conducting block copolymers, PEO-P[(STFSI)Li] and 
PEO-P[(STFSI)2Mg]. The melt morphology of the block copolymers was studied by X-ray 
scattering, and temperature dependence of ionic conductivity was determined by PEIS 
experiments. The effective Flory-Huggins interaction parameter (χ) for PEO/P[(STFSI)Li] and 
PEO/P[(STFSI)2Mg] was estimated by analyzing the X-ray scattering data using the mean-field 
theory of Leibler. The VTF equation was used to analyze the conductivity data. We demonstrate 
a linear relationship between the parameter β that characterizes the temperature dependence of χ 
and the VTF parameter A, which reflects the concentration of effective charge carriers. We thus 
demonstrate that block copolymer polymer self-assembly is coupled to ion dissociation.  
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There is great interest in using microphase separated block copolymers as electrolytes 
due to their ability to decouple electrical and mechanical properties.19,22 In these systems, the 
microphase separation is driven by thermodynamic incompatibility between the polymer blocks, 
quantified by the product χN. For example, in the case of symmetric block copolymers, 
microphase separation will occur if χN exceeds 10.5.65 For the copolymers used in this study, 
microphase separation is predicted to occur if χN exceeds values ranging from 11 to 30, 
depending on φPSTFSI. While the χ-values determined for the magnesiated samples suggest that 
microphase separation might occur at larger chain lengths (i.e. larger N) than those used in this 
study, the values of χ determined for lithiated samples are negative in most cases. We thus 
predict that PEO-P[(STFSI)Li] will be homogeneous (i.e. not microphase separated), regardless 
of chain length. (Crystallization of the PEO block can lead to microphase separation in these 
systems36,37, but this phenomenon is not of interest in this study because crystalline PEO is 
essentially non-conducting). We have shown that microphase separation only occurs in the 
absence of ion dissociation. Thus, while we may be able to obtain microphase separated PEO-
P[(STFSI)2Mg] samples, the ionic conductivity of these samples is likely to be very low. To 
obtain mechanically rigid single-ion conducting block copolymers, it will be necessary to 
synthesize ABC triblock polymers with an additional incompatible C-block to provide 
mechanical support (e.g. PEO-P[(STFSI)Li]-PS).  
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5.6 Nomenclature 
5.6.1 Abbreviations 
AgB Silver Behenate 
DSC Differential Scanning Calorimetry 
EO Ethylene Oxide 
1H NMR Proton Nuclear Magnetic Resonance 
INAA Instrumental Neutron Activation Analysis 
MEEP poly[bis(2-(2-methoxyethoxy)ethoxy)phosphazene] 
PEIS Potentiostatic Electrochemical Impedance Spectroscopy 
PEO Poly(ethylene oxide) 
PEO-P[(STFSI)Li] Poly(ethylene oxide)-b-poly[(styrene-4-

sulfonyltrifluoromethylsulfonyl)imide lithium] 
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PEO-P[(STFSI)2Mg] Poly(ethylene oxide)-b-poly[(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide magnesium] 

P(STFSI) poly[(styrene-4-sulfonyltrifluoromethylsulfonyl)imide] – unspecified ion 
PS Polystyrene 
S-D Sample to Detector Distance 
SAXS Small Angle X-ray Scattering 
TFSI bis(trifluoromethanesulfonyl)imide 
VTF Vogel-Tamman-Fulcher 
WAXS Wide Angle X-Ray Scattering 

 
5.6.2 Symbols 
A Effective charge carrier concentration (from VTF fit), Scm-1K0.5 

As Conductivity sample electrode area, cm2 
B Effective activation barrier (from VTF fit), kJmol-1 

I Scattering intensity, cm-1 

L Conductivity sample thickness, cm 
Mn,PEO Number average molecular weight of PEO block, kg mol-1 

Mn,PSTFSI Number average molecular weight of P(STFSI) block, kg mol-1 

NPEO Number average degree of polymerization of PEO block, - 

NPSTFSI Number average degree of polymerization of P(STFSI) block, - 

q Magnitude of the scattering vector, nm-1 

R Gas constant, kJmol-1K-1 

Rg Radius of gyration, nm 
T Temperature, K 
Tg Glass transition temperature, K 
Tm,PEO Melting temperature of PEO, K 
ZRe Real component of conductivity sample impedance, Ω 

 
5.6.3 Greek 
α Temperature-independent contribution to the interaction parameter, - 
β Temperature-dependent contribution to the interaction parameter, K 
χ Monomer-monomer interaction parameter, - 

φPSTFSI Volume fraction of the P(STFSI) block, - 
λ Scattering wavelength, nm 
ρPSTFSI Density of poly[(styrene-4-sulfonyltrifluoromethylsulfonyl)imide], gcm-3 

θ Scattering angle, rad 
σ Ionic conductivity, Scm-1 

 

5.7 Supporting Information 
5.7.1 Gel Permeation Chromatography 

Gel permeation chromatography (GPC) was performed on the ion-containing block 
copolymers as well as the PEO macro-initiator. The GPC configuration used was the same as 
described previously36 with the solvent being a mixture of acetonitrile and water. Figure 5.S1 
demonstrates the shift in the PEO(5)-Blocbuiler MA macro-initiator peak upon polymerization 
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of the ion-containing block to form the single-ion conducting diblock copolymer. The peak 
located at 19 mL is due to PEO(5) homopolymer that was not functionalized with the 
Blocbuilder MA initiator; upon functionalization with Blocbuilder MA, PEO(5) elutes at the 
lower volume of 17.5 mL. We attribute this shift to specific interactions between the Blocbuilder 
molecules and the GPC column. The weak peak at 19mL indicates that a small amount of 
PEO(5) homopolymer impurity remains in all samples. 
 

 
Figure 5.S1: Chromatograms of PEO(5)-Blocbuiler MA macro-initiator (grey circles/lines), PEO-P(STFSI)(5-1.1) 
(purple squares/lines), PEO-P(STFSI)(5-2.0) (cyan triangles/lines), and PEO-P(STFSI)(5-3.2) (red diamonds/lines). 
Data markers are plotted every 200 data points.  
 
5.7.2 Nuclear Magnetic Resonance Spectroscopy 

1H nuclear magnetic resonance (NMR) was performed on the ion-containing diblock 
copolymers to determine the number average degree of polymerization of the ion-containing 
block. The spectra contribution from the phenyl protons on the ion-containing block was 
determined by integrating the broad peaks between 6-9 ppm (1Hph). The contributions from the 
ethylene oxide protons, as well as the methoxy endgroup of the PEO chains were determined by 
peak fitting the entire spectra between 1-4.6ppm, and selecting the peaks at 3.53 (1HEO) and 3.26 
(1HMeO). Finally, the contribution from the carboxylic acid of the blocboulder MA endgroup was 
determined by integrating the peak near 12ppm between 11-13ppm (1HCOOH). The spectra of all 
three block copolymer molecular weights are superimposed in Figure 5.S2, with insets 
highlighting each region of interest. The peak areas from integration and fitting are provided in 
Table 5.S1 along with the calculations of the degree of polymerization of the PEO macro-
initiator determined through end group analysis (NEO/MeO). The degree of polymerization of 
P(STFSI) determined through endgroup analysis from the methoxy (NPSTFSI/MeO) and carboxylic 
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acid endgroups (NPSTFSI/COOH), as well as through the ratio PEO backbone protons (NPSTFSI/EO). 
The degree of polymerization of P(STFSI) determined through endgroup analysis from the 
methoxy endgroups (NPSTFSI/MeO) is reported in the main text and is used for subsequent analysis. 
 

 
Figure 5.S2: 1H NMR spectra of each ion-containing block copolymer: PEO-P(STFSI)(5-1.1) in red, PEO-
P(STFSI)(5-2.0) in green, and PEO-P(STFSI)(5-3.2) in blue. (i) inset magnifying the carboxylic acid endgroup peak. 
(ii) inset magnifying the styrenic proton peaks. (iii) inset showing the region which was fit to extract the EO proton 
and methoxy endgroup proton peaks. (iv) Inset magnifying the methoxy endgroup peak. 
 
Table 5.S1: Results from NMR analysis of the ion-containing block copolymers. 

 
 
5.7.3 Elemental Analysis 

Instrumental Neutron Activation Analysis from performed by Elemental Analysis Inc. on 
the magnesiated ion-containing block copolymers. The fluorine (F), magnesium (Mg), chlorine 
(Cl), and potassium (K) nuclei were probed. Based on the chemical structure of the PTFSI 
polymer backbone, we anticipate 6 F nuclei for every 1 Mg nucleus in order to maintain charge 
electroneutrality; however, in all cases we observe an excess of Mg. Cl could in principle supply 
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the additional negative charges to balance the excess of Mg, however, the INAA analysis 
indicates that there is not a sufficient amount present within the samples. To gain more clarity, 
we calculate the apparent net charge within the samples, and then normalize the net charge by 
the total expected charge of the polymer backbone from the F nuclei (net charge per chain). We 
find that on average there is an excess of 2+ charge per chain, or one additional Mg nuclei per 
chain (Table 5.S2). Although we have not completely confirmed the cause of this discrepancy, 
we suggest that the carboxylic acid proton from the blocbuilder MA endgroup could be ion-
exchanged with magnesium to account for one of the excess charges. It remains unclear what 
balances the second charge. 
 
 
Table 5.S2: Results from the INAA of the magnesiated ion-containing block copolymers. 

 
 
 
5.7.4 Thermal Analysis 

The differential scanning calorimetry (DSC) measurements were performed as follows. 
The samples were loaded into the DSC and equilibrated at 30 °C, then a heat scan of 5 °C/min 
was used to reach 130 °C. PEO melting temperature (Tm,PEO) was extracted from this scan. 
Samples were then held isothermally for 20 minutes in order to let them equilibrate. Next, the 
samples were equilibrated directly to -80 °C and heated at 10 °C/min back up to 130 °C. If 
observed, the Tg of PEO (Tg,PEO) was determined from this scan using the inflection point of the 
change in slope with “Glass/Step Transition” function in the TA Universal Analysis software 
package. Finally, a controlled cooling scan of 5 °C/min from 130 °C down to 0, -20, or -80 °C 
was used to determine the crystallization point of PEO (Tc,PEO). The data from each scan are 
shown in Figure 5.S3-Figure 5.S5 below. 
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Figure 5.S3: First heating thermograms of the samples after controlled thermal pretreatment. (a) Lithiated samples: 
PEO-P[(STFSI)Li](5-1.1) filled purple squares, PEO-P[(STFSI)Li](5-2.0) filled cyan triangles, PEO-
P[(STFSI)Li](5-3.2) filled red diamonds, and PEO(5) open grey circles. (b) Magnesiated samples: PEO-
P[(STFSI)2Mg](5-1.1) open purple squares, PEO-P[(STFSI)2Mg](5-2.0) open cyan triangles, PEO-
P[(STFSI)2Mg](5-3.2) open red diamonds, and PEO(5) open grey circles. Exotherms are up and data markers are 
plotted every 50th data point. 
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Figure 5.S4: Second heating thermograms of the samples after quenching to -80 °C. (a) Lithiated samples: PEO-
P[(STFSI)Li](5-1.1) filled purple squares, PEO-P[(STFSI)Li](5-2.0) filled cyan triangles, PEO-P[(STFSI)Li](5-3.2) 
filled red diamonds, and PEO(5) open grey circles. (b) Magnesiated samples: PEO-P[(STFSI)2Mg](5-1.1) open 
purple squares, PEO-P[(STFSI)2Mg](5-2.0) open cyan triangles, PEO-P[(STFSI)2Mg](5-3.2) open red diamonds, 
and PEO(5) open grey circles. Exotherms are up and data markers are plotted every 50th data point. 
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Figure 5.S5: Controlled second cooling scan. (a) Lithiated samples: PEO-P[(STFSI)Li](5-1.1) filled purple squares, 
PEO-P[(STFSI)Li](5-2.0) filled cyan triangles, PEO-P[(STFSI)Li](5-3.2) filled red diamonds, and PEO(5) open 
grey circles. (b) Magnesiated samples: PEO-P[(STFSI)2Mg](5-1.1) open purple squares, PEO-P[(STFSI)2Mg](5-2.0) 
open cyan triangles, PEO-P[(STFSI)2Mg](5-3.2) open red diamonds, and PEO(5) open grey circles. Exotherms are 
up and data markers are plotted every 50th data point. 
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5.7.5 SAXS/WAXS Temperature Stage Calibration 
 A temperature calibration dummy SAXS/WAXS sample was prepared in a manner 
identical to the samples described in the main text; however, a small thermocouple was 
imbedded in the polymer before the holder was sealed up. No scattering data was recorded from 
this sample. The polymer temperature within the dummy sample at a number of different stage 
setpoint temperatures along with a linear regression analysis are provided in Figure 5.S6 below. 
This regression was used to determine the actual sample temperatures from the X-ray scattering 
experiments.   
 

 
Figure 5.S6: Results from the temperature calibration dummy sample. Data are plotted as open squares, the black 
line indicates the linear best fit to the data (equation provided on plot), and the red lines indicate the 99% prediction 
interval based upon the regression analysis. We note that the data shown are from both heating and cooling; however 
they superimpose perfectly and cannot be distinguished. 
 
5.7.6 Electrochemical Analysis 

The ionic conductivity values for all single-ion conducting polymers are provided in 
Figure 5.S7 below. As described in the main text, the ionic conductivity versus temperature data 
was fit with the VTF equation to decouple the charge carrier concentration and energetic 
activation barrier contributions. The fitted parameters are listed in Table 5.S3 below. 
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Figure 5.S7: Measured temperature-dependent ionic conductivity for all ion-containing block copolymer samples. 
Closed symbols correspond to Li+ and open symbols correspond to Mg2+ with purple squares = PEO-P(STFSI)(5-
1.1); cyan triangles = PEO-P(STFSI)(5-2.0); and red diamonds = PEO-P(STFSI)(5-3.2). Solid lines represent the 
non-linear least squares best fit to the VTF equation. In most cases, error bars, which represent the standard 
deviation from 3 replicate samples, are smaller than the data markers. 
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Table 5.S3: VTF parameters determined through the nonlinear least squares fitting of temperature-dependent 
conductivity data. Italic values in square brackets were held constant during the least squares minimization and the 
values in parentheses represent the standard deviation of the fitting error for the last significant digit of the fitted 
parameter. 

 
a Value determined through DSC analysis 

 
 
5.7.7 SAXS Data Modeling 

The scattering of the ion-containing diblock copolymers above the melting temperature 
of PEO was modeled by a structure factor based on RPA formulation by Leibler65. The absolute 
scattering intensity was calculated by 
 
 𝐼𝐼𝐿𝐿𝑟𝑟𝑖𝑖𝑜𝑜𝐿𝐿𝑟𝑟𝑟𝑟(𝑞𝑞)[cm−1] = (𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟𝑆𝑆𝐴𝐴𝐴𝐴_𝐿𝐿𝑟𝑟𝑖𝑖𝑜𝑜𝐿𝐿𝑟𝑟𝑟𝑟(𝑞𝑞) (S5.1) 

 
Where 𝐵𝐵𝐴𝐴 and 𝐵𝐵𝐵𝐵 are the x-ray scattering length densities of each polymer block, 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 is the 
volume of lattice site used in the RPA derivation, and 𝑆𝑆𝐴𝐴𝐴𝐴_𝐿𝐿𝑟𝑟𝑖𝑖𝑜𝑜𝐿𝐿𝑟𝑟𝑟𝑟(𝑞𝑞) is the structure factor. In this 
work, the scattering length densities were approximated using Equation S5.2 
 
 

𝐵𝐵𝑖𝑖(cm−2) ≈
r𝑟𝑟(cm electron−1)𝑧𝑧𝑖𝑖°(electrons mon−1)
𝑣𝑣𝑖𝑖(nm3 mon−1)1 × 10−21(cm3 nm−3)  (S5.2) 

 
where the subscript i refers to species A or B, r𝑟𝑟 = 2.81 × 10−13 is the cross sectional scattering 
radius of a free electron, 𝑧𝑧𝑖𝑖° is the total number of electrons per monomer unit, and 𝑣𝑣𝑖𝑖 is the 
monomer volume. For the purposes of this study, the monomer volumes were calculated from the 
monomer molecular mass (𝑀𝑀𝑖𝑖

°) and polymer mass density (𝜌𝜌𝑖𝑖) through 
 
 

𝑣𝑣𝑖𝑖(nm3 mon−1) =
𝑀𝑀𝑖𝑖

°(g mol−1)1 × 1021(nm3 cm−3)
𝜌𝜌𝑖𝑖(g cm−3)N𝐴𝐴𝐴𝐴(mon mol−1)  (S5.3) 

 
where N𝐴𝐴𝐴𝐴 = 6.023 × 1023 is Avogadro’s number. The reference volume used throughout this 
work is  
 
 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟(vol site−1) = 0.1 nm3 site−1 = 1 × 10−22cm3 site−1 (S5.4) 

 
and the Leibler structure factor can be broken down into the ideal structure factors (𝑆𝑆𝐴𝐴𝐴𝐴° , 𝑆𝑆𝐵𝐵𝐵𝐵° , and 
𝑆𝑆𝐴𝐴𝐵𝐵° ) of each block and the entire chain by Equation S5.5. 
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𝑆𝑆𝐴𝐴𝐴𝐴_𝐿𝐿𝑟𝑟𝑖𝑖𝑜𝑜𝐿𝐿𝑟𝑟𝑟𝑟(𝑞𝑞) = �
𝑆𝑆𝐴𝐴𝐴𝐴° (𝑞𝑞) + 𝑆𝑆𝐵𝐵𝐵𝐵° (𝑞𝑞) + 2𝑆𝑆𝐴𝐴𝐵𝐵° (𝑞𝑞)

𝑆𝑆𝐴𝐴𝐴𝐴° (𝑞𝑞)𝑆𝑆𝐵𝐵𝐵𝐵° (𝑞𝑞) − �𝑆𝑆𝐴𝐴𝐵𝐵° (𝑞𝑞)�
2 − 2𝜒𝜒𝐴𝐴𝐵𝐵�

−1

 (S5.5) 

 
where 𝜒𝜒𝐴𝐴𝐵𝐵  is the monomer-monomer interaction parameter for the two chemically different 
blocks. The ideal structure factor for self-interactions of a polymer chain is 
 
 𝑆𝑆𝑖𝑖𝑖𝑖° (𝑞𝑞) = 𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟𝑃𝑃(𝜙𝜙𝑖𝑖) (S5.6) 

 
where 𝜙𝜙𝑖𝑖  is the volume fraction occupied by species i, 𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟  is the number of lattice sites 
occupied per chain, and 𝑃𝑃𝑖𝑖(𝑞𝑞) is the form factor of an isolated chain. In the case of a diblock 
copolymer melt, all sites are occupied by either monomers of A or B, thus the total number of 
lattice sites per chain is 
 
 𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑁𝑁𝑖𝑖

𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑁𝑁𝑗𝑗
𝑟𝑟𝑟𝑟𝑟𝑟 (S5.7) 

 
 
and the volume fraction of either species can be defined as 
 
 

𝜙𝜙𝑖𝑖 ≡
𝑁𝑁𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟

𝑁𝑁𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑁𝑁𝑗𝑗

𝑟𝑟𝑟𝑟𝑟𝑟 (S5.8) 

 
where subscript 𝑗𝑗 refers to the second polymer block. The number of sites occupied per chain 
was calculated from its degree of polymerization (𝑁𝑁𝑖𝑖), monomer volume (𝑣𝑣𝑖𝑖), and the lattice site 
volume (𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟) through 
 
 

𝑁𝑁𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟(sites chain−1) ≡

𝑁𝑁𝑖𝑖(mon chain−1)𝑣𝑣𝑖𝑖(nm3 mon−1)
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟(nm3 site−1)  (S5.9) 

 
where the degree of polymerization was calculated from the number average molecular weight 
(𝑀𝑀𝑐𝑐,𝑖𝑖) by  
 
 

𝑁𝑁𝑖𝑖(mon chain−1) =
𝑀𝑀𝑐𝑐,𝑖𝑖[g mol(chain)−1]
𝑀𝑀𝑖𝑖

°[g mol(mon)−1]
 (S5.10) 

 
For simplicity, the isolated chain form factor (𝑃𝑃𝑖𝑖(𝜙𝜙𝑖𝑖)) for each polymer block was assumed to be 
a Gaussian coil, which is given by the Debye relation modified for chain length dispersity25,69 
 
 

𝑃𝑃(𝜙𝜙𝑖𝑖) =
2
𝑢𝑢2 �

𝜙𝜙𝑖𝑖𝑢𝑢 − 1 + �
𝑘𝑘

𝑘𝑘 + 𝜙𝜙𝑖𝑖𝑘𝑘
�
𝑘𝑘

� ;  𝑢𝑢 ≡ 𝑞𝑞2𝑅𝑅𝑐𝑐2 (S5.11) 
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Where k is the dispersity index, q is the magnitude of the scattering vector, 𝑅𝑅𝑐𝑐 is the radius of 
gyration of the entire polymer. The radius of gyration can be approximated by 
 
 

𝑅𝑅𝑐𝑐 = �𝑅𝑅𝑐𝑐,𝑖𝑖
2 + 𝑅𝑅𝑐𝑐,𝑗𝑗

2  (S5.12) 

 
Where the subscripts i and j refer to each polymer block, whose radius of gyration can be 
approximated by 
 
 

𝑅𝑅𝑐𝑐,𝑖𝑖
2 =

𝑁𝑁𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟�𝑙𝑙𝑖𝑖

𝑟𝑟𝑟𝑟𝑟𝑟�
2

6
 (S5.13) 

 
Where 𝑙𝑙𝑖𝑖

𝑟𝑟𝑟𝑟𝑟𝑟 is the statistical segment length based on the same reference volume used to calculate 
𝑁𝑁𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟112.  

 
The ideal structure factor of the corresponding diblock copolymer consisting of two polydisperse 
Gaussian coils is given by Equation S5.14 
 
 

𝑆𝑆𝑖𝑖𝑗𝑗° (𝑞𝑞) =
𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟

2
�𝑃𝑃(1) − 𝑃𝑃(𝜙𝜙𝑖𝑖) − 𝑃𝑃�𝜙𝜙𝑗𝑗�� (S5.14) 

 
 

The modeled scattering profiles shown in the main text were calculated using Equation 
S5.1 along with an additional function ( 𝐼𝐼𝑜𝑜𝑘𝑘𝑐𝑐(𝑞𝑞) ) to account for scattering due to other 
phenomena not related to the nanoscale morphology of the polymer. In this case, the intensity 
due to random density fluctuations within the material (𝐼𝐼𝑟𝑟𝐿𝐿) was modeled as a constant value over 
all angles, and the high intensity upturn at low scattering angles (approaching the beamstop) was 
modeled with a power law (𝐼𝐼𝑃𝑃𝑤𝑤𝑟𝑟(𝑞𝑞)) as shown in Equation S5.15. The physical origins of the 
power law scattering at low q, which is commonly observed in SAXS, are unclear; however, they 
are well-fit to the power law expression and thus can be neglected when interpreting the 
scattering due to polymer microstructure that appears at higher q values. 
 
 𝐼𝐼𝑜𝑜𝑘𝑘𝑐𝑐(𝑞𝑞) = 𝐼𝐼𝑟𝑟𝐿𝐿 + 𝐼𝐼𝑃𝑃𝑤𝑤𝑟𝑟(𝑞𝑞) = 𝑦𝑦0 + 𝑦𝑦1𝑞𝑞−𝑦𝑦2 (S5.15) 

 
The modeled intensities shown in Figure 5.5a-c of the main text were generated by Equation 
S5.16 
 
 𝐼𝐼𝑚𝑚𝑜𝑜𝑑𝑑𝑟𝑟𝐿𝐿(𝑞𝑞) = 𝐼𝐼𝐿𝐿𝑟𝑟𝑖𝑖𝑜𝑜𝐿𝐿𝑟𝑟𝑟𝑟(𝑞𝑞) + 𝐼𝐼𝑜𝑜𝑘𝑘𝑐𝑐(𝑞𝑞) (S5.16) 

 
With the exception of k, 𝜌𝜌𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 , 𝑅𝑅𝑐𝑐 , and 𝜒𝜒𝐴𝐴𝐵𝐵 , all parameters required to model 

𝐼𝐼𝐿𝐿𝑟𝑟𝑖𝑖𝑜𝑜𝐿𝐿𝑟𝑟𝑟𝑟(𝑞𝑞) were determined experimentally or from literature estimates. The molecular weights 
of PEO and the P(STFSI) blocks were determined, as described earlier by GPC and NMR, 
respectively. The temperature-dependent density of amorphous PEO was approximated by 
𝜌𝜌𝑃𝑃𝑆𝑆𝑆𝑆(T) = 1.139 − 7.31 × 10−4T(°C) according to the polymer handbook113 and 𝑙𝑙𝑃𝑃𝑆𝑆𝑆𝑆

𝑟𝑟𝑟𝑟𝑟𝑟 = 0.72 
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was used from ref 112. We used a value of 𝜌𝜌𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 = 1.57 (gcm−1) in all cases, based on the van 
Krevelen group addition analysis performed previously37.  We do not account for changes in 
𝜌𝜌𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 due to the different counter ions between the Li and Mg versions of the polymer, nor do 
we adjust 𝜌𝜌𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 for changes in temperature. The remaining three parameters (k, 𝑙𝑙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼

𝑟𝑟𝑟𝑟𝑟𝑟 , and 
𝜒𝜒𝐴𝐴𝐵𝐵) were allowed to be adjusted along with the background function parameters to achieve the 
fits to the experimental data.  
 
In practice, the parameters were adjusted in the following manner: 

1) 𝐼𝐼𝑃𝑃𝑤𝑤𝑟𝑟(𝑞𝑞) was determined for each sample by fitting the scattering data between 
0.05 < q < 0.10 nm-1. PEO-P[(STFSI)2Mg](5-3.2) represents one exception where the 
data between 0.04 < q < 0.065 nm-1 was used to determine 𝐼𝐼𝑃𝑃𝑤𝑤𝑟𝑟(𝑞𝑞). 
2) The data from each magnesiated block copolymer at 130 °C was used to 
determine the dispersity index, k, for each polymer backbone by using the parameters 
found in step (1) in Equation S5.16 and simultaneously adjusting k, 𝑅𝑅𝑐𝑐 , 𝜒𝜒𝐴𝐴𝐵𝐵 , and the 
constant fluctuating background intensity (𝑦𝑦0 ). In order to approximate  𝑅𝑅𝑐𝑐 , we use 
Equations S5.12 and S5.13 while setting 𝑙𝑙𝑃𝑃𝑆𝑆𝑆𝑆

𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑙𝑙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼
𝑟𝑟𝑟𝑟𝑟𝑟  and using an arbitrary scaling 

factor (%Stretch) to scale the radius of gyration for each block, as shown in Equation 
S5.17 below. We determined the dispersity indices for PEO-P[(STFSI)2Mg](5-1.1), PEO-
P[(STFSI)2Mg](5-2.0), and PEO-P[(STFSI)2Mg](5-3.2) to be 3.84, 7.40, and 3.86, 
respectively. These values correspond to dispersities (PDIs) between 1.13-1.2625. 
3) The data from all magnesiated samples at 90 and 110 °C were fit by adjusting 
only %Stretch, 𝜒𝜒𝐴𝐴𝐵𝐵, and 𝑦𝑦0 
4) The data from all lithiated samples at 90, 110, and 130 °C were fit by adjusting 
only 𝜒𝜒𝐴𝐴𝐵𝐵 and 𝑦𝑦0. For the lithiated samples that exhibited negative interaction parameters 
(e.g. PEO-P[(STFSI)Li](5-2.0) and PEO-P[(STFSI)Li](5-3.2)), chain stretching is 
expected to be minimal and thus %Stretch was set to 0. Lacking a better alternative, the 
%Stretch for PEO-P[(STFSI)Li](5-1.1) was held at the value determined for PEO-
P[(STFSI)2Mg](5-1.1). 

 
 

 
𝑅𝑅𝑐𝑐,𝑖𝑖
2 =

𝑁𝑁𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟�%Stretch ∗ 𝑙𝑙𝑃𝑃𝑆𝑆𝑆𝑆

𝑟𝑟𝑟𝑟𝑟𝑟 �
2

6
 (S5.17) 

  
 

We note that all scattering intensity values were weighted by a 10% error during least-
squares minimization to ensure the fits represented the entire q-range analyzed. The q-range 
analyzed for each polymer backbone are as follows: PEO-P(STFSI)(5-1.1) = 0.5 < q < 3 nm-1; 
PEO-P(STFSI)(5-2.0) = 0.46 < q < 3 nm-1; and PEO-P(STFSI)(5-3.2) = 0.4 < q < 3 nm-1. These 
ranges were chosen in order to capture the scattering peak from the magnesiated samples without 
skewing the fits by including a significant amount of the low-q data below the peak maximum. 
Representative fits to a lithiated and magnesiated sample are shown in Figure 5.S8 below, and 
the adjusted parameters used to fit all of the samples at each temperature are provided in Table 
5.S4-Table 5.S6.  
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Figure 5.S8: Examples showing the fitting contributions for (a) PEO-P[(STFSI)Li](5-2.0) and (b) PEO-
P[(STFSI)2Mg](5-2.0) at 90 °C 
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Table 5.S4: Adjusted model parameters for the scattering measured at 90 °C 

 
 

 
Table 5.S5: Adjusted model parameters for the scattering measured at 110 °C 

 
 

Table 5.S6 :Adjusted model parameters for the scattering measured at 130 °C 
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Chapter 6 - Relationship between Microphase Separation and 
Poly(ethylene oxide) Crystallization in Lithium and Magnesium 
Single-Ion Conducting Block Copolymers‡ 
 

Abstract 
The crystallization of polymers within nanostructured materials, such as self-assembled block 
copolymers, has been the subject of considerable investigation because it provides the 
opportunity to study complex competition between the thermodynamic driving force for 
crystallization and crystallization kinetics. A fundamental question regarding the behavior of 
single-ion conducting block copolymers derived from poly(ethylene oxide)-b-poly[(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide (PEO-P[(STFSI)]) is how the presence of the ion-
containing block influences PEO crystallization. In this study, we report on the crystallization 
behavior PEO in a matched-set library of lithiated (PEO-P[(STFSI)Li]) and magnesiated (PEO-
P[(STFSI)2Mg]) single-ion conducting block copolymers. Analysis of semi crystalline samples 
prepared with careful thermal pretreatment reveals that the PEO crystallinity is independent of 
cation identity, and that crystallization induces the formation of lamellar nanostructures. The 
cation, however, does appear to influence the perfection of PEO crystallites and concomitant 
nanostructures; magnesiated samples show consistently more disorder. Through in situ analysis 
of crystallization kinetics with small and wide angle X-ray scattering, we show that 
crystallization is hindered by the presence of concentration fluctuations within the magnesiated 
samples prior to crystallization, thus leading to the increased disorder of those samples. 
Therefore, by influencing the melt structure, cation identity in single-ion conducting block 
copolymer can also influence crystallization behavior. 
 

6.1 Introduction 
 

Single-ion conducting block copolymers have recently garnered considerable interest for 
their potential application in high energy lithium metal batteries.34–37 A promising class of single-
ion conducting block copolymers comprise the ion-containing polymer, poly(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide lithium (P[(STFSI)Li]), and the ion-conducting polymer, 
poly(ethylene oxide) (PEO).35 Recently we reported on ion transport in a library of single-ion 
conducting diblock copolymers of PEO-b-P[STFSI], with both lithium and magnesium counter-
ions.114 That work was restricted to temperatures above the melting point of PEO. The purpose 
of the present paper is to extend our analysis of the same polymer library to include temperatures 
below the melting point of PEO. 
 

Crystallization in block copolymers has been well-studied and is known to both induce 
and be influenced by nanostructuring.89,115–120 In the case of microphase separated block 
copolymers, polymer crystallization can either be confined within the nanoscale microphase 
domains or the crystallites may “break out” from the microphase domains and destroy the self-
assembled nanostructure of the polymer.89,115,118–120 For block copolymers that are disordered in 
the melt, polymer crystallization can effectively induce periodic nanostructural order.115–117 Our 
                                                 
‡ This chapter has been submitted for publication. 
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objective is to study the interplay between microphase separation and crystallization in single-ion 
conducting block copolymers from the melt, which to our knowledge has never been explored.  
 

The block copolymers of interest are shown in Figure 6.1. The lithiated and magnesiated 
versions of each sample were prepared from the same precursor; we refer to samples derived 
from the same precursors as matched pairs. The main difference between our system and all 
previous studies on block copolymer crystallization (e.g. refs 89,115–120 from above paragraph) is 
the presence of ionic moieties in the non-crystalline block. In PEO/salt mixtures, the addition of 
moderate amounts of salt reduces PEO crystallinity and decreases crystallization 
temperature.28,84,121,122 This is due to interactions between the cation and ether oxygens along the 
PEO backbone. There is no added salt in our system: interactions between cations and ether 
oxygens can only occur if the cations dissociate away from the P[STFSI] backbone. Whether or 
not confined crystallization occurs in our single-ion conducting block copolymers, as well as the 
kinetics of crystallization, are thus intrinsically coupled to ion dissociation. We use small and 
wide angle X-ray scattering (SAXS/WAXS) in conjunction with scanning transmission electron 
microscopy (STEM) and differential scanning calorimetry (DSC) to study this coupling. 
 

6.2 Experimental 
6.2.1 Materials 

The synthesis and characterization of the single-ion conducting block copolymer library 
was described previously114 (Chapter 5). The after synthesis, PEO-P[(STFSI)Li] and PEO-
P[(STFSI)2Mg] samples were dried under vacuum for a minimum of 1 week at ambient 
temperature and then dried under vacuum in a heated glove box antechamber at 90 °C for 24 
hours before being brought into an argon (Ar) glovebox (MBraun). Inert atmosphere was 
maintained for all subsequent sample preparation and analysis. We provide the chemical 
structures of the lithiated and magnesiated versions of the single-ion conducting block copolymer 
in Figure 6.1, as well as the chain characteristics of each sample in Table 6.1.  
 

 
Figure 6.1: Chemical structure for both types of single-ion block copolymers characterized in this study. 
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Table 6.1: Characteristics of the matched-set of block copolymers 

 
 
6.2.2 Thermal Analysis 

In Chapter 5 reported on the thermal characterization of PEO(5), PEO-P[(STFSI)Li], and 
PEO-P[(STFSI)2Mg] samples as measured with differential scanning calorimetry (DSC)114. In 
this work, we expand upon our analysis of that data in order to explore the crystallization 
behavior of PEO. For convenience, we summarize the methodology used here, and provide the 
analysis details in the supporting information (Section 6.7.1). The DSC samples were prepared in 
an Ar glovebox by placing 6-8 mg of polymer into a TZero aluminum pan and sealing with a 
TZero hermetic lid (T.A. Inc). A reference TZero hermetically sealed pan was also prepared in 
the Ar glovebox. In order to ensure the polymers had consistent thermal history, the hermetically 
sealed DSC samples (and reference pan) were subsequently annealed at 135 °C in a vacuum 
oven at -10 mmHg for 24 hours, after which the heater was turned off and the samples were 
allowed to slowly cool. Measurements were performed a minimum of 72 hours after the oven 
heater was turned off. A heat-quench-heat-cool method was used in order to determine the 
melting temperature (Tm) and fractional crystallinity (𝑥𝑥𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼), crystallization temperature (Tc), and 
in cases where observable, glass transition temperature (Tg) of PEO.114  
 
6.2.3 Small and Wide Angle X-Ray Scattering (SAXS/WAXS) 
 The details involving scattering sample preparation and data collection were described in 
Chapter 5.114 In brief, all SAXS/WAXS samples, including an empty reference cell, were 
prepared inside of an Ar glovebox. The polymer samples were made by melt-forming into a 
custom-built hermetically sealed sample holder with 1 mil Kapton® film windows. The samples 
were subsequently removed from the glovebox and thermally pretreated using the sample 
protocol described above for the DSC samples. 
 

As noted in Section 5.2.3, The SAXS/WAXS experiments were performed at Lawrence 
Berkeley National Laboratory’s Advanced Light Source, Beamline 7.3.360 using a transmission 
setup and a custom-built heating stage. Temperature scans were replicated using both SAXS and 
WAXS. For each experiment, the samples were initially equilibrated at near ambient conditions 
(either 30 or 35 °C) where the scattering of semicrystalline samples was recorded. The samples 
were then heated directly to 130 °C and held at that temperature for at least 1 hour. The stage 
was subsequently cooled in 20 °C steps down to 90 °C or 70°C. Measurements were performed 
at each temperature upon waiting at least 30 minutes after the stage reached the setpoint 
temperature. Finally, in cases when beamtime was available, the samples were quenched directly 
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to 35 °C and allowed to isothermally crystallize for at least 90 minutes (note, the stage took ~45 
minutes to reach 35 °C), with scattering patterns being measured every 10-15 minutes. Details of 
the data reduction are provided in Section 5.2.3, and all of the absolute scattering profiles can be 
found in Appendix A2. 
 
6.2.4 Scanning Transmission Electron Microscopy (STEM) 
 STEM measurements were performed on two of the semicrystalline ion-containing block 
copolymers, PEO-P[(STFSI)Li](5-2.0) and PEO-P[(STFSI)2Mg](5-2.0). These samples 
underwent the same thermal treatment as the DSC and SAXS/WAXS samples. The thermally 
pretreated samples were cryo-microtomed at −90 °C in a Leica FC6. Sections with thickness 
approximately 100nm were obtained using a diamond knife and picked up onto lacey carbon-
coated copper grids (Electron Microscopy Sciences). STEM Samples were stained in ruthenium 
tetroxide vapor for 30 min prior to experiments. STEM experiments were performed on an FEI 
Titan microscope operated at 200kV at the National Center for Electron Microscopy of the 
Molecular Foundry, Lawrence Berkeley National Lab. The microscope is equipped with a high 
angle annular dark field detector (HAADF). 
 

6.3 Results and Discussion 
 

The results of the thermal analysis of the single-ion conducting block copolymers are 
provided in Table 6.2 below.  The DSC data used to obtain these results are shown in Figure 
5.S1-Figure 5.S3 in the previous chapter. In addition to the single-ion conducting block 
copolymers, we show data obtained from homopolymer PEO(5), which we use as a “baseline” 
for interpreting our results.  In all cases, a melting temperature (Tm) between 55 and 60 °C is 
observed. In PEO homopolymers, single crystals with once- or twice-folded PEO chains exhibit 
melting temperatures between 57 and 60°C.123,124 The slightly depressed melting temperature of 
PEO-P[(STFSI)Li](5-3.2) suggests the presence of some kinetically trapped thrice-folded chain 
crystals123, or it may demonstrate melting point depression due to the presence of dissociated 
ionic species28,84,121,122. The crystallinity of PEO ( 𝑥𝑥𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 ), defined as the mass fraction of 
crystalline PEO relative to the total mass of PEO within the sample, was calculated using 
Equation 6.1 
 
 𝑥𝑥𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 =

Δ𝐻𝐻𝑚𝑚
𝑤𝑤𝑃𝑃𝑆𝑆𝑆𝑆Δ𝐻𝐻𝑚𝑚𝑜𝑜

 (6.1) 

 
where Δ𝐻𝐻𝑚𝑚 is the experimental melting enthalpy and 𝑤𝑤𝑃𝑃𝑆𝑆𝑆𝑆 is the weight fraction of PEO within 
the block copolymer. We assume that the ideal melting enthalpy of fully crystalline PEO, 
Δ𝐻𝐻𝑚𝑚𝑜𝑜 = 206  (Jg-1)113. Literature values of Δ𝐻𝐻𝑚𝑚𝑜𝑜  range from 198 to 216.113,125,126 
Interestingly, Δ𝐻𝐻𝑚𝑚 values of matched pairs are identical (Table 6.2). Crystallinity is thus only 
affected by wPEO and is independent of cation type. In contrast, the crystallization temperatures 
(Tc) of matched pairs, measured at the same cooling rate that was used in the melting 
experiments (5 °C/min), are very different. As expected, Tc values of the block copolymers are 
lower than the value obtained from PEO(5), indicating that presence of the ion-containing 
amorphous block impedes crystallization. In the magnesiated samples, Tc decreases 
monotonically as the molecular weight of the ion-containing block increases. More complex 
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behavior is seen in the lithiated samples.  PEO-P[(STFSI)Li](5-1.1) and PEO-P[(STFSI)Li](5-
2.0) display similar Tc’s that are higher than their magnesiated matched pair. However, PEO-
P[(STFSI)Li](5-3.2) exhibited no crystallization peak, while Tc of its magnesiated matched pair 
was measured at -28.5 °C. It is evident that crystallization of the PEO block in our systems is not 
a simple function of the volume fraction of the amorphous block.  
 

Table 6.2: Results from the DSC analysis of the melting and recrystallization of PEO in the matched-set block 
copolymer library.  

 
 
 In Figure 6.2 we provide the combined SAXS/WAXS profiles for all of the lithiated and 
magnesiated single-ion conducting block copolymers, as well as PEO(5), at ambient temperature 
after consistent thermal pre-treatment,  as described in the experimental section. In all cases, the 
WAXS scattering indicates the presence of crystalline PEO domains. Furthermore, integer-
spaced peaks in all SAXS profiles suggest the presence of a lamellar nanostructure. We confirm 
the lamellar ordering in PEO-P[(STFSI)Li](5-2.0) and PEO-P[(STFSI)2Mg](5-2.0) with STEM 
in Figure 6.2c-d. We note here that the higher degree of long-range order (i.e. grain size) 
observed in P[(STFSI)Li](5-2.0) is consistent with the anisotropic 2D SAXS/WAXS profiles 
observed in all of the lithiated samples (Appendix A2); the 2D SAXS/WAXS profiles for the 
magnesiated samples were isotropic in all cases, consistent with the poor long-range ordering 
observed for PEO-P[(STFSI)2Mg](5-2.0) in Figure 6.2d. The locations of the primary scattering 
peak for each sample, denoted by the solid black triangles in Figure 6.2a-b, were determined by 
fitting the data in the vicinity of the peak with a Gaussian curve on a sloping background (SI in 
6.7.3).  
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Figure 6.2: (a-b) Combined SAXS/WAXS profiles where scattering intensity, I, is plotted versus the magnitude of 
the scattering vector, q for (a) the lithiated (PEO-P[(STFSI)Li]) (closed symbols) and (b) magnesiated (PEO-
P[(STFSI)2Mg]) (open symbols) samples at ambient conditions after thermal pretreatment. Red diamonds/curves = 
PEO-P(STFSI) (5-3.2); cyan triangles/curves = PEO-P(STFSI)(5-2.0); purple squares/curves = PEO-P(STFSI)(5-
1.1); and for reference, that scattering from PEO(5) is provided  in open grey circles/curves. For clarity, SAXS data 
markers are only plotted for every 15th data point, WAXS data are represented by lines between data points, and the 
absolute intensity profiles are offset by the factors indicated on the plot. The locations of the primary scattering 
peaks are marked with black upside down triangles. The feature in the scattering data near q = 4 nm-1 is due to 
imperfect subtraction of the scattering from the kapton sample holder windows. (c-d) STEM micrographs from 
thermally pretreated, cryo-microtomed, and stained samples of (c) PEO-P[(STFSI)Li](5-2.0) and (d) PEO-
P[(STFSI)2Mg](5-2.0). The bright phase indicates PEO-rich regions. 
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 In order to explore the relationship between PEO crystallization and the lamellar 
nanostructure of the single-ion conducting block copolymers, we have developed a framework to 
extract the absolute volumetric crystallinity of PEO from the calibrated WAXS data shown in 
Figure 6.2a-b. A detailed derivation is provided in the supporting information (Section 6.7.2.2); 
however, in brief, we have extended the approximation that was proposed by Goppel56, and 
recently employed by Balko and coworkers127, to allow for the analysis of block copolymers 
with one crystallizable block. The Goppel approximation is based on the measurement of the 
scattering intensity due to the amorphous fraction of a crystallizable polymer in both the 
semicrystalline (Iscr) and fully molten (Imolten) state. Through a molar balance, it can be shown 
that the amorphous volume fraction (𝜙𝜙𝑚𝑚𝑚𝑚𝑠𝑠𝑐𝑐𝑟𝑟), and hence crystalline volume fraction (𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆), of 
the semicrystalline sample is given by  
 
 

𝜙𝜙𝑚𝑚𝑚𝑚𝑠𝑠𝑐𝑐𝑟𝑟 ≈
𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟(𝑞𝑞0)

𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐(𝑞𝑞0) = 1 − 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 (6.2) 

 
where 𝑞𝑞0 is the scattering vector chosen to evaluate Iscr and Imolten. For Equation 6.2 to provide an 
accurate measure of 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆, the intensity contributions from incoherent scattering and diffuse 
scattering from crystalline disorder must be negligible compared to the contribution from 
amorphous polymer at 𝑞𝑞056,127; however, we note that errors induced by incoherent and diffuse 
scattering will lead to lower values of 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆, thus the Goppel approximation can be considered 
a lower bound of the crystalline fraction. In the case of a simple semicrystalline homopolymer, 
Iscr and Imolten can be left in arbitrary units as long as the measurements were performed on the 
same sample (i.e. after recording the scattering from the semicrystalline sample, the sample is 
melted and the scattering is measured again to determine Imolten). However, in a diblock 
copolymer with one crystallizable block, the amorphous scattering intensity arises from both the 
amorphous polymer block (e.g. P(STFSI)) as well as the amorphous fraction of the crystallizable 
block. In the supporting information (Section 6.7.2.2) we show that by making an additional 
WAXS measurement of the fully molten homopolymer of the crystallizable block, the calibrated 
intensity values can be used with a re-casting of Goppel’s approximation to compute the absolute 
crystalline volume fraction of PEO within the single-ion conducting block copolymers. Due to 
the complication of amorphous scattering from the non-crystallizable block, we have not yet 
utilized more detailed analytical techniques to probe PEO crystallinity in our system128,129. 
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Table 6.3: Quantitative analysis results from the SAXS/WAXS profiles in Figure 6.2a-b. 

 
a Value from the blue-highlighted sector averages in Figure A2.2, Figure A2.3, Figure A2.5, and Figure A2.7 
b Value from the pink-highlighted sector averages in Figure A2.2, Figure A2.3, Figure A2.5, and Figure A2.7 
 
 Table 6.3 summarizes the quantitative analysis of the SAXS/WAXS data from Figure 
6.2, where we provide the absolute crystallinity of PEO and the inter-lamellar domain spacing 
(dSAXS) determined from the primary SAXS peak position (q*) by 𝑑𝑑𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆 = 2𝜋𝜋

𝑞𝑞∗
 (see SI in 6.7.2.1). 

To compare the crystallinities determined by DSC and WAXS, we calculate the volumetric 
crystal fraction from DSC (𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼) as  
 
 

𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 =

�𝑥𝑥𝑐𝑐𝑟𝑟
𝐷𝐷𝑆𝑆𝐼𝐼

𝜌𝜌𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆
� �

�𝑥𝑥𝑐𝑐𝑟𝑟
𝐷𝐷𝑆𝑆𝐼𝐼

𝜌𝜌𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆
� � + �(1 − 𝑥𝑥𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼)

𝜌𝜌𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆
� �

 (6.3) 

 
where 𝜌𝜌𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆 = 1.24 [gcm-3] is the density of crystalline PEO and  𝜌𝜌𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆 = 1.12 [gcm-3] is the 
density of amorphous PEO near ambient temperature56. In Figure 6.3a, we demonstrate the 
relationship between the values for PEO crystallinity determined through thermal analysis 
(𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 ) and those obtained by the Goppel approximation (𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 ). We see good agreement 
(within +/- 5%) between 𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 and 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 for PEO(5) and the lithiated samples; however, the 
values determined for the magnesiated block copolymers are systematically lower by 
approximately 7%. We believe the cause of this deviation is due to errors from an increased level 
of diffuse scattering arising from disorder within the PEO crystals56. 
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Figure 6.3: (a) Comparison of the fractional crystallinity of PEO determined through structural analysis (WAXS, 
𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 ) and thermal analysis (DSC, 𝑥𝑥𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 ). Blue triangles indicate lithiated samples, gold squares indicate 
magnesiated samples, and grey circles indicate PEO(5). The error bars for PEO(5) and the lithiated samples indicate 
the range of values determined from different sector averages of the 2D WAXS data. The dashed black line indicates 
the prediction for a perfect correlation between 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 and 𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼, whereas the solid gold line represents a perfect 
correlation with a constant offset, determined by the best fit of a line with slope =1 to the magnesiated data: 
𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 = 𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 − 0.067(6) . (b) The relationship between nanostructure determined through SAXS and the 
fractional crystallinity of PEO. The lamellar spacing between PEO crystals (dSAXS) is plotted versus the total 
amorphous volume contributed per chain (φamVchain). Blue triangles indicate lithiated samples, gold squares indicate 
magnesiated samples, and grey circles indicate PEO(5). Closed symbols use 𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼  to calculate φam, while open 
symbols use 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆. The solid blue line represents the linear fit to the data from the lithiated polymers combined 
with the data from PEO(5): 𝑑𝑑𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆 = 2.3(1)𝜙𝜙𝑚𝑚𝑚𝑚𝑉𝑉𝑐𝑐ℎ𝑚𝑚𝑖𝑖𝑐𝑐 + 14.2(5) (R2 = 0.9887). The solid gold line represents the 
linear fit to the data from the magnesiated polymers using φam calculated from 𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼: 𝑑𝑑𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆 = 2.55(6)𝜙𝜙𝑚𝑚𝑚𝑚𝑉𝑉𝑐𝑐ℎ𝑚𝑚𝑖𝑖𝑐𝑐 +
8.2(3) (R2 = 0.9995), and the dashed gold line is the linear fit to the magnesiated polymers using φam calculated 
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from 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆: 𝑑𝑑𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆 = 2.6(1)𝜙𝜙𝑚𝑚𝑚𝑚𝑉𝑉𝑐𝑐ℎ𝑚𝑚𝑖𝑖𝑐𝑐 + 6.5(8) (R2 = 0.9974). The fitting uncertainty in the last digit of each fit 
parameter is indicated by the value in parentheses.  
 

To characterize the relationship between PEO crystallization and the nanostructures 
observed in SAXS, in Figure 6.3b we plot the inter-lamellar domain spacing measured with 
SAXS (dSAXS) versus the total amorphous volume fraction within the sample, 𝜙𝜙𝑚𝑚𝑚𝑚 ≡ 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 +
𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚 = 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 + 𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆[1 − (𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼  or 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆)] , multiplied by the single-chain volume, 
𝑉𝑉𝑐𝑐ℎ𝑚𝑚𝑖𝑖𝑐𝑐 = 𝑁𝑁𝑃𝑃𝑆𝑆𝑆𝑆𝑣𝑣𝑃𝑃𝑆𝑆𝑆𝑆 + 𝑁𝑁𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼𝑣𝑣𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼, where NPEO and NPSTFSI are the degrees of polymerization 
for each block, and 𝑣𝑣𝑃𝑃𝑆𝑆𝑆𝑆 and 𝑣𝑣𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼   are their respective monomer volumes. If the PEO crystal 
thickness (Lcryst) remains constant between samples (i.e. each PEO chain is folded the same 
number of times) and nearly all chains participate in crystallization, then the inter-lamellar 
domain spacing can be expected to scale as 
 𝑑𝑑𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆 =

𝜙𝜙𝑚𝑚𝑚𝑚𝑉𝑉𝑐𝑐ℎ𝑚𝑚𝑖𝑖𝑐𝑐
𝛼𝛼

+ 𝐿𝐿𝑐𝑐𝑟𝑟𝑦𝑦𝑠𝑠𝑜𝑜 (6.4) 

  
where α [nm2] is the areal density of PEO-PSTFSI block junctions on the PEO crystal surface, 
which is fixed by the number of times the PEO chains fold within the crystal. We find that 
Equation 6.4 accounts for the scaling behavior observed in all of the single-ion conducting block 
copolymers. In the case of the lithiated block copolymers, the scaling behavior falls in line with 
the data for PEO(5), and Lcryst = 14.2 ± 0.5 nm, as determined by the intercept of the linear fit 
shown in Figure 6.3b. For a PEO sample with Mn, PEO = 5 kg mol-1, the thicknesses of crystalline 
lamellae comprising once- and twice-folded chains are 15.0 nm and 10.6 nm, respectively.123 It 
appears that the PEO crystals in the lithiated polymer primarily comprise once-folded chains. 
The value of Lcryst for the lithiated samples also stands in good agreement with the width of the 
PEO-rich domains observed in the STEM image from PEO-P[(STFSI)Li](5-2.0) in Figure 6.2c. 
This indicates that a single once-folded PEO crystal spans the width of microphase separated 
PEO lamellae. The magnesiated block copolymers fall upon a completely separate trend (Figure 
6.3b), with Lcryst = 8.2 ± 0.3 nm when using 𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 to calculate 𝜙𝜙𝑚𝑚𝑚𝑚 or Lcryst = 6.5 ± 0.8 nm when 
using 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 to calculate 𝜙𝜙𝑚𝑚𝑚𝑚. The lower value(s) of Lcryst in the magnesiated samples appears to 
be related to increased disorder. For example, he widths of the PEO-rich domains in the STEM 
micrograph of PEO-P[(STFSI)2Mg](5-2.0) in Figure 6.2d appear significantly larger than Lcryst, 
indicating that several small crystallites span the width of the microphase separated PEO 
lamellae.  
 

It is known that the morphology of polymer crystals is kinetically controlled.115–118 We 
probed the kinetic of PEO crystallization by quenching the block copolymers from temperatures 
well above the melting temperature of PEO to 35 °C, and then monitored the morphological 
development by in situ X-ray scattering. Time = 0 is defined as the time at which the sample 
temperature reached 35 °C (typically 45 minutes after the quench was initiated). In Figure 6.4a 
we provide the combined SAXS/WAXS profiles for PEO-P[(STFSI)2Mg](5-2.0) during such an 
experiment. For time ≤ 30 min, the SAXS profile exhibits a single broad peak at q = 0.509 nm-1, 
which we attribute to periodic concentration fluctuations that are typically found in amorphous 
block copolymers in the disordered state27,65. In this time window, the WAXS profile only 
contains intensity from the broad amorphous scattering halo56. Between time = 45 and 120 min, 
three changes occur in the scattering profile: the scattering peak from disordered fluctuations 
diminishes, a new scattering peak emerges at q= 0.325 nm-1, and the WAXS intensity at q=14.6 
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nm-1 decreases. The vertical dashed lines in Figure 6.4a are located at q= 0.325 and 14.6 nm-1.  
The correlated changes in SAXS and WAXS at these two values of q are due to the formation of 
PEO-rich crystals. The Bragg peaks corresponding to PEO crystals are evident in the WAXS 
data obtained after time = 45 min. The formation of PEO crystals results in a dramatic increase in 
the length scale of the periodic structure from 12 to 19 nm. Such large changes in periodic length 
scale during an disorder-to-order transition are only seen in block copolymers wherein the major 
component is crystallizing.117 It may be worth noting that the scattering intensity at q = 0.397 
nm-1 (between the crystalline and disordered SAXS peaks) in Figure 6.4a is independent with 
time. The reason for this is not clear.   
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Figure 6.4: (a) Time-dependent combined SAXS/WAXS patterns from PEO-P[(STFSI)2Mg](5-2.0) during 
isothermal crystallization at 35 °C. The dashed vertical lines indicate the q-values where intensities were extracted to 
calculate Ipeak and 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆. For clarity, the SAXS data markers are only plotted for every 15th data point and WAXS 
data are represented by lines between data points. (b) Ipeak (left axis, open cyan triangles) and 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 (right axis, 
filled black diamonds) plotted vs. time during isothermal crystallization of PEO-P[(STFSI)2Mg](5-2.0). Dashed 
curves are meant to guide the eye. (c) Ipeak vs. 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆from the data shown in (b). The solid line indicates the linear 
fit to the data: 𝐼𝐼𝑜𝑜𝑟𝑟𝑚𝑚𝑘𝑘 = 11.5(3)𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 − 0.4(1) (R2 = 0.995). 
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In Figure 6.4b we quantify our qualitative observations by plotting the normalized 
intensity (Ipeak) of the primary SAXS peak (q* = 0.0325 nm-1), calculated using Equation 6.5, as 
well as the absolute PEO crystalline fraction (𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆) versus time. 
 
 𝐼𝐼𝑜𝑜𝑟𝑟𝑚𝑚𝑘𝑘 ≡ 𝐼𝐼35°C(𝑞𝑞∗) − 𝐼𝐼90°C(𝑞𝑞∗) (6.5) 

 
It is clear that Ipeak and 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 are correlated, which we demonstrate conclusively in Figure 6.4c 
by plotting Ipeak versus 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆. We note that Ipeak reflects SAXS intensity at q = 0.0325 nm-1, 
while 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 reflects WAXS intensity at q =14.6 nm-1. The linear relationship shown by the 
regression analysis in Figure 6.4c indicates that Ipeak is a measure of relative crystallinity.   
 

In Figure 6.5 we show time-dependent SAXS profiles for PEO-P[(STFSI)Li](5-3.2) after 
quenching from 70°C to 35 °C. We see the development of crystalline lamellae, indicated by the 
growth of a peak at q = 0.215 nm-1. The main difference between the lithiated sample in Figure 
6.5 and magnesiated sample in Figure 6.4 is the absence of the broad scattering peak due to 
concentration fluctuations in the fully amorphous state (compare time = 0 data in Figure 6.4a and 
Figure 6.5). 
 

 
Figure 6.5: Time-dependent in situ SAXS profiles from PEO-P[(STFSI)Li](5-3.2) during isothermal crystallization 
at 35 °C. 
 
 The in situ SAXS experiments described above were performed on all of the single-ion 
conducting block copolymers. (The in situ SAXS profiles from samples not shown in Figure 6.4 
and Figure 6.5 are provided in Appendix A2). In Figure 6.6, we plot Ipeak extracted from all of 
the samples versus time. In Figure 6.6a, we show that PEO-P[(STFSI)Li](5-1.1) and PEO-
P[(STFSI)Li](5-2.0) are essentially fully crystallized by the time the in situ SAXS heating stage 
reached 35 °C. This result is consistent with DSC observations. Interestingly, PEO-
P[(STFSI)Li](5-3.2), which did not portray a detectable crystallization temperature during the 
DSC cooling scan, began to rapidly crystallize 20 minutes after the stage reached the 35 °C 
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setpoint. The crystallization time for PEO-P[(STFSI)Li](5-3.2), approximated using the linear 
fits in Figure 6.6a, was 53 minutes. We posit that the cooling rate employed in the DSC 
experiments precluded crystallization in this sample. It is evident in Figure 6.6a that the rate of 
crystallization decreases as the molecular weight of the PSTFSI block is increased from 1.1 to 
3.2 kg mol-1. In Figure 6.5b we show the time dependence of Ipeak of the magnesiated block 
copolymers. In this set, the rate of crystallization also decreases with increasing molecular 
weight of the PSTFSI block. Crystallization of PEO-P[(STFSI)2Mg](5-1.1) is essentially 
complete at time = 0. With a crystallization time of 71minutes, the crystallization of PEO-
P[(STFSI)2Mg](5-2.0) is qualitatively similar to PEO-P[(STFSI)Li](5-3.2). The crystallization of 
PEO-P[(STFSI)2Mg](5-3.2) is very slow and was not observed over the course of the 
experiment; note that Ipeak only increases by 2 cm-1 during the experiment (Figure 6.6b) (negative 
values of Ipeak can be obtained because of our definition (Equation 6.5)).  WAXS data obtained at 
time = 150 min for PEO-P[(STFSI)2Mg](5-3.2) showed no evidence of PEO Bragg peaks 
(Appendix A2).  The rate of crystallization in the magnesiated samples as measured by SAXS is 
reflective of their crystallization temperatures observed by DSC. Table 6.4 summarizes the 
approximate crystallization times for each set of matched-pairs. 



131 
 

 
Figure 6.6: Evolution of the semicrystalline SAXS peak intensity (Ipeak) with time during isothermal crystallization 
at 35 °C for (a) the lithiated samples (closed symbols) and (b) the magnesiated samples (open symbols). Red 
diamonds = PEO-P(STFSI)(5-3.2); cyan triangles = PEO-P(STFSI)(5-2.0); purple squares = PEO-P(STFSI)(5-1.1). 
The dashed curves are meant to guide the eye. The black lines were used to approximate the crystallization times for 
each sample. 
 
 
 
Table 6.4: Approximate crystallization times from the data in Figure 6.6. 
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 We posit that the differences in crystallization kinetics observed between matched pairs 
of lithiated and magnesiated single-ion conducting block copolymers stems from differences in 
their melt nanostructures. Before crystallization, the SAXS profile from PEO-P[(STFSI)2Mg](5-
2.0) indicates the presence of periodic concentration fluctuations, whereas the SAXS profile 
from PEO-P[(STFSI)Li](5-3.2) is essentially featureless and does not indicate a periodic 
structure. The SAXS invariant (Q) provides a measure of the magnitude of electron density 
fluctuations within a sample, which is related to the magnitude of concentration fluctuations 
through the difference in scattering length densities of the two polymer blocks.55 The invariant is 
defined as 
 
 

𝑄𝑄 =
1

2𝜋𝜋2
� 𝐼𝐼(𝑞𝑞)𝑞𝑞2d𝑞𝑞
𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚

𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚

[=]cm−1nm−3 (6.6) 

 
In principle, the integration limits should be 𝑞𝑞𝑚𝑚𝑖𝑖𝑐𝑐 = 0 and 𝑞𝑞𝑚𝑚𝑚𝑚𝑥𝑥 = ∞; however, in practice, the 
extrapolation of 𝐼𝐼(𝑞𝑞) and 𝑞𝑞 = 0 and 𝑞𝑞 = ∞ leads to significant errors in the calculation of Q.55,56 
We set the integration bounds based on the experimentally measured SAXS q-range (𝑞𝑞𝑚𝑚𝑖𝑖𝑐𝑐 =
0.04 nm-1 and 𝑞𝑞𝑚𝑚𝑚𝑚𝑥𝑥 = 2.0 nm-1) and used the NCNR Analysis Macro130 package for Igor Pro to 
calculate the invariant. In Figure 6.7, we plot Q versus time during the isothermal crystallization 
of PEO-P[(STFSI)Li](5-3.2) and PEO-P[(STFSI)2Mg](5-2.0), the two samples wherein 
crystallization kinetics occurred on accessible timescales. The trends observed in these two 
samples are qualitatively different, with Q increasing for PEO-P[(STFSI)Li](5-3.2) and Q 
decreasing for PEO-P[(STFSI)2Mg](5-2.0) as the PEO chains crystallize. Furthermore, the 
absolute values of Q in the fully molten state (i.e. at time = 0) for PEO-P[(STFSI)2Mg](5-2.0) is 
nearly 4 times greater than that of PEO-P[(STFSI)Li](5-3.2). We first analyze the discrepancy in 
values of Q in the molten state, and then propose a mechanism that can explain the opposing 
trends in Q during crystallization. 
 

In an ideal two-phase system with sharp interfaces, the invariant (𝑄𝑄𝑖𝑖𝑑𝑑𝑟𝑟𝑚𝑚𝐿𝐿) is determined 
by the volume fraction of each phase and their scattering contrast: 
 
 𝑄𝑄𝑖𝑖𝑑𝑑𝑟𝑟𝑚𝑚𝐿𝐿 = 1 × 10−21(𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2𝜙𝜙𝐴𝐴𝜙𝜙𝐵𝐵[=]cm−1nm−3 (6.7) 

 
where 𝐵𝐵𝐴𝐴 and 𝐵𝐵𝐵𝐵 are the scattering length densities and 𝜙𝜙𝐴𝐴 and 𝜙𝜙𝐵𝐵 are the volume fractions of 
phases A and B. The factor of 1 × 10−21 is necessary to convert the (𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2[=]cm−4 term 
into the appropriate units. The phases of interest here are PEO and the PSTFSI. In Table 6.5 we 
provide the values of 1 × 10−21(𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2  and 𝜙𝜙𝐴𝐴𝜙𝜙𝐵𝐵 , which are calculated as described 
previously114, for PEO-P[(STFSI)2Mg](5-2.0) and PEO-P[(STFSI)Li](5-3.2) at 35 °C. We 
provide these calculations under two conditions:  First assuming fully amorphous PEO (𝜌𝜌𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆 = 
1.112 gcm-3)113, and second assuming 100% crystalline PEO (𝜌𝜌𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆 = 1.24 gcm-3)56. In both cases 
we use a density for the P(STFSI) block of 𝜌𝜌𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 = 1.57 gcm-3.37 The changes in Qideal during 
crystallization can be estimated using the data in Table 6.5. In both cases Qideal is predicted to 
decrease by a factor of about 2. The qualitative differences in the time dependence of Q seen in 
Figure 6.7 thus cannot be explained by the factors that affect Qideal (Table 6.5). Rather, we posit 
that the observed difference in Q stems from the nature of the interface between PEO-rich and 
PSTFSI-rich domains within the samples. 
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Figure 6.7: Evolution of the scattering invariant (Q) during the isothermal crystallization of PEO-P[(STFSI)Li](5-
3.2) (blue triangles) and PEO-P[(STFSI)2Mg](5-2.0) (gold squares) at 35 °C. Dashed curves are meant to guide the 
eye.  
 
 

Table 6.5: Calculated values relating 𝑄𝑄𝑖𝑖𝑑𝑑𝑟𝑟𝑚𝑚𝐿𝐿 assuming fully amorphous PEO and 100% crystalline PEO in the PEO-
P[(STFSI)Li](5-3.2) and PEO-P[(STFSI)2Mg](5-2.0) samples. 

 
 

For a two-phase system with diffuse interface boundaries, the relation for the ideal 
invariant (Qideal) in Equation 6.7 must be modified. By using a three-dimensional Gaussian 
smoothing function, the invariant for a two-phase system with diffuse interfaces (𝑄𝑄𝑑𝑑𝑖𝑖𝑟𝑟𝑟𝑟) can be 
written as 
 
 

𝑄𝑄𝑑𝑑𝑖𝑖𝑟𝑟𝑟𝑟 = 1 × 10−21(𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2𝜙𝜙𝐴𝐴𝜙𝜙𝐵𝐵 �1 −
𝐴𝐴
𝑙𝑙𝑜𝑜
� (6.8) 

 
where t is the thickness of the interface region and 𝑙𝑙𝑜𝑜 is Porod’s length of inhomogeneity, which 
describes the average “domain size” within the sample55. In Table 6.6, we provide the measured 
invariants (Q) for PEO-P[(STFSI)2Mg](5-2.0) and PEO-P[(STFSI)Li](5-3.2) before and after 
PEO crystallization, along with the corresponding calculated values of Qideal for those samples in 
the fully amorphous and 100% crystalline state, respectively. In the final column of Table 6.6, 
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we provide the value of  𝐴𝐴 𝑙𝑙𝑜𝑜�  necessary to yield the experimentally measured invariant values 

assuming a diffuse interface, which we calculate using Q and Qideal in Equation 6.9: 
 
 𝐴𝐴

𝑙𝑙𝑜𝑜
= 1 −

𝑄𝑄
𝑄𝑄𝑖𝑖𝑑𝑑𝑟𝑟𝑚𝑚𝐿𝐿

 (6.9) 

 
It is clear from Table 6.6 that in the melt, the thickness (t) of the diffuse interface layer in 

PEO-P[(STFSI)Li](5-3.2) relative to the “domain size” (lp)  is much larger than in the PEO-
P[(STFSI)2Mg](5-2.0) sample. In fact, the value of 𝐴𝐴 𝑙𝑙𝑜𝑜� = 0.92 indicates that “domains” in PEO-

P[(STFSI)Li](5-3.2) are essentially all interface i.e. the PEO and P[(STFSI)Li] are well mixed. 
This is consistent with our observation of a negative Flory-Huggins interaction parameter (χ) 
between PEO and P[(STFSI)Li] in PEO-P[(STFSI)Li](5-3.2).114 In contrast, the value of 
𝐴𝐴
𝑙𝑙𝑜𝑜� = 0.65  calculated for PEO-P[(STFSI)2Mg](5-2.0) in the melt shows that although the 

interfaces are quite diffuse, reasonably well-defined P[(STFSI)2Mg]-rich  “domains” exist within 
the sample. Thus we attribute the ~4x difference in Q between PEO-P[(STFSI)2Mg](5-2.0) and 
PEO-P[(STFSI)Li](5-3.2) at time = 0 to the presence/absence of defined PTFSI-rich domains in 
the melt. We note that the values for 𝐴𝐴 𝑙𝑙𝑜𝑜�  provided in Table 6.6 represent an upper bound for (t), 

since the measured invariant (Q) used in Equation 6.9 is determined from a limited region of q-
space. 
 
Table 6.6: Experimental (Q) and ideal ( 𝑄𝑄𝑖𝑖𝑑𝑑𝑟𝑟𝑚𝑚𝐿𝐿 ) invariant values for PEO-P[(STFSI)Li](5-3.2) and PEO-
P[(STFSI)2Mg](5-2.0) at the beginning and end of the in situ SAXS experiments. 𝐴𝐴 𝑙𝑙𝑜𝑜⁄ values are the results from 
Equation 6.9. 

 
 
 As PEO crystallizes in the single-ion conducting polymers, domains of pure crystalline 
PEO form, which have a higher mass density than amorphous PEO. The more dense PEO 
domains provide a lower contrast with P(STFSI), as demonstrated by the values for 1 ×
10−21(𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2 in Table 6.5. Thus as PEO crystallizes in PEO-P[(STFSI)2Mg](5-2.0), where 
P[(STFSI)2Mg] domains are already present, the total contrast is reduced and the invariant 
decreases. On the other hand, when PEO crystallizes in PEO-P[(STFSI)Li](5-3.2), the crystalline 
PEO domains form within an essentially homogeneous phase of mixed PEO and P[(STFSI)Li]. 
Thus the creation of new domains with sharper interfaces (see 𝐴𝐴 𝑙𝑙𝑜𝑜⁄  in Table 6.6) leads to the 
increase in the invariant upon crystallization observed in Figure 6.7. We note that the treatment 
of the invariant above is derived for a two-phase system, and strictly speaking, the semi 
crystalline samples might need to be treated as three-phase systems; however, the qualitative 
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interpretation of our results should still hold. Extension of our treatment to three-phase systems 
is outside the scope of this paper. 

 
Figure 6.8: (a) Schematics depicting possible composition profiles and (b) chain configurations that could lead to 
the observed invariants, as well as the scattering profiles in Figure 6.4 and Figure 6.5. The cartoons highlighted in 
gold represent PEO-P[(STFSI)2Mg], and the cartoons highlighted with blue represent PEO-P[(STFSI)Li]. Red 
indicates P(STFSI), cyan  indicates amorphous PEO,  blue parallelograms indicate crystalline PEO, and violet 
indicates well-mixed PEO and P(STFSI).  
  

In Figure 6.8 we provide schematics of the nanostructures of molten and semicrystalline 
PEO-P[(STFSI)2Mg] and PEO-P[(STFSI)Li] that are consistent with the structural insights from 
the static SAXS/WAXS and STEM measurements in Figure 6.2, as well as with the in situ 
scattering data from Figure 6.4 and Figure 6.5. In Figure 6.8a, we demonstrate periodic 
concentration fluctuations in the PEO-P[(STFSI)2Mg] melt, whereas PEO-P[(STFSI)Li] is 
homogeneous. Upon crystallization, the periodicity of the fluctuations in PEO-P[(STFSI)2Mg] 
increases by nearly a factor of two, consistent with the in situ SAXS from PEO-
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P[(STFSI)2Mg](5-2.0). We believe the timescales associated with thickening of the 
P[(STFSI)2Mg]-rich domains causes the slower crystallization kinetics and increased disorder 
observed in the magnesiated samples.  In contrast, crystallization in PEO-P[(STFSI)Li] leads to 
the formation of periodic fluctuations from the homogeneous melt, as revealed by an increase in 
the scattering invariant upon crystallization. In Figure 6.8b, we demonstrate possible chain 
configurations that could lead to the semicrystalline structures depicted in Figure 6.8a.  In the 
magnesiated case, the crystallization of PEO can occur within regions of relatively pure PEO, but 
competes with the phase-separated P[(STFSI)2Mg] domains, and must effectively “break out” to 
form long-range crystals. Consequently, many small crystallites of varying orientation are 
formed within the PEO-rich domains, consistent with the irregular lamellae observed by STEM 
(Figure 6.2d), the isotropic 2D SAXS patterns (Appendix A2), and the increased diffuse WAXS 
scattering (Figure 6.3a) observed for all magnesiated samples. Since PEO crystal growth in PEO-
P[(STFSI)Li] occurs within a homogeneous medium, the crystals can propagate unobstructed 
over large distances. This leads to the large well-ordered lamellar crystals (Figure 6.2c) that 
produce anisotropic 2D SAXS patterns (Appendix A2).   
 

6.4 Conclusion 
 
 Single-ion conducting block copolymers composed of the ion-containing polymer, 
poly(styrene-4-sulfonyltrifluoromethylsulfonyl)imide (P(STFSI)), and the ion 
solvating/conducting polymer, poly(ethylene oxide) (PEO) represent a unique class of materials, 
wherein single-ion conduction occurs by solvating and transporting the cation with the neutral 
polymer block (PEO).35–37 In this study we report on the crystallization behavior of PEO within a 
matched set library of lithiated (PEO-P[(STFSI)Li]) and magnesiated (PEO-P[(STFSI)2Mg]) 
single-ion conducting block copolymers. PEO crystallinity, melting temperatures (Tm), and 
crystallization temperatures (Tc) were probed using DSC on samples prepared with consistent 
thermal pretreatment. The same thermal pretreatment was applied to samples used to study the 
nanostructure of the polymers with SAXS/WAXS and STEM. The DSC crystallinity was found 
to be constant between matched pairs, indicating that the cation identity does not significantly 
influence the total amount of PEO crystallization after thermal pretreatment. However, the 
differences in nanostructure and crystal perfection between matched pairs, as observed through 
SAXS/WAXS and STEM, indicate that crystal formation is influenced by the nature of the 
cation. 
 

The kinetics of PEO crystallization was probed using in situ SAXS/WAXS during 
isothermal crystallization at 35 °C.  In all cases we found that increasing the molecular weight 
(i.e., volume fraction) of the ionic block slows down crystallization. Interestingly, there was also 
a marked difference in the crystallization times between matched pairs. Analyzing the invariant 
of the in situ X-ray scattering profiles provides insight into the kinetics of crystallization. During 
crystallization, the invariant increases with time for the lithiated samples, while it decreases with 
time for the magnesiated samples. Traditional analysis of the invariant using an ideal two-phase 
model with sharp interfaces cannot describe this result: acknowledging the diffuse nature of the 
interface between crystalline and amorphous domains is necessary. In the lithiated sample, the 
width of the interface decreases substantially during crystallization, due to the formation of well-
define PEO crystal domains. In the magnesiated sample there is only a modest decrease in 
interfacial width, indicating that the magnesiated microphases were relatively well-defined prior 
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to PEO crystallization. We conclude that the required thickening of these P[(STFSI)2Mg]-rich 
domains is upon PEO crystallization is responsible for the both the slowed kinetics and defect-
prone crystals and crystallization-induced nanostructures observed in the magnesiated samples. 
Thus the cation identity, which we previously demonstrated to play a large role in melt 
morphology114, also influences the crystallization within single-ion conducting block 
copolymers. 
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6.6 Nomenclature 
6.6.1 Abbreviations 
AgB Silver Behenate 
DSC Differential Scanning Calorimetry 
PEO Poly(ethylene oxide) 

PEO-P[(STFSI)Li] Poly(ethylene oxide)-b-poly[(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide lithium] 

PEO-P[(STFSI)2Mg] Poly(ethylene oxide)-b-poly[(styrene-4-
sulfonyltrifluoromethylsulfonyl)imide magnesium] 

P(STFSI) poly[(styrene-4-sulfonyltrifluoromethylsulfonyl)imide] – unspecified ion 
PS Polystyrene 
S-D Sample to Detector Distance 
SAXS Small Angle X-ray Scattering 
STEM Scanning Transmission Electron Microscopy 
WAXS Wide Angle X-Ray Scattering 
 
6.6.2 Symbols 
𝑑𝑑𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆  Inter-lamellar domain spacing, nm 
Δ𝐻𝐻𝑚𝑚  Experimentally measured specific melting enthalpy, Jg-1 

Δ𝐻𝐻𝑚𝑚𝑜𝑜   Ideal specific melting enthalpy, Jg-1 
I Scattering intensity, cm-1 

Ipeak Intensity at q = q*, normalized by the molten sample intensity, cm-1   
Lcryst Crystal lamellae thickness, nm 
Mn,PEO Number average molecular weight of PEO block, kg mol-1 
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Mn,PSTFSI Number average molecular weight of P(STFSI) block, kg mol-1 

NPEO Number average degree of polymerization of PEO block, -- 

NPSTFSI Number average degree of polymerization of P(STFSI) block, -- 

q Magnitude of the scattering vector, nm-1 

q* Position of the primary SAXS peak, nm-1 
q0 Location where Iscr and Imolten are evaluated to calculate 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆, nm-1 
Q Scattering invariant, cm-1 

Qdiff Scattering invariant for two-phase system with diffuse interfaces, cm-1 
Qideal Ideal scattering invariant for two-phase system, cm-1 
𝑞𝑞𝑚𝑚𝑚𝑚𝑥𝑥  Maximum attainable scattering angle in SAXS, nm-1 

𝑞𝑞𝑚𝑚𝑖𝑖𝑐𝑐  Minimum attainable scattering angle in SAXS, nm-1 

Tc Crystallization temperature, °C 
Tg Glass transition temperature, °C 
Tm Melting temperature, °C 
vPEO Monomer volume for EO, nm3 

vPSTFSI Monomer volume for STFSI, nm3 
Vchain Volume of a single chain, nm3 

𝑤𝑤𝑃𝑃𝑆𝑆𝑆𝑆  Weight fraction of PEO, -- 
𝑥𝑥𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼   Mass fractional crystallinity calculated through DSC, -- 
 
6.6.3 Greek 
α Areal density of block junctions on the PEO crystal surface, nm-2 

χ Flory-Huggins interaction parameter, -- 

𝜙𝜙𝑚𝑚𝑚𝑚𝑠𝑠𝑐𝑐𝑟𝑟  Amorphous volume fraction of a semi crystalline polymer block, -- 
𝜙𝜙𝑚𝑚𝑚𝑚  Total amorphous volume fraction within a semi crystalline polymer, -- 
𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼  Volume fractional crystallinity calculated through DSC, -- 
𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆  Volume fractional crystallinity calculated through WAXS, -- 
𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆  Volume fraction of the PEO block, -- 
𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼  Volume fraction of the P(STFSI) block, -- 
λ Scattering wavelength, nm 
𝜌𝜌𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆  Density of amorphous poly(ethylene oxide), gcm-3 
𝜌𝜌𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆  Density of crystalline poly(ethylene oxide), gcm-3 
𝜌𝜌𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼  Density of poly[(styrene-4-sulfonyltrifluoromethylsulfonyl)imide], gcm-3 

θ Scattering angle, rad 
 
 

6.7 Supporting Information 
6.7.1 Thermal Analysis  

The differential scanning calorimetry (DSC) measurements were performed as follows: 
the samples were loaded into the DSC and equilibrated at 30 °C, then a heat scan of 5 °C/min 
was used to reach 130 °C. PEO melting temperature was extracted from this scan. Samples were 
then held isothermally for 20 minutes in order to let them equilibrate. Next, the samples were 
equilibrated directly to -80 °C and heated at 10 °C/min back up to 130 °C. If observed, the Tg of 
PEO was determined from this scan using the inflection point of the change in slope with 
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“Glass/Step Transition” function in the TA Universal Analysis software package. Finally, a 
controlled cooling scan of 5 °C/min from 130 °C down to 0, -20, or -80 °C was used to 
determine the crystallization point of PEO. The data from each scan are shown in Figure 5.S1- 
Figure 5.S3 in the previous chapter. 
 

The PEO crystalline fraction for the thermally pre-treated samples was calculated based 
on the measured enthalpy of melting (Δ𝐻𝐻𝑚𝑚) and the ideal enthalpy of melting for PEO (Δ𝐻𝐻𝑚𝑚° ). In 
the case of the block copolymer samples, the measured specific enthalpy of melting must be 
scaled by the weight fraction of PEO in order to calculate the crystalline fraction. First, the PEO 
weight fraction (𝑤𝑤𝑃𝑃𝑆𝑆𝑆𝑆) is calculated from Equation S6.1 
 
 

𝑤𝑤𝑃𝑃𝑆𝑆𝑆𝑆 =
𝑀𝑀𝑐𝑐,𝑃𝑃𝑆𝑆𝑆𝑆(gmol−1)

𝑀𝑀𝑐𝑐,𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(gmol−1) + 𝑀𝑀𝑐𝑐,𝑃𝑃𝑆𝑆𝑆𝑆(gmol−1) + 𝑀𝑀𝐵𝐵𝐵𝐵
° (gmol−1)

 (S6.1) 

 
where 𝑀𝑀𝐵𝐵𝐵𝐵

° = 381(gmol−1) is the molecular weight of the Blocbuilder MA group used for the 
chain growth of P(STFSI). The crystallinity is then calculated as described in the main text. 
 
 
6.7.2 Scattering Analysis 
6.7.2.1 Determination of Primary SAXS Peak Position 
 The primary SAXS peak position for every sample was determined through non-linear 
least squares regression of Gaussian peak on a power-law sloping background, as shown in 
Equation S6.2 
 
 

𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜(𝑞𝑞) = 𝐼𝐼𝑜𝑜𝑤𝑤𝑟𝑟(𝑞𝑞) + 𝐼𝐼𝑐𝑐𝑚𝑚𝑔𝑔𝑠𝑠𝑠𝑠(𝑞𝑞) = 𝑦𝑦1𝑞𝑞−𝑦𝑦2 + 𝐷𝐷𝑒𝑒
�−�𝑞𝑞−𝑞𝑞

∗

𝑊𝑊 �
2
�
 (S6.2) 

  
where 𝑦𝑦1 and 𝑦𝑦2 are constants that are manually set before the least squares optimization, 𝐷𝐷 and 
𝑊𝑊  are fitted constants relating the peak height and width, respectively, and 𝑞𝑞∗  is the fitted 
primary peak position. Equation S6.2 provided excellent fits to the primary peak of all 
semicrystalline samples except for PEO-P[(STFSI)2Mg](5-3.2), which had scattering intensity 
from the broad disordered scattering peak in the vicinity of the primary peak. In this case, two 
Gaussian peaks on a power-law background were used to determine 𝑞𝑞∗ (Equation S6.3). 
 
 

𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜(𝑞𝑞) = 𝐼𝐼𝑜𝑜𝑤𝑤𝑟𝑟(𝑞𝑞) + 𝐼𝐼𝑐𝑐𝑚𝑚𝑔𝑔𝑠𝑠𝑠𝑠(𝑞𝑞) = 𝑦𝑦1𝑞𝑞−𝑦𝑦2 + 𝐷𝐷𝑒𝑒
�−�𝑞𝑞−𝑞𝑞

∗

𝑊𝑊 �
2
�

+ 𝐷𝐷𝑒𝑒
�−�

𝑞𝑞−𝑞𝑞𝑑𝑑
∗

𝑊𝑊𝑑𝑑
�
2
�
 

(S6.3) 

 
 
The position (𝑞𝑞𝑑𝑑∗ ) and width (𝑊𝑊𝑑𝑑 ) of the disordered scattering peak were independently 
determined and held constant during the least squares optimization used to determine the semi-
crystalline peak position, where 𝐷𝐷, 𝑤𝑤, 𝑞𝑞∗, and 𝐷𝐷 were simultaneously optimized to achieve the 
best fit to the data. The peak fits for each sample are shown in Figure 6.S2 through Figure 6.S8 
below, with the corresponding fitting parameters provided in the plot inset. 
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6.7.2.2 Determination of Absolute Crystallinity from WAXS Data 
 The PEO crystalline fraction (𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆) was calculated from the absolute WAXS intensity 
using a method based on that proposed by Goppel56 and more recently applied by Balko and 
coworkers127. The general framework of this method is based on measuring the amorphous 
fraction of polymer in a semi crystalline sample, which then allows one to compute the 
crystalline fraction through a simple molar balance. The amorphous fraction is determined by 
selecting a position in q-space (q0) where there is significant scattering intensity for the fully 
amorphous material (within the amorphous WAXS halo), but lies between Bragg peaks in the 
semicrystalline sample. The assumption is that if q0 is far enough away from any Bragg peak and 
incoherent scattering intensity is negligible, then the intensity measured at q0 will only be due to 
the amorphous scattering volume. Thus if one can measure WAXS for a sample in both the semi 
crystalline (scr) and fully molten (molten) states, the amorphous fraction (φam), and hence 
crystalline fraction (𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆), can be approximated by 
 
 

𝜙𝜙𝑚𝑚𝑚𝑚 ≈
𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟(𝑞𝑞0)

𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐(𝑞𝑞0) = 1 − 𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 (S6.4) 

 
where 𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟(𝑞𝑞0) and 𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐(𝑞𝑞0) are simply the measured intensity of the semi crystalline and 
molten samples at 𝑞𝑞0, respectively. We applied this approximation to the PEO(5) sample using 
the absolute WAXS intensity at q = 14.6 (nm-1) from the semi crystalline (35 °C) and molten (90 
°C) states (see Figure 6.S2) and calculated 𝜙𝜙𝑐𝑐𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 =0.79-0.80, which is remarkably similar to the 
value of 𝜙𝜙𝑐𝑐𝑟𝑟𝐷𝐷𝑆𝑆𝐼𝐼 = 0.83 obtained through thermal analysis. Encouraged by this result, we have 
attempted to adapt this simple approximation toward the analysis of the ion-containing block 
copolymers. 
 
 We start with the simple case of a single component (1comp, homopolymer) 
semicrystalline material. In such a sample, WAXS intensity can arise from both coherent (coh) 
and incoherent (inc) scattering events. All structural information comes from the coherent 
scattering events that can be separated into crystalline (cr) and amorphous (am) contributions. 
Thus the absolute intensity for a single component semicrystalline material (𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟

1𝑐𝑐𝑜𝑜𝑚𝑚𝑜𝑜(𝑞𝑞)) is  
 
 𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟

1𝑐𝑐𝑜𝑜𝑚𝑚𝑜𝑜(𝑞𝑞) = 𝐼𝐼𝑐𝑐𝑜𝑜ℎ(𝑞𝑞) + 𝐼𝐼𝑖𝑖𝑐𝑐𝑐𝑐(𝑞𝑞) = 𝜙𝜙𝑐𝑐𝑟𝑟𝐼𝐼𝑐𝑐𝑟𝑟(𝑞𝑞) + 𝜙𝜙𝑚𝑚𝑚𝑚𝐼𝐼𝑚𝑚𝑚𝑚(𝑞𝑞) + 𝐼𝐼𝑖𝑖𝑐𝑐𝑐𝑐(𝑞𝑞) (S6.5) 
 
where 𝐼𝐼𝑐𝑐𝑜𝑜ℎ(𝑞𝑞) and 𝐼𝐼𝑖𝑖𝑐𝑐𝑐𝑐(𝑞𝑞) are the intensities due to coherent and incoherent scattering, 𝜙𝜙𝑐𝑐𝑟𝑟 and 
𝜙𝜙𝑚𝑚𝑚𝑚  are the crystalline and amorphous volume fractions, 𝐼𝐼𝑐𝑐𝑟𝑟(𝑞𝑞)  and 𝐼𝐼𝑚𝑚𝑚𝑚(𝑞𝑞)   are their 
corresponding absolute scattering functions. By choosing an appropriate value of 𝑞𝑞 = 𝑞𝑞0 such 
that 𝐼𝐼𝑐𝑐𝑟𝑟(𝑞𝑞0) and 𝐼𝐼𝑖𝑖𝑐𝑐𝑐𝑐(𝑞𝑞0) become negligible, the intensity at 𝑞𝑞0 can be defined as 
 
 𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟

1𝑐𝑐𝑜𝑜𝑚𝑚𝑜𝑜(𝑞𝑞0) = 𝜙𝜙𝑐𝑐𝑟𝑟𝐼𝐼𝑐𝑐𝑟𝑟(𝑞𝑞0) + 𝜙𝜙𝑚𝑚𝑚𝑚𝐼𝐼𝑚𝑚𝑚𝑚(𝑞𝑞0) + 𝐼𝐼𝑖𝑖𝑐𝑐𝑐𝑐(𝑞𝑞0) ≈ 𝜙𝜙𝑚𝑚𝑚𝑚𝐼𝐼𝑚𝑚𝑚𝑚(𝑞𝑞0) (S6.6) 
 
If the sample is subsequently melted (and incoherent scattering is still negligible) the intensity of 
the molten sample can be written as 
 
 𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐

1𝑐𝑐𝑜𝑜𝑚𝑚𝑜𝑜 (𝑞𝑞0) = 𝐼𝐼𝑚𝑚𝑚𝑚(𝑞𝑞0) + 𝐼𝐼𝑖𝑖𝑐𝑐𝑐𝑐(𝑞𝑞0) ≈ 𝐼𝐼𝑚𝑚𝑚𝑚(𝑞𝑞0) (S6.7) 
 



141 
 

And thus taking the results from Equations S6.6 and S6.7, we can write  
 
 𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟

1𝑐𝑐𝑜𝑜𝑚𝑚𝑜𝑜(𝑞𝑞0)
𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐
1𝑐𝑐𝑜𝑜𝑚𝑚𝑜𝑜 (𝑞𝑞0)

≈
𝜙𝜙𝑚𝑚𝑚𝑚𝐼𝐼𝑚𝑚𝑚𝑚(𝑞𝑞0)
𝐼𝐼𝑚𝑚𝑚𝑚(𝑞𝑞0) = 𝜙𝜙𝑚𝑚𝑚𝑚 (S6.8) 

  
which is equivalent to Equation S6.4. It is important to note that equations S6.4 and S6.8 assume 
that the density and scattering function at 𝑞𝑞0  of the amorphous phase have a negligible 
dependence on temperature.  
 
 A similar approach can be taken to determine the amorphous fraction of a semicrystalline 
material in a two component system, such as the ion-containing block copolymers of PEO and 
P(STFSI) in this study. In this case, the total semicrystalline WAXS intensity is given by  
 
 𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞) = 𝜙𝜙𝑐𝑐𝑟𝑟𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆𝐼𝐼𝑐𝑐𝑟𝑟(𝑞𝑞) + 𝜙𝜙𝑚𝑚𝑚𝑚𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞) + 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞) 

+𝐼𝐼𝑖𝑖𝑐𝑐𝑐𝑐(𝑞𝑞)  (S6.9) 

 
   
where 𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼  is the absolute scattering intensity of the sample, 𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆 and 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼  are the 
total volume fractions of PEO and P(STFSI), and 𝐼𝐼𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞) , 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞) , and 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞)  are the 
scattering functions for each phase (𝜙𝜙𝑐𝑐𝑟𝑟 and 𝜙𝜙𝑚𝑚𝑚𝑚 are defined as in Equation S6.5). If, once again, 
we can choose a 𝑞𝑞0 such that 𝐼𝐼𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞0) and 𝐼𝐼𝑖𝑖𝑐𝑐𝑐𝑐(𝑞𝑞0) are negligible, then we can approximate the 
semicrystalline scattering as 
 
 𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) ≈ 𝜙𝜙𝑚𝑚𝑚𝑚𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞0) + 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) (S6.10) 

 
Also, as before, the scattering from the fully molten (𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐

𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0)) sample is approximately 
 
 𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐

𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) ≈ 𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞0) + 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) (S6.11) 
  
It is clear that Equations S6.10 and S6.11 alone cannot be used to determine 𝜙𝜙𝑚𝑚𝑚𝑚; however, if an 
additional measurement of the scattering from molten homopolymer PEO is performed, we can 
also define  
 
 𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐

𝑃𝑃𝑆𝑆𝑆𝑆 (𝑞𝑞0) ≈ 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞0) (S6.12) 
 
Where 𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐

𝑃𝑃𝑆𝑆𝑆𝑆 (𝑞𝑞0)  is the intensity of the fully molten PEO sample evaluated at the same 
temperature and 𝑞𝑞0  as 𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐

𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) . If we scale the value of 𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐
𝑃𝑃𝑆𝑆𝑆𝑆 (𝑞𝑞0)  by the volume 

fraction of PEO in the single-ion conducting block copolymer, we can use Equations S6.11 and 
S6.12 to determine 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0)  by 
 
 𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐

𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) − 𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐
𝑃𝑃𝑆𝑆𝑆𝑆 (𝑞𝑞0) ≈ 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) (S6.13) 

 
Equation S6.13 provides 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0), which should be independent of sample and, with 

knowledge of 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼, can be used with Equations S6.10 and S6.11 to determine the crystallinity 
of PEO. In practice, we calculate the LHS of Equation S6.13 for each sample, and plot the result 
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vs 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼 . We then extract the slope of a linear regression through the origin to determine 
𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0), as shown in Figure 6.S1 below. With a value for 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) known, Equation S6.14 
below can be used to determine the amorphous PEO fraction (𝜙𝜙𝑚𝑚𝑚𝑚) in the ion-containing block 
copolymers, and hence 𝜙𝜙𝑐𝑐𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 through the relation in Equation S6.4.  
 
 𝐼𝐼𝑠𝑠𝑐𝑐𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) − 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0)

𝐼𝐼𝑚𝑚𝑜𝑜𝐿𝐿𝑜𝑜𝑟𝑟𝑐𝑐
𝑃𝑃𝑆𝑆𝑆𝑆−𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) − 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0)

≈
𝜙𝜙𝑚𝑚𝑚𝑚𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞0)
𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑆𝑆(𝑞𝑞0)

= 𝜙𝜙𝑚𝑚𝑚𝑚 (S6.14) 

 
In addition to the assumptions noted for Equations S6.4 and S6.8, Equation S6.14 

requires that the total volume fraction of PEO (𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆) is independent of temperature and PEO 
crystallinity, and that 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0)  is insensitive to temperature. The variation of 𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆  with 
varying crystalline fraction for the samples in the present study should be less than 4%. In the 
present study, we used 𝑞𝑞0 = 14.6 (nm-1) with the absolute scattering data from PEO(5) and 
lithiated and magnesiated single-ion conducting block copolymers after thermal pretreatment and 
at 90 °C to determine 𝜙𝜙𝑐𝑐𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆 (values provided in Table 6.3 of the main text). As shown in Figure 
6.S1, we found 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) = 0.258 ± 0.009 cm-1 for the lithiated samples, and 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) =
0.269 ± 0.007  cm-1 for the magnesiated samples. Furthermore, the temperature-dependent 
WAXS data for the molten block copolymer samples in Figure 6.S3 through Figure 6.S8 below 
indicate that 𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(14.6 nm−1) is insensitive to temperature.  Table 6.S1 bleow provides the 
absolute intensity values extracted for the semicrystalline samples and the molten samples (90 
°C) that were used to calculate 𝜙𝜙𝑐𝑐𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆. 
 

 
Figure 6.S1: Plot of the LHS of Equation S6.13 versus 𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼. Blue triangles represent PEO-P[(STFSI)Li] samples 
and gold squares represent PEO-P[(STFSI)2Mg] samples. Solid lines represent linear regressions through the origin, 
whose slopes (RHS of Equation S6.13) yield:  𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) = 0.258 ± 0.009 cm-1 for the lithiated samples and  
𝐼𝐼𝑚𝑚𝑚𝑚𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼(𝑞𝑞0) = 0.269 ± 0.007 cm-1 for the magnesiated samples. 
 
6.7.3 Results from Scattering Analysis 
 



143 
 

 
Figure 6.S2: (a) Fitting of the primary SAXS peak from PEO(5) with Equation S6.2. The data are indicated by blue 
circles, the optimal fit is represented by the gold line, and the interval over which the nonlinear least squares 
optimization was performed is indicated by the dashed vertical lines. The parameters for the fitting function are 
provided in the inset, where the number in parentheses represents the uncertainty (one standard deviation) in the last 
digit. (b) WAXS profiles for PEO(5) at 30 °C (pink and blue), 90 °C (green), 110 °C (gold), and 130 °C (red). The 
vertical dashed line indicates where the intensity was recorded in order to calculate the crystalline fraction of  PEO 
at 35 °C. 
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Figure 6.S3: (a) Fitting of the primary SAXS peak from PEO-P[(STFSI)Li](5-1.1) at 30 °C with Equation S6.2. The 
data are indicated by blue circles, the optimal fit is represented by the gold line, and the interval over which the 
nonlinear least squares optimization was performed is indicated by the dashed vertical lines. The parameters for the 
fitting function are provided in the inset, where the number in parentheses represents the uncertainty (one standard 
deviation) in the last digit. (b) WAXS profiles for PEO-P[(STFSI)Li](5-1.1) at 30 °C (pink and blue), 90 °C (green), 
110 °C (gold), and 130 °C (red). The vertical dashed line indicates where the intensity was recorded in order to 
calculate the crystalline fraction of PEO-P[(STFSI)Li](5-1.1) at 30 °C. 
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Figure 6.S4: (a) Fitting of the primary SAXS peak from PEO-P[(STFSI)Li](5-2.0) at 30 °C with Equation S6.2. The 
data are indicated by blue circles, the optimal fit is represented by the gold line, and the interval over which the 
nonlinear least squares optimization was performed is indicated by the dashed vertical lines. The parameters for the 
fitting function are provided in the inset, where the number in parentheses represents the uncertainty (one standard 
deviation) in the last digit. (b) WAXS profiles for PEO-P[(STFSI)Li](5-2.0) at 30 °C (pink and blue), 90 °C (green), 
110 °C (gold), and 130 °C (red). The vertical dashed line indicates where the intensity was recorded in order to 
calculate the crystalline fraction of PEO-P[(STFSI)Li](5-2.0) at 30 °C. 
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Figure 6.S5: (a) Fitting of the primary SAXS peak from PEO-P[(STFSI)Li](5-3.2) at 30 °C with Equation S6.2. The 
data are indicated by blue circles, the optimal fit is represented by the gold line, and the interval over which the 
nonlinear least squares optimization was performed is indicated by the dashed vertical lines. The parameters for the 
fitting function are provided in the inset, where the number in parentheses represents the uncertainty (one standard 
deviation) in the last digit. (b) WAXS profiles for PEO-P[(STFSI)Li](5-3.2) at 30 °C (pink and blue), 90 °C (green), 
110 °C (gold), and 130 °C (red). The vertical dashed line indicates where the intensity was recorded in order to 
calculate the crystalline fraction of PEO-P[(STFSI)Li](5-3.2) at 30 °C. 
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Figure 6.S6: (a) Fitting of the primary SAXS peak from PEO-P[(STFSI)2Mg](5-1.1) at 35 °C with Equation S6.2. 
The data are indicated by blue circles, the optimal fit is represented by the gold line, and the interval over which the 
nonlinear least squares optimization was performed is indicated by the dashed vertical lines. The parameters for the 
fitting function are provided in the inset, where the number in parentheses represents the uncertainty (one standard 
deviation) in the last digit. (b) WAXS profiles for PEO-P[(STFSI)2Mg](5-1.1) at 30 °C (blue), 90 °C (green), 110 °C 
(gold), and 130 °C (red). The vertical dashed line indicates where the intensity was recorded in order to calculate the 
crystalline fraction of PEO-P[(STFSI)2Mg](5-1.1) at 35 °C. 
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Figure 6.S7: (a) Fitting of the primary SAXS peak from PEO-P[(STFSI)2Mg](5-2.0) at 35 °C with Equation S6.2. 
The data are indicated by blue circles, the optimal fit is represented by the gold line, and the interval over which the 
nonlinear least squares optimization was performed is indicated by the dashed vertical lines. The parameters for the 
fitting function are provided in the inset, where the number in parentheses represents the uncertainty (one standard 
deviation) in the last digit. (b) WAXS profiles for PEO-P[(STFSI)2Mg](5-2.0) at 30 °C (blue), 90 °C (green), 110 °C 
(gold), and 130 °C (red). The vertical dashed line indicates where the intensity was recorded in order to calculate the 
crystalline fraction of PEO-P[(STFSI)2Mg](5-2.0) at 35 °C. 
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Figure 6.S8: (a) Fitting of the primary SAXS peak from PEO-P[(STFSI)2Mg](5-3.2) at 35 °C with Equation S6.3. 
Initially the scattering from amorphous PEO-P[(STFSI)2Mg](5-3.2) at 35 °C (cyan circles) was fitted (dashed light 
gold line) with Equation S6.2 within the region indicated by the vertical gray long-dashed lines. The fitted 
amorphous peak parameters were then used in Equation S6.3, where the amorphous peak height (D) was adjusted 
simultaneously with the semi-crystalline primary peak parameters to achieve the best fit (gold line) to the data (blue 
circles) over the interval indicated by the vertical black short-dashed lines. The parameters for the fitting function 
are provided in the inset, where the number in parentheses represents the uncertainty (one standard deviation) in the 
last digit. (b) WAXS profiles for PEO-P[(STFSI)2Mg](5-3.2) at 30 °C (blue and cyan), 90 °C (green), 110 °C (gold), 
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and 130 °C (red). The vertical dashed line indicates where the intensity was recorded in order to calculate the 
crystalline fraction of PEO-P[(STFSI)2Mg](5-3.2) at 35 °C. 
 
 
Table 6.S1: Summary of the WAXS amorphous fraction analysis performed on PEO(5) and all of the single-ion 

conducting block copolymers. 

 
a Value from the blue-highlighted sector averages in Figure A2.2, Figure A2.3, Figure A2.5, and Figure A2.7 
b Value from the pink-highlighted sector averages in Figure A2.2, Figure A2.3, Figure A2.5, and Figure A2.7 
 
6.7.4 Nomenclature 
6.7.4.1 Abbreviations 
LHS Left Hand Side 
RHS Right Hand Side 

 
6.7.4.2 Subscripts 
am Amorphous 
coh Coherent 
cr Crystalline 
inc Incoherent 
molten Molten 
scr Semicrystalline 

 
6.7.4.3 Superscripts 
1comp Single component 
PEO Poly(ethylene oxide) 
PEO-PSTFSI Poly(ethylene oxide)-b-poly[(styrene-4-sulfonyltrifluoromethylsulfonyl)imide] 
PSTFSI poly[(styrene-4-sulfonyltrifluoromethylsulfonyl)imide] 
 
6.7.4.4 Symbols 
C Coefficient in Equations S6.2- S6.3, cm-1 
D Coefficient in Equation S6.3, cm-1 
𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜  Fitting function used to determine the location of the primary SAXS peak, cm-1 
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𝑀𝑀𝐵𝐵𝐵𝐵
°   Molecular weight of Blocboulder MA, g mol-1 

W peak-width fitting parameter in Equations S6.2- S6.3, nm,-1 

Wd peak-width fitting parameter for disordered peak in Equation S6.3, nm-1 

y1 Coefficient in Equations S6.2- S6.3, cm-1 

y2 Coefficient in Equations S6.2- S6.3, -- 

 
6.7.4.5 Greek 
𝜙𝜙𝑚𝑚𝑚𝑚  Amorphous volume fraction of a semicrystalline polymer block, -- 
𝜙𝜙𝑐𝑐𝑟𝑟  Crystalline volume fraction of a semicrystalline polymer block, -- 
𝜙𝜙𝑐𝑐𝑟𝑟𝑊𝑊𝐴𝐴𝑆𝑆𝑆𝑆  Volumetric crystallinity calculated through WAXS, -- 
𝜙𝜙𝑃𝑃𝑆𝑆𝑆𝑆  Total volume fraction of PEO block, -- 
𝜙𝜙𝑃𝑃𝑆𝑆𝑁𝑁𝐹𝐹𝑆𝑆𝐼𝐼  Total volume fraction of P(STFSI) block, -- 
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Chapter 7 - Relationship between Mobility and Lattice Strain in 
Electrochemically Doped Poly(3-hexylthiophene)§ 
 

Abstract 
Conjugated semiconducting polymers, such as poly(3-hexylthiophene) (P3HT), are poised to 
play an integral role in the development organic electronic devices; however, their performance 
is governed by factors that are intrinsically coupled: dopant concentration, carrier mobility, 
crystal structure, and mesoscale morphology. We utilize synchrotron x-ray scattering and 
electrochemical impedance spectroscopy to probe the crystal structure and electronic properties 
of P3HT in situ during electrochemical doping. We show that doping strains the crystalline 
domains, coincident with an exponential increase in hole mobility.   We believe these 
observations provide guidance for the development of improved theoretical models for charge 
transport in semiconducting polymers. 
 

7.1 Introduction 
 

The mechanism of charge transport within conjugated semiconducting polymers has been 
the subject of extensive study for decades, especially in recent years with the advent of 
commercial applications such as organic photovoltaics (OPVs), organic field effect transistors 
(OFETs), and organic light emitting diodes (OLEDs).131–133 A common feature of all 
semiconducting polymers is a high degree of structural disorder, which generally requires an 
inter-molecular hopping mechanism to achieve macroscopic charge transport.134,135 While 
models that describe electron transport in completely disordered semiconducting polymers have 
been developed 136,137, the performance of many materials, such as poly(3-hexylthiophene) 
(P3HT), are complicated by their semicrystalline nature, which creates discrete regions of higher 
structural order within a disordered amorphous matrix138–141. The electronic performance of these 
materials has been shown to be significantly influenced by the degree of ordering, which in turn 
can be affected by polymer molecular weight, purity, and processing conditions.142–145 In 
addition to all of these complexities, the method of producing charge carriers (e.g. field effect, 
chemical doping, or electrochemical doping) and their total concentration can lead to measured 
carrier mobilities that differ by up to four orders of magnitude.48,142,146,147  Establishing the 
underpinnings of experimental observations is non-trivial due to these competing and interrelated 
effects. The goal of this work is to present clear experimental evidence of how doping influences 
the microstructure and electronic properties of P3HT while all other parameters that affect 
electron transport are kept constant.   
 
 The key to our experimental approach is the use of the block copolymer a poly(3-
hexylthiophene)-b-poly(ethylene oxide) (P3HT-PEO). P3HT-PEO has previously been shown to 
microphase separate into nanoscale domains of P3HT-rich and PEO-rich phases.  Previous 
studies have shown that the crystalline lattice of P3HT is not perturbed by the presence of the 
PEO block.43,45 By adding an ionic species, such as lithium bis(trifluoromethanesulfonyl)imide 
(LiTFSI), the PEO-rich domains can act as an electrolyte, providing efficient transport of ionic 

                                                 
§ This chapter was reported in ACS Macro Lett. 2015, 4, 1386–1391. 
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species throughout the bulk material.43,45 The intimate mixing of electrolyte and P3HT (i.e. each 
P3HT nanodomain is effectively a thin film surrounded by PEO/LiTFSI electrolyte) enables the 
construction of the all solid-state electrochemical cell shown in Figure 7.1. The all-solid cell 
prevents any complexities that might arise from solvent swelling of the P3HT, thus any changes 
to the structure of P3HT during electrochemical doping can be directly attributed to the doping 
process itself. Furthermore, unlike most electrochemical doping studies, which utilize an 
electrode coated with a thin film of conjugated polymer soaked in an electrolyte, the P3HT-
PEO/LiTFSI layer in our solid-state cell is typically ~350 µm thick. The thick film geometry 
allows us to effectively measure the bulk electronic properties (through-plane) and the bulk 
P3HT microstructure (transmission geometry) in situ during electrochemical doping. To our 
knowledge, this is the first time that both the P3HT microstructure and its electronic properties 
have been simultaneously measured as a function of doping level. 
 

7.2 Experimental 
 

The block copolymer studied in this work was synthesized, purified, and characterized 
using the techniques described by Javier et al45. It has a P3HT molecular weight (MP3HT ) of 7 
(kg mol-1) and a PEO molecular weight (MPEO) of 2 (kg mol-1) and will be referred to as P3HT-
PEO(7-2). Salt-containing P3HT-PEO samples were prepared by mixing solutions of polymer 
(P3HT-PEO in benzene) and salt (LiTFSI in tetrahydrofuran), followed by freeze drying to yield 
a solid powder of P3HT-PEO(7-2)/LiTFSI with a salt concentration of r = 0.085, where r 
denotes the molar ratio of Li+ ions to ethylene oxide (EO) moieties43.  The degree of P3HT 
crystallinity in the freeze-dried samples was determined to be 62% by differential scanning 
calorimetry using an ideal melting enthalpy of 33 (J g-1)  (see Supporting Information (SI) 
Section S1 for details)127. Small angle X-ray scattering (SAXS) was used to probe the 
nanostructure of P3HT-PEO(7-2)/LiTFSI, which was found to be consistent with the 
nanofibrillar morphology observed in previous work42,43,45 (SI Section S2). 
 
 In situ electrochemical cells used for X-ray scattering were assembled using similar 
techniques to Patel et al42 (detailed description in SI Section S3). In short, the P3HT-PEO(7-
2)/LiTFSI is contained within a spacer of defined area and thickness, with one nickel mesh 
electrode on the surface and another embedded within. A solid polymer electrolyte consisting of 
polystyrene-b-poly(ethylene oxide) (SEO) mixed with LiTFSI served as a separator and lithium 
metal was used as the counter electrode. The entire cell was assembled and vacuum-sealed in an 
airtight pouch within an argon glovebox. A schematic of the sample cell is shown in Figure 7.1 
below.  
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Figure 7.1:  A schematic of the in situ electrochemical cell and the configuration used for WAXS measurements.   
   

All experiments were performed at 90 oC to ensure that the PEO phase was amorphous 
with suitable ionic conductivity43. Electrochemical oxidation (doping) was performed 
galvanostatically between the outer nickel mesh electrode and the lithium electrode (anode) with 
a current density such that each oxidation step was completed in 30 minutes.  Doping was 
performed in increments of rox = 0.005 or rox = 0.01, where rox is the ratio of electrons removed 
to the total number of hexylthiophene (HT) monomers.  At the end of each oxidation step, the 
cell was allowed to relax for 20 minutes and then the negative lead was disconnected from the 
lithium electrode and connected to the inner (embedded) nickel mesh electrode (see Figure 7.1). 
The conductive properties of the P3HT were then probed using potentiostatic electrochemical 
impedance spectroscopy (PEIS) between the two nickel mesh electrodes. The open circuit 
potential between the two mesh electrodes was zero (within instrumental resolution) prior to 
commencing the impedance measurements, which implies a uniform charge distribution through 
the P3HT-PEO electrode.  The bulk conductivity of P3HT (σ ) was calculated from σ = δL/AR, 
where δ is a correction factor to account for the mesh electrode geometry, L is the distance 
between the two nickel mesh electrodes, A is the area defined by the sample spacer, and R is the 
measured bulk electronic resistance.  As noted previously42, there is hysteresis in the polymer 
properties between consecutive doping and dedoping experiments; all data shown in this letter 
are from the second oxidation cycle of both samples. Sections S4-S6 in the SI provide detailed 
information for the electrochemical oxidation and PEIS measurements, electrode geometry 
correction factor, and first (break-in) cycle conductivity values, respectively. 
 

Two of such cells described above were taken to a syncrotron wide angle x-ray scattering 
(WAXS) apparatus on Beamline 7.3.3 at the Advanced Light Source, Lawrence Berkeley 
National Laboratory60.  The P3HT crystalline structure was probed in situ during electrochemical 
oxidation by performing WAXS measurements immediately after PEIS measurements, 
approximately 30 minutes after each oxidation step.  The isotropic 2D scattering patterns were 
azimuthally averaaged using the Nika macro developed by Jan Ilavsky61 to yield 1D data sets of 
intensity (I) versus the magnitude of the scattering vector, 𝑞𝑞 =  4𝜋𝜋

𝜆𝜆
sin �𝜃𝜃

2
� , where λ is the 
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radiation wavelength and θ is the scattering angle depicted in Figure 7.1.  Scattering intensity 
from a sample cell containing all of the components except the P3HT-PEO(7-2)/LiTFSI was 
used for background correction (SI Section S7).  Peak positions of interest (q*) were determined 
by fitting the corrected WAXS data in the vicinity of the peak with a Lorentzian function of the 
form, 𝐼𝐼(𝑞𝑞) = 𝐼𝐼𝑜𝑜 + 𝐼𝐼1

(𝑞𝑞−𝑞𝑞∗)2+𝐼𝐼2
 ,where Io, C1, C2, and q* were varied in Igor Pro’s built-in 

Levenberg-Marquardt nonlinear least-squares algorithm to achieve the best fit.  
 

7.3 Results and Discussion 
 

In Figure 7.2a, we plot P3HT conductivity as a function of doping level from two 
replicate samples. The data are consistent with those obtained previously for electrochemically 
doped P3HT-PEO42, which were corrected by the electrode geometry factor (δ) (see SI Section 
S5) and are plotted for comparison. The increase in conductivity seen in Figure 7.2a can, in 
principle, be attributed to changes in both carrier concentration and carrier mobility.  We 
calculate mobility (µox) using µox = σ /ne, where n is the electrochemically generated charge 
carrier density, and e is the elementary charge.42  We assume all current transferred between the 
electrodes of electrochemical cell goes directly toward generating charge carriers. Consequently, 
n is the upper limit for charge carrier density, which in turn yields the lower bound for the 
calculated charge carrier mobility. In Figure 7.2b, we plot mobility as function of doping level.  
It is clear from Figure 7.2b that the level of electrochemical doping in P3HT-PEO(7-2)/LiTFSI 
strongly influences carrier mobility. 
 

For reference, in Figure 7.2c we plot the hole mobility of P3HT measured by 
electrochemical doping of P3HT-PEO/LiTFSI with the comprehensive list of homopolymer 
P3HT field effect mobility values (µFET) formerly assembled by Noriega and Rivnay et al138.  
The abscissa in Figure 7.2c is the average degree of polymerization of P3HT.  Agreement is 
seen between the two approaches for rox ≥ 0.06 despite the differences in polymer samples 
(block copolymer versus homopolymer), doping mechanisms, and direction of measurement (in-
plane versus through-plane). Similar observations for P3HT homopolymer soaked in liquid 
electrolytes have been reported48, suggesting that the P3HT domains in P3HT-PEO conduct 
through the same mechanism as homopolymer P3HT.   
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Figure 7.2:  (a) Electronic conductivity plotted as a function of doping level for P3HT-PEO.  Blue data are taken 
from ref 42:  squares P3HT-PEO(9-2), diamonds P3HT-PEO(6-2), triangles P3HT-PEO(5-4).  The yellow circles and 
orange triangles were measured for replicate samples of P3HT-PEO(7-2) in this work.  (b) The corresponding 
mobility values from plot (a) as a function of doping level. (c) P3HT mobility plotted as a function of P3HT degree 
of polymerization for the P3HT-PEO samples [same data labels as (a) and (b)], along with the compilation of field 
effect mobility values (black symbols) assembled by Noriega and Rivnay et al148.  References to the individual 
studies are as follows: circles (i)148, squares (ii)149, triangles (iii)150, upside-down triangles (iv)151, sideways triangles 
(v)143, horizontal diamonds (vi)152, vertical diamonds (vii)153, and square diamonds (viii)154. 



157 
 

 
The impact of electrochemical doping on the P3HT microstructure is revealed through 

the WAXS profiles shown in Figure 7.3.  Scattering peaks corresponding to the (h00) direction 
are observed at 3.62 nm-1 (100), 7.23 nm-1 (200), and 10.85 nm-1 (300) in the undoped polymer 
(rox = 0). These peaks correspond to the lamellar stacking of the P3HT backbones and are 
labelled with black triangles. The peak observed at 16.69 nm-1 in the undoped polymer (rox = 0), 
labeled by a blue triangle, corresponds to the (020) direction and is related to the π-π stacking 
distance between adjacent chains.155–158  A schematic of the P3HT structure is provided in the 
inset of Figure 7.3a.  Any un-labeled peak in Figure 7.3a can be attributed to the parasitic 
scattering from the empty electrochemical cell (Figure 7.S7 in the SI).  All of the WAXS peaks 
related to the P3HT crystal structure shift upon doping.  The lamellar stacking peaks shift to 
lower q-values (Figure 7.3b), while the π-π stacking peak shifts to higher q-values (Figure 7.3c) 
as P3HT is oxidized.  The oxidation of P3HT is balanced by the deposition of lithium on the 
anode (see Figure 7.1).  The TFSI- anion left behind in the process must migrate into the P3HT 
microphase to balance the charge from the hole generated by the removal of an electron from 
P3HT.  The expansion of the lamellar stacking seen in Figure 7.3b is attributed to the 
incorporation of the TFSI- anions into the lattice.  This result is consistent with the results of 
Kawai and coworkers, where homopolymer P3HT films were electrochemically doped in an 
electrolyte bath49,159, as well as the analogous intercalation of small molecules and fullerenes 
between the side chains of other conjugated polymer systems160.  Interestingly, electrochemical 
doping results in a contraction of the π-π stacking distance (Figure 7.3c).  Although the exact 
nature of the stress that induces the π-π stacking contraction is still under investigation, we 
demonstrate below that the decrease in the distance between polymer chains in the π-π stacking 
direction is strongly correlated with the observed increase in hole mobility as the doping level is 
increased. It is important to note that the widths and areas under each peak are unaffected by 
doping, indicating that crystallinity is not disrupted by the intercalation of the TFSI- dopant ion.  
Furthermore, no additional scattering peaks are observed as doping is increased; therefore, we 
conclude that all of the observed structural changes can simply be viewed as doping induced 
strains to the existing orthorhombic crystal lattice of undoped P3HT49,156,159,161.  
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Figure 7.3:  (a) Representative 1D WAXS profiles for one of the P3HT-PEO replicates for a range of doping levels.  
Peaks corresponding to P3HT (100, 200, 300, and 020) are indicated with triangle markers.  The solid black and 
blue markers indicate the peak positions before doping and the red highlighted markers indicate the peak positions at 
rox =0.09. The inset provides a schematic for the crystal structure of P3HT.  (b) Expanded view of the (100) peaks.  
(c) Expanded view of the (020) peaks. 
 

We quantify the lattice strain in the P3HT crystal structure by: Lattice Strain (%) =
  𝑑𝑑(𝑟𝑟𝑜𝑜𝑚𝑚)−𝑑𝑑𝑜𝑜

𝑑𝑑𝑜𝑜
× 100, where d(rox) and do are the doped and un-doped real-space lattice dimensions, 

respectively, determined from either the (100) lamellar stacking or the (020) π-π stacking peak 
positions.  Figure 7.4a quantifies the effect of electrochemical oxidation on the P3HT lattice in 
the lamellar and π-π stacking directions. Comparing Figure 7.2b and Figure 7.4a reveals that 
both hole mobility and lattice strain scale with the logarithm of doping level for rox >0.01.  It is 
widely accepted that macroscopic transport in P3HT is limited by the rate of interchain hopping 
in the π-π stacking direction, where there is the largest degree of interchain coupling134,162 . In 
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Figure 7.4b we plot the hole mobility as a function of the π-π stacking lattice strain wherein a 
clear exponential relationship between the mobility and π-π interchain spacing is observed. 
Interestingly, hopping-based models predict that mobility is proportional to the square of the 
interchain charge transfer integral (t2), which is often modeled as an exponential, t=toe(-γa), 
where (a) is the intersight (π-π interchain) distance, and the prefactor (to) and exponential 
coefficient (γ ) govern the extent to which lattice structure influence charge transport.134,148,163 
Although other factors such as changes in the density of states (DOS) will also contribute to the 
observed changes in mobility with doping level135,136,164, the clear correlation between lattice 
strain and mobility demonstrates that structural changes during electrochemical doping are 
intrinsically linked to the subsequent charge transport characteristics of electrochemically doped 
conjugated polymers. 
 

 
Figure 7.4:  (a) Lattice strain of the two replicate samples plotted as a function of doping level.  Closed symbols 
correspond to the lamellar stacking (100) spacing and open symbols represent the π-π stacking (020) spacing. (b) 
Mobility plotted as a function of the π-π lattice strain for the two replicate samples in this work.  The solid line 
represents the best fit of µox = yo + De(-τα), where α  is the π-π lattice strain (%) and yo, D, and τ are fit parameters 
found to be yo = 1.8(3)x10-5 (cm2V-1s-1),  D = 5(1) x10-6 (cm2V-1s-1), and τ = 2.6(2).  The colored arrow indicates the 
direction of increasing doping level. 
 



160 
 

7.4 Conclusions 
 
 In summary, through the use of a custom designed all solid-state electrochemical cell, we 
have conclusively demonstrated that electrochemical doping of P3HT induces systematic 
changes to the packing structure of crystalline P3HT domains. The induced strains in the 
crystalline lattice, positive in the (100) direction and negative in the (020) direction, facilitate the 
incorporation of anionic (TFSI-) dopants and tighter packing in the π-π stacking direction. In situ 
measurement of the conductive properties of the P3HT, which allowed us to directly compare the 
mobility of hole charge carriers with the induced strains in the P3HT lattice, revealed an 
exponential relationship between the π-π stacking distance and the measured mobility. We 
believe that our results shed new light on the interplay between crystal structure, dopant 
concentration, and charge transport in semi-crystalline conjugated polymers. 
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7.6 Nomenclature 
7.6.1 Abbreviations 
DOS Density of States 
EO Ethylene oxide 
HT Hexyl Thiophene 
LiTFSI Lithium bis(trifluoromethanesulfonyl)imide 
OFET Organic Field Effect Transistor 
OLED Organic Light Emitting Diode 
OPV Organic Photovoltaic 
P3HT Poly(3-hexylthiophene) 
P3HT-PEO Poly(3-hexylthiophene)-block-poly(ethylene oxide) diblock copolymer 
PEO Poly(ethylene oxide) 
PEIS Potentiostatic Electrochemical Impedance Spectroscopy 
SAXS Small Angle X-ray Scattering 
SEO Polystyrene-block-poly(ethylene oxide) diblock copolymer 
WAXS Wide Angle X-Ray Scattering 

 
7.6.2 Symbols 
a Inter-sight spacing, nm 
A Electrode area, cm2 
C1 Constant in Lorentzian fitting expression, a.u. 
C2 Constant in Lorentzian fitting expression, a.u. 
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do Lattice spacing un-oxidized P3HT, nm 
d(rox) Lattice spacing of P3HT as a function of oxidation level, nm 
D Fitting constant in expression for mobility as a function of lattice strain, cm2V-1s-1 
e The elementary charge, C 
I Scattering intensity, a.a. 
Io Constant in Lorentzian fitting expression, 
L Sample thickness in conductivity formula, cm 
MP3HT Molecular weight of P3HT block, g mol-1 

MPEO Molecular weight of PEO block, g mol-1 

n Charge density of oxidized P3HT, C cm-3 

q Scattering vector, nm-1 

q* Peak position in Lorentzian fitting expression, nm-1 

r LiTFSI salt concentration, [Li+][EO]-1 

rox P3HT oxidation level, [e-]removed[HT]-1 

R Electronic resistance, Ω 
t Transfer integral, -- 
to Prefactor in transfer integral expression, -- 
yo Fitting constant in expression for mobility as a function of lattice strain, cm2V-1s-1 

 
7.6.3 Greek 
α Lattice strain in expression for mobility as a function of lattice strain, -- 
δ Correction factor for mesh electrode geometry, -- 
γ Exponential coefficient in transfer integral expression, nm-1 

λ Scattering wavelength, nm 
µ Mobility, cm2V-1s-1 
µFET Mobility measured by the field effect transistor, cm2V-1s-1 
µox Mobility measured through electrochemical oxidation, cm2V-1s-1 
θ Scattering angle, rad 
σ Electronic conductivity, Scm-1 

τ Fitting constant in expression for mobility as a function of lattice strain, -- 
 

7.7 Supporting Information 
7.7.1 Differential Scanning Calorimetry (DSC) Analysis of P3HT-PEO(7-2)/LiTFSI 

DSC was performed on a 9mg sample of freeze-dried P3HT-PEO(7-2)/LiTFSI.  The 
sample was heated to 90C at 10K/min, and then annealed for one hour at 90C.  The sample was 
then heated to 250C at 10K/min, and subsequently cooled at 10K/min back to 90C in order to 
observe the melting and recrystallization of P3HT.  The melting and crystallization peaks were 
integrated, and an ideal melting enthalpy of 33 J/g127 was used to calculate the P3HT degree of 
crystallinity.  The degree of crystallinity was determined to be 62% for the freeze-dried sample, 
and 77% for the recrystallized sample.  Thus we can conclude that although the free-drying 
process inhibits the crystallization of P3HT, our samples still contain a significant fraction of 
crystalline domains. The analyzed data are provided in Figure 7.S1 below. 
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Figure 7.S1: DSC scan demonstrating the melting and recrystallization of P3HT. 
 
7.7.2 Small Angle X-Ray Scattering (SAXS) of Bulk P3HT-PEO(7-2)/LiTFSI 

SAXS measurements were made on an undoped sample of P3HT-PEO(7-2)/LiTFSI 
contained in an airtight sample holder between kapton windows.  The two broad peaks shown in 
Figure 7.S2 are indicative of a self-assembled structure and appear qualitatively consistent with 
the nanofibrillar morphology observed by Patel and coworkers.42,43 
 

 
Figure 7.S2:  SAXS intensity profile for P3HT-PEO(7-2)/LiTFSI.  
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7.7.3 In situ Solid-State Sample Preparation 
P3HT-PEO/LiTFSI powder was hot pressed (110 °C) into two 150micron thick Garolite 

G10 spacers with a 5.04 mm diameter.  The thickness and mass of the polymer in the spacers 
were recorded for calculation of electronic conductivity and doping level, respectively. A nickel 
mesh was sandwiched between the polymer containing spacers, and they were gently hot pressed 
in order to embed the mesh as an electrode. An additional layer of nickel mesh was hot pressed 
on one side of the polymer/nickel mesh assembly to serve as a second electrode.  A ~25 micron 
electrolyte layer of SEO(240-269)/LiTFSI was hot pressed onto the other side of the 
polymer/nickel mesh assembly, and finally a piece of lithium foil was cold pressed onto the 
SEO/LiTFSI electrolyte layer to serve as an anode for the electrochemical cell.  Both nickel 
mesh electrodes and the lithium metal electrode were contacted with nickel tabs, and the entire 
assemble was vacuum sealed in an airtight pouch material (Showa Denko) to allow for 
experiments to be performed outside of the glovebox.   
 
7.7.4 Electrochemical Oxidation and Potentiostatic Electrochemical Impedance 
Spectroscopy (PEIS) Measurements 

First, the samples were equilibrated at 90 oC on a custom built heating stage for 3 hours.  
During equilibration, the open circuit voltage (Voc) of the electrochemical cell was monitored 
between the outer nickel mesh electrode and the lithium electrode: equilibration was considered 
complete when a steady Voc was achieved, typically between 2.8 and 3.0 V(Li/Li+). During a 
typical experiment, the first two charging steps were performed at a low current, such that 0.5 
mol% of the P3HT were oxidized, or rox = 0.005, where or rox = [e-]removed/[HT], per step.  After 
achieving rox = 0.010 oxidation, samples were oxidized in rox = 0.01 increments until the voltage 
required to maintain constant current reached the threshold of 3.8 V(Li/Li+), after which a 
constant potential of 3.8 V(Li/Li+) was held until that oxidation step was complete.   
 

PEIS measurements utilized an excitation voltage of 50 mV and a frequency range of 1 
MHz to 50 mHz.  PEIS measurements were performed on the un-oxidized polymer after the 
initial equilibration step, and approximately 20 minutes after each oxidation step.   With the 
exception of the un-oxidized polymer (rox = 0), the bulk P3HT resistance (R)  was interpreted as 
the impedance at low frequencies, were the phase angle was nearly independent of frequency and 
approaching a value of 0°.  The impedance at such frequencies can be interpreted as a simple 
direct current (DC) resistance, and this assumption was confirmed by steady state DC 
polarization experiments.  The impedance spectra of the un-oxidized polymer (rox =0) was 
complex and the phase angle did not approach a constant value of 0° at low frequencies, thus an 
order of magnitude approximation of the bulk P3HT resistance for the un-oxidized polymer was 
assumed from the impedance  measured at 50 mHz.   
 

It is important to note that we assume that every electron removed from P3HT during the 
oxidation step generates a hole, i.e. n is the moles of electrons transferred by the potentiostat 
during the galvanostatic charging step divided by the volume of P3HT in the thick film. Side 
reactions with impurities in the cathode may consume some electrons.  Thus one may interpret 
the mobility values obtained by our approach as lower bounds of the true bulk mobility.  
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7.7.5 Correction Factor Calculations for Mesh Electrode Geometry 
In most cases, conductivity is obtained from ac impedance experiments conducted with 

the material of interest sandwiched between two identical plate electrodes, using Equation S7.1  
 
 𝜎𝜎 =

𝐿𝐿
𝐴𝐴𝑅𝑅

 (S7.1) 

 
where L is the distance between the two plate electrodes, A is the sample cross-section area 
which, in this case, is identical to the area of the plates, and R is the measured bulk electronic 
resistance.  However, when we use the three terminal cell of the type shown in Figure 7.1, we are 
forced to use a mesh electrode.  In ref. 3 where we introduced the three terminal cell, the sample 
was placed between a mesh and a plate electode while in the present study, the sample is placed 
between two mesh electrodes (Figure 7.S3).  Equation S7.1 is not applicable in these cases.  We 
use simple modeling to account for the presence of mesh electrodes.    
 

Charge transport under an applied dc potential through an electrolyte that is assumed to 
be an Ohmic conductor placed between a plate and a mesh electrode was modeled using the 
finite-element package COMSOL Multiphysics. The system can be segmented into numerous 
identical and symmetric units as shown in Figure 7.S3.  One of these units was modeled as 
shown in Figure 7.S4.  The electrolyte potential, Φ, was obtained by solving Laplace’s equation 
with an applied potential drop across the plate and mesh electrodes and assuming zero flux at the 
other boundaries.  Typical calculated results are showed in Figure 7.S5 where the modeled 
potential (color gradient) and current lines emanating from the mesh wires to the plate electrode 
are shown.  The electric current is proportional to the derivative of potential and the electrolyte 
conductivity (𝐼𝐼 = −𝜎𝜎∇Φ).   
 

We assume that the conductivity of the electrolyte in our experiments is given by σ = 
δL/AR, where δ is a correction factor to account for the mesh electrode geometry (A is the 
sample cross-section area).  The simulation results are used to obtain δ, which is the ratio of the 
current obtained in the mesh-mesh or mesh-plate cases to that of the plate-plate case.  The δ 
value for the mesh-pate geometry used in ref. 3 was δ = 1.45 ( L=180 µm ).   (Conductivities 
reported in ref. 3 were not corrected for the electrode geometry.) 
 

Calculations similar to those reported above were used to model mesh-mesh electrodes.  
(The same mesh was used in both ref. 3 and the present study.)   In the model, we assumed that 
the mesh junctions were either perfectly aligned or having maximal offset.  We used the average 
of the aligned and offset cased to obtain the value of δ  = 1.89 (L=180 µm) used for the mesh-
mesh electrodes in this work.  
 
 
 



165 
 

 
Figure 7.S3: The mesh electrode can be segmented into numerous identical and symmetric units. 
 

 
Figure 7.S4: An example of one of the electrode geometries (plate-mesh) for which Laplace’s equation was solved 
in COMSOL. 
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Figure 7.S5:  The calculated potential (color gradient) and current lines emanating from the mesh wires to the plate 
electrode. 
 
7.7.6 1st Oxidation (Break-in) Cycle Data 

Initial oxidation of the P3HT-PEO(7-2)/LiTFSI samples demonstrated a non-monatomic 
trend in electronic conductivity with increasing oxidation level.  These results are inconsistent 
with the trends observed in subsequent cycles, as well as those found in the literature.  
Furthermore, the total charge passed corresponds to a total doping level of rox = 0.19, which is 
significantly higher than the maximum attained for this polymer during subsequent cycles (rox = 
0.09).  We interpret this extra charge passed to side reactions within the cell, likely occurring at 
the lithium electrode surface (solid electrolyte interphase formation).  We also note that samples 
3 and 4 became damaged during their first experiment (the cells are mechanically fragile) and are 
thus not reported in the main text. The electronic conductivity as a function of doping level is 
given in Figure 7.S6 below. 
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Figure 7.S6: Electronic conductivity of four replicate samples of P3HT-PEO(7-2)/LiTFSI during their first (break-
in) oxidation cycle.  
 
7.7.7 WAXS Background Correction 

The electrochemical cell used to perform the in situ WAXS experiments contributed a 
significant amount of scattering intensity.  In order to correct for this, the scattering intensity of 
an empty cell was subtracted from the sample data shown in the main text.  Due to the 
configuration of the beamline during the in situ WAXS experiments, the transmitted intensity of 
the samples and the empty cell could not be measured.  Thus we multiplied the empty cell 
scattering intensity by a constant factor of 0.76 before performing the subtraction.  The scaling 
factor was chosen to provide the largest reduction in peaks known to originate from the empty 
cell without causing any points of negative intensity in the scattering patterns of any of the 
samples. Figure 7.S7 provides the uncorrected scattering of one sample (before oxidation) and of 
the empty cell used for the background correction. 
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Figure 7.S7:  Uncorrected WAXS intensity profiles for an undoped P3HT-PEO(7-2)/LiTFSI sample and the empty 
cell containing all of the components of the electrochemical cell except P3HT-PEO(7-2)/LiTFSI. 
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Chapter 8 – Summary 
 

The purpose of this work was to develop better understanding of the influence of ion-
polymer interactions on the phase behavior, self-assembly, and electrochemical performance of 
solid-state block copolymer electrolytes (BCEs). X-ray scattering was chosen as a primary 
characterization technique because it facilitates the study BCE microstructure over a wide range 
of length-scales; experiments can be performed under conditions relevant to thermodynamic 
processes or the conditions within a solid-state battery; and it is amenable to the incorporation of 
additional in situ characterization techniques. The experimental methodology developed for 
quantitative X-ray scattering, including a detailed derivation of data corrections not readily found 
in literature, was presented first, providing future experimentalists a solid foundation to follow 
the results of this work. A discussion on scattering data analysis and interpretation is also 
provided in Appendix A1. 

 
The first two experimental studies highlighted the influence of adding salt to a neutral 

block copolymer when forming binary (e.g., polymer + salt) block copolymer electrolytes. In 
both cases, the BCEs were composed of the block copolymer, polystyrene-b-poly(ethylene 
oxide) (SEO), and lithium bis(trifluoromethanesulfonyl)imide (LiTFSI) salt. The first study 
utilized a model low molecular weight SEO/LiTFSI system to directly probe the thermodynamic 
impact of salt-polymer interactions on self-assembly within BCEs. It was revealed that salt-
polymer interactions facilitated a thermodynamically stable coexistence between self-assembled 
lamellae and disordered nanostructures during the order-to-disorder phase transition (ODT). 
Such a coexistence, which is predicted by the Gibbs phase rule, indicates that salt can partition 
between “phases” that have different nanostructure. The second study was performed on a high 
molecular weight SEO, a system far from the ODT phase boundary. In this case, the 
nanostructures observed for anneals BCE samples indicated kinetic limitations significantly 
hindered self-assembly. However, at high salt concentrations, some of the BCE samples 
exhibited the coexistence of self-assembled lamellae and what appears to be a kinetically-trapped 
nanostructure. In light of the results from the model system, these coexisting nanostructures 
suggest the possibility of a heterogeneous salt distribution in some high molecular weight BCE 
samples, which would have interesting implications for their performance within a solid-state 
battery. These high salt concentration BCEs showed remarkable ionic conductivity values, 
indicating a possible path for the development of BCEs with improved performance. 

 
The next series of studies focused on a new class of BCEs, wherein the anion of the 

electrolyte salt is covalently bonded to one of the polymer backbones. Due to the inherent 
immobilization of the anion, these materials behave as so-called single-ion conductors. Since ion 
conduction in these systems requires cation dissociation from one of the polymer backbones, 
thereby creating a charged polymer chain, one could expect a coupling between ion dissociation, 
polymer nanostructure, and the concomitant electrochemical performance. We studied this 
coupling by analyzing a library of single-ion conducting polymers composed of poly(ethylene 
oxide)-b-poly[(styrene-4-sulfonyltrifluoromethylsulfonyl)imide] (PEO-P(STFSI)) backbones 
with both lithium and magnesium counterions. In the melt, we found that ion dissociation leads 
to a strong mixing of the PEO and P(STFSI) polymer blocks. Since ion conduction requires 
mobile (i.e., dissociated) cations, single-ion conducting block copolymers that exhibit good 
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conductive properties will necessarily be mixed i.e., microphase separation will likely not occur. 
This is expected to have a strong impact on the design of BCEs with improved mechanical 
properties. In addition to ionic conductivity, ion dissociation was also found to influence PEO 
crystallization in the single-ion conducting block copolymers. In this case, the homogeneous 
nature of the samples that showed significant ion dissociation facilitated the growth of large 
lamellar PEO crystallites, leading to well-ordered lamellar nanostructures. In contrast, 
concentration fluctuations in the melt for samples with little ion dissociation were found to 
impede crystal growth, leading to longer crystallization times and poorly-ordered semi 
crystalline nanostructures. It is clear that cation dissociation, polymer nanostructure, and 
electrochemical performance are intimately coupled single-ion conductors with a simple diblock 
chain architecture. 

 
The final study in this work highlighted the power of using in situ characterization 

techniques in conjunction with X-ray scattering. In this work, we sought to explore the structural 
impact the electrochemical doping of poly(3-hexylthiophene) (P3HT) within the simultaneous 
ion/electron conductor poly(3-hexylthiophene)-b-poly(ethylene oxide) (P3HT-PEO) mixed with 
LiTFSI salt. Through a novel sample design and in situ experimental setup, we demonstrated a 
clear correlation between structural changes in the P3HT crystal lattice (measured by WAXS) 
and the electrochemically measured charge mobility for the first time. Since the doping process 
requires the presence of a balancing negative charge to maintain electroneutrality, it is likely that 
the structural changes to the P3HT crystal lattice were at least partially induced by the 
intercalation of the TFSI- anion into the crystal structure. Thus, tuning the doping process by 
designing around the anion-P3HT interactions may represent one route to improving electron 
conduction in these materials. 
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Appendix A1 - Case Studies in X-Ray Scattering Analysis 

A1.1 Introduction 
 

 After devoting significant effort into attaining quantitative X-ray scattering data, the 
experimenter is then often left with the question, “What do I do with all of this data?” A cursory 
search of literature often leads to the answer of “just about anything”. Unfortunately, in many 
situations, the assumptions required to apply analysis techniques that can be found in most texts 
do not hold for many experimental systems, especially when studying dense (i.e. non-solution) 
polymer samples. While it is true that absolute scattering data contains a wealth of structural 
information, due to the loss of phase information, scattering cannot be used independently; one 
must always recognize that extracting useful information depends very heavily on their prior 
knowledge of the system. Therefore, perhaps a better starting point for answering the question of 
how to analyze one’s scattering data is, “What do I know about my system?”  
 

The aim of this chapter is to provide an example of how to approach X-ray scattering data 
analysis based on the question above. My approach will be to provide my analysis of two 
systems that lie at the extremes prior knowledge: in Section A1.2, I will analyze a system where 
the material has both an unknown composition and an unknown structure, while in Section A1.3, 
I will highlight what additional information can be learned through quantitative X-ray analysis of 
a system that has already been well-characterized by other techniques. In each case, I will 
attempt to emphasize the importance of obtaining information from other characterization 
techniques, and provide examples of what one could learn if more was known about the given 
sample. 
 

A1.2 Characterization of an Unknown Sample – Model-Independent Analysis 
 
 While it will become clear during this chapter that complementary characterization 
techniques are essential to fully harness the power of quantitative X-ray scattering, in this section 
I aim to highlight what information can be gleaned under circumstances where little to nothing is 
known about the sample prior to X-ray characterization. In this instance, a solid polymeric 
sample was received through a proprietary source, which did not disclose the material 
composition. What is known about the material is that it consists of a blend of polymers and/or 
monomers, wherein at least one component has been chemically cross-linked (thus forming a 
solid). Furthermore, the sample is known to require a high temperature thermal treatment step in 
order to improve its physical properties. The source of the material suspected that nano-scale 
phase separation of the sample components during thermal treatment was responsible for the 
enhancement of its mechanical properties. Therefore, my goal was to look for indications of 
nano-scale phase separation in the thermally treated sample, and if present, find out what role 
thermal treatment plays in the final nanostructure of the material. 
 
A1.2.1 Experimental  
 In total, three independent X-ray scattering experiments were conducted on two separate 
samples. In order to address the question of whether or not nano-scale phase separation was 
occurring within the sample, both SAXS and WAXS measurements were performed on a sample 
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that had already been thermally treated. The SAXS measurement was made at 30 °C, while 
WAXS measurements were made at both 30 and 120 °C. Finally, to address the origin of the 
nanostructure observed in the thermally treated sample, time-dependent SAXS measurements 
were performed in situ during the thermal treatment of a sample at 120 °C. All of these 
experiments were performed at ALS BL 7.3.360 using a custom built heated sample stage.  
 
 All of the resulting 2D scattering images were found to be isotropic, and were converted 
to 1D profiles using the Nika61 macro, as described in Chapter 2. Furthermore, the 1D SAXS 
intensity profiles were corrected using Equation 2.12 and the 1D WAXS intensity profiles were 
corrected using Equation 2.25. Finally, all corrected 1D scattering profiles were calibrated to 
absolute units following the procedure in Chapter 2. 
 
A1.2.2 Results and Discussion 
 In Figure A1.1 I plot the results of the SAXS and WAXS experiments at 120 °C, with the 
corresponding 30 °C profiles provided for reference. As anticipated by the anonymous sample 
donor, there are periodic correlations on the order of 33 and 11 nm, indicated by shallow maxima 
in the SAXS profiles, which suggest microphase separated structures. Furthermore, in addition to 
the typical polymer amorphous halos at large angles, which correspond to correlations of roughly 
0.48 and 0.21nm, there is a broad peak in the MAXS regime, which indicates correlations on the 
order of 1.7 nm. I also note that the positions of each correlation are generally insensitive to 
temperature; however, the total intensity of the SAXS profile increases with temperature, 
indicating a change in scattering contrast.   
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Figure A1.1:Combined absolute SAXS and WAXS profiles for the thermally treated sample at 120 °C. The SAXS 
profile (black curve/circles) was measured at the end of the in situ thermal treatment experiment, while the WAXS 
profile (blue curve/triangles) was collected from a thermally treated sample that was heated up to 120 °C. The solid 
grey curves represent the combined SAXS and WAXS profiles for the thermally treated sample at 30 °C, while the 
dashed red curves demonstrate the power law fits that were used to subtract the background intensity from the 
SAXS data. The high q fit (𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜

𝐻𝐻𝑞𝑞(𝑞𝑞)) is 𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜
𝐻𝐻𝑞𝑞(𝑞𝑞) = 0.067 + 4.5 × 10−4𝑞𝑞−4, and the low q fit (𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜

𝐿𝐿𝑞𝑞(𝑞𝑞)) is 𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜
𝐿𝐿𝑞𝑞(𝑞𝑞) =

3.6 × 10−3𝑞𝑞−2.8.  
  

In order to better characterize the correlations in the SAXS regime, it is common practice 
to eliminate scattering intensity due to the other regimes. To eliminate the excess intensity from 
MAXS/WAXS length-scales, I fit a power law of order 4 (𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜

𝐻𝐻𝑞𝑞(𝑞𝑞) = 𝐵𝐵 + 𝐷𝐷𝑞𝑞−4, where 𝐵𝐵 and 𝐷𝐷 
are fit parameters) to the base of the MAXS “peak” and subtract the result from the experimental 
data55. Subtraction of the high q intensity amounts to eliminating “grainy-ness” from the data; 
the remaining SAXS intensity is due to correlations between domains with homogeneous 
electron density (Vonk and Roe?). In this work, the fit parameter 𝐷𝐷 = 4.5 × 10−4, determined 
from the nonlinear least squares regression shown in Figure A1.1, was fixed for all remaining 
samples; the fit parameter 𝐵𝐵  was adjusted between samples to preclude significant negative 
intensity values in the high q range of the SAXS data. I also eliminate the strong asymptotic low 
q scattering in a similar fashion by fitting a free power law (𝐼𝐼𝑟𝑟𝑖𝑖𝑜𝑜

𝐿𝐿𝑞𝑞(𝑞𝑞) = 𝐷𝐷𝑞𝑞−𝐷𝐷, where 𝐷𝐷 and 𝐷𝐷 are 
fit parameters) to the initial data points at low q (near the beamstop) for each SAXS profile. The 
resulting function is subtracted from its corresponding SAXS data set. The low q background 
subtraction is largely based on convenience, and amounts to neglecting any structures or 
correlations at length-scales larger than those observed in SAXS (i.e. larger than ~150 nm). 
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Structures at such large length-scales are more amenable to study with other techniques (e.g. 
scanning electron microscopy, visible light scattering, and optical microscopy), and as such, their 
contribution to scattering intensity in the SAXS regime are treated as parasitic under most 
circumstances. The second half of this chapter will highlight a notable exception to this 
convention. 
 
  

 
Figure A1.2: (a) Background corrected data from the thermally treated sample at 30 °C. The experimental data is 
represented by black circles, whereas the solid gold curve represents the best fit from the linear combination of two 
Lorentzian peak functions. The individual Lorentzian peaks are provided as the dashed curves for reference. (b) 
Background corrected time-dependent scattering data from a sample in situ during thermal treatment at 120 °C. The 
time for each scattering measurement is related by its color.  
 

The corrected scattering profile for the thermally treated sample at 30 °C is shown in 
Figure A1.2a. Also demonstrated in Figure A1.2a is a multi-peak fitting analysis performed 
using the “Multi-Peak Fit” package in Igor Pro, wherein two Lorentzian peak functions (dashed 
curves) were simultaneously fit to the data, resulting in a suitable replication of the entire 
scattering profile (solid curve). It is notable that the low q subtraction appears to truncate the data 
at the lowest q-values; while this is not ideal, for the purpose of this analysis, it has little impact 
on the final result. The fitting analysis demonstrated in Figure A1.2a facilitates the de-
convolution of the contributions to the SAXS profile, and allows us to assign unbiased values to 
the peak positions; the result from the fit in Figure A1.2a indicates that the correlation lengths 
are 30.8 nm and 11.2 nm for Peak 1 and Peak 2, respectively.  Without additional information 
regarding the composition of the sample, or structural analysis using a real-space technique (e.g. 
transmission electron microscopy), we can only speculate as to what structural motifs are 
responsible for the scattering intensities at these two length-scales; however, one powerful aspect 
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of quantitative X-ray scattering using a synchrotron light source is that, in addition to 
characterizing static structures, we can observe structure formation through in situ experiments.  

 
Figure A1.2b provides the background subtracted SAXS profiles as a function of time 

during thermal treatment. The nanostructure of the sample at 30 °C before thermal treatment 
(dashed curve in Figure A1.2b) did not exhibit any obvious correlations at the length-scales seen 
in the thermally treated sample. Time = 0 indicates when the heating stage setpoint was changed 
to 120 °C. The stage reached the target temperature within 5 minutes; however, the sample 
temperature likely did not reach 120 °C until a short time later (due to the low thermal 
conductivity of polymeric materials). The SAXS profiles at short times in Figure A1.2b indicate 
that the structure at ~11 nm forms rapidly upon reaching 120 °C and remains relatively 
unchanged at later times. Conversely, the peak corresponding to the correlations of ~31 nm in 
the fully cured sample, starts forming at early times, but continues to grow and shift to lower q 
throughout the 120 minute experiment.   
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Figure A1.3: (a) The time-dependent peak intensities (Ipeak) acquired through de-convolution of the data in Figure 
A1.2b. Data from Peak 1 (Ipeak1) are provided as blue circles and correspond to the left axis, while data from Peak 2 
(Ipeak2) are given by red triangles and correspond to the right axis. (b) The correlation length (domain spacing) 
determined from the positions of the de-convoluted peaks. Data from Peak 1 (d1) are provided as blue circles and 
correspond to the left axis, while data from Peak 2 (d2) are given by red triangles and correspond to the right axis. 
 

I used the sample multi-peak fitting analysis demonstrated in Figure A1.2a to de-
convolute the time-dependent SAXS profiles in Figure A1.2b. In Figure A1.3a I plot the time-
dependence of the peak intensity (Ipeak) for both peaks. As discussed qualitatively above, the 
quantitative evaluation of the high q peak (Peak 2) increases rapidly at short times, and then 
remains relatively constant for Time > 20 min (decreasing slightly between 20 and 50 min).  
Interestingly, the quantitative evaluation of the low q peak (Peak 1) intensity reveals two distinct 
trends with time: For Time < ~30 min, the peak intensity increases linearly with a steep slope, 
which transition to a new linear dependence with a shallower slope for Time > ~40 min. The 
correlation length (i.e. domain spacing, d) based on the peak position (q*; 𝑑𝑑 = 2𝜋𝜋

𝑞𝑞∗
) for each peak 
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are provided in Figure A1.3b. The time-dependence observed for the correlation length derived 
from Peak 1 appears strongly correlated with its corresponding peak intensity from Figure 
A1.3b; there are two distinct regimes of linear time-dependence, with the correlation length 
increasing throughout the experiment. Conversely, the correlation length derived from the time-
dependence of Peak 2 decreases monotonically with time.  

 
While peak intensity and correlation length are useful in understanding the time-

evolution of the nanostructure within the sample, without real-space evidence or a model to 
guide our interpretation of what the peaks represent, little can be learned about what is physically 
happening in the system during thermal treatment. However, the model independent parameter 
known as the SAXS invariant, Q, might provide some insight. The invariant is defined as55,56 

 
 

𝑄𝑄 ≡
1

2𝜋𝜋2
� 𝐼𝐼(𝑞𝑞)𝑞𝑞2d𝑞𝑞
∞

0
[=]cm−1nm−3 (A1.1) 

 
and physically represents the total scattering power of the system, which is determined by the 
sample composition and it independent of nanostructure shape and size. For illustrative purposes, 
the invariant for an ideal two-phase (𝑄𝑄𝑖𝑖𝑑𝑑𝑟𝑟𝑚𝑚𝐿𝐿) system with sharp phase boundaries is simple given 
by55,56 
 
 𝑄𝑄𝑖𝑖𝑑𝑑𝑟𝑟𝑚𝑚𝐿𝐿 = 1 × 10−21(𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2𝜙𝜙𝐴𝐴𝜙𝜙𝐵𝐵[=]cm−1nm−3 (A1.2) 

 
where the prefactor is simply required for unit consistency, and 𝐵𝐵𝐴𝐴  and 𝐵𝐵𝐵𝐵  are the scattering 
length densities and 𝜙𝜙𝐴𝐴 and 𝜙𝜙𝐵𝐵 are the volume fractions of phases A and B, respectively. The 
term (𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2 is known as the scattering contrast. Thus for a given amount of components A 
and B, any sample will yield the same value for 𝑄𝑄𝑖𝑖𝑑𝑑𝑟𝑟𝑚𝑚𝐿𝐿 based on the relative scattering length 
densities (i.e. electron density) between the two phases, regardless of the shape or size of the A 
and B domains. The invariant can thus be thought of as the total magnitude of electron density 
fluctuation within the sample55. Note that the theoretical treatment of the scattering invariant 
precludes intensity contributions from atomic scattering, thus intensities at high q 
(MAXS/WAXS) should be subtract from the SAXS data before evaluating 𝑄𝑄55,56. 
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Figure A1.4: Time-dependence of the SAXS invariant. Data are indicated by black circles, while the dashed curves 
represent best fits from the functions provided in the inset.  
  
 In Figure A1.4, I provide the time-dependence of the SAXS invariant (Q) calculated from 
the background-corrected scattering data provided in Figure A1.2b. The integral in Equation 
A1.1 was evaluated using the experimental q-range since the background subtraction already 
precluded intensity contributions from other length-scales. For Time < 30 min, Q increases very 
rapidly and is well-fit by the exponential function indicated by the dashed blue curve in Figure 
A1.4. This result is consistent with a rapid onset of phase separation when the temperature is 
increased to 120 °C. At Time > 30, the invariant decreases linearly, following the dashed red 
regression line. The transition in time-dependent behavior for the invariant aligns well with the 
trends in peak intensity (Ipeak) and domain spacing (d) in Figure A1.3. It is interesting to note that 
at longer times (Time > 30 min), while the correlation length (d1) continues to increase for Peak 
1, the invariant actually decreases. Multiple scenarios could account for this behavior. One 
explanation, which assumes a 2-phase system, is that the volume fraction of phase-separated 
domains reaches 0.50 at ~30 min, and thus as phase separation continues, the 𝜙𝜙𝐴𝐴𝜙𝜙𝐵𝐵  term in 
Equation A1.2 actually begins to decrease. This scenario could be easily refuted with knowledge 
of the sample composition (i.e. whether or not a one component represents ~50% of the volume). 
In a related (2-phase) scenario, the scattering length densities of the mixed and de-mixed phases 
reach a maximum difference at Time ~30 min, whereupon further de-mixing leads to a decrease 
in scattering contrast (i.e. the (𝐵𝐵𝐴𝐴 − 𝐵𝐵𝐵𝐵)2 term in Equation A1.2). Based on our knowledge of 
the system -- a partially cross-linked mixture undergoing thermal treatment to improve 
mechanical properties – a reasonable explanation is that all phase separation occurs at early times 
(Time < 30 min); and at long times, the phase-separated domains coarsen (d1 increases), while 



191 
 

the contrast changes (Q decreases) from either (1) the densification of one phase, or (2) the loss 
of material due to small molecule evaporation. This interpretation is supported by the fact the fit 
functions used to describe both time-regimes have the same intercept value (𝑄𝑄(0) = 0.0093 cm-

1nm-1), indicating that complete phase separation of the original sample components (i.e. before 
densification or material loss) would have yielded the same value of 𝑄𝑄. 
 
A1.2.3 Conclusion 
 In this section I have presented the analysis of X-ray scattering data collected from a 
system with completely unknown composition and structure. The goal of the analysis was to 
determine if the sample was microphase separated, and if so, gather insight into how thermal 
treatment affects the nanostructure of the material. Combined absolute SAXS and WAXS 
measurements on a thermally treated sample demonstrated that the material was indeed 
microphase separated, and the nanostructure was not significantly influenced by temperature 
after thermal treatment was complete. I then used in situ SAXS measurements during the thermal 
treatment of an uncured sample to reveal the kinetics of nanostructure formation. Since we were 
uninterested in structures at length-scales smaller than phase-separated domains, the scattering 
from WAXS was used to determine a background function that was subsequently used to correct 
the SAXS data. The corrected SAXS data were found to be well-represented by the linear 
combination of two Lorentzian functions, indicating periodic correlations at two different length-
scales. Although the nature of the correlations remains unknown without further characterization 
from complementary techniques (e.g. TEM), their time-evolution of the correlation peaks does 
provide some insight into their origin. Through combined analysis of the time-dependence of the 
de-convoluted peaks and SAXS invariant, it appears probable that microphase separation occurs 
rapidly (Time < 30 min) upon heating the sample to 120 °C, whereupon continued thermal 
treatment facilitates the coarsening of microphase separated domains, and either the densification 
of one microphase or the loss of small molecule material.  
 
 It should be clear that quantitative X-ray scattering is most powerful when combined with 
complementary characterization techniques and an extensive knowledge of sample composition. 
However, the ability to rapidly collect data under controlled sample environments at a 
synchrotron light source expands the experimental utility of X-ray scattering techniques beyond 
simple structural analysis. Thus, through appropriate interpretation, absolute X-ray scattering 
data can provide significant physical insight, even in instances where little is known about the 
nature or composition of the nanostructures within a material. 
 

A1.3 Characterization of a Well-Known Sample – Leveraging Models 
 

In this section, I will analyze the scattering data from a set of samples where the 
composition has been very well characterized, but the details of the nanostructure are not 
completely understood. This work was performed in collaboration with Dr. Norman C. Su, and 
follows from his work in ref 165. In their study, Su and coworkers165 developed a model 
nanocomposite membrane system composed of silica (SiO2) nanoparticles dispersed an a 
crosslinked poly(ethylene glycol) (PEG) polymer matrix. Three different nanoparticle sizes were 
used, and for each particle size, three separated membranes with different particle loadings were 
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made. The goal of this model system was to study the influence of nanoparticle size and loading 
on gas transport through composite membranes.  

 
In the original study165, the silica nanoparticles were characterized by transmission 

electron microscopy (TEM) before preparing the membranes. All of the particles were founds to 
be roughly spherical and relatively monodisperse. The average size for each particle sample was 
determined through image analysis of the TEM micrographs. Furthermore, the structure of the 
composite membranes was analyzed using scanning electron microscopy (SEM) on membrane 
cross-sections, and it was concluded that the silica nanoparticles were well-dispersed within the 
composite membranes. Finally, the total particle loading for each membrane sample was 
determined gravimetrically by the weight change upon thermal decomposition of the membrane. 
The mass fraction of particles was converted to volume loading using the density of the particles 
and the crosslinked PEG matrix.165 

 
In this work, I will demonstrate how to utilize X-ray scattering data to (1) analyze the 

particle size, as measured within the membrane, (2) determine the particle loading given the 
density of each phase, and (3) analyze the inter-particle correlations (dispersion/packing 
structure) within the membranes. In contrast to Section A1.2, we know a significant amount 
about the expected structure and composition within these films. Thus, in some cases the results 
from scattering will represent redundant measurements, which can be used as independent 
verification, while in others cases the scattering data provides new evidence not attainable from 
the analysis performed in the original study.   
 
A1.3.1 Experimental 

In total, the scattering from 15 membranes will be analyzed in this study: membranes 
with 5 different volume loadings were prepared for each different particle size. The name for 
each sample is given by the particle used to form the composite and its loading in vol. %. The 
smallest particles studied were ~12 nm in diameter and were purchased for the study in ref 165. 
Samples using these particles are labeled “Ludox 12nm”. The other two particle sizes were 
synthesized in ref 165 using the Stӧber method166 to produce particles with nominal diameters of 
41 nm and 130 nm. Samples using these particles are labeled “Stӧber 41nm” and “Stӧber 
130nm”, respectively. In this work, I will analyze all 9 of the original composite membranes 
evaluated previously165, as well as two additional membranes from each particle size using 
nominal loadings of 0.5 vol% and 2.5 vol%. The scattering samples were prepared inside of an 
argon glovebox after the membranes were thoroughly dried under vacuum. The membranes were 
hermetically sealed inside custom sample holders with kapton film windows. An empty sample 
holder was also prepared inside of the glovebox to serve as the “empty cell” scattering reference.    

 
Due to the large differences in size between the various silica particles, the X-ray 

scattering data had to be collected using a number of different instrument setups. Scattering 
measurements on the Ludox 12nm membranes were performed at the ALS BL 7.3.360 using both 
SAXS and WAXS geometries, while the Stӧber 41nm membranes were measured at the ALS BL 
7.3.3 using SAXS only. The Stӧber 130nm membranes were measured using a SAXS setup at 
ALS BL 7.3.3, as well as a SAXS setup at the Stanford Synchrotron Radiation Laboratory 
(SSRL) BL 1-5. The SAXS and WAXS measurements at ALS BL 7.3.3 utilized detector 
distances of ~3.8m and ~0.3m, respectively, 10keV X-rays, and a Pilatus 2M (Dectris) detector. 
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The SAXS measurements at SSRL BL 1-5 utilized a ~3 m detector distance, 7.8 keV X-rays, and 
a Rayonix 165 CCD Camera. All measurements were made at room temperature. 
 
 All of the resulting 2D scattering images were found to be isotropic, and were converted 
to 1D profiles using the Nika61 macro, as described in Chapter 2. Furthermore, the 1D SAXS 
intensity profiles were corrected using Equation 2.12 and the 1D WAXS intensity profiles were 
corrected using Equation 2.31. Finally, all corrected 1D scattering profiles were calibrated to 
absolute units following the procedure in Chapter 2. 
 
A1.3.2 Results and Discussion 

The scattering function for an isolated spherical object is well-known.55 The intensity 
profile (𝐼𝐼(𝑞𝑞)) for the scattering from an ensemble of non-interacting monodisperse spherical 
particles (e.g., a dilute solution) is related by 

 
 

𝐼𝐼(𝑞𝑞) = �𝐵𝐵𝑜𝑜 − 𝐵𝐵𝑠𝑠�
2𝜙𝜙𝑜𝑜𝑉𝑉𝑜𝑜 �

3�sin�𝑞𝑞𝑜𝑜𝑜𝑜� − �𝑞𝑞𝑜𝑜𝑜𝑜� cos�𝑞𝑞𝑜𝑜𝑜𝑜��

�𝑞𝑞𝑜𝑜𝑜𝑜�
3 �

2

 (A1.3) 

 
where 𝐵𝐵𝑜𝑜 and 𝐵𝐵𝑠𝑠 are the scattering length densities of the particle and the solvent, respectively, 
𝜙𝜙𝑜𝑜 is the volume fraction of particles, 𝑉𝑉𝑜𝑜 is the volume of a single particle, and 𝑜𝑜𝑜𝑜 is the particle 
radius. Inspection of Equation A1.3 reveals that the scattering profile for a dilute solution of 
particles is completely defined if the scattering length densities of the particle and solvent are 
known, along with the particle radius and the total volume fraction of particles in solution. 
Furthermore, as long as the particles are non-interacting, one can use Equation A1.3 with 
arbitrary scaling to find the particle radius (i.e., if the product �𝐵𝐵𝑜𝑜 − 𝐵𝐵𝑠𝑠�

2𝜙𝜙𝑜𝑜 is unknown). Figure 
A1.5 below demonstrates scattering profiles calculated for a 0.1 vol% sample of Stӧber silica 
spheres in a crosslinked PEG “solvent”. As demonstrated by the solid black curve in Figure 
A1.5, the scattering induced by isolated spherical particles leads to an oscillating decay in 
intensity at length-scales commiserate to and smaller than the particle. The location and 
periodicity of the oscillations derives from the bracketed term in Equation A1.3 (i.e., the form 
factor), indicating these oscillations can be used to extract the particle radius from an 
experimental scattering profile. 
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Figure A1.5: Calculated scattering profiles using Equation A1.3 (solid black curve) and a Schulz distribution 
(dashed red curve, +/- 4 nm) with the scattering length densities for Stӧber spheres and crosslinked PEG, a sphere 
radius of 20nm, and a total loading of 0.1 vol%. 
 
 
 If an ensemble of isolated spherical particles is not perfectly monodisperse, then the solid 
black profile in Figure A1.5 becomes attenuated. The most striking difference in the scattering 
profile from a distribution of particle sizes is the damping of the oscillations at high q. The 
dashed red curve in Figure A1.5 provides the calculated scattering profile for an ensemble of 
spherical particles with a Schulz distribution of particle sizes, where the mean particle size is 40 
nm and the standard deviation is 4 nm. It is clear from Figure A1.5 that most experimental 
systems, which nearly always have some dispersity, will show a limited number of oscillations in 
their scattering profiles. Both of the profiles shown in Figure A1.5 were generated using the 
NCNR Analysis Macro130 package in Igor Pro. This package, which was developed by Steven 
Kline at NIST, contains the scattering functions for many structure models, is well-documented, 
and is overall an excellent resource for analyzing scattering data. 
 
 In Figure A1.6 I provide the absolute scattering profiles collected from all of the “dilute” 
composite films. Each data set also includes the calculated scattering profiles from a best fit of 
the data to the model of dilute spheres with a Schulz distribution. The best fits were determined 
using the NCNR Analysis Macro130 package, with the particle radius (𝑜𝑜𝑜𝑜) and standard deviation 
(𝜎𝜎), as well as the particle volume fraction (𝜙𝜙𝑜𝑜) used as fit parameters. The scattering contrast 
(�𝐵𝐵𝑜𝑜 − 𝐵𝐵𝑠𝑠�

2
) was fixed during the fit, and a constant background intensity (𝐼𝐼𝑜𝑜𝑘𝑘𝑐𝑐) was set to 

𝐼𝐼𝑜𝑜𝑘𝑘𝑐𝑐 = 0.03 cm-1 for the Stӧber sphere samples and 𝐼𝐼𝑜𝑜𝑘𝑘𝑐𝑐 = 0.006 cm-1 for the Ludox particle 
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samples. As demonstrated in Figure A1.6a, the experimental scattering profiles are captured very 
well by the Schulz spheres model over all q, indicating that the Stӧber 130nm particles are 
approximately spherical and are non-interacting in the composite films at these loadings (i.e., 
well-dispersed and dilute). In Figure A1.6b-c, the Schulz spheres model could not describe the 
entire profiles for the Stӧber 41nm and the Ludox 12nm particles. For these samples, the Schulz 
sphere model was fit using a selected portion of the experimental profiles, as indicated by the 
vertical dashed lines, in order to characterize the particle size. In all cases, a suitable fit of the 
intensity oscillations was achieved, indicating the particles can be described as approximately 
spherical. The failure of the model to capture the experimental profiles at low q indicates that the 
particles are “interacting” i.e., they are spatially correlated (possibly forming aggregate 
structures), even at these dilute loadings. The fitted particle sizes and standard deviations are 
provided in Table A1.1. The values are in good agreement with the those determined from TEM 
in ref 165; however, the deviation values are consistently larger from X-ray scattering. Since the 
TEM measurements are taken from a limited number of particles, the distributions determined 
from the scattering measurements are likely more representative of the true values. 
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Figure A1.6: (a) Experimental scattering from the Stӧber 130 nm particles with 𝜙𝜙𝑜𝑜 = 0.005 (lower symbols) and 
𝜙𝜙𝑜𝑜 = 0.029  (upper symbols) along with the best fit from a Schulz distribution of spheres (black curves). (b) 
Experimental scattering from the Stӧber 41 nm particles with 𝜙𝜙𝑜𝑜 = 0.004 (lower symbols) and 𝜙𝜙𝑜𝑜 = 0.024 (upper 
symbols) along with the best fit from a Schulz distribution of spheres (black curves). (c) Experimental scattering 
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from the Ludox 12 nm particles with 𝜙𝜙𝑜𝑜 = 0.004 (lower symbols) and 𝜙𝜙𝑜𝑜 = 0.020 (upper symbols) along with the 
best fit from a Schulz distribution of spheres (black curves). All scattering intensities are absolute. The vertical red 
dashed lines indicate the region that was fit during the regression analysis in (b) and (c).  
 
Table A1.1: Silica particle diameters, as measured by TEM (DTEM) in ref 165 and SAXS (DSAXS) in this work. The 
number in parantheses in the heading of each DSAXS collum indicates the nominal particle loading in vol%.  

 
 
 In addition to characterizing the particle size within the actual composite membranes, we 
can also use the scattering profiles to determine the total particle loading, independent of any 
model. To do this, we return to the scattering invariant discussed in the previous section, which 
is defined by Equation A1.1. In this system, the scattering invariant can have quantitative 
meaning because we know the chemical make-up of the samples. To compute the invariant, I 
used the NCNR Analysis Macro130 package to extrapolate the experimental scattering profiles to 
𝑞𝑞 = 0 using the Guinier approximation and to 𝑞𝑞 = ∞ using a power law of order (-4), followed 
by numerical integration, also using the NCNR macro. The experimental scattering data for all 
membranes can be found in Figures A1.8-A1.10 below. Since the composite membranes 
represent a 2-phase system, the measured invariant from the X-ray scattering profiles should 
correspond to the values predicted with Equation A1.2. I test this by plotting the experimental 
scattering invariant versus the particle loading term from Equation A1.2 (values provided by 
Norman Su, Table A1.2) in Figure A1.7. I note that the scattering length densities from the 
Ludox silica and Stӧber silica are expected to be different due to their different mass densities 
(𝜌𝜌Ludox = 2.2 gcm-3; 𝜌𝜌Stӧber = 2.1 gcm-3)165. The predicted invariant values from Equation A1.2 
using the two resulting scattering contrasts are provided as dashed lines in Figure A1.7. The 
scattering length densities for each phase were calculated from Equation 2.3. The values for 
silica were calculated using the densities above and are 𝐵𝐵Ludox = 1.86 × 1011cm-2 and 𝐵𝐵Stӧber =
1.78 × 1011cm-2. The value for the crosslinked PEG matrix was determined assuming a density 
of 𝜌𝜌PEG = 1.18 gcm-3.165 It was also assumed that the PEG phase consisted of 700 g mol-1 PEG 
backbones with methacrylate endgroups, yielding 𝑀𝑀𝑃𝑃𝑆𝑆𝐺𝐺 = 838  gmol-1; 𝜂𝜂𝑃𝑃𝑆𝑆𝐺𝐺 = 455  [e-]; and 
𝐵𝐵PEG = 1.09 × 1011cm-2. In all cases, the predicted and experimental invariant values at dilute 
loadings are very similar (see inset of Figure A1.7); however, as the particle loadings are 
increased, the experimental invariant values tend to undershoot the predictions from Equation 
A1.2. The discrepancies seen between experimental and calculated invariant values could arise 
for a number of reasons, including: (1) our extrapolation protocol for the scattering profiles does 
not accurately describe the intensities as 𝑞𝑞 → 0 and 𝑞𝑞 → ∞; (2) our scattering length density 
values are incorrect; (3) the gravimetrically measured particle loadings are incorrect; or (4) the 2-
phase model breaks down due to the presence of diffuse interfaces55. For the time being, I will 
simply assume the 2-phase model holds and use Equation A1.2 with the experimental invariant 
values to calculate 𝜙𝜙SiO2for each of the membranes (Table A1.2).  
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Figure A1.7: A plot of the scattering invariant vs. the particle volume loading determined through gravimetric 
analysis165. The data are shown as symbols, and the dashed lines indicate the predictions from Equation A1.3 using 
the scattering length density values from Ludox silica (blue short-dash) and Stӧber silica (orange long-dash). The 
inset highlights the results from the composites with dilute loadings. 
 
 Thus far we have been able to analyze the particle size and particle loading in the 
composite membranes from the absolute scattering data alone, with very few assumptions: for 
the particle size we assumed a Schulz distribution of spheres (absolute intensity not needed), and 
for the particle loading we had to extrapolate the scattering profiles to 𝑞𝑞 → 0 and 𝑞𝑞 → ∞, assume 
the scattering length density values for each phase, and assume that the membranes are 
accurately described as a 2-phase system with sharp phase boundaries. A more refined analysis 
could be used, such as accounting for diffuse interfaces between the phases; however, that would 
require additional assumptions. We will now focus our analysis on the “structure” of the 
membranes, i.e., the arrangement of the silica nanoparticles. 
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Table A1.2: Particle loadings from each composite membrane determined gravimetrically (ref 165 and Norman Su) 
and from the scattering invariant through Equation A1.2 in this work. 

 
 
 
 Information about the arrangement of particles within a non-periodic (random) dispersion 
of particles is generally contained in the scattering intensity a q-values such that the product 
(𝑞𝑞𝑜𝑜𝑜𝑜) is less than 1, i.e., at length-scales larger than the radius of the particles. In this regime, the 
scattering intensity from isolated particles is well-understood to follow the Guinier relationship 
as q approaches 0, which is given by Equation A1.455,  
 
 𝐼𝐼(𝑞𝑞 → 0) = �𝐵𝐵𝑜𝑜 − 𝐵𝐵𝑠𝑠�

2𝜙𝜙𝑜𝑜𝑉𝑉𝑜𝑜𝑒𝑒
�−13�𝑞𝑞𝑅𝑅𝑔𝑔�

2�;  𝑅𝑅𝑐𝑐2 = 3
5
𝑜𝑜𝑜𝑜2  (A1.4) 

 
where 𝑅𝑅𝑐𝑐  is the radius of gyration for the particle and all other parameters are the same as 
Equation A1.3. This behavior is portrayed in the low q portion of the fit curves in Figure A1.6. 
Deviations from this behavior are induced by inter-particle correlations, which can be accounted 
for in structural models by a so-called “structure factor” (𝑆𝑆(𝑞𝑞)). The structure factor is a function 
of the total particle loading and interaction potential between particles (attractive vs repulsive, 
etc).55 The structure factor in particle systems get incorporated into the scattering function 
multiplicatively, thus the scattering for a concentrated dispersion of monodisperse spheres could 
be written as 
 
 

𝐼𝐼(𝑞𝑞) = �𝐵𝐵𝑜𝑜 − 𝐵𝐵𝑠𝑠�
2𝜙𝜙𝑜𝑜𝑉𝑉𝑜𝑜 �

3�sin�𝑞𝑞𝑜𝑜𝑜𝑜� − �𝑞𝑞𝑜𝑜𝑜𝑜� cos�𝑞𝑞𝑜𝑜𝑜𝑜��

�𝑞𝑞𝑜𝑜𝑜𝑜�
3 �

2

𝑆𝑆(𝑞𝑞) (A1.5) 
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where the function is equivalent to Equation A1.3, save for the inclusion of the 𝑆𝑆(𝑞𝑞) term to 
account for inter-particle correlations (i.e., interferences). The mathematics involved in deriving 
structure factors is quite complex and well beyond the scope of this case study; however, a 
number of structure factors have been derived for various inter-particle interaction potentials, 
many of which are included in the NCNR Analysis Macro package130. I will utilize one such 
structure factor to demonstrate its influence on the scattering intensity for an ensemble of spheres 
with a Schulz size distribution.  
 
 In Figures A1.8-A1.10 below, I provide the measured X-ray scattering profiles from all 
15 of the composite membranes (discreet data markers). Also included with each experimental 
scattering profile is the model prediction from the “Schulz Hard Spheres” model in the NCNR 
Analysis package130. This model represents an ensemble of spheres with a Schulz size 
distribution and a structure factor based on “hard sphere” interactions, i.e., infinite repulsion at 
the particle surface and non-interacting at further spacing130,167. Each of the modeled profiles in 
Figures A1.8-A1.10 is calculated with no adjustable parameters: the inputs are the scattering 
length densities for the particles and the polymer matrix, the particle size distribution, and the 
particle volume fraction. The volume fractions determined gravimetrically165 and from the 
invariant were both used to model the data in plots (a) and (b), respectively, for each of Figures 
A1.8-A1.10. For consistency, the constant background intensity values (𝐼𝐼𝑜𝑜𝑘𝑘𝑐𝑐) that were used 
when fitting the dilute membrane scattering profiles were also included in the Schulz hard 
spheres model.  
 

 
Figure A1.8: SAXS profiles and corresponding model predictions from the “Schulz Hard Spheres” model in the 
NCNR Analysis Macro package130. Experimental data are indicated with discreet markers (circles correspond to the 
SSRL BL 1-5 SAXS results and crosses correspond to the ALS BL 7.3.3 SAXS results), while the modeled profiles 
are solid curves. (a) Modeled profiles calculated using the gravimetric particle loadings determined by Norman Su. 
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(b) Modeled profiles calculated using the particle loadings calculated from the invariant. All models use the particle 
size distributions determined through the SAXS measurements of the dilute membranes. 
 
 In Figure A1.8 I provide the experimental scattering data and “Schulz Hard Spheres” 
model results for the Stӧber 130nm spheres. Within the experimentally measured q-range, the 
scattering profiles for samples with volume fractions less than 7% are well characterized by the 
Schulz hard sphere model. At the two highest volume fractions in Figure A1.8a, the form factor 
scattering due to the individual particles is captured by the model; however, the low q scattering 
predictions from the hard sphere structure factor completely fail to capture the experimentally 
observed trends. A similar result is seen in Figure A1.8b, except that even the form factor 
scattering is not captured adequately in the highest loading sample, indicating that the volume 
fraction determined by the invariant at this concentration is not accurate. Likely reasons for the 
failure of the hard sphere structure factor are that the “effective” hard sphere radius (i.e., the 
radius of closest approach) is larger than the silica particle radius, and/or there is a non-zero 
interaction potential between particles at distances further from the hard sphere surface. I note 
that the position of the “peak” at low q in the scattering profiles at high particle loadings 
indicates the average center-to-center particle distance. For the 27 vol% film in Figure A1.8a, 
this distance is 𝑑𝑑 = 2𝜋𝜋

𝑞𝑞𝑝𝑝𝑅𝑅𝑚𝑚𝑝𝑝
= 150 nm, which corresponds to an inter-particle spacing of ~10 nm.  

 
Figure A1.9: SAXS profiles and corresponding model predictions from the “Schulz Hard Spheres” model in the 
NCNR Analysis Macro package130. Experimental data are indicated with discreet markers, while the modeled 
profiles are solid curves. (a) Modeled profiles calculated using the gravimetric particle loadings determined by 
Norman Su. (b) Modeled profiles calculated using the particle loadings calculated from the invariant. All models use 
the particle size distributions determined through the SAXS measurements of the dilute membranes. 
 
 In Figure A1.9 I provide the experimental scattering data and “Schulz Hard Spheres” 
model results for the Stӧber 41nm spheres. In this case, the modeled low q scattering intensities 
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do not capture the observed behavior even in the dilute membranes. The most likely cause for 
this is that the particles are interacting to form aggregate structures. Furthermore, the overall 
intensities of the modeled profiles tend to fail to align with the experimental data. This indicates 
that either the volume fraction or the scattering contrast values are not correct in our model for 
these samples. The gravimetric volume fractions lead to both under and overestimated model 
intensities (Figure A1.9a), while the invariant-based volume fractions consistently lead to 
underestimated model intensities (Figure A1.9b). Interestingly, the inter-particle spacing 
determined from the low q peak in the 28 vol% sample in Figure A1.9a is ~8.5 nm, which is 
similar to that of the Stӧber 130nm membrane of similar particle loading. 
 

 
Figure A1.10: SAXS profiles and corresponding model predictions from the “Schulz Hard Spheres” model in the 
NCNR Analysis Macro package130. Experimental data are indicated with discreet markers (crosses correspond to the 
ALS BL 7.3.3 SAXS results and circles correspond to the ALS BL 7.3.3 WAXS results), while the modeled profiles 
are solid curves. (a) Modeled profiles calculated using the gravimetric particle loadings determined by Norman Su. 
(b) Modeled profiles calculated using the particle loadings calculated from the invariant. All models use the particle 
size distributions determined through the SAXS measurements of the dilute membranes. 
 

In Figure A1.10, I provide the experimental and modeled scattering profiles for the 
membranes formed from the Ludox 12nm particles. As with the Stӧber 41nm spheres, the low q 
scattering intensities predicted by the model fail to capture experimental observation in all cases. 
However, for these samples, the overall profile intensities scale with volume fraction in a manner 
similar to the Stӧber 130nm spheres, where the gravimetric volume fractions always provide the 
appropriate scaling (Figure A1.9a), and the invariant-based volume fractions tend to under-
predict the films with the highest loadings (Figure A1.10b). It is clear from the low q scattering 
of the dilute membrane samples (0.4 and 2.0 vol%) that aggregate structures are formed by the 
Ludox 12nm particles. This is actually consistent with the TEM analysis of the particles cast 
from solution, wherein string-like aggregates of ~5-10 particles were a common motif165. It 
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should be possible to develop a model to account for the scattering from these string-like 
aggregates, but it has not been explored for this system yet. Finally, if we again determine the 
inter-particle spacing from the low q “peak” in the scattering from the highest loading film (30 
vol%, Figure A1.10a), we find a value of ~3nm. This value is much smaller than the inter-
particle spacing values observed in the Stӧber particle films, which may help explain the 
anomalous transport properties measured for the Ludox 12nm membranes in ref 165. 
 
A1.3.3 Conclusion 

In this case study, I presented the scattering analysis of a series of nanoparticle/polymer 
composite membranes. The composition (particle size, loading) of the membranes had 
previously been determined by other techniques.165 Our goals were to independently verify the 
previous characterization, as well as begin to explore how the particles were organized within the 
membrane, i.e., the membrane “structure”. The particle sizes were verified by fitting the 
oscillating “form factor” scattering from membranes with dilute particle loadings. The model 
used to fit the data was based on a Schulz distribution of spherical particles. In all cases, the 
particle size distributions determined through X-ray scattering were within error of those 
determined from TEM image analysis165 (see Table A1.1). The particle loadings within the 
membranes were determined using the scattering invariant under the assumption of a 2-phase 
system with sharp interfaces (Equation A1.2). The values obtained from Equation A1.2 were 
generally in good agreement with those measure gravimetrically165, except at the highest particle 
loadings (see Table A1.2). The cause of the large deviation at high particle loadings is unclear at 
this time, but might be due to diffuse interfaces between the particles and the polymer matrix. 
The “structure” of the composite membranes was investigated by comparing the experimental 
scattering profiles to those generated assuming “hard sphere” inter-particle interactions. For the 
largest particle size (Stӧber 130nm), the model only breaks down at the highest particle loadings, 
while for the smaller particles, the “hard sphere” assumption does not reflect the scattering 
profiles at any particle loading. As a whole, there appears to be an attractive potential between 
the silica nanoparticles. In the Stӧber 130nm membranes, the attractive potential is reflected in 
the sharp low-q peak in scattering profile of membrane with high particle loading, while it 
manifest in the formation of particle aggregates at all particle loadings for the smaller particle 
sizes. Finally, the obvious particle aggregation and significantly smaller inter-particle spacing 
observed in the Ludox 12nm samples appears to be related to its anomalous behavior in ref 165. 

 
In this study, the utility of attaining absolute scattering data should be evident. 

Knowledge of the components within the sample facilitated a direct connection between 
membrane composition and the scattering intensity through the scattering contrast (�𝐵𝐵𝑜𝑜 − 𝐵𝐵𝑠𝑠�

2
). 

This relationship facilitated the computation of the membrane loading from the scattering 
invariant, as well as the direct modeling of each scattering profile with no adjustable parameters. 
Furthermore, it may be pertinent to attempt to fit the scattering from the Ludox 12nm membranes 
with additional models in order to determine the size/shape of the particle aggregates. In this 
case, the scattering power can be fixed by the contrast and particle loading, thus limiting the 
number of adjustable parameters. Overall, it is good practice to attain quantitative scattering data 
whenever possible. The level of analysis one performs might vary significantly from study to 
study, but with quality data, all options are on the table. 
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Appendix A2 – Scattering Data from PEO-P[(STFSI)X] Single-Ion 
Conductors  
 

A2.1 Schematic of Scattering Geometry 
 

 
Figure A2.1: Schematic of the SAXS/WAXS transmission sample geometry 
 

Figure A2.1 illustrates the geometry of the transmission SAXS/WAXS experiments 
performed in Chapter 5.2.3.  Beamline 7.3.3 at the Advanced Light Source (ALS) utilizes an 
multilayer monochromator to provide a high intensity monochromatic 10keV X-ray beam60. 
Scattering profiles were collected on the Pilatus 2M detector, which provides total active area of 
254 x 289 mm2 and has pixel dimensions of 172 x 172 µm2. The 2D scattering images were 
processed using the Nika macro developed by Jan Ilavsky61 in Igor Pro in the following manner. 
First, an image mask was prepared from an image taken with no sample present, where low 
intensity pixels were automatically masked. The beamstop and any other geometric artifacts 
were masked manually. After preparing the mask, the scattering pattern of the silver behenate 
(AgB) sample was used to calibrate both the beam center and sample-to-detector (SD) distance: 
the SAXS setup was calibrated using only the primary scattering peak from AgB, whereas the 
WAXS setup was calibrated using the first five Bragg’s peaks from AgB. After the beam center 
and SD were determined, 2D scattering profiles were converted to 1D profiles of intensity (I) vs. 
the magnitude of the scattering vector, 𝑞𝑞 ≡ 4𝜋𝜋

𝜆𝜆
sin 𝜃𝜃

2
, where λ is the X-ray wavelength, and θ is 

the scattering angle. During the conversion, the images were dezingered and masked, corrected 
for polarization and the variation in solid angle (geometry correction), and then radially averaged 
using the maximum number of points. In cases where there was obvious radial anisotropy in the 
2D scattering images, ±15° sector averages where used (i.e., Figure A2.2, Figure A2.3, Figure 
A2.5, and Figure A2.7). 
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A2.2 Scattering Data 
This section contains all of the data from the scattering experiments described in Chapter 

5.2.3. This data was used for the analysis performed in Chapter 5 and Chapter 6. 
A2.2.1 PEO(5) 

 
Figure A2.2: 2D (a) SAXS and (b) WAXS scattering images from PEO(5) at 35 °C. The blue and pink lines 
indicate regions where the sector averages of intensity were computed to yield the corresponding blue and pink 1D 
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profiles in (c). (c) also provides the amorphous scattering from PEO(5) at 90 °C (green), 110 °C (gold), and 130 °C 
(red). 
 
 
A2.2.2 PEO-P[(STFSI)Li](5-1.1) 

 
Figure A2.3: 2D (a) SAXS and (b) WAXS scattering images from PEO-P[(STFSI)Li](5-1.1) at 30 °C. The blue and 
pink lines indicate regions where the sector averages of intensity were computed to yield the corresponding blue and 



207 
 

pink 1D profiles in (c). (c) also provides the amorphous scattering from PEO-P[(STFSI)Li](5-1.1) at 90 °C (green), 
110 °C (gold), and 130 °C (red). 
 

 
Figure A2.4: in situ 1D SAXS profiles for PEO-P[(STFSI)Li](5-1.1) during isothermal crystallization at 35 °C. For 
reference, the dark red dashed curve represents the scattering from PEO-P[(STFSI)Li](5-1.1) at 90 °C, and the black 
dashed vertical line indicates where Ipeak

 was evaluated. 
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A2.2.3 PEO-P[(STFSI)Li](5-2.0) 

 
Figure A2.5: 2D (a) SAXS and (b) WAXS scattering images from PEO-P[(STFSI)Li](5-2.0) at 30 °C. The blue and 
pink lines indicate regions where the sector averages of intensity were computed to yield the corresponding blue and 
pink 1D profiles in (c). (c) also provides the amorphous scattering from PEO-P[(STFSI)Li](5-2.0) at 90 °C (green), 
110 °C (gold), and 130 °C (red). 
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Figure A2.6: in situ 1D SAXS profiles for PEO-P[(STFSI)Li](5-2.0) during isothermal crystallization at 35 °C. For 
reference, the dark red dashed curve represents the scattering from PEO-P[(STFSI)Li](5-2.0) at 90 °C, and the black 
dashed vertical line indicates where Ipeak

 was evaluated. 
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A2.2.4 PEO-P[(STFSI)Li](5-3.2) 
 

 
Figure A2.7: 2D (a) SAXS and (b) WAXS scattering images from PEO-P[(STFSI)Li](5-3.2) at 30 °C. The blue and 
pink lines indicate regions where the sector averages of intensity were computed to yield the corresponding blue and 
pink 1D profiles in (c). (c) also provides the amorphous scattering from PEO-P[(STFSI)Li](5-3.2) at 90 °C (green), 
110 °C (gold), and 130 °C (red). 
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Figure A2.8: in situ 1D SAXS profiles for PEO-P[(STFSI)Li](5-3.2) during isothermal crystallization at 35 °C. For 
reference, the dark red dashed curve represents the scattering from PEO-P[(STFSI)Li](5-3.2) at 90 °C, and the black 
dashed vertical line indicates where Ipeak

 was evaluated. 
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A2.2.5 PEO-P[(STFSI)2Mg](5-1.1) 

 
Figure A2.9: 2D (a) SAXS and (b) WAXS scattering images from PEO-P[(STFSI)2Mg](5-1.1) at 35 °C. The 2D 
images were azimuthally averaged to yield the blue 1D profile in (c) along with the amorphous scattering profiles 
from PEO-P[(STFSI)2Mg](5-1.1) at 90 °C (green), 110 °C (gold), and 130 °C (red). 
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Figure A2.10: in situ 1D SAXS/WAXS profiles for PEO-P[(STFSI)2Mg](5-1.1) during isothermal crystallization at 
35 °C. For reference, the dark red dashed curve represents the scattering from PEO-P[(STFSI)2Mg](5-1.1) at 90 °C, 
and the black dashed vertical line indicates where Ipeak

 was evaluated. 
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A2.2.6 PEO-P[(STFSI)2Mg](5-2.0) 
 

 
Figure A2.11: 2D (a) SAXS and (b) WAXS scattering images from PEO-P[(STFSI)2Mg](5-2.0) at 35 °C. The 2D 
images were azimuthally averaged to yield the blue 1D profile in (c) along with the amorphous scattering profiles 
from PEO-P[(STFSI)2Mg](5-2.0) at 90 °C (green), 110 °C (gold), and 130 °C (red). 
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Figure A2.12: in situ 1D SAXS/WAXS profiles for PEO-P[(STFSI)2Mg](5-2.0) during isothermal crystallization at 
35 °C. For reference, the dark red dashed curve represents the scattering from PEO-P[(STFSI)2Mg](5-2.0) at 90 °C, 
and the black dashed vertical line indicates where Ipeak

 was evaluated. 
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A2.2.7 PEO-P[(STFSI)2Mg](5-3.2) 
 

 
Figure A2.13: 2D (a) SAXS and (b) WAXS scattering images from PEO-P[(STFSI)2Mg](5-3.2) at 35 °C. The 2D 
images were azimuthally averaged to yield the blue 1D profile in (c) along with the amorphous scattering profiles 
from PEO-P[(STFSI)2Mg](5-3.2) at 90 °C (green), 110 °C (gold), and 130 °C (red). The dashed (cyan) profile in (c) 
is amorphous PEO-P[(STFSI)2Mg](5-3.2) at 35 °C obtained before PEO crystallization after quenching from 90 °C. 
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Figure A2.14: in situ 1D SAXS/WAXS profiles for PEO-P[(STFSI)2Mg](5-3.2) during isothermal crystallization at 
35 °C. For reference, the dark red dashed curve represents the scattering from PEO-P[(STFSI)2Mg](5-3.2) at 90 °C, 
and the black dashed vertical line indicates where Ipeak

 was evaluated. 
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