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Abstract

Molecular Mechanisms of Factors that Control RNA Polymerase II Transcription
Elongation Dynamics

by

Manchuta Dangkulwanich

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Carlos J. Bustamante, Chair

The expression of a gene begins by transcribing a target region on the DNA to form a
molecule of messenger RNA. As transcription is the first step of gene expression, it is there-
fore highly regulated. The regulation of transcription is essential in fundamental biological
processes, such as cell growth, development and di↵erentiation. The process is carried out by
an enzyme, RNA polymerase, which catalyzes the addition of a nucleotide complementary
to the template and moves along the DNA one base pair at a time. To complete its tasks,
the enzyme functions as a complex molecular machine, possessing various evolutionarily de-
signed parts.

In eukaryotes, RNA polymerase has to transcribe through DNA wrapped around histone
proteins forming nucleosomes. These structures represent physical barriers to the transcrib-
ing enzyme. In chapter 2, we investigated how each nucleosomal component—the histone
tails, the specific histone-DNA contacts, and the DNA sequence—contributes to the strength
of the barrier. Removal of the tails favors progression of RNA polymerase II into the entry
region of the nucleosome by locally increasing the wrapping-unwrapping rates of the DNA
around histones. In contrast, point mutations that a↵ect histone-DNA contacts at the dyad
abolish the barrier to transcription in the central region by decreasing the local wrapping
rate. Moreover, we showed that the nucleosome amplifies sequence-dependent transcrip-
tional pausing, an e↵ect mediated through the structure of the nascent RNA. Each of these
nucleosomal elements controls transcription elongation by distinctly a↵ecting the density
and duration of polymerase pauses, thus providing multiple and alternative mechanisms for
control of gene expression by additional factors.

During transcription elongation, RNA polymerase has been assumed to attain equilib-
rium between pre- and post-translocated states rapidly relative to the subsequent catalysis.
Under this assumption, a branched Brownian ratchet mechanism that necessitates a putative
secondary nucleotide binding site on the enzyme was proposed. In chapter 3, we challenged
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individual yeast RNA polymerase II (Pol II) with a nucleosome as a “road block”, and
separately measured the forward and reverse translocation rates with our single-molecule
transcription elongation assay. Surprisingly, we found that the forward translocation rate is
comparable to the catalysis rate. This finding reveals a linear, non-branched ratchet mech-
anism for the nucleotide addition cycle in which translocation is one of the rate-limiting
steps. We further determined all the major on- and o↵-pathway kinetic parameters in the
elongation cycle. This kinetic model provides a framework to study the influence of various
factors on transcription dynamics.

To further dissect the operation of Pol II, we focused on the trigger loop, a mobile element
near the active site of the enzyme. Biochemical and structural studies have demonstrated
that the trigger loop makes direct contacts with substrates and promotes nucleotide incor-
poration. It is also an important regulatory element for transcription fidelity. In chapter 4,
we characterized the dynamics of a trigger loop mutant RNA polymerase to elucidate the
roles of this element in transcription regulation, and applied the above kinetic framework to
quantify the e↵ects of the mutation. In comparison to the wild-type enzyme, we found that
the mutant is more sensitive to force, faster at substrate sequestration, and more e�cient
to return from a pause to active transcription. This work highlighted important roles of
regulatory elements in controlling transcription dynamics and fidelity.

Moreover, RNA polymerase interacts with various additional factors, which add layers of
regulation on transcription. Transcription factors IIS (TFIIS) and IIF (TFIIF) are known to
interact with elongating RNA polymerase directly and stimulate transcription. In chapter
5, we studied the e↵ects of these factors on elongation dynamics using our single molecule
assay. We found that both TFIIS and TFIIF enhance the overall transcription elongation
by reducing the lifetime of transcriptional pauses and that TFIIF also decreases the proba-
bility of pause entry. Furthermore, we observed that both factors enhance the e�ciency of
nucleosomal transcription. Our findings helped elucidate the molecular mechanisms of gene
expression modulation by transcription factors.

In summary, we have dissected the mechanisms by which the nucleosomal elements reg-
ulate transcription, and derived a quantitative kinetic model of transcription elongation in
a linear Brownian ratchet scheme with the slow translocation of the enzyme. The cor-
responding translocation energy landscape shows that the o↵-pathway states are favored
thermodynamically but not kinetically over the on-pathway states. This observation confers
the enzyme its high propensity to pause, thus allowing additional regulatory mechanisms
during pausing. TFIIS and TFIIF, for example, regulate transcription dynamics by short-
ening the lifetime of Pol II pauses. On the other hand, the trigger loop of Pol II regulates
both the active elongation and pausing. These examples illustrate molecular mechanisms of
cis- and trans-acting factors regulate the dynamics of transcription elongation.
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Chapter 1

Introduction

1.1 Introduction to gene expression and transcription

DNA is a molecule of life—a storage of information for biological systems. A good analogy
of DNA is a book that contains four letters of A, T, C, and G in various combinations. Even
though we can read the strings of these letters, we only understand the meaning of some
words or sentences in this biological language. Some regions of the DNA encode for proteins,
which carry out essential functions like maintaining cellular structure, delivering cargos to
various parts of the cells, or catalyzing reactions to break down food. Scientists labeled
these protein-coding regions as genes. To express a gene, information in a DNA molecule is
transcribed into RNA molecules that are then used to translate the genetic information into
proteins (Figure 1.1). Transcription represents the first step in gene expression. Therefore,
it is not surprising that the process is highly regulated and its control is essential for the flow
and processing of information to maintain cellular homeostasis. Conserved in all life forms,
this logical pattern of information flow renders transcription an essential and fundamental
cellular process.

Why has transcription evolved into such an essential cellular process? Why not directly
express the information encoded in the DNA genome into proteins? There are several reasons
to justify the evolution of transcription as an intermediate step for the synthesis of proteins.
First, transcription expands the variety of gene products by allowing for splicing. Second,
copying the information within DNA into many RNA molecules increases the rate of total
protein synthesis in the cell and avoids the bottleneck that would result from expression
of a gene directly from the DNA. Third, the number of RNA molecules available at any
given time to synthesize proteins can be precisely regulated to give a burst of products. The

Portions of this chapter were published in M. Dangkulwanich, T. Ishibashi, L. Bintu, and C.J. Busta-
mante. “Molecular Mechanisms of Transcription through Single-Molecule Experiments.” Chemical Reviews ;
114: 3203-3223. 2014. DOI:10.1021/cr400730x. Used with permission.
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DNA RNA Protien 

DNA Replication

Transcription

(Reverse transcription)

Translation

(RNA replication)

Figure 1.1: The central dogma of molecular biology. The process in parentheses and
dashed line are not common in all organisms.

signal amplification implicit in the transcription process increases the dynamic range of the
expression and it gives rise to stochasticity in gene expression, which causes variabilities
among genetically identical cells.

Despite performing various functions in the body, proteins are encoded by only about
1.1% of the human genome as exons and 24% is in introns, which are transcribed but get
removed prior to translation into proteins [133]. The other 75% may encode for some reg-
ulatory elements, or non-coding RNAs, such as transfer RNAs, which bring amino acids to
translate mRNAs into proteins, and micro RNAs which repress gene expression by RNA
silencing. The production of these RNAs requires transcription from the target region in the
genomic DNA.

The key player in transcription is enzyme RNA polymerase (RNAP). Eukaryotes express
three di↵erent RNA polymerases: RNA polymerase I, II and III, which transcribe di↵erent
classes of genes. RNA polymerase I transcribes ribosomal RNAs, and RNA polymerase
III transcribes 5s ribosomal RNAs for the small subunit of the ribosomes, transfer RNAs
and other small RNAs. RNA polymerase II (Pol II), a 12-subunit enzyme of 550 kDa
(Figure 1.2), is responsible for transcribing the pre-cursor of messenger RNAs, some snRNAs
and microRNAs.

The process of transcription can be divided into three main stages: initiation, elongation
and termination. Whereas single-subunit viral polymerases such as T7 and SP6 RNAP can
start transcription at a promoter region without additional cofactors, multi-subunit bacterial
and eukaryotic RNAPs require transcription factors that aid the enzyme to recognize and
bind to the promoter. Together they form an initiation complex that unwinds the DNA at the
promoter and produces a nascent RNA transcript that stabilizes the complex and primes the
enzyme for the processive synthesis of a full-length RNA transcript. Although similar events
occur in prokaryotes and eukaryotes, di↵erent factors participate in the initiation process.
The elongation phase of transcription starts once the polymerase has produced a long enough
RNA chain and has cleared the promoter region. In this phase, the polymerase incorporates
nucleoside triphosphate (NTP) – building blocks – into the growing RNA chain and uses the
energy of NTP incorporation to advance on DNA. When the RNAP finishes synthesizing
the full-length transcript, it must stop at a specific location and release the transcript in a
controlled manner during the termination stage of transcription. In cells, various regulatory
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players are present at all three stages of transcription. In this dissertation, I focused on
the elongation stage, where the conversion of the chemical energy from NTP substrates into
mechanical movement of the enzyme on the DNA takes place. The process is highly dynamic
and much of transcription fidelity controls takes place here.

1.2 Single-molecule approaches to transcription

How does a complex molecular machinery like RNA polymerase perform its task? How long
does it take to synthesize an RNA transcript? The answers to these questions require tools
that are capable of following the progression of transcription in real time. In bulk, one can
hope to follow, at most, the progression of transcription as an average of unsynchronized con-
tributions from individual molecules within a population. This averaging obscures crucial in-
formation contained in the time-dependent behavior of individual molecules. Single-molecule
methods overcome the limitations inherent to the ensemble averaging of bulk methods by
allowing one to follow the trajectories of individual molecules in real time. The picture that
emerges from single-molecule studies of transcription is that of a rich and complex process
that provides many checkpoints for regulation throughout transcription.

Over the past two decades, various methods of single-molecule manipulation and detec-
tion have been employed to characterize all three stages of transcription. In the first stage of
transcription initiation, RNA polymerase (RNAP) must locate specific promoter sites on the
genome in the densely packed cellular environment. Single-molecule methods, such as atomic

Figure 1.2: Crystal structure of RNA polymerase II. The front and top views of the
RNA polymerase II from S. cerevisiae are shown [5]. The 12 subunits Rpb1-Rpb12 are
colored according to the key below the views. Dashed lines represent disordered loops. The
magnesium ion at the active site and eight zinc ions are depicted as a pink and cyan spheres,
respectively. PDB ID: 1WCM.
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force microscopy (AFM) and fluorescence-based approaches, have provided insights into how
RNAP locates its promoter and unwinds the DNA duplex. Because of the DNA helical struc-
ture, unwinding of the duplex is accompanied by changes in its twist. Through the use of
magnetic tweezers, it has been possible to both apply torque and follow the torsional states
of individual initiating RNAP complexes. During the second stage of elongation, RNAP
operates as a molecular motor, converting di↵erence between high-energy phosphoanhydride
bonds and lower energy phosphodiester bonds into mechanical work, through the genera-
tion of force (in piconewton range) and displacement (in subnanometer scale). Methods of
single-molecule manipulation, such as optical tweezers, are ideally suited to precisely mea-
sure forces and displacements on this scale; thus, optical tweezers are capable of providing
unique insight on the mechanochemical conversion in the transcription process as well as the
mechanisms by which transcription factors regulate the dynamics and the progress of the
enzyme. When the RNAP finishes synthesizing the full-length transcript, it must stop at
a specific location and release the transcript in a controlled manner. Single-molecule tech-
niques make it possible to selectively apply loads on either the DNA template or the RNA
transcript, and to dissect regulatory elements in the final stage of transcription, termination.

Optical tweezers (or optical trapping) is ideally suited to characterize the dynamics of
RNA polymerase during transcription elongation as it precisely measures piconewton ranges
of forces and nanometer ranges of displacement.

1.2.1 A brief introduction to optical trapping

The technique was first reported in 1970 by Ashkin who showed a stable three-dimensional
trapping of dielectric particles using radiation pressure from a single laser beam [7]. We
briefly discuss the general principles of optical trapping here (see [120, 100, 95, 101, 20] for
more details).

Light carries momentum; thus, it can exert forces on particles. In optical traps, there are
two components of forces: scattering forces, which can be thought of as a stream of photons
pushing the objects along the propagation direction of the light and gradient forces, which
pull objects towards a more intense spot in the gradient [8]. When a ray travels through
an interface with a higher index of reflection (i.e., dielectric particles, such as polystyrene
beads) than the medium, it bendts towards the normal to the boundary, resulting in changes
in the momentum of the light. The change of momentum over time is equivalent to force:
��!p /�t = m��!v /�t = m�!a =

�!
F .

As shown in Figure 1.3A, an incident beam with a momentum of p
in

is refracted by the
particle to yield the new momentum of p

out

, and the di↵erence in momentum of �p (blue).
Since the momentum is always conserved, the particle experiences a force of equal magnitude,
but in opposite direction (F ). In an intensity gradient increasing from left to right, the force
produces by the more intense ray (F

a

) is larger than that produces by (F
b

)(Figure 1.3B);
thus, the particle is attracted to the point of the highest intensity. To stably trap a particle
in three dimensions, axial forces that balance the scattering force is required [100]. Using a
high numerical aperture (NA) objective, which sharply focuses the laser, generates gradient
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forces that attracts the particle toward the focal point, and stably trap a particle just slightly
down-beam from the focal point (Figure 1.3C)[100]. In the vicinity of the focus, the optical
trap acts a “Hookean” spring, exerting forces that are proportional to the displacement of
the object from the equilibrium position.

p
in

p
out

p
in

Δp = p
out

 - p
in
 

F

a

a

b

b

F
a

F
b

A B

c

c

d

d

F
d

F
c

C

Figure 1.3: Simplified illustration of optical trapping. (A) An incident ray is refracted
by a particle, generating an optical force (F ). (B) In an intensity gradient of light, the force
generated by the more intense light is larger; thus, the particle is attracted to the point of
the highest intensity. (C) In a three-dimensional gradient, the particle is stably trapped just
below the focus. Two representative rays are refracted by the particle and produce restoring
forces, pushing the particle toward the focus. The lateral components of the forces balance
each other and the axial force balances the scattering force [100].

For biological applications, trapping lasers are usually in the near infrared wavelengths
(800–1,100 nm) to minimize sample damage. Our setup used a diode-pumped neodymium
yttrium aluminum garnet (Nd:YAG) laser with a wavelength of 1,064 nm. In a typical optical
tweezers experiment, molecules of interest, such as DNA, or molecular motors, are attached
to micron-sized polystyrene beads, which can be held in an optical trap. To manipulate the
molecule, the second attachment on the other end is required. It can be attached to a glass
surface, a second bead held in a trap by suction, or a bead in a second optical trap. We
can move the trapped bead from the second attachment point to apply force and stretch
the molecule. The beads held in optical traps also serve as probes for the movements of the
molecules. One of the techniques to measure the movement of the beads is back-focal plane
interferometry, which uses the interference pattern formed between the trapping laser and
the scattered light [95]. The recorded position of the beads are then analyzed to extract
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dynamic information from the system of interest.

1.2.2 Optical tweezers based transcription assay

For transcription elongation studies, we attached a stalled biotinylated RNA polymerase
elongation complex on streptavidin coated polystyrene beads. One end of the template
DNA is labeled with a digoxygenin molecule, which can interact with an antidigoxygenin
antibody coated bead and form a tether between the two beads. One can exert a desired
amount of force on the complex. The force can be applied to either oppose or assist the
enzyme by changing the location of the digoxygenin label, either upstream (assisting force,
Figure 1.4A), or downstream (opposing force, Figure 1.4B). Then, the starting position of
the beads are recorded. Upon introduction of NTP into the flow chamber, active molecules of
polymerase will start transcribing within a few seconds, thus, changing the distance between
the two beads. Real-time trajectories of the enzyme are recorded. The “Materials and
methods” section of each chapter described specific protocols.

DNA handle

Pol II

AD

SA

RNA

A

Template
NTP

Assisting force

late Pol II

AD

SA

RNA

B

Template

NTP

Opposing force

Figure 1.4: Optical tweezers based transcription assay in assisting (A) and opposing
force geometry (B).
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1.3 The mechanistic views of transcription elongation

During the elongation phase of transcription, Pol II adopts various conformations to orches-
trate the incorporation of cognate nucleoside triphosphate (NTP) to the growing RNA chain
and advances along the DNA one nucleotide at a time. In doing so, Pol II acts as a molecu-
lar motor that converts the energy di↵erence of breaking the high-energy phosphoanhydride
bonds and forming the phosphodiester bonds into mechanical translocation along the DNA
template (Figure 1.5). Various kinetic models of transcription have been proposed to de-
scribe this conversion of chemical into mechanical energy (mechanochemistry). In general,
the enzyme translocates along the DNA by thermal energy and the incoming NTP stabilizes
the post-translocated state before hydrolysis and forming a bond with the growing RNA
chain. The enzyme also pauses for various durations. Pausing and active elongation are
competing pathways, but the mechanistic details of the process are still a matter of much
debate.

A closer inspection of the structure shows that the active site (where the magnesium atom
is located in Figure 1.2) is buried deep in the structure, and surrounded by several structural
elements that can adopt di↵erent conformations throughout the nucleotide addition cycle
[67]. Two prominent features of RNA polymerases are the bridge helix (BH) and the trigger
loop (TL), which have been proposed to function together to drive translocation. The BH is
a long helix that spans the active site adjacent to the RNA/DNA hybrid and the substrate
loading site [42, 11], and adjacent to the BH is the TL (Figure 1.6).

During the nucleotide addition cycle, an NTP molecule first binds to an open active
center in a preinsertion state [64, 132]. Then, the TL folds into alpha helices and closes on
the active center, which moves the NTP into the insertion site [25, 132, 141]. The folded
TL makes contacts with the correct NTP in the active site and leads to catalysis and bond
formation with the growing RNA chain [141], followed by the release of pyrophosphate, which
may unfold the TL and open the active center for translocation [37]. The translocation has
been proposed to occur in two steps: the TL and the BH shift the recently added base
out of the active site, and then the BH relaxes and allows for NTP entry to the active
center [16]. Snapshots of various steps have been captured in crystal structures (Figure 1.6)
[17, 26]. However, the time domain in the sequence of these snapshots are missing. Methods
of single-molecule manipulation, such as optical tweezers, promise high temporal and spatial
resolution information that will complete the mechanistic understanding of transcription
elongation.

1.4 Nucleosomes: Barriers to gene expression

In vivo, eukaryotic DNA in the nucleus is organized by wrapping around histone proteins
into nucleosomes. An array of nucleosomes further folds into chromatin fibers, chromatin
domains, and chromosome (Figure 1.7A). The nucleosomes impose physical barriers to any
processes that require access to the genetic code, such as DNA replication, DNA repair and
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Figure 1.6: Snapshots of the active center during the nucleotide addition cycle.
Representative images from a movie [26] show di↵erent functional states of the elongation
complex: post-translocated state, substrate binding, active site closure, catalytic incorpora-
tion, pyrophosphate release, and two-step translocation.

transcription.
Structurally, the nucleosome comprises 147 bp of DNA wrapping 1.75 turns around the

histone octamer, two copies of H2A, H2B dimers and a H3-H4 tetramer (Figure 1.7B) [87].
It shapes like a disc with 11-nm diameter and 5.5-nm thickness [87]. In the nucleosome,
the structured core histone domain interacts with surrounded DNA [110], while the flex-
ible histone tails extend away from nucleosomal DNA. These histone tails contain sites
for post-translational modifications, such as acetylation, methylation, and phosphorylation.
Consequently, the tails play important roles in inter-nucleosome interactions and serve as
recognition sites for additional factors [86]. The nucleosome is a general repression to gene
expression. In vitro, a single nucleosome is su�cient to stop or greatly delay transcription
[58, 69, 140, 71, 14]. Di↵erent elements of the nucleosome—the histone tails, the histone core
domain, and the DNA sequence—provide platforms to regulate access to the genetic mate-
rial; thus, modification of these elements should diversify the dynamics of gene expression
and transcription.

At the mechanistic level, the nucleosome regulates transcription of Pol II by acting as
a fluctuating barrier that only permits the forward movement of Pol II, when the local
nucleosomal DNA is unwrapped from the histones [54]. If the downstream nucleosomal
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Figure 1.7: Organization of genomic DNA into nucleosomes. (A) DNA double helix
is wrapped into nucleosomes, which fold into chromatin fiber. (B) Crystal structure of the
nucleosome. PDB ID: 1KX5

DNA is wrapped the polymerase pauses, backtracks, and passively waits for the unwrapping
of the nucleosome to proceed.

Furthermore, the roadblock to the transcribing RNA polymerase II represented by a
nucleosome only reduces the forward translocation rate of the enzyme but does not a↵ect its
reverse motion [54], unlike an externally applied force which simultaneously a↵ects both.

1.5 Transcription elongation factors

If a nucleosome presents a strong barrier to transcription and essentially represses gene
expression, how does transcription occur so e�ciently in the cell? It turns out that the
cell expresses other factors to regulate the process of gene expression, such as nucleosome
remodelers, and transcription factors.

As the name suggests, transcription factors are proteins that influence the process of
transcription. During the elongation phases, transcription factors play various important
roles in regulating the rates and fidelity of transcription. Various elongation factors have
been identified: TFIIS, TFIIF, ELL, Elongin and FACT [104, 113].

In particular, TFIIS, studied extensively via biochemical and structural studies [149, 63],
has been shown to rescue backtracked elongation complexes by stimulating the endonuclease



11

activity of polymerase to generate a new 30-end of the transcript at the enzyme’s active
site. Although much is known about TFIIS, its function on the dynamics of transcription
through a nucleosome context is of great interest, especially from a quantitative point of
view. Although TFIIF has an established role in transcription initiation, it can also interact
indirectly with Pol II in the elongation phase and is thought to a↵ect transcription by
decreasing the likelihood of the enzyme entering a pause. In vivo, various transcription
factors can be available simultaneously, and the e↵ects of their interactions in transcription
dynamics is an active area of research.

1.6 Molecular mechanisms of transcription: Questions

Regulation of transcription and gene expression is clearly an important biological process
that underlies numerous diseases, including Huntington’s disease, Alzheimer’s disease, and
many cancers, which account for millions of deaths annually. Therefore, understanding
the molecular basis of transcription and its regulation is essential for both diagnosis and
development of new therapies.

This dissertation aims to address the following questions:

(1) What are the roles of various nucleosomal elements in establishing the
magnitude and the spatial distribution of the barrier to transcription?

In chapter 2, we used optical tweezers to follow real-time trajectories of individual Pol
II complexes as they transcribed through nucleosomes containing modifications either in the
histone tails or at specific histone-DNA contacts. Specifically, we asked: how is the stability
of nucleosomes a↵ected by these modifications? How are the wrapping/unwrapping rates
of the DNA around the histone core altered? How do they, in turn, a↵ect the polymerase
dynamics? What is the role of the enzyme?s pausing in this modified behavior? And what
is the spatial extent and distribution of these e↵ects?

(2) What is the mechanism by which Pol II converts the chemical energy into
mechanical energy? What are the rates associated with each step?

In chapter 3, we used an optical tweezers based assay to follow the transcription trajec-
tories of single yeast RNA polymerase II molecules under a variety of conditions including
varying NTP concentrations, assisting and opposing applied forces, and di↵erent tracks (bare
and nucleosomal DNA). The physical barrier of the nucleosome only hinders the forward
translocation of the polymerase without a↵ecting the backward movement. This unique
property inspired us to use the nucleosomal barrier as a tool to separately measure the for-
ward and reverse translocation rates of a transcribing enzyme.
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(3) What are the roles of the trigger loop (TL) in regulating transcription
dynamics and fidelity?

Since the TL is an important regulator of transcription for both the dynamics and the
fidelity, characterizing a TL mutant RNA polymerase will not only illustrate the functions of
this loop, but also provide additional information on the kinetics of transcription by multi-
subunit RNA polymerases. A TL mutant Pol II from S. cerevisiae, rpb1-E1103G (glutamate
to glycine), has been used to investigate the detail of transcription kinetics. This mutant
has been shown to transcribe DNA at a faster overall velocity at the expense of its fidelity,
and its translocation equilibrium is biased toward the pre-translocated state [89, 72]. A
recently characterized force-velocity relationship of this mutant showed that it has a faster
pause-free velocity and is more sensitive to force than the wild-type Pol II [82]. In chapter 4,
we examined the dynamics of the E1103G Pol II and quantitatively described the role of the
TL in regulating transcription dynamics, thus complementing the static snapshots obtained
from structural studies with dynamical information.

(4) What are the roles of transcription factors IIS, IIF and their combination
in transcription elongation through a nucleosomal template?

In chapter 5, we investigated the e↵ects of yeast TFIIS and TFIIF on transcription
elongation by Pol II, using a single-molecule optical-tweezers assay in both assisting and
opposing force experimental geometries. The experiments were carried out on both bare and
nucleosomal DNA. We also applied the kinetic model obtained in chapter 3 to quantify the
e↵ects of these factors.
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Chapter 2

Nucleosomal elements that control
the topography of the barrier to
transcription

The elements that control the nucleosome barrier: the histone tails, the specific histone-
DNA contacts and the underlying DNA sequence, harbor various possibilities to fine tune
gene regulation. The histone tails are subjected to many post-translational modifications,
such as phosphorylation on serines or threonines, methylation on lysines or arginines, acety-
lation and deacetylation of lysines, and ubiquitination of lysines. These modifications could
be markers to recruit additional remodeling complexes and/or directly a↵ect the stability of
the nucleosomes, hence, regulating the dynamics of the transcribing Pol II.

In this chapter, we sought to separate and quantify the roles played by the various
nucleosomal elements in establishing the magnitude and the spatial distribution of the barrier
to transcription.

2.1 Components of the nucleosome

It has been shown that the nucleosomal barrier to transcription in vitro varies both across
the extent of one nucleosome and from one type of nucleosomes to another [14, 56, 71, 130].
This variability arises from modifications in elements that control the barrier: the histone
tails, the specific histone-DNA contacts, and the underlying DNA sequence. Each of these
elements di↵erentially controls the local stability of the nucleosome and, as such, can be a
target of gene regulation in vivo.

Portions of this chapter were published in L. Bintu, T. Ishibashi, M. Dangkulwanich, and C. Bustamante.
“Nucleosomal Elements that Control the Topography of the Barrier to Transcription.” Cell ; 151: 738-749.
2012. DOI:10.1016/j.cell.2012.10.009. Used with permission.
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Specifically, the histone tails are subjected to many post-translational modifications. For
example, acetylation of lysine side chains, “loosens” the DNA wrapped into the nucleosome,
as demonstrated by increased DNA accessibility to nucleases [2, 51, 117] and by sensitivity to
force application [15]. Indeed, removal of the histone tails decreases the barrier to transcrip-
tion [130], and nucleosomes containing hyperacetylated histones are more easily transcribed
by a bacteriophage polymerase than native nucleosomes [107]. However, it is not known how
the transcription barrier is a↵ected by nucleosomes acetylated only at the lysines targeted
in vivo.

In contrast to the e↵ect of the histone tails on transcription, the role of the contacts be-
tween the histone core domains and DNA is less understood. Yet, the strongest histone-DNA
interactions are mediated by the histone core domains, especially those of H3 and H4, making
these contacts likely candidates for gene regulation. It has been shown that point mutations
in the core domains of histones H3 and H4 can partially relieve loss-of-function mutations
of the chromatin remodeling complex SWI/SNF (switch/sucrose nonfermentable) in vivo
[79]. Although these single amino acid mutations result in minimal structural changes to the
nucleosome, they increase the mobility of nucleosomal DNA, suggesting a reduced a�nity
between the DNA and the mutated histones [97]. Accordingly, Sin (SWI/SNF independent)
mutations are thought to lower the nucleosomal barrier to transcription [56].

In addition to histones, the DNA sequence wrapped around the octamer is also known
to influence both the arrest probability and the pattern of Pol II pausing [14, 71]. The
mechanism through which the DNA sequence a↵ects nucleosomal transcription is, however,
unclear. It could arise from di↵erent a�nities of various sequences for the histones [85],
and/or the proclivity of certain sequences to induce Pol II pausing.

2.2 Histone modifications alter passage probabilities
and crossing times

We performed single molecule experiments using a dual-trap optical tweezers under assisting-
force geometry (Figure 2.1A) [54]. We collected data at 300 mM KCl, an ionic strength that
is slightly above physiological values (150–200 mM KCl). At this salt concentration, enough
polymerases manage to pass through the nucleosomal barrier, allowing us to gather enough
statistics for robust conclusions.

To understand how much of the tails’ contribution is mediated through their positive
charges, we “mock-acetylated” the histones by substituting all lysine residues known to be
acetylated in vivo with glutamines (Materials and methods, Table 2.5). In order to examine
the importance of direct histone-DNA contacts, we reconstituted core nucleosomes using the
Sin mutant histones H4 R45A (Sin H4) and H3 T118H (Sin H3) (Materials and methods,
Table 2.5). Representative traces presented in Figure 2.1B–D show the general trends of
transcription for each construct, together with the nucleosome passage probability in each
experiment. Transcription on bare DNA (Figure 2.1B) has portions of fast translocation,
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Table 2.1: General characteristics of transcription

Template Passed Time spent at Pause density Mean pause
NPS (%) the NPS (s) (pauses/kbp) duration (s)

Bare DNA 87 19.5 ± 3.5 4 ± 1 4.4 ± 0.7
Unmodified nucleosome 58 46.9 ± 5.6 14 ± 2 10.2 ± 1.1
Tailless nucleosome 71 39.5 ± 5.7 12 ± 2 7.9 ± 1.2
Acetylated nucleosome 63 45.3 ± 7.6 11 ± 2 9.6 ± 1.5
Sin H4 nucleosome 74 26.1 ± 5.4 8 ± 2 6.5 ± 0.8
Sin H3 nucleosome 78 25.7 ± 5.9 9 ± 2 5.5 ± 0.6
Unmodified nucleosome 34 74.2 ± 19.6 18 ± 5 13.3 ± 2.8
with RNase A

Errors in total time spent at the NPS, pause density, and mean pause duration represent
standard errors of the mean (SEM). A histogram showing the probability of passage through
the NPS is shown in Figure 2.2.

punctuated by short pauses [54]. Most Pol II elongation complexes (87%) transcribed to
the end of the template, crossing the nucleosome positioning sequence (NPS) in 19.5 ±
3.5 s on average. In contrast, transcription through unmodified nucleosomes (Figure 2.1B)
is interrupted by very long pauses, and the total NPS crossing time varies from tens of
seconds to a few minutes, with an average of 46.9 ± 5.6 s. Often these pauses turn into
arrests, so only 58% of polymerases overcome the nucleosomal barrier (Figures 2.1B and
2.1). Overall transcription through tailless and acetylated nucleosomes is slightly faster than
through unmodified nucleosomes (Figure 2.1C), with crossing times that are generally under
1 min (39.5 ± 5.7 and 45.3 ± 7.6 s, respectively). Both the removal and acetylation of the
tails increase e�ciency of NPS passage: 71% for tailless nucleosomes and 63% for acetylated
nucleosomes (Figures 2.1C and 2.2), in agreement with results obtained using bulk assays
of transcription [130].

Significantly, the e↵ect of the Sin mutations on nucleosomal transcription is the largest,
decreasing even further the time Pol II takes to cross the NPS (Figure 2.1D; Table 2.1), with
means much closer to that on bare DNA: 26.1 ± 5.4 s for Sin H4, and 25.7 ± 5.9 s for Sin
H3. Correspondingly, these mutations increase the probability of Pol II passage through the
nucleosome to 74% for Sin H4 and 78% for Sin H3 (Figures 2.1D and 2.2), consistent with
recently published reports [56]. Note that the e↵ects of these single-residue Sin mutations
are much larger than those of the tailless or acetylated nucleosomes, even though the tails
represent 25% of the histone mass. These results point to the importance of the specific
contacts that the histone-core domains make with the DNA for shaping the magnitude and
spatial extent of the nucleosomal barrier.
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Figure 2.1: Transcription through modified nucleosomes. (A) (Left) Experimental
setup for single-molecule transcription experiments. Two laser beams (red) are used to trap
antidigoxigenin (AD) and streptavidin (SA) coated beads. A DNA tether is formed between a
Pol II and the upstream DNA. The blue arrow shows the direction of transcription. (Right)
Cartoon schematic of the histone-DNA contacts on nucleosome is shown as color coded
rectangle. Asterisks are the positions of Sin H4 (cyan) and Sin H3 (purple) mutations. The
position of Pol II as a function of time during single-molecule transcription of bare DNA
(black) and unmodified nucleosomes (red) (B), tailless (blue) and mock-acetylated (green)
nucleosomes (C), and Sin H4 (cyan) and H3 (purple) mutant nucleosomes (D). Traces where
Pol II passed the nucleosome positioning sequence (NPS, shaded yellow) are shown on the
left and traces that arrested at the nucleosome are on the right. Insets show the percentages
of Pol II molecules that transcribed the entire NPS.
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Figure 2.2: Arrest probabilities for modified nucleosomes. Position of terminal arrest
as a function of position on the DNA template, as determined from single-molecule trajecto-
ries at 300 mM KCl for: (A) bare DNA, (B) unmodified nucleosome, (C) tailless nucleosome,
(D) mock-acetylated nucleosome, (E) Sin H4 nucleosome, (F) Sin H3 nucleosome and (G)
nucleosome with RNase A.
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2.3 The histone tails gate the nucleosome entry
region

For each trace where Pol II has completed transcription of the NPS, we identified the regions
of pausing and active elongation, and quantified the pause durations and pause density (i.e.,
the number of pauses per base pair). The NPS for the core nucleosomal particle includes
147 base pairs (bp) of DNA between positions –73 and +73 bp with respect to the dyad.
However, we observe increased pausing for unmodified nucleosomes compared with bare DNA
earlier than position –73 (Figure 2.3), so we extend our pause analysis to the entire region
between –115 and +85 (extended NPS). The inclusion of additional DNA is justified because:
(1) we follow the position of the active center of the polymerase; however, its leading edge
reaches the nucleosome ⇠15–20 bp ahead [112], and (2) the histone tails bind additional
DNA outside the region spanned by the core nucleosomal particle [4].

Pause density as a function of position on the template reveals that the e↵ect of the
nucleosomal modifications is not global, but circumscribed to certain regions along the DNA
wrapped around the histone octamer. For tailless nucleosomes, most of the changes in
transcription dynamics are concentrated at the entry region of the nucleosome, defined here
as –115 to –35 bp with respect to the nucleosome dyad (Figure 2.3A). Moreover, compared
to unmodified nucleosomes, the pauses in the entry region are significantly shorter and fewer
for tailless nucleosomes (Figure 2.3B). In the central (–35 to +5 bp) and exit (+5 to +85 bp)
regions, both pause densities and pause durations for tailless nucleosomes are statistically
indistinguishable from those of unmodified nucleosomes (Figures 2.3A and B).

The e↵ect of mock acetylation of the tails is smaller but similar to their removal, charac-
terized by a reduction in both pause densities and durations in the entry region (Figures 2.3C
and 2.3D), indicating that the acetylation of lysine charges constitutes only a small part of
the nucleosomal barrier. As expected, the pausing in the central region is indistinguishable
from unmodified nucleosomes.

The asymmetry between the results in the entry and exit regions may appear surprising
at first, given the dyad symmetry of the nucleosome. However, if the tails bridge the entry
and exit DNA, once this connection is broken, it cannot reform because of the physical
bulkiness of the polymerase.

2.4 Histone-DNA contacts at the dyad control the
nucleosomal barrier height

In contrast to the e↵ects observed during transcription through tailless and acetylated nu-
cleosomes, the major e↵ect of the Sin mutants is in the central region (–35 to +5 bp), which
constitutes the major barrier to transcription in the unmodified nucleosome (Figures 2.4A
and C). Because we map the position of the active site of the polymerase on DNA, this
major change occurs when the leading edge of the polymerases reaches the nucleosome dyad.
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Figure 2.3: Tails a↵ect pausing in the nucleosome entry region. (A and C) Pause
density as a function the position of the active center of Pol II on the template for tailless
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central region is shaded gray. Error bars represent SEM. (B and D) Pause durations in the
entry, central, and exit regions of these nucleosomes.

The pause durations in the central region were significantly shorter for the Sin H4 mutant
than for the unmodified nucleosome (Figure 2.4B; Table 2.1). Although both pause densities
and durations in the entry are shorter for Sin H4, neither was significantly di↵erent from
unmodified nucleosomes.

The strongest e↵ects of the Sin H4 mutation are localized around the region containing
the mutated amino acid. This observation agrees with the crystal structure of the Sin H4
R45A nucleosome, which shows that the change from an arginine to an alanine results in an
empty minor groove of the DNA contacting this point [97].

We observe a similar pattern of pausing for the Sin H3 mutant: a strong e↵ect on pause
number and duration in the central region (Figures 2.4C and D; Table 2.1). However, in
this case, the pause durations in the entry are significantly shorter than those observed for
unmodified nucleosomes. This observation indicates that the e↵ect of the mutation on pause
recovery extends beyond the dyad region into the entry region of the barrier as has been
suggested [97].

Similar to the tail-modified nucleosomes, the Sin mutants do not induce significant
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Figure 2.4: Sin mutants destabilized at the dyad. (A and C) Pause density as a
function the position of the active center of Pol II on the template for Sin H4 and SinH3
nucleosomes. Error bars represent SEM. (B and D) Pause durations in the entry, central
and exit regions of these nucleosomes.

changes in Pol II pausing in the exit. This result could be explained by the fact that
when Pol II reaches the exit region, its leading edge has already passed the DNA that is in
the vicinity of the mutated amino acids.

2.5 Direct measurements of nucleosomal
wrapping/unwrapping dynamics

Pol II acts as a Brownian ratchet that rectifies the fluctuations of the nucleosome to gain
access to the template DNA [54]; thus, it is of interest to establish what changes in nucle-
osomal dynamics ensue from the nucleosome modifications investigated here. Specifically,
we sought to determine how the various modifications alter the nucleosomal wrapping and
unwrapping rates and, therefore, the nucleosomal residence in these states. We used the
experimental setup shown in Figure 2.5A [93] to monitor the dynamics of nucleosomes under
force in the absence of Pol II. As the force is increased, the DNA unwraps from the nucle-
osome in two steps (Figure 2.5B). The first step, which occurs at low forces, is associated
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with the unwrapping of the outer supercoil, and corresponds to the release of DNA from the
H2A/H2B dimers. The second step, which takes place at a higher force and is associated
with the inner wrap, corresponds to the central DNA coiled around the H3/H4 tetramer. In
other words, the outer wrap is related to the entry/exit regions of the nucleosome, whereas
the inner wrap is associated with the central region. The unwrapping forces of both steps
decrease with increasing ionic strength (Figure 2.5B).

When we performed nucleosome stability experiments in the same bu↵er as our tran-
scription experiments, the inner region of the nucleosome unwraps and rewraps reversibly
at forces between 5 and 8 pN (Figure 2.5C). By maintaining the applied force in this range,
we can calculate the rates of nucleosome wrapping and unwrapping (Figure 2.5C). Both Sin
mutations decrease the wrapping rates of the nucleosome in the central region (Figure 2.5D;
Table 2.2), which explains the reduced overall pausing observed in our transcriptional data.
This result also helps explain the observed decrease in the e�ciency of upstream histone
transfer during transcription through these mutants [56]. As expected, acetylation of his-
tone tails does not lead to significant changes in the wrapping or unwrapping rates of the
central region of nucleosomes.

The results obtained with the tailless nucleosomes are perhaps more surprising. We
detect an increase of both the unwrapping and the wrapping rates in the central region
(Figure 2.5D; Table 2.2), but their ratio, which determines the equilibrium constant of the
nucleosome between the two states, is very similar to that of unmodified nucleosomes. This
result indicates that the tails a↵ect fluctuations of the nucleosome near the dyad, but do not
a↵ect the overall stability of this region, and therefore do not significantly a↵ect transcription.

At the ionic strength used in our transcription experiments (300 mM KCl), we do not
observe a clear cooperative transition of the outer wrap (Figure 2.5B). We interpret these
observations as indicative that for tailless nucleosomes, at this higher ionic strength, the
outer region unwraps readily and irreversibly under the application of force. Therefore, we
cannot measure wrapping and unwrapping rates at this ionic strength.

To test the trends in stability of the entry/exit region, we performed nucleosome pulling
experiments at 40 mM KCl. Although 91 ± 6% of unmodified nucleosomes show a cooper-
ative unwrapping of the outer wrap, only 56 ± 10% of the acetylated nucleosomes and as
little as 13 ± 8% of the tailless nucleosomes display this transition. These results match our
transcription observations that the entry region is highly destabilized for tailless and moder-
ately so for acetylated nucleosomes. Only 56 ± 25% of Sin H3 nucleosomes showed an outer
wrap, indicating that the e↵ects of this mutation extend to the entry region. In contrast, 70
± 19% of the Sin H4 nucleosomes showed the outer wrap, which is not significantly di↵erent
from unmodified nucleosomes.

For the acetylated nucleosomes that showed reversible transitions of the outer wrap, we
observed a decrease in the wrapping rate relative to unmodified nucleosomes, in agreement
with our transcription results (Table 2.2; Figure 2.5D). For the Sin H3 mutant, the decrease in
equilibrium constant observed in the entry region results from an increase in the unwrapping
rate. We do not observe any significant changes for the wrapping or unwrapping rates of
the outer wrap in the Sin H4 nucleosomes. Even at this low ionic strength we did not see
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any wrapping events of the entry region in the absence of tails, suggesting that although
unwrapping happens very fast, wrapping is very slow.

2.6 The template sequence modulates the strength of
the nucleosomal barrier

In addition to the histones, the DNA sequence wrapped around the nucleosome greatly
influences the barrier [14]. The DNA sequence can a↵ect transcription in two di↵erent
ways: by increasing the a�nity of the DNA for the histones and by directly modulating
the tendency of Pol II to pause [71]. We elucidate the importance of the DNA sequence in
shaping the nucleosomal barrier by comparing transcription dynamics in di↵erent regions
on bare and nucleosomal DNA. There is an increase in pause density on bare DNA in the
central region of the NPS used in these studies (8 ± 3 per kilobase pairs [kbp�1]) compared
with the entry (2 ± 1 kbp�1) and exit regions (4 ± 1 kbp�1) (Figure 2.3A). This increase of
pause density also correlates with an increase of pause duration in the central region (6.1 ±
2.2 s) compared to the entry (3.8 ± 1.0 s) and exit (3.5 ± 0.6 s) regions. The pause density
at the nucleosome follows the same trend as pausing on bare DNA, displaying a peak in the
central region (26 ± 4 kbp�1) versus the entry and exit regions (10 ± 1 kbp�1 and 12 ±
2 kbp�1 respectively, Figure 2.3A). Pause durations at the nucleosome are also the longest
(12.3 ± 2.3 s) in the central region compared with the entry (11.5 ± 2.0 s) and exit (7.0
± 1.1 s) regions. These data reveal that at certain positions on the DNA template, the
transcribing polymerase experiences an increased tendency to pause, accompanied by a slow
recovery from the pause. Moreover, the presence of the nucleosome amplifies these trends.

In the backtracking model of transcription [40, 54, 154], a pause involves the forward
and backward di↵usion of the polymerase on DNA, and it ends when Pol II realigns its
active center with the 30-end of the RNA. If the nascent RNA forms a stable secondary
structure outside of the RNA exit channel, it can prevent the polymerase from backtracking
(Figure 2.6A). Indeed, we have shown recently that the presence of RNA structure decreases
the number of pauses by placing a barrier to backtracking excursions [158].

To test the importance of the nascent RNA structure as a modulator of pausing at the
nucleosome, we performed transcription in the presence of RNase A. This enzyme digests
single-stranded RNA after U and C residues, and double-stranded RNA; thus, it should
inhibit the formation of RNA secondary structure. We observe a large reduction in the
probability to pass the nucleosomal barrier, from 58% in the absence of RNase to 34% in
its presence (Figure 2.2). In addition, even for polymerases that pass the nucleosome, the
frequency and duration of pauses increase in the presence of RNase (Table 2.1). These
results support the notion that pausing at the nucleosome is mediated through polymerase
backtracking, and suggest that the nascent RNA structure can play a role in preventing
nucleosome-induced backtracks and aiding recovery from them.

The only regions of the NPS where we observe changes in the presence of RNase are
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Table 2.2: Nucleosome unwrapping and rewrapping rates in the absence of tran-
scription

These results were obtained from hopping experiments performed in the absence of Pol II
(as shown in Figure 2.5B). Data were collected in 40 mM KCl for the entry region (top
panel) and in 300 mM KCl for the the central region (bottom panel). Values that changed
significantly for the modified nucleosomes compared to the unmodified one are shown in red.
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Figure 2.6: Nucleosome wrapping equilibrium during transcription. (A) Kinetic
scheme of transcription through the nucleosome. The parameters involved are: the elonga-
tion rate (k

e

), intrinsic di↵usion rate of the polymerase during a pause (k
0

), the barrier to
backtracking (�G), and the rates of nucleosome unwrapping (k

u

), and wrapping (k
w

). The
labels of the states indicate the number of base pairs Pol II backtracked and the state of the
nucleosome: unwrapped (u) or wrapped (w). (B) Fitted values of local wrapping equilibrium
constant of the nucleosome (K

w

= k

w

/k

u

) for the three regions. (C) Elements that control
the wrapping equilibrium for the three regions. (D) Magnitude of the nascent RNA barrier
to backtracking in the three regions. Error bars in (B) and (D) represent 95% confidence
intervals for the fit of the model parameters to the experimental data.
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the entry and exit regions. More polymerases arrest in the entry region (Figure 2.2), and
the mean pause duration in the exit region increases from 7.0 ± 1.1 s to 11.5 ± 3.4 s
(Figure 2.7). In contrast, pause durations and densities in the central region do not change
significantly in the presence of RNase (Figure 2.7). We reason that the increased pausing
observed in the central region in the absence of RNase arises from lack of RNA structure
behind Pol II. Because elongation competes kinetically with backtracking, the nucleosome
amplifies backtracking by preventing access of Pol II to downstream DNA [54].
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Figure 2.7: RNase addition a↵ects Pol II pausing. (A) Pause density as a function the
position of Pol II’s active center on the template for bare DNA, nucleosome with/without
RNase. The nucleosome entry/exit regions are shaded yellow, and the central region is
shaded gray. (B) Pause durations in the entry, central and exit regions of the nucleosome.

2.7 A kinetic model that integrates histone-DNA
interactions and sequence e↵ects

We use our experimental data to test and extend our previously developed model of tran-
scription through the nucleosome [54]. Note that the polymerase can only elongate when the
nucleosomal DNA immediately in front of it is unwrapped. If nucleosome unwrapping fluctu-
ations were slow, on the same time scale as backtracking, we would have to add these pauses
to our pause distribution. However, because the nucleosome fluctuations are fast compared
to backtracking [74, 135], pauses due to the nucleosome directly blocking the polymerase
are very short (under 0.5 s), and their e↵ect is to reduce the apparent elongation velocity
instead of contributing to the measured pause distribution [54].

We extended our previous model to include the e↵ects of di↵erent histone-DNA inter-
actions and of the DNA sequence on transcription. The distinct behavior observed in the
entry, exit and central regions of the barrier requires us to treat these regions separately.
Pausing in each of these regions is a↵ected to di↵erent extents and manners by each of the
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elements that constitute the nucleosomal barrier: the DNA sequence a↵ects Pol II back-
tracking through the organization of RNA secondary structure, while the histone tails and
histone-DNA contacts modify the nucleosome wrapping/unwrapping equilibrium.

In both models, Pol II is either in an elongation competent state, advancing on DNA at
a rate k

e

, or it is in a paused backtracked state where it di↵uses back-and-forth on DNA
with a rate k

0

(Figure 2.6A). The previous model assumes that the landscape over which the
elongation complex di↵uses is uniform along DNA, and that the polymerase can backtrack
unimpeded arbitrarily far. We now modify this model to include the contribution of the
template sequence on pausing. Our results indicate that the e↵ect of the sequence is to
impede or facilitate backtracking through the organization of more or less RNA secondary
structure behind the polymerase, respectively. We model this contribution as an average
energy barrier to backtracking, �G, associated with each region transcribed [158]. In the
absence of any external force, and assuming no RNA structure, the backward and forward
di↵usion rates of Pol II on DNA during backtracking are assumed equal: k

b

= k

0

and k

f

= k

0

.
The presence of RNA structure behind Pol II only modifies the backward rate (k

b

), in a way
that reflects the barrier height to breaking this structure: k

b

= k

0

· exp(�G/k
B

T ) , whereas
the forward rate of recovery from backtracks remains the same: k

f

= k

0

. In our experiment,
we apply a forward force (F ) on the polymerase, so the stepping rates during a pause become:

k

b

= k

0

· e(F (1�d)+�G)/kBT )

,

k

f

= k

0

· e(Fd/kBT )

,

where d is the distance to the transition state for a step (taken here to be 0.5 bp).
The e↵ect of nucleosome fluctuations on transcription can be summarized by a single

parameter: the local wrapping equilibrium constant, K
w

= k

w

/k

u

, where k

u

and k

w

are the
unwrapping and wrapping rates respectively. Because the polymerase can only recover from
backtracks when the nucleosome is unwrapped in front of it, the nucleosome reduces the
apparent rate of pause recovery as follows:

k

f

=
1

(1 +K

w

)
· k

0

· eFd/kBT

,

but does not change the backtracking rate k

b

. We account for the e↵ects of di↵erent mod-
ifications through changes in the wrapping/unwrapping equilibrium constant K

w

. Using
this model, we can compute the predicted mean pause durations and densities for di↵erent
values of k

0

, �G, and K

w

(Materials and methods), and vary these parameters until all
predicted pause durations and densities simultaneously match their measured counterparts.
Note that pause durations should only depend on the parameters describing Pol II back-
tracking (k

0

, �G) and nucleosome stability (K
w

). Pause densities, however, are also a↵ected
by the elongation rate of Pol II (k

e

), because entry into a pause competes kinetically with
elongation. We use the experimentally determined pause-free velocities to estimate the value
of k

e

(Figures 2.8 and 2.9).
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Figure 2.8: Determination of the pause-free velocity. (A–D) Due to limitations in
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free velocity. For each condition, we first plotted all instantaneous velocities (slopes of the
Savitzky-Golay filtered data, blue); these velocities include pauses. Since we reason that
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and subtract the entire Gaussian from the overall data to obtain the pause-free velocities
(green). The mean of the pause-subtracted data is shown in each panel and reported in the
main text. The error is the standard error of the mean.
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Figure 2.9: Determination of the pause-free velocity in Sin mutants. (A, B) Due to
limitations in picking very short pauses, we used a pause-independent algorithm to determine
the pause-free velocity. For each condition, we first plotted all instantaneous velocities (slopes
of the Savitzky-Golay filtered data, blue); these velocities include pauses. Since we reason
that pauses represent a peak of velocities centered at zero, we fit the negative velocities with
the left side of a Gaussian distribution with mean zero (Lower Tail Fit; solid yellow line). We
extrapolate this distribution to the right (Extrapolated Pause Gaussian; dashed yellow line),
and subtract the entire Gaussian from the overall data to obtain the pause-free velocities
(green). The mean of the pause-subtracted data is shown in each panel and reported in the
main text. The error is the standard error of the mean.

For each region, we first fit the mean pause durations and densities on bare DNA to
obtain a range of possible values for k

0

and �G. We extract k

0

= 0.7 ± 0.3 s�1 and �G
= �0.7 ± 0.3 k

B

T at the entry, k
0

= 0.9 ± 0.5 s�1 and �G = �0.05 ± 0.05 k

B

T in the
central region, and k

0

= 1.0 ± 0.5 s�1 and �G = �0.3 ± 0.2 k

B

T at the exit. As may
be expected, the intrinsic value of Pol II di↵usion on DNA (k

0

) is similar for the three
regions of DNA, and the main di↵erence between them is the energy barrier to backtracking
(�G; Figure 2.6D). In the central region, �G is the lowest, as can be expected from the
high propensity to pause. This result matches our observation that mean pause densities
and durations in the presence of RNase do not change significantly in the central region
(Figurefig:ModNucFigureS5), indicating that the absence of RNA structure in this region
leads to increased pausing. The average RNA barrier to backtracking in the entry and exit
regions is of the same order as the thermal energy, and corresponds to a decrease in the
backtracking rate k

b

by roughly a factor of 1.5 and 3, respectively, relative to the central
region.

Ideally, we would like to directly calculate the energy necessary to unfold the RNA
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Table 2.3: Nucleosome local equilibrium during transcription.

The relative wrapping equilibrium constant, KRel

w

, is computed with respect to the unmod-
ified nucleosome. Values that changed significantly for the modified nucleosomes compared
to the unmodified one are in red.

secondary structure formed behind Pol II at each position on DNA. However, simulating the
dynamics of folding for RNA sequences longer than 400 bases cotranscriptionally is a di�cult
computational problem [152]. The di�culties arise because the RNA starts folding as it is
being synthesized, allowing for the formation of intermediates that are only locally and not
globally stable. Moreover, weak RNA structures previously synthesized can unfold and form
stronger structures as new RNA is produced. Aside from these computational di�culties, we
note that previous experiments have shown that AT-rich templates lead to more polymerase
pausing compared with GC-rich templates, and this di↵erence was attributed to the fact that
AU-rich RNAs form weaker secondary structures than GC-rich ones [158]. In agreement with
these published results, we find that the RNA that is available for folding while Pol II is
transcribing the beginning of the central region is more AU-rich than average. Taking into
consideration that there are 29 bases between the active center and the point where the
RNA dissociates from the surface of the polymerase [3], the RNA sequence that can fold
when the active center of Pol II is in the central region (–35 to +5) corresponds to the DNA
transcribed previously, between DNA positions –65 and –25. We find that the beginning of
this region (–65 to –55 of the RNA transcript, corresponding to position –35 to –25 of the
Pol II’s active site) is 82% AU-rich, thus it can only form weak RNA structures behind Pol
II. On the other hand, we cannot exclude the possibility that there may be other features in
the sequence that contribute to the peak in pause density observed in the central region.

For pausing in the presence of the nucleosome, we keep k

0

and�G in the range determined
from bare DNA, and fit for the nucleosome wrapping/unwrapping equilibrium constant (K

w

),
for each region and for each nucleosome modification (Table 2.3).
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Table 2.4: Changes in nucleosome wrapping equilibrium

K

Rel

w

Entry Region K

Rel

w

Central Region
Transcription Hopping Transcription Hopping

[KCl] (mM) 300 40 300 300

Tailless 0.3 ± 0.18 too small 1.1 ± 0.29 1.1 ± 0.49
Acetylated 0.5 ± 0.23 0.4 ± 0.15 0.9 ± 0.29 1.2 ± 0.56
Sin H4 0.6 ± 0.26 0.9 ± 0.43 0.1 ± 0.08 0.3 ± 0.22
Sin H3 0.5 ± 0.22 0.1 ± 0.06 0.1 ± 0.08 0.2 ± 0.18

The relative wrapping equilibrium constant, KRel

w

, is computed with respect to unmodified
nucleosomes. Values that changed significantly for the modified nucleosomes compared to
unmodified ones are in italics. Errors are SEM.

For the unmodified nucleosomes, the local wrapping equilibrium (K
w

) does not change
significantly between the entry and central regions, indicating that the histone-DNA in-
teractions are uniform along the NPS (Figure 2.6B). The slight decrease in the wrapping
equilibrium in the exit region might reflect the fact that in some cases, the histones are
removed from the DNA after Pol II passes the nucleosome dyad [54, 80].

The absence of histone tails decreases the local wrapping equilibrium constant by a factor
of 3 in the entry region, but does not significantly a↵ect the central region. Mock acetylation
only reduces the wrapping equilibrium by a factor of 2 in the entry region. The wrapping
equilibrium does not change in the central region (Table 2.4).

The Sin H4 and Sin H3 mutants lead to a dramatic decrease of the wrapping equilib-
rium in the central region, by approximately a factor of 10. In addition, the Sin H3 mutant
decreases the equilibrium in the entry region by a factor of 2. The Sin H4 also has a slight
e↵ect on the entry, with a destabilization just under a factor of 2 (Table 2.4). Note that
the transcription and mechanical unwrapping values obtained for the entry region of the Sin
H3 mutant do not match perfectly (Table 2.4). Although both are decreased compared to
unmodified nucleosomes, we see a bigger decrease in the mechanical unwrapping measure-
ments. This discrepancy may reflect the fact that the Sin H3 nucleosome does not readily
rewrap once it has been mechanically unwrapped (as can be seen from the low number of
rewrapping events, Table 2.2). We hypothesize that the Sin H3 nucleosome falls apart more
easily when unwrapped from both sides: once the dimers are unwrapped, the central region
contacts (weakest for this mutant) cannot maintain the integrity of the nucleosome. Dur-
ing transcription, because unwrapping takes place only from one side, the contacts between
DNA and the distal dimer retain the nucleosome integrity.

Overall, the wrapping equilibrium constants extracted from the transcription data with
our kinetic model are in good agreement with those we obtained by mechanical unwrapping
of nucleosomes directly in the absence of Pol II (Table 2.4). This agreement shows that
our model captures accurately the e↵ect that each nucleosome element has on the di↵erent
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regions of the nucleosomal barrier (Figure 2.6C).

2.8 Discussion

The single-molecule studies presented here allowed us to quantify the e↵ect of di↵erent nu-
cleosomal element—the histone tails, the histone core domains, and the DNA sequence—on
transcription. They also revealed the existence of independently controlled spatial domains
of the nucleosome: entry, central, and exit regions. The entry region corresponds to the
DNA associated with the first H2A/H2B dimer encountered by the transcribing polymerase
and ⇠20–30 bp of additional DNA ahead of the NPS that are most likely bound by the
histone tails. The central region is associated with the H3/H4 tetramer, whereas the exit
region spans the last H2A/H2B dimer. These regions are a↵ected di↵erently by the three
components of the nucleosomal barrier.

The histone tails mainly gate access into the nucleosomal region. Mock acetylation of
biologically important tail lysines also decreases the barrier to transcription in the entry
region, although to a smaller extent than tail removal. The small e↵ect of mock acetylation
on transcription suggests that in vivo acetylation modulates internucleosomal interactions
[148] or creates targets for binding of chromatin remodeling factors to the nucleosome [83]
rather than acting as an attenuator of the nucleosomal barrier.

Although removal or acetylation of the tails has a small e↵ect on the overall e�ciency
of transcription, the state of the tails could be important in regulating access of chromatin
remodelers to the nucleosome. For instance, histone chaperones or specific domains of chro-
matin remodelers could bind and sequester the tails away from the nucleosome core particle,
thus opening the gate for others ATP-dependent remodelers. Once bound to the nucleosome,
these factors could perturb its structure further. Indeed, this process might be important
for the remodeling mechanism of nucleosome remodeling factor (NURF) and SWI/ SNF
complexes [134].

Sin mutations greatly a↵ect transcription dynamics in the central region. This desta-
bilization corresponds to a decrease in the wrapping rate between these histones and the
surrounding DNA. Surprisingly, we also observe a destabilization of the entry region of the
nucleosome, especially for the Sin H3 mutant, both in transcription and nucleosome pulling
experiments. These results suggest that this mutation changes the packing of the histones,
and a↵ects their ability to organize the DNA into a nucleosome. Indeed, the crystal structure
[97] and molecular dynamics simulations for Sin H3 T118H [153] show that the change from
threonine to the bulkier histidine leads to a rearrangement of two a helices—belonging to
H3 and H4, respectively. The e↵ect of the Sin H3 mutation could be transmitted via these
helices throughout the nucleosome to produce the observed changes in transcription kinetics
in the entry region in addition to the central one. However, once the polymerase passes the
dyad, and disrupts the interactions of the mutated amino acids with the DNA, the opposite
ends of the H3 and H4 helices can snap back into place and start interacting with the exit
DNA in the same manner as in unmodified nucleosomes. The Sin H3 mutation is also known
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to cause loss of hydrogen bonds around H3 N-terminal a helices [97], so it could disrupt the
interaction of this tail with DNA, thus borrowing from the tailless phenotype.

Our results with the Sin mutants reveal that DNA contacts with the histones are very
important for the stability of the nucleosome, and thus for the barrier to transcription
elongation. Disruption of as little as one contact adjacent to the dyad can greatly weaken
the barrier, suggesting that these contacts act as central control points for transcription.
We speculate that there must exist factors that bind to the nucleosome and disrupt one of
these contact points to make the nucleosomal DNA accessible to Pol II and other DNA-
translocating motors. The histone chaperone Asf1 (Anti-silencing function 1), which can
mediate chromatin disassembly during transcriptional elongation, is a good candidate for
employing such a mechanism [36].

We also explore how the sequence of the local DNA, a cis-acting component, contributes to
the shape of the nucleosomal barrier. On the template used for these studies (the 601 NPS),
we notice an increased tendency to pause and a slow pause recovery in the central region. This
trend is mirrored and amplified by the presence of the nucleosome. It has been shown that the
stability of the RNA-DNA hybrid, the sequence of the downstream DNA, and the structure
of the nascent RNA are important factors in determining sequence-dependent pausing [49,
62, 105]. However, despite important progress in kinetic modeling of transcriptional pausing
[9, 123, 44], a consensus has not been reached on how important each of these factors is in
determining Pol II pausing. In addition, it has been proposed that transcriptional pauses
are associated to backtracking of the polymerase [40, 54, 71, 136]. Using a kinetic model
of transcription that incorporates nucleosome fluctuations and polymerase backtracking, we
show that the modulation imposed by the sequence can be taken into account as a sequence-
dependent barrier to polymerase backtracking. Consistent with these results and recent
work on transcription [158], we find that the action of RNase A dramatically increases the
probability of arrest at the nucleosome, indicating that the RNA secondary structure acts as
a barrier to polymerase backtracking, reducing the enzyme’s probability of entering a pause
and its average pause time. Because the values of the nucleosome wrapping equilibrium
constant (K

w

) extracted from the transcription data are similar in the entry and central
regions, (Figure 2.6C), we predict that the central barrier would be greatly decreased if the
contribution of the sequence (�G) were removed.

Note that although here we develop a kinetic model with the minimal number of param-
eters necessary to explain our observations (backtracking-k

0

, RNA barrier to backtracking-
�G, and nucleosome fluctuations-K

w

), our results on the topography of the nucleosomal
barrier could also be readily incorporated in other general formalisms of transcription kinet-
ics, such as the one recently developed by Greive et al. [44, 45].

By monitoring the dynamics of RNA polymerase II across selectively modified nucleo-
somes, we have dissected the topography (height and spatial distribution) of the barrier.
Three spatially distinct domains arise from this analysis: the entry, the central, and the exit
regions. Each of these regions is di↵erentially controlled by the three nucleosomal elements:
the histone tails, the histone-DNA contacts, and the local DNA sequence. These results,
and the kinetic model derived from these observations, suggest alternative and complemen-
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tary mechanisms of control of gene expression in vivo by chromatin remodeling and other
transcription factors.

2.9 Materials and methods

2.9.1 Purification and assembly of nucleosomes

Yeast histone proteins containing the deletions or substitutions indicated Table 2.5 were
expressed in Escherichia coli BL21-codonplus (DE3), purified individually, and assembled
into octamers [150]. The octamers were loaded onto a 574 bp DNA containing the 601 NPS
[85, 127]. The sequences of the histones used in this study are shown in Table 2.5. (See
Appendix A for more details.)

2.9.2 Single-molecule transcription

Biotinylated yeast RNA polymerase II was purified as previously reported [70]. Pol II elon-
gation complexes (ECs) were prepared by sequential annealing of oligos, as previously pub-
lished [70]. The ECs were then walked to a stall site by uridine triphosphate starvation.
The complexes were produced by ligating the upstream end of the ECs to a digoxigenin
containing 3-kbp DNA and the downstream end to a nucleosome-containing 574 bp frag-
ment [54]. Single-molecule transcription assays were performed as previously described [54].
Briefly, the stalled ECs were incubated with 2.1 µm streptavidin-coated polystyrene beads
(SA beads) (Spherotech), which were trapped using a dual-trap optical tweezers [94]. The
upstream end of DNA was attached to a 2.1 µm antidioxigenin IgG-coated polystyrene bead
(AD bead). Transcription was resumed by flowing transcription bu↵er (20 mM Tris-HCl
[pH 7.9], 5 mM MgCl

2

, 5 mM ZnCl
2

, 300 mM KCl, 1 mM �-mercaptoethanol, 1 mM NTPs,
and 1 mM pyrophosphate) into the chamber. Single molecule experiments in the presence of
RNase were performed in the same manner as in its absence, except the transcription bu↵er
was supplemented with 6.5 mM of RNase A (Fermentas).

2.9.3 Alignment of single-molecule traces

Even though our accuracy in measuring position changes of Pol II on DNA was high (⇠3
base pairs at a bandwidth of 1 Hz), our precision in determining the absolute position of Pol
II on DNA was not as good. We noticed for example that our estimate of the final length
of the tether before Pol II released the DNA was often slightly lower than the expected
run-o↵ length, and in some cases even higher. We attribute this to calibration errors in
our experimental setup, since in a biochemical assay where we assay the length of the RNA
product by running it in a gel, we obtain a very sharp distribution of run-o↵ lengths. For
this reason, we can be confident that for traces that crossed the NPS, the final position
should match the run-o↵ position of Pol II from DNA. We use this information to improve
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Table 2.5: Histone sequences used in this study.

Nucleosome Sequence

Tailless H2A MSGGKGGKAGSAAKASQSRSAKAGLTFPVGRVHRLLRRGNYAQ
RIGSGAPVYLTAVLEYLAAEILELAGNAARDNKKTRIIPRHLQLAIRN
DDELNKLLGNVTIAQGGVLPNIHQNLLPKKSAKATKASQEL

Tailless H2B MSAKAEKKPASKAPAEKKPAAKKTSTSTDGKKRSKARKETYSS
YIYKVLKQTHPDTGISQKSMSILNSFVNDIFERIATEASKLAAYNKKST
ISAREIQTAVRLILPGELAKHAVSEGTRAVTKYSSSTQA

Tailless H3 MARTKQTARKSTGGKAPRKQLASKAARKSAPSTGGVKKPHR
YKPGTVALREIRRFQKSTELLIRKLPFQRLVREIAQDFKTDLRFQSSAI
GALQESVEAYLVSLFEDTNLAAIHAKRVTIQKKDIKLARRLRGERS

Tailless H4 MSGRGKGGKGLGKGGAKRHRKILRDNIQGITKPAIRRLARRGG
VKRISGLIYEEVRAVLKSFLESVIRDSVTYTEHAKRKTVTSLDVVYAL
KRQGRTLYGFGG

Acetylated
H2A

MSGGQGGQAGSAAKASQSRSAKAGLTFPVGRVHRLLRRGNYAQRIG
SGAPVYLTAVLEYLAAEILELAGNAARDNKKTRIIPRHLQLAIRNDDEL
NKLLGNVTIAQGGVLPNIHQNLLPKKSAKATKASQEL

Acetylated
H2B

MSAKAEKKPASQAPAEQKPAAKKTSTSTDGKKRSKARKETYSSYIY
KVLKQTHPDTGISQKSMSILNSFVNDIFERIATEASKLAAYNKKSTISA
REIQTAVRLILPGELAKHAVSEGTRAVTKYSSSTQA

Acetylated
H3

MARTKQTARQSTGGQAPRQQLASQAARKSAPSTGGVKKPHRYKPG
TVALREIRRFQKSTELLIRKLPFQRLVREIAQDFKTDLRFQSSAIGALQ
ESVEAYLVSLFEDTNLAAIHAKRVTIQKKDIKLARRLRGERS

Acetylated
H4

MSGRGQGGQGLGQGGAQRHRQILRDNIQGITKPAIRRLARRGGVKR
ISGLIYEEVRAVLKSFLESVIRDSVTYTEHAKRKTVTSLDVVYALKRQ
GRTLYGFGG

Sin H4 MSGRGKGGKGLGKGGAKRHRKILRDNIQGITKPAIRRLARRGGVKAI
SGLIYEEVRAVLKSFLESVIRDSVTYTEHAKRKTVTSLDVVYALKRQ
GRTLYGFGG

Sin H3 MARTKQTARQSTGGQAPRQQLASQAARKSAPSTGGVKKPHRYKPG
TVALREIRRFQKSTELLIRKLPFQRLVREIAQDFKTDLRFQSSAIGALQ
ESVEAYLVSLFEDTNLAAIHAKRVHIQKKDIKLARRLRGERS

Deleted or modified histone residues are shown in boldface. Tailless histones were obtained
by expressing truncated sequences [108, 144]. In mock-acetylated histones, all lysine residues
known to be acetylated in vivo were substituted with glutamines [106, 119].
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our positional accuracy. We perform a two-point calibration of all traces that transcribed
past the NPS by aligning them both to the stall site and to the expected run-o↵ length, as
shown in Figure 2.10. This improved alignment of traces allows us to see position-dependent
trends of transcriptional pausing, such as sequence dependent pausing much better than in
our previously published results [54].
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Figure 2.10: Alignment of traces for improved precision. An example trace is shown
before (blue) and after (black) alignment. The yellow shading between 3464 and 3611 cor-
responds to the NPS region. Position 3538 bp corresponds to the nucleosome dyad. All
trajectories were aligned such that their start position before the flow of NTPs is equal to
the position of the stall site (3131 bp, red arrow). Only traces that transcribed past position
3650 bp were in addition scaled linearly such that the end position of Pol II on DNA cor-
responds to the expected run-o↵ length (3824 bp, green arrow). The discrepancy between
the pre and post-alignment data presented in this figure is the highest we have detected; in
general the di↵erence between the end of the trace and the expected run-o↵ is 15-20 bp.

2.9.4 Pause analysis

Changes in position of Pol II on the DNA template were recorded at 2 kHz, averaged by
decimation to 50 Hz, and then smoothed using a second-order Savitzky-Golay filter to 1 Hz.
To identify pauses, we first divided the position versus time data into 3 bp bins, which is
the limit of our resolution, and compute the dwell time Pol II spends in each of these bins.
Pauses were defined as dwell times that were at least 1.5 times longer than the average dwell
time for each trace. The pause threshold varied from trace to trace, but it was lower than
0.5 s in the majority of the traces.
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2.9.5 Analysis of nucleosome wrapping/unwrapping events

For nucleosome stability measurement, we loaded histone octamers on a 2,964 bp DNA frag-
ment containing the 601 NPS that was obtained by PCR from a modified pUC19 plasmid
[162] using primers containing biotin and digoxigenin, respectively (IDT). These modifica-
tions allowed formation of a DNA tether containing a single nucleosome between the SA and
AD beads held in optical traps.

In order to study the inner and outer wraps unfolding under force, once a tether was
formed, the force was increased by stepping one of the traps by 2 nm every 60 ms [93].

To measure the nucleosome wrapping and unwrapping rates, the two beads were held
at constant positions for 1 min. The force was approximately constant at 5 pN for the
inner wrap at 40 mM KCl and 7 pN for the outer wrap at 300 mM KCl (Table 2.2). The
nucleosome fluctuations at data were collected at 2 kHz, and averaged by decimation to 1 kHz
(inner wrap) or 100 Hz (outer wrap). We found the wrapping and unwrapping transitions
(Figure 2.5C) by running a t test analysis on these data, as described previously [22, 96].

As specified earlier, the tailless nucleosomes did not display hopping of the entry/exit
region. We probed the mechanical stability of this region using the force-extension curves
shown in Figure 2.5B instead. We computed the probability of seeing a distinct unwrapping
event of the entry/exit region for each type of nucleosome by counting the number of times
we observed an unwrapping event for the entry/exit region divided by the total number of
trials. The errors reported in the main text for the probability of observing the entry/exit
region reflect the width of the 95% interval, as estimated from the binomial distribution.

2.9.6 Kinetic analysis of pausing

Using the kinetic scheme shown in Figure 2.6A, we can compute the expected mean pause
duration and pause densities as a function of the parameters involve [54]. Note that for
computing the distribution of pause durations from this model, we assume that local nucle-
osome wrapping and unwrapping is much faster than polymerase backtracking (0.3–2 s�1).
The assumption that local nucleosome fluctuations are fast and reach equilibrium between
consecutive backtracking steps is consistent with nucleosome fluctuations measured using flu-
orescence correlation spectroscopy [84] and FRET [74]: ⇠4 s�1 for unwrapping and ⇠20–90
s�1 for rewrapping. In addition, recent simulation results predicted local fluctuation between
DNA and histones to be in the micro seconds range [135]. Because of this di↵erent time
scales, short nucleosome fluctuations do not contribute to the distribution of pauses longer
than 0.5 s, but instead they reduce the apparent pause-free velocity of the polymerase.

Therefore, both on bare DNA and at the nucleosome, the probability of observing a pause
of duration t is that of a one-dimensional random walk starting at position –1 and returning
to position 0:

 (t) =
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b

exp[�(k
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where I

1

is the modified Bessel function of the first kind, and k

b

and k

f

are the rates
of backtracking and recovering from a backtrack respectively. However, these two rates
associated with the movement of the polymerase during backtracks are di↵erent during
transcription on bare DNA compared to transcription at the nucleosome.

On bare DNA k

f

= k

0

· eF ·d/kBT and k

b

= k

0

· e�F ·((1�d)+�G)/kBT , where k
0

is the intrinsic
di↵usion of a backtracked Pol II on DNA, �G is the barrier to backtracking, F is the force
we apply in our experiment (6.5 ± 1.5 pN), and d is the distance to transition (taken here
to be 0.5 bp).

At the nucleosome k

f

= (k
u

/k

u

+ k

w

)k
0

· eF ·d/kBT and k

b

= k

0

· e�F ·((1�d)+�G)/kBT , where
k

u

and k

w

are the nucleosome unwrapping and rewrapping rates respectively. The forward
rate of recovery from backtracks only depends on the ratio of the two nucleosomal rates,
K

w

= k

w

/k

u

, as follows: k
f

= (1/1 +K

w

)k
0

· eF ·d/kBT .
Substituting the backtrack (k

b

) and recovery (k
f

) rates into Equation 5.3, we can obtain
the pause durations distributions on bare DNA,  

bare

(t, k
0

,�G), and at the nucleosome
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).
Once we know the distribution of pauses  (t), the mean pause duration of pauses between

t

1

and t

2

can be computed:

< t >=

R
t2

t1
t ·  (t)dt

R
t2

t1
 (t)dt

For fitting the average pause durations, we took t

1

= 1 s and t

2

= 300 s. Pause densities
(number of pauses per base pair) can be theoretically computed as the probability of entering
a pause multiplied with the probability that the pause is in our observation window (i.e.,
between t

1

and t

2

). On bare DNA, the mean pause density is:

PD

bareDNA

=
k

b

k

b

+ k

e
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t1
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(t)dt

where k

e

is the elongation rate, taken to be equal to the pause free-velocity. At the nucleo-
some, since Pol II can only elongate when the nucleosome is unwrapped, the elongation rate
k

e

gets multiplied with the probability of finding the next base pair unwrapped:
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(t)dt

For fitting the average pause densities, we took t

1

= 3 s and t

2

= 300 s. For each region
of the NPS (entry, central and exit), we first determine values of k

0

and �G for bare DNA
by imposing that both the predicted mean pause durations and densities are within error of
the experimental ones. These values of k

0

and �G are reported in the main text.
In order to fit the nucleosome rewrapping equilibrium constant for each type of nucleo-

some in a given region of the NPS, we vary K

w

(while keeping k

0

and �G in the interval
determined from bare DNA in that region) until the predicted pause durations and densities
match the experimentally determined values These values of K

w

are reported in Table 2.3.
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Chapter 3

Dissection of Transcription Elongation
Kinetics

During the elongation stage of transcription, RNA polymerase translocates along the
DNA as it incorporates template-complementary nucleotides into a growing RNA chain, one
nucleotide at a time. Many ensemble and single-molecule studies have shown that transcrip-
tion elongation has two phases: active translocation and pausing. This chapter describes
the characterization of molecular mechanisms of the elongation using single-molecule optical
tweezers assays.

3.1 Mechanochemical coupling of the nucleotide
addition cycle

Two classes of mechanisms have been o↵ered to describe the mechanochemical coupling dur-
ing the nucleotide addition cycle phase of transcription elongation. The first class, known
as the power stroke mechanism, gains support from studies of single-subunit T7 RNA poly-
merase [157]. This model suggests that the forward translocation of RNAP is directly driven
by a chemical step such as the release of the pyrophosphate (PPi). However, this mech-
anism cannot explain the backtracking behavior, typically observed in multi-subunit RNA
polymerases. In the second class, the Brownian ratchet mechanism (Figure 3.1), the mo-
tion of the motor is directly driven by thermal fluctuations and rectified by chemical steps
[143]. This mechanism postulates that at the beginning of each nucleotide addition cycle,
the transcription elongation complex (TEC) oscillates back and forth on the DNA template
between two translocated states [a pre-translocated, (TEC

n,0

), and a post-translocated state

Portions of this chapter were published in Dangkulwanich M., Ishibashi T., Liu, S., Kireeva M.L.,
Lubkowska L., Kashlev M. and Bustamante C.J. “Complete dissection of transcription elongation re-
veals slow translocation of RNA polymerase II in a linear ratchet mechanism.” eLife; 2:e00971. 2013.
DOI:10.7554/eLife.00971. Used with permission.
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(TEC
n,1

)] and that such thermally-driven motions are rectified forward by the incorpora-
tion of the incoming NTP [46]. Extensive structural and biochemical investigations have
supported this Brownian ratchet mechanism for the translocation of multi-subunit RNAPs,
including bacterial and eukaryotic enzymes [9, 11, 16, 73].
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Figure 3.1: Generalized scheme of the nucleotide addition cycle. At the beginning
of a nucleotide addition cycle, the transcription elongation complex (TEC) with a transcript
length of n thermally fluctuates between the pre-translocated state (TEC

n,0

) and the post-
translocated state (TEC

n,1

). NTP binding is followed by NTP sequestration, bond formation,
and PPi release. Upon the release of the PPi, TEC is reset to the pre-translocated state
(TEC

n+1,0

) and ready for the next nucleotide addition cycle.

3.2 Evidence for the Brownian ratchet mechanism

As mentioned earlier, single-molecule experiments allow for the measurement and separation
of the active elongation phase from the pausing phase. The pause-free velocity of the enzyme
(v) is given by the distance the polymerase has to translocate during one cycle (d), divided
by the total time it takes to complete the nucleotide addition cycle. This time is the sum
of the times necessary to translocate (⌧

trans

), bind the incoming NTP (⌧
NTP

), complete the
condensation reaction that incorporates the NTP to the RNA chain (⌧

cond

), and release the
pyrophosphate before starting a new cycle (⌧

PPi

):

v =
d

⌧

trans

+ ⌧

NTP

+ ⌧

cond

+ ⌧

PPi

(3.1)

If translocation is driven by thermal noise and biased forward by NTP binding followed by
the irreversible condensation reaction (Brownian ratchet), ⌧

NTP

should be sensitive to force,
since that is the step associated with net movement on DNA. Instead, if pyrophosphate
release induces —or coincides with—a change in conformation of the elongation complex,
triggering translocation (power stroke), ⌧

PPi

would be sensitive to force instead. At limiting
NTP concentrations, the time it takes to bind NTPs (⌧

NTP

) becomes dominant over the
time of pyrophosphate release (⌧

PPi

). In these conditions, if elongation follows a Brownian
ratchet mechanism, the velocity should be sensitive to force, while if it follows a power stroke,
the velocity should not depend on force. Single-molecule data have shown that at low NTPs,
the pause-free velocity does depend on force [1]. This result is, thus, inconsistent with the
power stroke mechanism, and supports the Brownian ratchet mechanism for transcription
elongation.
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The simplest reaction pathway for a Brownian ratchet model involves only one NTP
binding site and two translocation states of the polymerase [pre-translocated state (TEC

n,0

)
and the post-translocated state (TEC

n,1

), Figure 3.1]. In order to simplify the fittings and
analyses, one common assumption that most studies up to date have made is that the rates of
translocation and nucleotide binding are much faster than the rate of NTP catalysis. When
using this simplified assumption and the linear model (Figure 3.1) to fit the relationship
between the elongation velocity and external force applied obtained from single-molecule
experiments, the classical linear ratchet mechanism (Figure 3.1) had to be modified such that
the incoming NTP must also bind to the pre-translocated TEC (Figure 3.2) [1, 82]. While
in the linear model the incoming NTP can only bind after the polymerase has translocated,
in the branched model the NTP can bind to both the pre- and the post-translocated states.
However, in the pre-translocated TEC, the primary nucleotide binding site is occupied by the
30-end of the nascent transcript [42]. Thus, the branched Brownian ratchet scheme necessarily
requires a secondary NTP binding site, whose precise location and the mechanism by which
the NTP is transferred to the primary site remain poorly defined.
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Figure 3.2: A branched Brownian ratchet model for the nucleotide addition cycle.

In order to understand the mechanism of transcription and its regulation, it is important
to achieve a detailed description of both on- and o↵-pathway kinetics of the elongation
reaction. Previous e↵orts to dissect the kinetic scheme of transcription elongation have
assumed that the forward and reverse translocation steps of the Brownian ratchet occur in
rapid equilibrium relative to the chemical steps in the nucleotide addition cycle [1, 9, 46, 123].
However, the assumption of fast translocation equilibrium has never been experimentally
validated. In fact, recent studies suggested that the translocation step may be partially rate-
limiting for the nucleotide addition cycle, which gives rise to the heterogeneous elongation
rates at di↵erent template positions [57, 67, 90, 91, 98, 99].

Rather than assuming that the translocation rate of the polymerase is fast, we questioned
the validity of the common assumption that the transition rates from the pre- to post-
translocated states are much larger than those of other kinetic steps. Whereas the application
of external force a↵ects both the forward and the reverse translocation rates of the enzyme,
a mechanical barrier such as a nucleosome only a↵ects the forward rate, making it possible
to separate it from the reverse rate. (See section 3.8 for details).
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3.3 Transcriptional pausing

Another important component of transcription elongation is the pausing phase, which is
an o↵-pathway process that plays crucial roles in the regulation of transcription elongation
(Figure 3.3) [81, 102]. The mechanism of transcriptional pausing is still under debate. In one
view, RNAP first enters an elemental pause state [52, 121, 129]. These elemental pauses can
be subsequently stabilized into longer-lived pauses by the formation of a hairpin structure
in the nascent RNA transcript or by RNAP backtracking [6, 53]. The backtracking process
is caused by upstream movements of the polymerase, displacing the 30-end of the nascent
RNA away from the active site into the secondary channel of the enzyme [73, 103]. An alter-
native view poses that most pauses are attributed to backtracking, which can be described
as a one-dimensional random walk of the enzyme along the DNA template [33, 40, 54, 92].
RNA synthesis resumes when the polymerase di↵usively realigns its active site with the
30-end of the transcript. Structural evidence for the existence of elemental pauses was re-
cently presented in bacterial RNAP [146], but similar evidence is lacking for the eukaryotic
polymerases.
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3.4 Derivation of elongation velocity equations

The Brownian ratchet kinetic scheme for the nucleotide addition cycle of transcription elon-
gation (Figure 3.1) can be simplified to:

TEC
n,0

k1
k–1

TEC
n,1

k2[NTP]

k–2
TEC

n,1–NTP

k3 TEC
n+1,0

where k

1

and k�1

are the forward and reverse translocation rate constants, k
2

and k�2

are
the NTP binding and dissociation rate constants, and k

3

is the combined catalysis rate con-
stant that includes NTP sequestration, bond formation, and PPi release. Because of the
large equilibrium constant of transcription elongation and the very low PPi concentration (1
µM) in the bu↵er, k

3

was considered essentially irreversible. Using the concept of net rate
constants [29], we can replace the reversible rate constants between two adjacent states with
a single net rate constant and re-write the above scheme as:

TEC
n,0

k net
1 TEC

n,1

k net
2 TEC

n,1–NTP

k3 TEC
n+1,0

k

net

1

and k

net

2

are the net rate constants for translocation and NTP binding, respectively,
which are given by:

k

net

2

= k

2

[NTP ] · k

3

(k�2

+ k

3

)
(3.2)

k

net

1

= k

1

· k

net

2

(k�1

+ k

net

2

)
=

k

1

k

2

k

3

[NTP ]

k�1

(k�2

+ k

3

) + k

2

k

3

[NTP ]
(3.3)

The time the enzyme takes to finish one nucleotide addition cycle (⌧) equals the step size
of the polymerase (d = 1 nt) divided by the pause-free velocity (v), and also equals the sum
of the inverse of each net rate:

⌧ =
d

v

=
1

k

net

1

+
1

k

net

2

+
1

k

3

(3.4)

Plugging Equations 3.2 and 3.3 into Equation 3.4 yields the following expression for the
pause-free velocity:

v =
k

1

k

3

k

1

+ k

3

· [NTP ]
(k1+k�1)·(k�2+k3)

(k1+k3)·k2 + [NTP ]
· d (3.5)

We note that this expression is more general than those shown in previous studies [1, 10],
as it is derived without assuming local equilibration of translocation and NTP binding. In
particular, we describe the kinetics of the translocation step with k

1

and k�1

, instead of
a single equilibrium constant K

�

= k�1

/k

1

. Such treatment is a prerequisite to explicitly
determine the forward and reverse translocation rates. Equation 3.5 can be simplified to the
Michaelis-Menten equation form:
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v =
V

max

[NTP ]

K

M

+ [NTP ]
(3.6)

where V

max

= k1k3
k1+k3

· d, and K

M

= k1+k�1

k1+k3
· k�2+k3

k2
.

3.5 Single-molecule transcription assay

We followed the transcriptional dynamics of individual Pol II molecules with a dual-trap
optical tweezers instrument. One laser trap holds a polystyrene bead attached to a stalled
Pol II molecule, while the other trap holds another bead attached to the upstream DNA
template (assisting force geometry; Figure 3.4A). The experiment was carried out in a semi-
passive mode under 5-8 pN of applied tension. The experiment began by holding the complex
at 8 pN. Upon addition of NTP, Pol II restarts transcription, lengthening the DNA tether
length and thereby a decreasing the force applied to Pol II. When the force reaches 5 pN,
the trap was moved further apart to increase the tension to 8 pN. The position of the RNA
polymerase along the template was calculated from the extension and the force using the
worm-like-chain model of DNA elasticity [19]. As shown in the example traces (Figure 3.4B),
the trajectories can be divided into two parts: the active elongation phase, where the RNAP
moves rapidly along the DNA, and the pausing phase, where the RNAP appears to pause
and even translocate backward.
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Figure 3.4: Single-molecule transcription assay. (A) Experimental setup for the single-
molecule transcription assay. Each of the two optical traps holds a 2.1-µm polystyrene
bead. Biotinylated Pol II is attached to the streptavidin (SA) bead. The upstream DNA is
attached to the antibody (AD) bead via the digoxigenin-antidigoxigenin linkage. The black
arrow indicates the direction of transcription. (B) Example transcription trajectories of the
wild-type Pol II at four di↵erent NTP concentrations.
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3.6 NTP dependence of elongation dynamics

Single-molecule transcription trajectories were collected at a range of NTP concentrations
(35 µM to 2 mM) (Figure 3.4B). The relationship between pause-free velocity (v) and [NTP]
for the wild-type enzyme fits well to Equation 3.6, with V

max

= 25 ± 3 nt/s and K

M

= 39
± 12 µM (errors are SEM) (Figure 3.5A, gray line).

As shown in the example trajectories (Figures 3.4B), transcription elongation is punctu-
ated by pauses of various durations. Pause density, ⇢

pause

, is defined as the average number
of pauses per bp of template transcribed. As the concentration of NTP goes up, the pause-
free velocity increases and the apparent ⇢

pause

, which counts pauses lasting longer than 1
s, decreases (Figure 3.5B). The inverse relationship between v and (⇢

pause

) indicates that
elongation and pausing are in kinetic competition and that pausing occurs prior to NTP
binding [6, 32, 38, 81, 92]. Note that pausing has also been observed to occur after NTP
binding at certain sequences for E. coli RNAP; however, yeast Pol II does not seem to em-
ploy such mechanism [68]. The pause-free velocities and apparent pause densities at various
NTP concentrations are summarized in Table 3.1.
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Figure 3.5: Pause-free velocities and apparent pause densities. (A) Pause-free ve-
locities of the wild-type Pol II at various NTP concentrations. Dashed lines are fits to the
Michaelis-Menten equation (Equation 3.6; R2 = 0.80). (B) The apparent pause densities
(⇢

pause

) of the wild-type Pol II at di↵erent NTP concentrations are plotted against the cor-
responding pause-free velocities (v). Error bars in both figures represent standard error of
the mean (SEM).

3.7 Stepping rates during a backtracked pause

Backtracking is a major mechanism for transcriptional pauses. We have previously modeled
backtracking as a one-dimensional random walk of the enzyme along the DNA template
[54]. In this model, Pol II di↵uses back and forth on DNA with a forward stepping rate
constant k

f

and a backward stepping rate constant k

b

during a backtracked pause. These
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Table 3.1: Summary of pause-free velocities and apparent pause densities mea-
sured at various NTP concentrations.

[NTP] (µM) N Pause-free velocity (nt/s) Apparent pause density (bp�1)
35 10 12.4 ± 0.7 0.0721 ± 0.0099
50 11 11.6 ± 1.1 0.0526 ± 0.0086
75 9 17.8 ± 1.2 0.0358 ± 0.0079
100 13 15.7 ± 1.4 0.0326 ± 0.0077
200 17 21.0 ± 2.4 0.0184 ± 0.0046
1000 44 24.7 ± 1.8 0.0156 ± 0.0031
2000 9 26.7 ± 4.3 0.0188 ± 0.0076

Data are shown as mean ± SEM The apparent pause densities are determined by counting
pauses that last between 1 s and 120 s. N is the number of single-molecule transcription
trajectories in each condition.

rate constants are dependent on the applied force (F , which is positive for assisting forces
and negative for opposing forces) according to:

k

f

= k

0

· eF ·�/kBT (3.7)

k

b

= k

0

· e�F ·(1��)/kBT (3.8)

where k

0

is the intrinsic zero-force stepping rate constant of Pol II di↵using along DNA
during backtracking, � is the distance to the transition state for each backtracking step
(taken to be 0.5 bp, or 0.17 nm), k

B

is the Boltzmann constant, and T is the temperature
(k

B

T = 4.11 pN·nm). The probability density of pause durations,  (t), is equivalent to
the distribution of first-passage times for a particle di↵using on a one-dimensional lattice to
return to the origin [33], and is given by:

 (t) =

r
k

f

k

b

exp[�(k
f

+ k

b

)t]

t

I

1

(2t
p

k

f

k

b

) (3.9)

where I

1

is the modified Bessel function of the first kind. We fit the distribution of pause
durations for the wild-type enzyme on bare DNA to this model and extracted a characteristic
k

0

of 1.3 ± 0.3 s�1 (Figure 3.6, gray dashed line). Using the values of k
0

and the applied
force in our experiment (6.5 pN on average), we calculated k

f

and k

b

to be 1.7± 0.4 s�1 and
1.0± 0.3 s�1, respectively (Equations 3.7 and 3.8).
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Figure 3.6: Cumulative distribution of the pause durations. Cumulative distribution
of the durations of pauses longer than 1 s on bare DNA (black solid line) and nucleosomal
DNA (red solid line). Dashed lines are theoretical fits of the experimental data to the one-
dimensional di↵usion model for backtracking P -value is derived from Kolmogorov-Smirnov
(KS) test.

3.8 Nucleosome as a tool to perturb the forward
translocation

Next, we investigated the transcriptional dynamics of Pol II through the nucleosome as a
barrier to the forward translocation of the enzyme. We loaded a histone octamer on the 601
nucleosome positioning sequence (NPS) and ligated it to the downstream template [85].

3.8.1 Dynamics during nucleosomal transcription

As shown previously by Hodges and Bintu et al. [54], the nucleosome increases the frequency
and durations pauses of the polymerase (Figures 3.7 and 3.8). The wild-type enzyme dis-
plays a two-fold increase in the apparent pause density upon encountering the nucleosome
(Table 3.2). The mean pause duration on nucleosomal DNA is significantly longer than that
on bare DNA (Table 3.2; Figure 3.6).

It has been shown that the nucleosomal DNA can spontaneously unwrap and rewrap
around the histones [75, 84, 135]. The increased pause duration of Pol II on nucleosomal
DNA can be explained by rewrapping of the DNA downstream of a backtracked Pol II, which
prevents the polymerase from di↵using back to the 30-end of the nascent RNA to resume
transcription [54, 13]. Because one bp of nucleosomal DNA fluctuates much faster (>1000
s�1; see Materials and methods for the derivation) than Pol II stepping ( 1 s�1), the nucleoso-
mal DNA in front of the polymerase reaches wrapping/unwrapping equilibrium between each
backtracking step. It follows that the pause durations on nucleosomal DNA can be drawn
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Figure 3.7: Example transcription trajectories on bare and nucleosomal DNA.
Black traces are bare DNA transcription. Trajectories through the nucleosome are shown in
red-tone colors. The data were collected at 1 mM NTP. The yellow shaded region represents
the nucleosome positioning sequence (NPS).
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Table 3.2: Apparent pause densities and mean pause durations on bare DNA and
nucleosomal DNA in the extended NPS region.

DNA template N Apparent pause density (bp�1) Mean pause duration (s)
Bare 38 0.0153 ± 0.0041 3.9 ± 0.6

Nucleosomal 94 0.0280 ± 0.0036 9.4 ± 0.8

Data are shown as mean ± SEM The extended NPS region spans –115 nt to +85 nt relative
to the nucleosomal dyad.

from the same distribution as on bare DNA, except that the e↵ective forward stepping rate
is reduced by a factor �

u

corresponding to the fraction of time the local nucleosomal DNA
is unwrapped [54], i.e. k

f(nuc)

= �

u

· k
f

. The backward stepping rate k

b

is not a↵ected by
the nucleosome, because little histone transfer occurs in our experimental geometry where
the DNA template is under tension [54, 12] and therefore the polymerase does not encounter
any roadblock when it di↵uses backward. The distribution of pause durations for wild-type
Pol II on nucleosomal DNA can be correctly fit by this model with a �

u

value of 0.6 ± 0.2
(Figure 3.6, red dashed line).

3.8.2 Rates of forward translocation and catalysis

Having understood the e↵ect of the nucleosomal barrier on the pausing dynamics, we then
turned our attention to its e↵ect on the on-pathway elongation kinetics. Interestingly, we
found that the nucleosome also delays the transcribing enzyme by modulating its pause-
free velocity. As the wild-type Pol II transcribes through nucleosomal DNA at saturating
[NTP], its mean pause-free velocity decreases by 14% from 26.9 ± 0.8 nt/s to 23.2 ± 0.6
nt/s (Figure 3.9).

Previous results have shown that a transcribing Pol II cannot actively open a wrapped
nucleosome; instead, it passively waits for the DNA immediately in front of the enzyme to
spontaneously unwrap and then translocates forward through a locally unwrapped nucleo-
some [54]. Since the fluctuations of local nucleosomal DNA occur orders of magnitude faster
than the translocations of Pol II during backtracking, we assume that they are also much
faster than the on-pathway translocation steps of Pol II. Under this assumption, local DNA
reaches wrapping/unwrapping equilibrium before Pol II makes a translocation step and the
forward translocation rate (k

1

) is e↵ectively reduced by the fraction of time the local nu-
cleosomal DNA is unwrapped (�

u

). The reverse translocation rate (k�1

) is unlikely to be
a↵ected, again due to the lack of a roadblock against reverse translocation. Thus, according
to Equation 3.6, the maximum pause-free velocity for nucleosomal DNA transcription is:

V

max(nucl)

=
�

u

· k
1

· k
3

(�
u

· k
1

) + k

3

· d (3.10)
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In comparison, the maximum pause-free velocity for bare DNA transcription is:

V

max

=
k

1

· k
3

k

1

+ k

3

· d (3.11)

Using an optimal �
u

value of 0.6, we solved Equations 3.10 and 3.11 and obtained k

1

=
112 ± 30 s�1 (indeed much slower than local DNA wrapping/unwrapping) and k

3

= 35 ± 3
s�1 for the wild-type. Importantly, these values show that the forward translocation rate is
only three times faster than the catalysis rate and, therefore, has a significant contribution
to the overall elongation velocity. These numbers were extracted by using the average values
of the pause-free velocity and �

u

over the whole nucleosomal region. Such a simplifying
treatment is based on the observations that both the pause-free velocity (Figure 3.9) and
the local DNA wrapping equilibrium [13] do not change substantially along the NPS.

3.8.3 The first backtracking step is distinct from subsequent
steps

The pause density, ⇢
pause

, is governed by the kinetic competition between pause entry and
elongation. Previously, an overall elongation rate, which includes translocation, NTP bind-
ing, and catalysis, was used in the expression for ⇢

pause

[52, 54, 163]. A more accurate
treatment is to use the elementary rate constant in the elongation pathway directly con-
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nected to pausing, which is the net rate constant for forward translocation, (Figure 3.3;
Equation 3.3):

⇢

pause

=
k

b1

k

b1

+ k

net

1

=
k

b1

k

b1

+ [NTP ]

k�1(k�2+k3)

k2k3
+[NTP ]

· k
1

(3.12)

where k
b1

is the rate constant of entering the 1-bp backtracked pausing state. At saturating
NTP concentrations ([NTP]� k�1

(k�2

+ k

3

)/(k
2

k

3

)), knet

1

becomes equivalent to k

1

. Hence,

⇢

pause(sat)

=
k

b1

k

b1

+ k

1

(3.13)

where ⇢
pause(sat)

is the pause density at saturating NTP concentration. In order to obtain a
true pause density, the apparent ⇢

pause

needs to be corrected to include pauses shorter than
1 s that are missed by our pause detection algorithm. After such a correction (Materials
and methods), the total ⇢

pause(sat)

is 0.045 ± 0.012 bp�1. Solving Equation 3.13 yields
k

b1

= 5.3± 2.0 s�1. This value is approximately five times larger than subsequent backward
stepping rates, which are force-biased stepping rates obtained from Equation 3.8 (k

bn

=
1.0±0.3 s�1

, n � 2). The di↵erence between k

b1

and k

bn

indicates that the first backtracking
transition is easier to make than subsequent backtracking transitions. Using this value of k

b1

,
along with the value of �

u

obtained above, we can predict a nucleosomal pause density of 0.035
± 0.015 bp�1 for pauses longer than 1 s, which agrees with the experimental measurement
(Table 3.2).

3.8.4 Reverse translocation rate

We have determined the rates of forward translocation (k
1

) and catalysis (k
3

) in the nu-
cleotide addition cycle and shown that they are comparable. What remains unknown is
the reverse translocation rate k�1

, which may also a↵ect the elongation velocity under sub-
saturating NTP conditions (Equation 3.5). To determine k�1

, we examined the pause den-
sities measured at various NTP concentrations. Equation 3.12 can be re-written as:

⇢

pause

=
k

b1

k

b1

+ [NTP ]

k�1K

k3
+[NTP ]

· k
1

(3.14)

where K = (k�2

+ k

3

)/k
2

. The total ⇢
pause

as a function of [NTP] fits well to Equation 3.14
(Figure 3.10). Using the values of k

1

, k

3

, and k

b1

determined above, we obtained k�1

K

equal to (4.7± 0.5)⇥ 103µM·s�1. We then revisited the relationship between the pause-free
velocity and [NTP] (Figure 3.5A), which follows Michaelis-Menten kinetics. According to
Equation 3.5, the Michaelis constant K

M

is expressed as:

K

M

=
k

1

+ k�1

k

1

+ k

3

· k�2

+ k

3

k

2

=
k

1

+ k�1

k

1

+ k

3

·K (3.15)
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Plugging the values of K
M

, k

1

, k

3

, and k�1

K into Equation 4.2 yields the values of K
and k�1

for the wild-type Pol II: K = 9.2 µM and k�1

= 510 s�1. We could further
calculate the translocation equilibrium constant, K

�

= [pre-translocated]/[post-translocated]
= k�1

/k

1

= 4.6. This result indicates that the enzyme favors the pre-translocated state to
the post-translocated one, in agreement with most previous reports [11, 10, 72, 91].
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Figure 3.10: Relationship between pause density and NTP concentration. The total
pause density for the wild-type Pol II (black circles) is plotted against the NTP concentration.
The gray dashed line is the fit to Equation 3.14 (R2 = 0.93).

3.9 Force-velocity relationship

A central piece of evidence previously used to favor a branched kinetic scheme (Figure 3.2)
over a simpler linear scheme (Figure 3.1) for the nucleotide addition cycle is the relationship
between the pause-free velocity (v) and the applied force (F ) [1, 82]. However, in those
studies, translocation was assumed to be in rapid equilibrium relative to catalysis. Having
explicitly determined the translocation rates (k±1

) and found that the forward translocation
rate (k

1

) is comparable to the catalysis rate (k
3

), we went on to examine whether a linear
kinetic scheme (Figure 3.1) is su�cient to explain the F -v relationship, which for such scheme
can be expressed as:

v(F ) =
k

1

(F ) · k
3

k

1

(F ) + k

3

· [NTP ]
[k1(F )+k�1(F )]·K

k1(F )+k3
+ [NTP ]

· d (3.16)

We assume that only the translocation transitions in the nucleotide addition cycle are force-
sensitive and that the translocation rates depend on force according to the Boltzmann-type
equation: k

1

(F ) = k

1

(0) · eF �/kBT , and k�1

(F ) = k�1

(0) · e�F ·(1��)/kBT , where � is the
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distance to the transition state for forward translocation, the only unknown variable left in
the equation. We measured the pause-free velocity at di↵erent applied forces and obtained
values in good agreement with previously published single-molecule data [82] (Figure 3.11).

The velocity of the wild-type enzyme shows a weak but detectable dependence on force.
The F -v plots can be fit well to Equation 3.16 with � of 0.46 ± 0.09 bp. Therefore, it is indeed
possible to explain the observed force-velocity relationship of transcription elongation with
a classic, non-branched Brownian ratchet mechanism, in which NTP binding occurs after
translocation.
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Figure 3.11: Relationship between transcription velocity and applied force. The
pause-free velocity of the wild-type Pol II is plotted against the applied force. Experimental
data in the present study are shown in solid squares (error bars indicate SEM). Open triangles
represent data from a previously published single-molecule study [82]. The combined data
are fit to the force-velocity relationship predicted by a linear Brownian ratchet model (dashed
line), yielding a characteristic distance to the transition state � = 0.46 ± 0.09 bp (error is
SEM, R2 = 0.88). Positive and negative force values indicate assisting and opposing forces,
respectively.

3.10 Discussion

3.10.1 Rate-limiting steps in the Brownian ratchet mechanism

RNAP transcribes DNA through a multi-step kinetic pathway. The rate-limiting nature of
the various steps in the nucleotide addition cycle has so far remained largely conjectural.
Almost all the existing kinetic studies of transcription elongation relied on the major as-
sumption that translocation and NTP binding follow rapid equilibrium kinetics. As a result,
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the catalytic step occurring after NTP binding has been assigned to be rate-limiting of the
overall elongation reaction.

The linear Brownian ratchet mechanism that assumes fast translocation equilibrium pre-
dicts that, as the NTP concentration increases, the force-sensitivity of the elongation velocity
decreases and eventually vanishes, because the enzyme spends less time in the load-sensitive
translocation steps. However, the F -v relationships of the enzyme obtained from optical
tweezers studies have shown significant dependence of elongation velocity on external force
even at saturating NTP concentrations [1, 10, 82], in contradiction to the above prediction.
To account for this discrepancy, a modified, branched ratchet model was proposed in which
the NTP must also bind to a secondary site on the polymerase in the pre-translocated con-
figuration. Although the existence of such additional binding site may be rationalized by
the downstream allosteric site [43, 55], the “E” site or pre-insertion site [126, 147], or the
tilted hybrid structure [25], whether it constitutes a significant pathway in the elongation
reaction and how it is related to the primary nucleotide binding pathway remain obscure.
More importantly, the branched model neglects the possibility that the translocation steps
may not be as fast as assumed.

In this study, we tested this possibility of slow translocation by placing a nucleosome in
the path of the transcribing polymerase and directly determining the rates of forward and
reverse translocation. Our analyses show that the forward translocation rate is in fact within
the same order of magnitude as the catalysis rate. For the wild-type Pol II, k

1

is only 2.5
times higher than k

3

(Figure 3.12; Table 3.3). Our results demonstrate that a linear ratchet
model can explain the transcriptional kinetics of Pol II and that it is not necessary to invoke a
conceptually more complicated branched model, as long as the constraint of fast translocation
equilibrium is relieved. Note that although our data argue against rapid oscillation of the
ratchet, they still support the notion that the enzyme is able to spontaneously di↵use along
the DNA between the pre- and post-translocated states, as suggested by the Brownian ratchet
mechanism.

We extracted the values of k
1

and k

3

by comparing the maximum pause-free velocities
on bare DNA and nucleosomal DNA (Equations 3.10 and 3.11). In principle, k

1

and k

3

can
also be determined by examining V

max

as a function of applied force:

V

max

(F ) =
k

1

(F ) · k
3

k

1

(F ) + k

3

· d (3.17)

where k
1

(F ) = k

1

(0)·eF �/kBT . Using our data and the previously published data [82] collected
at saturating [NTP] (1 mM) and various forces (Figure 3.11), we fit the V

max

-F dependence to
Equation 3.17 and obtained the values of k

1

= 87±61 s�1

, k

3

= 33±8 s�1, and � = 0.64±0.58
bp for the wild-type Pol II. Thus, the same qualitative conclusion that both translocation
and catalysis are rate-limiting for the elongation reaction can be drawn from this alternative
approach. Compared to the approach of using the nucleosomal barrier as a tool to determine
k

1

and k

3

, fitting the V
max

-F relationship involves one additional free parameter (�) and the
values are less constrained (larger errors). In the future, it is worthwhile to use either of
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Figure 3.12: A quantitative kinetic model for transcription elongation. (A) A
comprehensive kinetic characterization of the nucleotide addition phase (highlighted in green)
and the pausing phase (highlighted in blue) for transcription by the wild-type Pol II. Inside
the yellow box are the transitions a↵ected by the nucleosomal barrier. (B) The schematic
translocation free energy landscape at a given RNA length (solid black). The on-pathway
elongation is highlighted in green and the o↵-pathway pausing is highlighted in blue.
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these two approaches or both to test whether prokaryotic transcription also employs a linear
ratchet mechanism.

3.10.2 The energy landscape for transcription elongation

With the same transcript length, RNAP is able to move back and forth on the DNA template,
forming di↵erent TEC configurations (Figure 3.12). Each translocation state corresponds to
a local energy minimum [9, 123, 154]. Transitions between the pre- and post-translocated
states, together with NTP binding and catalysis, constitute the active elongation pathway
(Figure 3.13, green). The enzyme can also enter the pausing pathway by transiting from the
pre-translocated state to the backtracked states (Figure 3.13, blue). The hyper-translocated
states, in which the enzyme undergoes further forward translocation beyond 1 bp, are en-
ergetically unfavorable. The rate constants extracted from our single-molecule experiments
translate into a free energy landscape for Pol II’s mechanical translocations and chemical
transitions (Figure 3.13; Materials and methods), which reveals many detailed features of
the kinetics of Pol II transcription.

First, the staircase shape formed by the energy minima of post-translocated, pre-translocated,
and 1-bp backtracked states shows that the o↵-pathway backtracked states are thermody-
namically more stable than the on-pathway states (Figure 3.12). This feature confers the
enzyme its propensity to enter the pausing pathway, which is the central mechanism for var-
ious types of transcriptional control, such as arrest, proofreading, co-transcriptional RNA
folding, and recruitment of regulators.

Second, the energy barrier from the pre-translocated to the 1-bp backtracked state is 2.5
k

B

T higher than the barrier from the pre-translocated to the post-translocated state, causing
k

1

to be more than 10 times faster than k

b1

. Thus, at the beginning of each nucleotide
addition cycle, the pre-translocated TEC favors the catalysis-competent post-translocated

Table 3.3: Summary of kinetic parameters measured in this study.

Parameters Wild-type Pol II
k

1

(s�1) 88 ± 23
k�1

(s�1) ⇠680
K

�

= k�1

/k

1

⇠7.7
K = (k�2

+ k

3

)/k
2

(µM) ⇠9.2
k

3

(s�1) 35± 3
k

b1

(s�1) 6.9± 2.6
k

f1

(s�1) 1.3± 0.3
k

bn

(s�1), n � 2 1.3± 0.3
k

fn

(s�1), n � 2 1.3± 0.3

The values reported in the text were measured at 6.5 pN of applied assisting force and are
normalized to zero force here.
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Figure 3.13: The schematic three-dimensional free energy landscape for transcrip-
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[PPi], rotate the energy levels of chemical transitions around the mechanical axis, again to
a first approximation. Two-dimensional projections on the grids highlight the relative free
energy of each state. This diagram is calculated at zero force, 1 mM NTP and 1 µM PPi.
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state kinetically over the 1-bp backtracked state, even though it is thermodynamically more
favorable to move in the opposite direction. This property ensures that pausing only occurs
sporadically so that the transcript can be synthesized within a reasonable amount of time.
In addition, the barriers between neighboring backtracked states are also relatively high,
preventing the enzyme from backtracking too far, which could lead to transcriptional arrest.

Third, the first backtracking step appears to be unique from further backtracking steps
in two aspects. Kinetically, entering the 1-bp backtracked state is easier than entering sub-
sequent backtracked states, as reflected by the di↵erence between k

b1

and k

bn

(n � 2). Such
a di↵erence is supported by structural data: the structure of an arrested Pol II complex sug-
gests that backtracking beyond 1 bp is disfavored as it is sterically hindered by a “gating”
tyrosine (Rpb2-Y769) [25]. Thermodynamically, transiting from the pre-translocated state
to the 1-bp backtracked state is favorable, while backtracking for more steps yields no ad-
ditional energetic benefit. This result can also find structural support: the first backtracked
nucleotide is stabilized by a binding pocket formed by several Pol II residues, whereas the
second or third backtracked nucleotide makes no additional contact to the enzyme [142].

Thus, our model depicts an enzyme with a delicate balance between active elongation
and inactive pausing [137]. This model can serve as a framework to study the e↵ects of DNA
sequence and nascent RNA structure on transcriptional dynamics [9, 123, 158]. Moreover,
this model may improve our understanding of the control of transcription fidelity. The 1-
bp backtracked state is closely associated with the proofreading process of Pol II, as the
enzyme in this location preferentially cleaves the 30 dinucleotide of the RNA containing
the mismatched base, emptying the active site for NTP binding [142]. It is possible that
nucleotide misincorporation slows down forward translocation, thereby promoting the entry
to the pausing pathway and the removal of the dinucleotide.

It is worth noting that we cannot definitively rule out the alternative scenario in which
the first unique pausing state corresponds to a non-backtracked intermediate. Nonetheless,
no evidence has been found for the universal occurrence of such an intermediate in Pol
II transcription. The interpretation that most pauses in Pol II transcription are caused by
enzyme backtracking is more parsimonious, especially given the corroborating structural data
mentioned above. The elementary rate constants extracted from our analyses should provide
a reference frame for future computational studies aiming to fully describe the molecular
trajectory of a transcribing polymerase.

3.11 Materials and methods

3.11.1 Proteins and DNA preparation

Biotinylated wild-type S. cerevisiae Pol II (unphosphorylated C-terminal domain) were puri-
fied as previously described [71]. The 3-kb DNA handle was prepared by PCR from Lambda
DNA (NEB) using a digoxigenin-labeled primer, and restriction digestion with AvaI (NEB)
to create a complementary overhang to the upstream end of the complex.The 574-bp DNA
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template was prepared by PCR from a modified pUC19-N1 [162] containing the 601 nu-
cleosome positioning sequence (NPS) [85], and restriction digestion with BstAPI (NEB) to
generate a ligatable overhang. Each histone protein was recombinantly expressed and puri-
fied from E. coli, reconstituted to octamers [150], and loaded on the NPS-containing DNA
using salt gradient dialysis [127]. The sequences of DNA primers used to amplify the con-
structs are provided in Table 3.4. Note that the 601 NPS used here di↵ers from the Widom
601 by several base pairs. Zhang et al. mutated the sequence to add SaII recognition site
around the first third of the NPS [162]. The alignment of the two sequences is shown in
Figure A.2 in the Appendix.

Table 3.4: Sequences of oligonucleotides used in transcription assays.

Geometry Name Sequence (5

0
to 3

0
)

assisting force 3-kb Dig handle for /5DigN/GGGAGTGATTTCCGTCTTACGGT

3-kb Lambda AvaI rev AATTATCTCGGGCATACAGCAACAACATGG

N1 BstAPI for CAGATTGTACTGAGAGTGCACCA

N1 598bp rev ATGACCATGATTACGCCAAG

TDS /5Phos/AGCATAATCCTGAATATGGCAAGTTACATAGATAAGTTGGTCGGT

TGGGGTTTGTGTGGCTTCGTCGGGCGTCTTCTACATACTACTCCTACC

NDS GGTAGGAGTAGTATGTAGAAGACGCCCGACGAAGCCACACAAACCCCAA

CCGACCAACTTATCTATGTAACTTGCCATATTCAGGATTATGCTCAT

opposing force DraIII-phage-rev AATATTCACCATGTGTTAGAAAACGATAACACCGTG

dig-phage-fwd /5DigN/AAGCTGCATGTGCTGGAACTTCAC

TDS /5Phos/GGTGTCGCTTGGGTTCTCTTTTCGCCTTGTCTCGGGCGTCGGCT

GTAAGTATCCTATACC

NDS /5Phos/CCGACGGTATAGGATACTTACAGCCGACGCCCGAGACAAGGCGAA

AAGAGAACCCAAGCGACACCCAT

both RNA9 rGrArCrGrCrCrCrGrA

3.11.2 Assembly of transcription elongation complexes

The transcription elongation complexes (TECs) were assembled by annealing a 9-nt RNA
primer (IDT) to a 93-nt template DNA, incubating the hybrid with a biotinylated Pol II, and
subsequently annealing a 96-nt complementary DNA using previously published sequences
and procedures (Figure 3.14)[54]. The sequences of the template DNA (TDS), non-template
DNA (NDS), and RNA primer (RNA9) are provided in Table 3.4. The TEC was walked
to a stall site by addition of ATP, CTP and GTP. In the assisting force geometry, the
downstream end of the stalled TEC was ligated to the 574-bp DNA containing the 601
NPS (with or without a preloaded nucleosome), while its upstream end was ligated to the
3-kb DNA handle. In the opposing force geometry, the downstream end of the TEC was
ligated to a 4-kb DNA amplified from Lambda DNA [158]. The complexes were incubated
with 2.1-µm streptavidin-coated beads (Spherotech), and DNA tethers were formed in a
dual-trap optical tweezers instrument by attaching the digoxigenin-labeled DNA handle to
a 2.1-µm anti-digoxigenin IgG-coated bead. In the assisting force geometry, Pol II and its
upstream DNA were under tension, while no external force was applied to the downstream
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nucleosome. The tension in the upstream DNA prevented intra-nucleosomal loop transfer
and thus ensured that the nucleosome was always ahead of the transcribing polymerase.
Transcription was restarted in optical tweezers by addition of NTPs (Thermo Scientific).
The transcription bu↵er contains 20 mM Tris-HCl (pH 7.9), 5 mM MgCl

2

, 10 µM ZnCl
2

, 1
mM �-mercaptoethanol, 1 µM pyrophosphate, 300 mM KCl, and NTPs ranging from 35 µM
to 2 mM each. All the nucleosomal transcription were done in 1 mM NTPs. The assay was
carried out at salt concentration higher than physiological condition in order to facilitate the
transcription through the nucleosome, thus improving the throughput of the experiment.

TDS 3’- CCATCCTCATCATACATCTTCTGCGGGCTGCTTCGGTGTGTTTGGGGTTGGCTGGTTGAATAGATACATTGAACGGTATAAGTCCTAATACGA -5’
5’- GACGCCCGA -3’RNA9

NDS 5’- GGTAGGAGTAGTATGTAGAAGACGCCCGACGAAGCCACACAAACCCCAACCGACCAACTTATCTATGTAACTTGCCATATTCAGGATTATGCTCAT -3’

Stall siteBbsI site

ATP, CTP, GTP

BbsI diges!on

Dig

DNA template with or without nucleosome,

BstAPI diges!on
3-kb lambda DNA handle, AvaI diges!on 

Figure 3.14: Assembly of Pol II elongation complexes. The elongation complex were
prepared by annealing the RNA9 (red) to the TDS (black). Addition of Pol II and the NDS
yielded functional TECs that overlapped a BbsI restriction site (green). The sequence of
the oligo nucleotides are shown. TECs were walked to a stall site by the addition of 10 µM
each of three nucleotide triphosphates (ATP, GTP, and CTP). As active polymerases moved
to the starvation site (orange), they revealed a BbsI restriction site upstream. These TECs
were then digested with BbsI and ligated to upstream DNA containing an AvaI-digested
overhang on one end and a digoxigenin at the other end. The downstream end was ligated
to a BstAPI-digested overhang DNA, which can be preloaded with a nucleosome.
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3.11.3 Single-molecule transcription assay

The optical-tweezers based single-molecule transcription elongation assays were performed
in passive force mode as previously reported [54, 13, 40, 31, 158]. In assisting force geometry,
the stall complex was held at 8 pN for 30 s to established a starting tether length prior to
inducing NTPs into the fluidic cell. As Pol II transcribes, the tether lengthens and the force
drops. When the force reached 5 pN, one of the traps was moved in to increase the distance
between the traps as well as the force, thus maintaining the force in the range of 5-8 pN.
Opposing force experiments were started below 3 pN and the force increases as transcription
proceeds.

3.11.4 Data collection and analysis

Position data were recorded at 2,000 Hz, averaged and decimated to 50 Hz, and filtered
using a second-order Savitzky-Golay filter with a time constant of 1 s. The contour length
of the DNA was calculated from the extension and force using the worm-like-chain formula
of DNA elasticity [19] with a persistent length of 30 nm. This value of persistent length
was obtained from pulling 3-kb DNA in our transcription bu↵er (data not shown). Data
between each trap/force jump were stitched together. Missed data during the jump were
extrapolated from the trajectories immediately before the jump. To alleviate calibration
error and improve positional accuracy, single-molecule transcription traces that passed 85%
of the template were aligned using both the stall site and the expected run-o↵ length [13].
Shorter traces were also proportionally extended based on the average error from the run-o↵
traces. To identify pauses, we computed the dwell time of Pol II at each nucleotide position.
Pauses were identified from dwell times that were longer the average dwell time by at least
two standard deviations. Due to the limited spatial resolution, we joined pauses that were
separated by 3 bp or fewer into a single continuous pause. Pauses longer than 1 s are most
likely caused by backtracking [91] and were counted. Pause-free velocities were calculated
from time derivatives of the filtered position data, with a lower threshold of 2 nt/s to remove
pauses. All curve fittings were performed by non-linear regression of the means weighted by
the inverse of the variances.

3.11.5 Estimation of the timescale of local nucleosomal DNA
fluctuations

Fluorescence correlation spectroscopy and fluorescence resonance energy transfer experi-
ments showed that the first 20-30 bp of DNA at the nucleosome ends spontaneously unwrap
and rewrap on the histone surface every 10�250 ms [75, 84]. The timescale of the 1-bp DNA
fluctuations has not been directly reported but can be estimated from the experimental re-
sults above for longer DNA fluctuations. Assuming the wrapping/unwrapping kinetics is
uniform along the DNA, we can model the unwrapping of a 25-bp DNA segment as:
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where k

u

and k

w

are the local unwrapping and wrapping rate constants of each base pair,
respectively. Since the local wrapping equilibrium constant has been shown to be close to 1
[54, 13], we further approximate k
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A net rate constant can substitute for each pair of forward and reverse rate constants
[29]:
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The net rate constants are given by:
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The time required for unwrapping 25 bp of DNA equals to the total time of unwrapping
each bp of DNA:

⌧

0!25

=
1

k

net

0!1

+
1

k

net

1!2

+ · · ·+ 1

k

net

24!25

=
325

k

⇡ (10� 250)ms

Thus, the time for 1-bp DNA to unwrap from the nucleosome is expected to be less than
1 ms:

⌧

0!1

=
1

k

< 1ms

In the same way, we can also show that the 1-bp DNA rewrapping occurs on a similar
timescale (⌧

1!0

< 1 ms). In addition, molecular dynamics simulations also suggested that



63

the local nucleosomal DNA fluctuates very fast (ns–µs timescale) [135]. In fact, we expected
that in our bu↵er conditions (300 mM KCl), the nucleosomal fluctuations are even faster
than the value estimate from the fluorescence experiments, which were performed at lower
ionic strengths. Therefore, we assume that the 1-bp of DNA in front of the polymerase
unwraps and rewraps much faster than the translocation of the enzyme.

3.11.6 Correction for undercounted short pauses

Experimentally we only counted pauses with lifetimes between 1 s and 120 s. The total
pause density ⇢

pause,total

is given by:

⇢

pause,total

=
k

b

k

b

+ k

net

1

=
⇢

pause,1<t<120R
120

1

 (t)dt

The correction factor can be solved analytically to be 2.9 for the wild-type Pol II.
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Chapter 4

Roles of the Trigger Loop Element

The trigger loop (TL) is a highly conserved, mobile structural motif near the active
center of the polymerase. It folds into ↵-helical hairpins that make direct contacts with the
cognate NTP in the active site to aid substrate selection [141]. It also plays regulatory roles
in the pausing phase [161]. Furthermore, the TL also interacts with a nearby element called
the bridge helix. These two structural elements have been shown to function together to
drive translocation [11, 16, 124, 132]. A mushroom toxin ↵-amanitin specifically inhibits the
activity of Pol II by preventing or altering the TL movement [18, 141].

Several mutations in the TL have been identified to significantly alter the activity and
fidelity of yeast Pol II. A conserved histidine residue in the TL has been proposed to interact
directly with the substrate and mutations of His 1085 to alanine or phenylalanine are lethal
to the cells [61]. Interestingly, a substitution of a glutamate residue at the end of the TL to
glycine (E1103G) causes the cells to be sensitive to nucleotide-depleting drug 6-azauracil and
become dependent on TFIIS for viability [89]. From a thorough biochemical characterization,
the E1103G Pol II exhibits a faster overall elongation rate with a reduction in its fidelity,
namely the mutation promotes nucleotide misincorporation [72].

In this chapter, we characterized the transcription dynamics of the E1103G mutant Pol
II at the single-molecule level using optical tweezers in order to further elucidate the function
of the TL.

Portions of this chapter were published in M. Dangkulwanich, T. Ishibashi, S. Liu, M.L. Kireeva,
L. Lubkowska, M. Kashlev and C.J. Bustamante “Complete dissection of transcription elongation re-
veals slow translocation of RNA polymerase II in a linear ratchet mechanism.” eLife; 2:e00971. 2013.
DOI:10.7554/eLife.00971. Used with permission.
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4.1 NTP-dependent elongation dynamics of the
E1103G mutant Pol II

We employed the previously described single-molecule optical tweezers assay to track the
trajectories of the mutant, and compare its transcription dynamics to that of the wild-type
Pol II. We performed our assay at a range of 50 µM to 2 mM of NTP to characterize the
detailed kinetic parameters of transcription elongation. Representative trajectories of the
mutant and the wild-type Pol II at saturating and sub-saturating concentrations of NTP
illustrate that the mutant transcribes DNA at a faster speed and pauses less often than
the wild-type at each NTP concentration (Figure 4.1). The relationship between pause-free
velocity (v) and [NTP] for both enzymes fit well to the Michaelis-Mention equation, with
V

max

= 25 ± 3 nt/s and K

M

= 39 ± 12 µM (errors are SEM) for the WT Pol II. For the
E1103G Pol II, we found that its maximum pause-free velocity is⇠1.5-fold higher than that of
the wild-type, with V

max

= 38 ± 5 nt/s and K

M

= 62 ± 15 µM (Figure 4.2A). Having higher
pause-free velocities than the WT, the mutant enzyme also has fewer pauses (Figure 4.2B).
The pause-free velocities and apparent pause densities at various NTP concentrations are
summarized in Table 4.1.

Table 4.1: Summary of pause-free velocities and apparent pause densities of the
E1103G Pol II.

[NTP] (µM) N Pause-free velocity (nt/s) Apparent pause density (bp�1)
35 10 16.1 ± 0.9 0.0374 ± 0.0055
50 13 15.2 ± 1.0 0.0266 ± 0.0055
75 13 18.9 ± 1.5 0.0290 ± 0.0069
100 13 24.2 ± 1.7 0.0106 ± 0.0036
200 13 27.4 ± 3.9 0.0100 ± 0.0027
400 10 35.6 ± 1.9 0.0094 ± 0.0062
1000 96 37.6 ± 4.9 0.0051 ± 0.0008
2000 15 42.1 ± 4.9 0.0083 ± 0.0011

Data are shown as mean ± SEM The apparent pause densities are determined by counting
pauses that last between 1 s and 120 s. N is the number of single-molecule transcription
trajectories in each condition.

4.2 Nucleosomal transcription

As described in the previous chapter, transcription through a nucleosomal barrier can be
exploited to further dissect the elongation kinetics of the RNA polymerase. We followed
transcription of the E1103G Pol II as it transcribes through the nucleosome. Even though
the mutant has a higher pause-free velocity than the wild-type, the nucleosome still presents
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Figure 4.1: Transcription trajectories of the WT and the E1103G Pol II. (A) Exam-
ple trajectories of the WT Pol II at various NTP concentrations. (B) Example trajectories
of the E1103G Pol II at the same concentrations of NTP.

a strong barrier for the enzyme (Figure 4.3). Similar to the wild-type, the enzyme spends
longer time crossing the nucleosomal barrier (Figure 4.4). Notably, the nucleosome slows
down the mutant enzyme much more than the wild-type. Its mean pause-free velocity
reduces by 35% from 39.8 ± 0.6 nt/s to 26.0 ± 0.7 nt/s (Figure 4.5), whereas that of the
wild-type decreases by 14% from 26.9 ± 0.8 nt/s to 23.2 ± 0.6 nt/s.

In the same manner with the calculation shown in the previous chapter, the presence
of the nucleosome slows down the forward translocation of the enzyme by a fraction of the
time that the nucleosomal DNA unwrapped from the surface. By comparing the velocity on
bare and nucleosomal DNA, we can extract the translocation rate (k

1

) of 50 ± 4 s�1 and
the catalysis rate (k

3

) of 195 ± 65 s�1. In comparison, k
1

of the wild-type is 112 ± 30 s�1

and k

3

= 35 ± 3 s�1. The mutation decreases the forward translocation rate, but increases
the catalysis rate. The mutant’s higher k

3

compensates for its lower k
1

, rendering its overall
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velocity faster than the wild-type.
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4.3 Pausing kinetics

We also compared the pausing kinetics between the wild-type and the mutant enzymes.
Interestingly, on bare DNA, the mutation only a↵ects the distribution of pauses that are
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shorter than 2 s (Figure 4.6A, P = 0.003, Kolmogorov-Smirnov test). In contrast, the
distributions of longer pauses are indistinguishable between the mutant and the wild-type
Pol II (Figure 4.7, P = 0.9). It is possible to rationalize this observation if the mutation
selectively influences the kinetics of the first backtracking step (k

b1

and/or k

f1

) without
a↵ecting subsequent backtracking steps, given that pauses of short durations involve small
backtracking excursions and that entering the 1-bp backtracked state is distinct from entering
longer backtracked ones (k

b1

is di↵erent from k

bn

, n � 2). The first backward stepping rate
(k

b1

) only influences the pause density but not the pause duration, while the first forward
stepping rate (k

f1

) does a↵ect the pause duration. Specifically, the increase in short pauses
can be explained if the mutation increases k

f1

and accelerates the return from a pause to
active elongation. Indeed, Monte Carlo kinetic simulations show that setting k

f1

to be larger
than 4 s�1 —2.4 fold higher than the wild-type value (1.7 ± 0.4 s�1)— can reproduce the
experimentally observed pause duration distributions for the mutant Pol II on bare DNA
(Figure 4.6A, blue dashed line) and nucleosomal DNA (Figure 4.6B, green dashed line).
Moreover, by comparing the experimentally measured and simulated pause densities using
di↵erent k

b1

values, we can set a lower bound for the mutant’s k
b1

to be 2.8 s�1 (Figure 4.9).
Taken together, we have shown that the rate of entering the 1-bp backtracked state is

higher than those of entering further backtracked states, and that the E1103G mutation mod-
ulates the transition kinetics between the 1-bp backtracked state and the pre-translocated
state. Until now, k

f1

and k

b1

have been assumed to be identical with the other stepping rates
during backtracking (k

fn

and k

bn

, n � 2)[40, 54, 13]. Our data here suggest that the first
backtracking step should be treated di↵erently, consistent with published structural data
[25, 142] (See Discussion).

4.3.1 The rate of reverse translocation

We have determined the rates of forward translocation (k
1

) and catalysis (k
3

) in the nu-
cleotide addition cycle, and shown that the k

1

is the rate-limiting step for the mutant en-
zyme. The reverse translocation k�1

, which may a↵ect the velocity under sub-saturating
NTP conditions, still remains unknown. To determine k�1

, we examined the pause densi-
ties measured at various NTP concentrations. Equation 3.12 from the previous chapter is
repeated here:

⇢

pause

=
k

b1

k

b1

+ [NTP ]

k�1K

k3
+[NTP ]

· k
1

(4.1)

where K = (k�2

+ k

3

)/k
2

. The total ⇢
pause

as a function of [NTP] fits well to Equation 4.1
(Figure 4.2A). Using the values of k

1

, k

3

, and k

b1

determined above, we obtained k�1

K equal
to (2.5±0.4)⇥104µM·s�1. We then revisited the relationship between the pause-free velocity
and [NTP] (Figure 4.2A), which follows Michaelis-Menten kinetics. The Michaelis constant
K

M

can be expressed as:
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Figure 4.6: Pause durations on bare DNA and nucleosomal DNA. (A) Cumulative
distributions of the pause durations on bare DNA for the wild-type Pol II (black solid line)
and the mutant enzyme (blue solid line). The wild-type curve is fit to the one-dimensional
random walk model for backtracked pausing (gray dashed line). The blue dashed line repre-
sents the simulated pause duration distribution for the mutant enzyme, using a k

f1

value of
4 s�1. (B) Cumulative distributions of the pause durations in the nucleosome region for the
wild-type enzyme (red solid line) and the mutant enzyme (green solid line). The wild-type
curve is fit to the one-dimensional di↵usion model for backtracked pausing, using a �

u

value
of 0.6 (red dashed line). The green dashed line is the simulated pause duration distribution
for nucleosomal DNA transcription by the mutant enzyme, using a k

f1

value of 4 s�1.

K

M

=
k

1

+ k�1

k

1

+ k

3

· k�2

+ k

3

k

2

=
k

1

+ k�1

k

1

+ k

3

·K (4.2)

For the wild-type enzyme, we plugged in known values ofK
M

, k

1

, k

3

, and k�1

K into Equa-
tion 4.2 to find K and k�1

. For the mutant enzyme, the value of K cannot be constrained
from Equation 4.2 due to the relatively large experimental error. We took a di↵erent ap-
proach to constrain K

mutant

by simulating the ⇢
pause

-[NTP] relationship with varying K
mutant

values and then comparing it to the experimental data (Figure 4.9). We found that the sim-
ulated curve significantly deviates from the experimental curve when K

mutant

becomes larger
than 100 µM. Hence, we could set the upper bound of K

mutant

to be 100 µM. Using the k�1

K

value of (2.5±0.4)⇥104µM·s�1 obtained from Equation 4.1, we could set the lower bound of
k�1

for the mutant to be 210 s�1. The notion that the NTP dissociation rate is much faster
than the catalysis rate (k�2

� k

3

) has been widely used in the kinetic studies of RNAP and
DNA polymerase, and is supported by biochemical evidence [9, 39, 91, 109]. It follows from
this notion that K = (k�2

+ k

3

)/k
2

⇡ k�2

/k

2

. Thus, K becomes virtually identical to K

D

,
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the NTP dissociation constant. Because the mutated residue (Glu1103) is located distal
from the NTP interacting part of the TL [141] and the E1103G mutation a↵ects TL closure
and NTP sequestration after the initial docking step [72], the NTP binding/dissociation ki-
netics are unlikely to be significantly a↵ected by the mutation. Therefore, it is reasonable
to assume that the wild-type and the mutant enzymes share similar K

D

values (⇠9.2 µM).
Under this assumption, we could estimate the k�1

value for the mutant to be ⇠2700 s�1. The
translocation equilibrium constant, K

�

= [pre-translocated]/[post-translocated] = k�1

/k

1

is
approximately 54. In contrast, the K

�

of the wild-type is only 4.6. This result indicates that
the mutation shifts the translocation equilibrium to favor the pre-translocated state more
than the wild-type.

4.4 The mutation increases the force sensitivity of
the polymerase

While the velocity of the wild-type Pol II weakly depends on force, the velocity of the mutant
displays a much stronger force dependence (Figure 4.10). This observation arises from the
mutant’s lower forward translocation rate and its translocation equilibrium bias. The F -v
plots can be fit well to Equation 3.16 with � of 0.24 ± 0.05 bp for the mutant (Figure 4.10).
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4.5 Discussion

4.5.1 The TL is the global regulator of transcription dynamics

From our experiments and analyses, we found that the kinetics of E1103G Pol II di↵er from
that of the wild-type in various steps of the transcription elongation, both in the nucleotide
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addition cycle and the pausing phase. The kinetic parameters of the E1103G Pol II are
summarized in Table 4.2.

Table 4.2: Summary of kinetic parameters of the E1103G Pol II.

Parameters Wild-type Pol II E1103G Pol II
k

1

(s�1) 88 ± 23 44 ± 4
k�1

(s�1) ⇠680 ⇠ 4.1⇥ 103

K

�

= k�1

/k

1

⇠7.7 ⇠ 92
K = (k�2

+ k

3

)/k
2

(µM) ⇠9.2 ⇠ 9.2
k

3

(s�1) 35± 3 195± 65
k

b1

(s�1) 6.9± 2.6 ⇠ 3.7⇤

k

f1

(s�1) 1.3± 0.3 ⇠ 3.1⇤

k

bn

(s�1), n � 2 1.3± 0.3 1.3± 0.3
k

fn

(s�1), n � 2 1.3± 0.3 1.3± 0.3

The values reported in the text were measured at 6.5 pN of applied assisting force and are
normalized to zero force here.

The kinetic characterization of the E1103G mutant Pol II reveals that this TL mu-
tation results in many modifications to the enzyme dynamics (Table 4.2). Between the
pre-translocated state and the post-translocated state, the mutant is significantly more bi-
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ased toward the former than the wild-type. This property, together with its lower forward
translocation rate, renders the mutant’s elongation velocity more sensitive to perturbations
of its forward translocation, such as an externally applied force (Figure 4.10) or the presence
of a nucleosomal barrier (Figure 4.5). It has been shown that the inter-conversion between
pre- and post-translocated states involves the transitions of the TL between an open confor-
mation and a wedged conformation [16]. The mutation appears to modulate the enzyme’s
translocation kinetics by altering the rates of transition between these two conformations.

Furthermore, our analyses lead to the conclusion that the faster overall elongation velocity
of the mutant is due to its much greater catalysis rate despite a slower translocation step.
The increase of the catalysis rate is most likely due to a faster NTP sequestration step
induced by the closure of the TL [72]. The lack of hydrogen bonding between T1095 and the
mutated E1103 residue may destabilize the open state of the TL and speed up its closure
[139].

The E1103G mutation also a↵ects the pausing kinetics. Specifically, a decrease in the
activation energy required to return from the first backtracked state to the pre-translocated
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state accelerates the recovery from a pause (Figure 4.11). Consequently, the mutant pop-
ulates the 1-bp backtracked state less than the wild-type. This property might a↵ect the
overall fidelity of transcription. It has been previously shown that E1103G mutation strongly
promotes incorporation of non-cognate NMP and mismatch extension [61, 72]. The destabi-
lization of the 1-bp backtracked state relative to the pre-translocated state in the E1103G
mutant, established in this work, is consistent with its e�cient mismatch extension and
suggests that this mutation might also confer a defect in proofreading activity.

Together, our results suggest that the dynamics of TL are involved in multiple phases
of transcription elongation, including translocation, catalysis, and pausing. In vivo, various
transcription factors and small molecules can directly manipulate the TL dynamics and
regulate transcription elongation. For example, transcription factor IIS (TFIIS) stimulates
the endonuclease activity of Pol II by replacing the TL with its zinc finger domain, and
thus, rescues transcription elongation by creating a new 30-end of the transcript at Pol II’s
active site [63]. In fact, the viability of yeast cells expressing only the E1103G mutant Pol
II is strictly dependent on TFIIS [89]. It is interesting to investigate how these trans-acting
factors modify the rate-limiting mechanism and detailed kinetics of the elongation reaction
either via the TL or other elements in the enzyme.

4.6 Materials and methods

4.6.1 Monte Carlo simulation

From an elongation-competent state, Pol II can either elongate by 1 nt with the net forward
translocation rate and incorporate an NMP to the RNA transcript, or enter a backtracked
pause by 1 nt. During a pause, Pol II di↵uses forward and backward with force-biased rate
constants k

f

and k

b

, respectively. For each condition, we simulated 100 trajectories and
extracted the pause durations and densities to compare with the experimentally measured
values. We also use this simulation to correct for undercounted short pauses. Using the
lower bounds of k

f1

and k

b1

, we obtained a correction factor of ⇠7 for the mutant Pol II.
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Chapter 5

Regulation of Elongation Dynamics
by Transcription Factors IIS and IIF

In cells, transcription is not carried out by RNA polymerase alone. Many factors exist
to regulate the process. Some factors directly interact with the polymerase; some influence
the process through an interaction with a mediator. In particular, transcription factors
IIS and IIF are known to regulate transcription elongation by directly interacting with the
polymerase [118]. In this chapter, we studied the e↵ects of TFIIS, TFIIF or the combination
of both on Pol II transcription dynamics at the single molecule level. We applied our linear
Brownian ratchet kinetic model of slow Pol II translocation, described in previous chapters,
to quantify the e↵ects of these factors.

5.1 Transcription factors IIS and IIF

TFIIS inserts its hairpin loop into the pore to position the active site for RNA cleavage
[63]; thus, rescuing backtracked Pol II molecules by stimulating the intrinsic endonucleolytic
activity of the enzyme [25]. An internal scission of the RNA backbone removes 2-nucleotide
(nt) or longer fragments of the nascent RNA and returns the enzyme to a post-translocated
state, from which it then resumes transcription elongation [59]. Misincorporated nucleotides
favor the backward movements of the enzyme; thus, TFIIS-induced cleavage promotes tran-
scription fidelity both in vitro and in vivo [76, 77, 128]. Although TFIIS is not necessary
for the wild-type cells, the ability to cleave the nascent RNA transcript is crucial for cell
viability [116]. At the single molecule level, TFIIS can assist Pol II to transcribe against
higher external loads [40].

Portions of this chapter were published in T. Ishibashi, M. Dangkulwanich, Y. Coello, T.A. Lionberger,
L. Lubkowska, A.S. Ponticelli, M. Kashlev, and C. Bustamante. “Transcription factors IIS and IIF enhance
transcription e�ciency by di↵erentially modifying RNA polymerase pausing dynamics.” Proc Natl Acad Sci

U S A. 111(9):3419-24. 2014. DOI:10.1073/pnas.1401611111. Used with permission
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By contrast, little is known about TFIIF in the elongation phase of transcription. It
has an established role in transcription initiation, where it associates with Pol II and five
other general transcription factors to form the preinitiation complex. TFIIF is necessary
for the recruitment of Pol II to the preinitiation complex, and it either recruits or retains
TFIIB during transcription initiation [21, 41, 65, 30]. A recent cryo-EM reconstruction of
the preinitiation complex of human Pol II suggests that TFIIF can stabilize the downstream
DNA along the cleft of the enzyme [50], in addition to stabilizing the RNA–DNA hybrid
within the polymerase [65]. TFIIF is also involved in the elongation phase of transcription in
vivo in both yeast [78] and mammals [30]. It has been shown to contribute to the e�ciency of
the early stages of the elongation [155, 24, 131], and stimulate the overall elongation rate in
mammalian systems [58, 125, 160]. However, the detailed mechanism by which TFIIF a↵ects
the elongation phase is still unknown. Moreover, although TFIIF is known to bind elongating
Pol II in yeast [78], its e↵ects on the elongation process have not been demonstrated.

As discussed above, the presence of histones organizes the DNA in the form of nucleo-
somes, which prevents the progression of Pol II along the DNA template. Gel-based biochem-
ical assays have shown that TFIIS strongly stimulates in vitro transcription through a single
nucleosome [71] and even chromatin templates containing multiple nucleosomes [66, 47]. In
a mammalian transcription system, TFIIF has been shown to enhance nucleosomal passage
of Pol II, and the presence of both TFIIS and TFIIF significantly improves the e�ciency of
passage [88]. It remains unclear whether similar e↵ects would occur in the yeast enzyme.

5.2 Optical tweezers elongation assay in the presence
of factors

To investigate the e↵ects of transcription factors during Pol II elongation, we used optical
tweezers to apply force and monitor the position of Pol II along the DNA template in real
time. In an opposing force configuration, a DNA tether was created by attaching a stalled bi-
otinylated Pol II elongation complex to a streptavidin (SA) bead and the digoxigenin-labeled
downstream end of the DNA template to an anti-digoxigenin (AD) bead (Figure 5.1A) [40].
Alternatively, we also switched the direction of the applied force to assist transcription elon-
gation by labeling the upstream end of the DNA with a digoxigenin molecule and attaching
it to an AD bead (assisting force configuration). Transcription factors (TFIIS, TFIIF, or
both) were introduced to the sample chamber at the same time with NTP substrates.

The overall elongation of Pol II in the presence of TFIIF (7.7 ± 0.8 nt/s) or TFIIS (7.3 ±
1.3 nt/s) is faster than that in the absence of the factors (4.9 ± 0.8 nt/s) (Figure 5.1B). The
shown rates were measured in passive mode under 4 to 7 pN of opposing loads, where we
have su�cient resolution and number of traces; errors are SEM unless otherwise specified. At
higher force of 10 pN (Figure 5.1C), we zoomed in to illustrate the e↵ects of the TFIIS and
TFIIF (discussed later). As mentioned previously, transcription elongation is punctuated by
pauses, which can be separated from active elongation to obtain pause-free velocities. The
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mean pause-free velocities are 19 ± 2 nt/s for Pol II in the absence of transcription factors
(Figure 5.2), in good agreement with previously published results [82, 31]; 21 ± 2 nt/s with
TFIIS; and 23 ± 2 nt/s with TFIIF (opposing force range of 4 to 7 pN).

Figure 5.1: Single-molecule transcription elongation in the presence of transcrip-
tion factors TFIIS and TFIIF. (A) Experimental geometry for the single-molecule tran-
scription assay in opposing force configuration. (B) Example traces of Pol II transcription
in the absence of factors (black), with TFIIS (blue), with TFIIF (red), and with both TFIIF
and TFIIS (green). (C) An enlarged typical example trace of Pol II transcription with TFIIS
(Left) and TFIIF (Right) at high opposing force (⇠10 pN).

The pause-free velocities at di↵erent force ranges studied were also not significantly di↵er-
ent from that in the absence of transcription factors (Figure 5.2). This observation suggests
that another part of the kinetic pathway, the o↵-pathway pausing, should be a↵ected by
these transcription factors. Indeed, the number of pauses detected (pauses lasting between 1
s and 120 s) decreases (Figure 5.3). The two transcription factors a↵ect the pause durations
di↵erently (Figure 5.4). In the presence of TFIIS, pauses become shorter in both assisting
and opposing force configurations (Figures 5.4A and B). On the other hand, TFIIF only
shortened the pauses in the assisting force geometry (Figures 5.4B and C).

The transcriptional pauses also become significantly shorter in the presence of TFIIS in
both opposing and assisting force configurations [Kolmogorov-Smirnov (K-S) test: opposing
force in Figure 5.4A, P = 0.096; and assisting force in Figure 5.4C, P ⇠0.01]. Moreover,
TFIIS also increased the stall force of Pol II from 6.7 ± 0.4 pN to 9.0 ± 0.8 pN (Figure 5.5).
As a fraction of backtracked Pol II molecules are rescued in the presence of TFIIS, Pol II
is more likely to transcribe against higher opposing loads [40]. Although these forces are
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somewhat di↵erent from those reported previously [40], it is known that the stall forces will
change with the DNA templates because of the di↵erences in the stability of the nascent
RNA secondary structures, determined in part by the GC content [158]. The template used
in this study has a uniformly lower GC content than that used by Galburt et al. (Figure 5.6)
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[40]; thus, we attribute di↵erences in observed stall forces in part to RNA structures. In
addition, the stall force in the presence of TFIIS reported here likely represents a lower bound
estimate of the e↵ect of this factor. Despite a saturating concentration of TFIIS (2 µM, 20
times greater than the K

d

[151]), it is possible that TFIIS does not bind to all Pol II molecules
throughout the elongation process, as noted by Galburt et al. [40]. At forces much higher
than the mean stall force, Pol II typically backtracks over a large distance and cannot resume
transcription from these backtracks. However, in the presence of TFIIS, we observed that the
factor can rescue Pol II molecules that have backtracked more than 10 bp (Figure 5.1C). In
addition, the enzyme seems to backtrack in a stretch of 10 or 20 bp in the presence of TFIIS
(Figure 5.1C). Perhaps, this observation suggests a more stable backtracked conformation of
Pol II with interactions of the backtracked RNA-binding site on the enzyme and 9-nt RNA
in Cheung et al. [25]. After backtracking for ⇠10 nt, the polymerase pauses with favorable
interactions in the backtracked RNA-binding site. Subsequently, TFIIS stimulates the RNA
cleavage. At this point, the polymerase can extend the RNA or backtrack with certain
probabilities. In the example trace shown (Figure 5.1C), the enzyme backtracked in stretches
of ⇠10 nt for ⇠60 nt and paused for ⇠10 s before it could resume active elongation. These
real-time observations agree with previous experiments suggesting that TFIIS enhances Pol
II recovery from backtracked pauses by stimulating its endonucleolytic activity [25, 40].

As with TFIIS, TFIIF similarly decreased the number of pauses detected in both oppos-
ing and assisting force geometries (Figure 5.4). TFIIF shortened the duration of pauses in
the assisting force configuration (P = 0.014, Figure 5.4C). However, this e↵ect in the dis-
tribution of pause durations was not detected in the opposing force configuration (P ⇠0.5,
Figure 5.4C). This observation suggests that the e↵ects of TFIIF was weak and the presence
of force, which increases the pause durations, overwhelmed the e↵ects of the factor. Taken
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together, these results reveal that TFIIF regulates transcription elongation by modifying the
pausing dynamics of Pol II. As would be expected for a transcription factor that decreases
the probability of Poll II entering a paused state (thus making Pol II less susceptible to
transcriptional arrest), the stall force of Pol II also increases in the presence of TFIIF: 8.0
± 0.4 pN, compared with 6.7 ± 0.4 pN for Pol II alone (Figure 5.5).

Having established the e↵ects on transcription elongation of each individual factor, we
sought to characterize Pol II dynamics in the presence of both TFIIS and TFIIF, as may
occur in vivo. We found that the distribution of pause durations in the presence of both
transcription factors does not di↵er significantly from that observed in the presence of either
TFIIF or TFIIS alone [(K-S test, P = 0.05), Figures 5.4B and C, opposing and assisting
force configurations, respectively]. Furthermore, the apparent pause density in the presence
of both transcription factors is lower than that observed in the presence of either transcription
factor alone only in the lower opposing force range studied (Figure 5.3). Finally, the stall
force in the presence of both TFIIS and TFIIF was 9.8 ± 0.5 pN compared with 9.0 ± 0.8 pN
and 8.0 ± 0.4 pN in the presence of only TFIIS and only TFIIF, respectively (Figure 5.5).
Our results indicate that there is a weak enhancement of transcription elongation when both
transcription factors are present simultaneously relative to the enhancement observed when
either factor is present alone.

5.3 E↵ects of transcription factors during
nucleosomal transcription

In eukaryotic cells, genomic DNA is wrapped into nucleosomes, which regulate transcription
by acting as a barrier to Pol II elongation [71, 54, 14, 28]. Therefore, defining the mechanisms
by which transcription factors assist Pol II elongation through nucleosomes lies at the heart
of understanding transcription regulation in the cell.

To this end, we used assisting force geometry with the downstream DNA template har-
boring a nucleosome whose position was defined by a 601 nucleosomal positioning sequence
(NPS). Nucleosomal transcription experiments were carried out under assisting force geom-
etry to avoid applying tension to the nucleosome and destabilizing it. In the presence of
either transcription factor, we observed that Pol II spends less time at the entry of the nu-
cleosome (–115 bp to –35 bp with respect to the nucleosome dyad) and that Pol II transcribes
nucleosomal DNA more e�ciently, as reflected by the probabilities of nucleosomal passage
(Figure 5.7). In 300 mM KCl, 63% of Pol II molecules (59 of 93 molecules in total) were
found to pass through the nucleosome in the absence of any transcription factor, 74% in the
presence of TFIIS (42 of 57 molecules), 72% in the presence of TFIIF (23 of 32 molecules),
and 77% when both TFIIS and TFIIF (18 of 23 molecules) were present (Figure 5.7C). Our
results indicate that one factor may interfere with the other’s function; hence, we did not
observe a quantitative addition of their e↵ects.

Mechanistically, the nucleosome acts as a rapidly fluctuating barrier that allows the
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Figure 5.7: Transcription factors TFIIF and TFIIS enhance Pol II elongation
through the nucleosome. (A) Example traces of Pol II transcription on nucleosomal
DNA in the absence of factors (black), with TFIIF (red), with TFIIS (blue), and with
TFIIF/TFIIS (green). Some molecules stop in the nucleosome region (right side). (B)
Mean dwell times along transcription distance in relative to the nucleosomal dyad. Error
bars represent SEMs. (C) Histograms of transcription arrest sites in the presence of di↵erent
factors. Numbers are the percentage of Pol II molecules that passed through the nucleosome.
The extended NPS region (–115 nt to +85 nt) is highlighted in yellow. All nucleosomal
transcription experiments were done under an assisting load of 5-8 pN.
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polymerase to progress only when it is unwrapped in front of the enzyme. In the absence of
TFIIS, a backtracked Pol II must wait for DNA unwrapping before it can di↵use forward and
recover from a backtracked pause [54]. In the presence of TFIIS, however, RNA cleavage
places Pol II in the elongation-competent state, rescuing the enzyme from a backtracked
pause and thus facilitating transcription through a nucleosome. The e↵ect of TFIIF, namely
preventing pause entering and reducing pause durations of Pol II, can similarly explain how
this factor facilitates transcription through a nucleosome [159, 57].

We observed that the presence of transcription factors does not substantially a↵ect the
pause-free velocities of Pol II even in the nucleosome region (Figure 5.8). This result is
consistent with the pausing dynamics being responsible for Pol II’s enhanced processivity
through the nucleosome. Although TFIIS and TFIIF function via di↵erent mechanisms
(Discussion), both factors favor the on-pathway phase, reducing the probability of arrest
and, consequently, increasing nucleosomal passage.

5.4 A kinetic model that explains the e↵ects of
transcription factors

To quantitatively describe the observed e↵ects established here for the transcription factors,
we modified the linear Brownian ratchet model for Pol II elongation, discussed in previous
chapters [31] to account for the e↵ects of transcription factors. Briefly, at each nucleotide
position along the DNA template, the pretranslocated Pol II can either transit to the post-
translocated state and incorporate a nucleotide (the “on-pathway” mechanism, green in
Figure 5.9) or enter a pause (“o↵-pathway” mechanism, purple in Figure 5.9). In the on-
pathway mechanism, Pol II thermally fluctuates between the pretranslocated state (denoted
TEC

n,0

) and the posttranslocated state (TEC
n,1

). By convention, the first subindex (n)
corresponds to the RNA transcript length and the second subindex indicates the transloca-
tion state (0 for “pre” or 1 for “post”). Translocation by Pol II occurs with a forward rate,
k

1

, and a backward rate, k�1

. Once in the posttranslocated state, NTP can bind to the
active site and rectify the forward translocation with the NTP binding (k

2

) and dissociation
rates (k�2

). After NTP binding, the enzyme catalyzes the phosphodiester bond formation
with nascent RNA and releases PPi; we represent the combined catalysis rate constant that
includes bond formation and PPi release by the rate k

3

. Pol II then completes a cycle of
nucleotide addition, moves forward on the DNA by 1 bp, and returns to the pretranslocated
state with one additional nucleotide in the RNA transcript (TEC

n+1,0

). At each position
along the template, Pol II may also enter into a pause with the rate k

b1

, thus kinetically
competing with a forward translocation (with rate k

1

). If Pol II backtracks, it enters the
o↵-pathway pausing states (purple in Figure 5.9). There, Pol II di↵uses along the DNA
template with force-biased di↵usion rate constants in the forward (k

f

) and backward (k
b

)
movements (downstream and upstream in Figure 5.9, respectively), given by:
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k

f

= k

0

· eF ·�/kBT (5.1)

k

b

= k

0

· e�(F ·�+�GRNA)/kBT (5.2)

Here, k

0

is the intrinsic rate constant describing Pol II di↵usion along DNA during
backtracking at zero force, � is the distance to the transition state for each backtracking
step (taken here to be 0.5 bp), F is the applied external force, and �G

RNA

is an energy
barrier to backtracking due to the nascent RNA secondary structure behind Pol II [158].
In a paused state, Pol II performs a random walk back and forth along the DNA until the
30-end of the RNA restores registration with the active site of Pol II [40]. Therefore, the
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Figure 5.9: Kinetic model of transcription elongation by Pol II in the presence of
TFIIS. Transcription elongation by Pol II is composed of the on-pathway elongation (green)
and the o↵-pathway pausing (purple). Forward translocation (k

1

) competes with entry into
backtracked pauses (k

b1

). In the absence of TFIIS, pause recovery requires forward di↵usion
of the enzyme (k

f

) to a pretranslocated state such as TEC
n,0

. TFIIS introduces a new pause
recovery mechanism (k

r

, red arrows) that takes a backtracked Pol II in the state TEC
i,�j

to
the on-pathway posttranslocated state TEC

i�j�1,1

. Cartoon configurations of Pol II TECs
in the pre- and posttranslocated and 1-bp backtracked states show that TFIIS-stimulated
transcript cleavage rescues the 1-bp backtracked Pol II complex (TEC

n,�1

), transferring it to
the elongation-competent posttranslocated state TEC

n�2,1

. The magenta arrow represents
the active site of the enzyme. The RNA transcript and template DNA are shown in red and
blue, respectively.

pause durations can be modeled as the first passage times of a 1D random walker and the
probability density of pause durations,  (t), is then given by:

 (t) =

r
k

f

k

b

exp[�(k
f

+ k

b

)t]

t

I

1

(2t
p

k

f

k

b

) (5.3)

where I

1

is the modified Bessel function of the first kind.The pause density ⇢
pause

(in bp�1)
reflects the probability of entering a pause, which results from the competition between the
first backtracking step (k

b1

) and the net forward translocation (k
1

). At saturating NTP
concentrations, such as in our experimental condition (1 mM), k

1

can adequately describe
the net rate of forward translocation (Figure 5.9, [31]); thus the pause density can be written
as:

⇢

pause(sat)

=
k

b1

k

b1

+ k

1

(5.4)
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We have only counted pauses with lifetimes between 1 s and 120 s in our experiments.
In order to relate the theoretical absolute pause density given by Equation 5.4 with the
experimental result, the theoretical density must be multiplied by the fraction of pauses
that are within the pause detection limits (1-120 s). The theoretical apparent pause density
in the range of 1-120 s can then be calculated by

⇢

pause(sat),1<t<120

= ⇢

pause(sat)

·
Z

120

1

 (t)d(t) (5.5)

We fitted our opposing pause density and pause duration data in the absence of tran-
scription factors based on this model. Using previously reported rates for transcription by
Pol II at zero force, k

b1

= 8.0 s�1 and k

1

= 88 s�1 [31], we extracted the rate k
0

= 1.6 ± 0.3
s�1 and �G

RNA

= 1.1 ± 0.2 k

B

T using the expressions for the pause duration distribution
and apparent pause density (Equations 5.3 and 5.5, respectively) [158].

In the presence of TFIIS, we observed that pause durations became shorter due to the
TFIIS-stimulated endonucleolytic activity of Pol II [59, 40]. To quantitatively address this
e↵ect, we introduced an additional backtracked pause recovery pathway to the kinetic scheme
described above (Figure 5.9, red arrows). This new recovery pathway takes Pol II from any
o↵-pathway, backtracked state (TEC

i,�j

, where the second negative subindex indicates a
backtracked state and j indicates the number of base pairs backtracked) to the on-pathway
posttranslocated state (TEC

i�j�1,1

) with a recovery rate k
r

(Figure 5.9) as a result of the j+1
nt RNA transcript cleavage. For instance, in Figure 5.9, this pause recovery pathway takes
a 1-bp backtracked Pol II molecule (TEC

n+1,�1

) to the posttranslocated state (TEC
n�1,1

)
after a 2-nt RNA transcript cleavage (red arrow). The corresponding configurations of Pol II
transcription elongation complexes are highlighted in Figure 5.9. In the presence of TFIIS,
two possible mechanisms exist to rescue the enzyme from a backtracked pause state: the
return of Pol II to transcription competent on-pathway state by di↵usion, or the TFIIS-
stimulated endonucleolytic cleavage. While Pol II is in the backtracked state, the forward
and backward di↵usive movements compete with TFIIS-stimulated backtrack recovery.

Note that the introduction of the rate k
r

e↵ectively shortens pause durations as compared
with the original model (i.e., where k

r

= 0 s�1). Accordingly, a pause can no longer be
described as a random walk of the enzyme along DNA with return to the pre-translocated
state; consequently, the probability density of pause durations can no longer be described
by Equation 5.3. To determine the rate k

r

, we performed a kinetic Monte Carlo simulation
of the kinetic mechanism shown in Figure 5.9. Fitting the experimental pause durations
and densities to our model, we extracted a recovery rate k

r

= 0.4 ± 0.2 s�1. Figure 5.4A
compares the experimental pause duration distribution in the presence of TFIIS with the
theoretical prediction obtained with this k

r

value. This simulation shows that the decreased
pause density observed in the presence of TFIIS can be rationalized by the increased fraction
of pauses that become shorter than our experimental detection limit (1 s). The extracted
value of k

r

rate is on the same order of magnitude with the endonucleolytic rate k

clv

= 0.1
s�1 recently estimated [34].
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In the case of TFIIF, we observed both reductions in the pause density for Pol II under
opposing and assisting forces, and also reductions in pause duration only under assisting
force conditions. The reduced pause density can in principle be explained either by an
increased forward translocation rate (k

1

), a decreased rate of pause entry (k
b1

), or both (see
Equation 5.4). From the pause density observed in the presence of TFIIF, we estimate that
if this factor only a↵ected k

b1

, then this rate would have to decrease from 8.0 s�1 to 5.7
s�1. If, on the other hand, TFIIF only increased k

1

, then k

1

would have to rise from 88
s�1 to 124 s�1. Note that these values are force-dependent, and reported here are average
rates extrapolated to zero force. Also note that the changes in k

1

required to explain the
reduced pause density would not lead to an observable change in pause-free velocity, given
the variance of our data. Moreover, changes to either or both of these rates would not
explain the decrease in pause duration observed under assisting loads. For this observation,
our model suggests various possible scenarios. With respect to the shorter pause durations
observed in the presence of TFIIF under assisting forces, our model suggests various possible
scenarios. Mechanistically, shorter pause durations could arise from a higher rate of forward
di↵usion (k

f

), a reduced rate of backward di↵usion (k
b

), a combination of the two, or a higher
rate of intrinsic di↵usion (k

0

). At present, we cannot distinguish among these possibilities.

5.5 Discussion

5.5.1 The quantitive e↵ects of TFIIS

Biochemical characterizations of TFIIS have shown that it enhances the intrinsic endonucle-
olytic activity of Pol II. Here, we observed that TFIIS stimulates transcription elongation by
shortening the durations of transcriptional pauses, without a↵ecting the pause-free velocity.
From these observations, we have measured the TFIIS-stimulated rate of recovery from a
paused state (k

r

) to be 0.4 ± 0.2 s�1. The TFIIS-stimulated recovery positions the enzyme
in the posttranslocated state, from which Pol II can resume active elongation, eliminating
the required di↵usional search of the enzyme for the 30-end of the nascent RNA. Hence, by
modulating the pausing dynamics, TFIIS strongly increases the e�ciency of transcription
elongation. Note that our assay does not measure RNA transcript cleavage directly, but
instead it monitors transcription elongation resumption. Therefore, the TFIIS-induced re-
covery described by the rate k

r

does not necessarily equal the rate of cleavage of the nascent
RNA at Pol II’s active site. The pause recovery process may also include other rates such
as di↵usion of the cleaved RNA transcript out of the enzyme and conformational changes
of Pol II required to resume active transcription elongation. Notice also that the kinetic
model presented here considers an average rate of recovery k

r

without accounting for its pos-
sible dependence on the backtracked distance, the DNA sequence, or the external applied
force. In addition, the model supposes that every TFIIS molecule in the studied TFIIS-Pol
II complexes is active. Thus, the extracted rate k

r

is likely a lower bound estimate for the
TFIIS-stimulated rate of recovery.
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5.5.2 The e↵ects of TFIIF in Pol II pausing regulation

The single-molecule experiments presented here allowed us to separate pauses from active
elongation of Pol II. This separation reveals that the e↵ect of TFIIF is primarily in regulating
the pausing phase by decreasing the frequency at which the enzyme enters a pause and by
shortening their durations in a force dependent manner. In the presence of TFIIF, the
pauses become shorter under assisting loads (Figure 5.4C), but they remain unchanged
under opposing loads (Figure 5.4A). It is possible that the high propensity of the enzyme
to backtrack under opposing forces partly masks the e↵ect of TFIIF. Using the previously
proposed backtracking kinetic model for transcriptional pauses [54, 13, 40, 31, 158], we
can express the reduced pause durations in the presence of TFIIF in terms of a reduced
backward di↵usion rate (k

b

), an increased forward di↵usion rate (k
f

), a combination of both,
or an increased in the intrinsic di↵usion rate (k

0

). Our results do not allow us to discern
between these possible scenarios. TFIIF has been shown to help stabilize the short RNA-
DNA hybrid during the initiation phase [50]. A similar stabilization of RNA-DNA hybrid
during the elongation phase could constitute the mechanism by which TFIIF prevents pause
entering and shortens pause durations. Specifically, the TFIIF-enhanced stability of the
RNA-DNA hybrid disfavors fraying of the 30-end from the active site of the enzyme; thus,
forward translocation is favored over pausing. As Pol II begins to backtrack, the opening of
such hybrid is di�cult, which should lead to a decrease in k

b1

and k

b

. Similarly, if the closure
of the RNA-DNA hybrid near the active site during backtracking is favored by TFIIF, the
k

f

would increase. Perhaps, the e↵ect of TFIIF could be equally distributed between all of
these processes.

Alternatively, the observation that TFIIF shortens the durations of pauses only under
assisting loads could indicate the existence of pauses that are not associated with enzyme
backtracking. It has been shown that the bacterial polymerase can exist in a non-backtracked
paused state characterized by an open clamp conformation [146]. Since TFIIF has been pro-
posed to stabilize the closed clamp conformation of Pol II [50], it is possible that under
assisting load this factor could both decrease the probability of pausing by preventing enter-
ing into an analogous (non-backtracked) paused state for the eukaryotic enzyme, and shorten
its lifetime in this state.

5.5.3 Mechanistic interference of the two factors

As each factor enhances transcription elongation in a di↵erent manner, combining both
TFIIS and TFIIF could in principle significantly improve the e�ciency of transcription elon-
gation both on bare and nucleosomal DNA as has been described for the human system [88].
However, we did not observe significant enhancement in the presence of both TFIIS and
TFIIF simultaneously relative to each factor alone. Since TFIIF reduces the probability of
pausing, its presence would be expected to weaken the e↵ect of TFIIS, whose activity neces-
sarily depends on a backtracked complex. This mechanistic “interference” may explain why
the presence of both factors does not result in a quantitatively additive e↵ect. When both
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factors are present with nucleosomal DNA, we observed a weak enhancement of nucleosomal
passage relative to when either factor is present in isolation. Thus, with the yeast system,
we do not observe the quantitatively additive e↵ect described in a previous bulk study of
human nucleosomal transcription elongation when both TFIIS and TFIIF were present in
the medium [88].

In summary, our studies provide a quantitative kinetic model of the mechanism through
which transcription factors TFIIS and TFIIF a↵ect the elongation process and highlight the
importance of pausing for transcription regulatory in the cell. The molecular mechanisms
we describe for these transcription factors show that they have evolved to limit the time Pol
II remains in a catalytically inactive, paused state. Elucidating the function, at the single
molecule level, of other transcription factors known to play a role in transcription elongation
will be of central importance to ultimately understand the detailed mechanisms through
which Pol II activity is regulated.

5.6 Materials and methods

5.6.1 Preparation of proteins and assay

Yeast transcription factor TFIIS (�1-113) with a 6x-His tag was expressed in E.coli BL21
(DE3), and purified using a HisTrap HP column (GE healthcare). The purified protein was
dialyzed against 50 mM NaCl, 50 mM Tris (pH 8.0), and 10% glycerol for storage. The
expression plasmid was a gift from the C. Kane laboratory (Department of Molecular and
Cell Biology, University of California, Berkeley, CA). Two recombinant subunits of yeast
TFIIF (Tfg1-Tfg2) were expressed and purified as previously reported [156].

For experiments in the presence of transcription factors, 2 µM of TFIIF and/or 2 µM of
TFIIS was mixed with 1 mM NTP and introduced to the enzyme in the fluidic chamber to
restart transcription.

5.6.2 Monte Carlo simulation

The kinetic mechanism shown in Figure 5.9 was simulated for saturating NTP conditions.
In such a case, the on-pathway kinetic mechanism (green boxes in Figure 5.9) reduces to two
irreversible steps with rates k

1

and k

3

, corresponding to forward elongation and catalysis,
respectively [31]. Thus, when Pol II is in the elongation-competent state (TEC

n,0

), it can
either translocate with rate k

1

to the posttranslocated state TEC
n,1

(and subsequently to
state TEC

n+1,0

with rate k

3

) or enter a backtracked pause with rate k

b1

. During a pause
the enzyme di↵uses back and forth with force-biased rate constants k

b

and k

f

, respectively.
In the presence of TFIIS, a backtracked pause recovery step with rate k

r

can take Pol II
from any backtracked state to the corresponding posttranslocated state TEC

n,1

(red arrows,
Figure 5.9). Simulations were carried out at a force of 5 pN, which is the average force of
the pauses analyzed.
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Chapter 6

Conclusions and Future Directions

In this dissertation, I have presented the work that characterizes the dynamics of RNA
polymerase II transcription through a single nucleosome, and dissects the contribution of the
elements of the nucleosomal barrier—the histone tails, the specific histone-DNA interactions,
and the DNA sequence, using a single-molecule optical tweezers based assay. Since the
nucleosome selectively biases the forward translocation of the polymerase, we employed the
nucleosomal barrier as a tool to specifically perturb forward translocation of a transcribing
Pol II and characterize its kinetics. The resulting model has been extended to describe the
e↵ects on the dynamics of transcription elongation of a point mutation on the trigger loop
element of Pol II, transcription factors IIS, IIF and the combination of the two factors. We
modeled the nucleotide addition cycle of Pol II in a linear, non-branched ratchet mechanism
in which translocation is one of the rate-limiting steps, and further determined the major
kinetic parameters in the elongation cycle. These rates provide complementary dynamics
information for snapshots of Pol II structures obtained from various x-ray crystallographic
and electron microscopic studies, thus putting us one step closer to describe the full molecular
trajectory of a complex molecular machine like RNA polymerase II.

Our experiments on the trigger loop mutant (E1103G) Pol II attempted to further char-
acterize the roles of a specific element near the active site. We found that this loop af-
fects multiple parts of both the on- and o↵-pathway of transcription elongation, including
translocation, catalysis and pausing. On the other hand, transcription factors IIS and IIF
mainly influence the pausing phase of transcription elongation. These examples illustrate
the application of the slow-translocation, linear Brownian ratchet mechanism of transcrip-
tion elongation. Furthermore, the slow translocation of the polymerase may explain the
consensus pause-induced sequence discovered from genome-wide mapping of bacterial RNA
polymerase (RNAP) occupancies with base-pair resolution [138]. With translocation rate of
RNAP being one of the rate-limiting steps, the strength of DNA base pairing interactions
that RNAP must break during the elongation contribute significantly to the overall rate and
even induce pausing of the enzyme.
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6.1 Topographical map of transcription through the
nucleosome

A closer examination of the transcription trajectories reveals many interesting features. In-
stead of constructing histograms, I attempted to further extract the details of position-
dependent information from dwell times and more accurately represent the data via the
kernel density estimator [27]. Typically, we represent position-dependent data with a his-
togram, where each data point is sorted into a bin of certain size. However, the histogram
depends on the bin size, discards uncertainty information of the data, and represents the
data in a discrete and discontinuous manner. In a kernel density plot, every data point is
represented as a Gaussian centered at the value of the data-point with a width given by the
uncertainty of the data-point value.

To construct the kernel density estimate and extract useful information, the transcription
trajectories must align very well. Our precision in determining the absolute position of Pol
II on DNA was not as good as our accuracy in measuring position changes of Pol II on
DNA. The final length of the tether before the enzyme released the DNA template was
often slightly shorter than the expected runo↵ length. We attribute this discrepancy to the
calibration errors in our experiment, because we obtained a sharp runo↵ band from our
bulk biochemical assay where we measured the length of the RNA. Therefore, we aligned
the traces that transcribed through 85% of the total DNA length to both the stall site and
the expected runo↵ length (Chapter 2, Materials and methods). A collection of the aligned
position-time transcription traces was analyzed with the kernel density method, using an
arbitrary bandwidth of 3 (Figure 6.1). The kernel density estimates of individual traces
were added. The peaks in this residence time plot show the locations on the DNA that the
polymerase spent longer time transcribing, which can be interpreted at pause sites. High-
resolution gel-based biochemical assays have described two strong pause sites as yeast Pol II
transcribes through a nucleosome on the 601 NPS at position +15 nt and +45 nt from the
beginning of the NPS, which correspond to position 3479 and 3509 in our single-molecule
assay [14]. In addition to the strongest pause site at the beginning of the NPS, we also
observed smaller pause sites after the nucleosomal dyad, or even after the NPS (Figure 6.1,
red). These peaks could indicate additional pause sites, arising from the DNA sequence or
the periodicity of the octamer-DNA interactions. Nonetheless, we cannot rule out that they
result from misalignment of the transcription traces.

In addition to the histograms of mean dwell time (Figures 6.2A and C), we applied the
same method of kernel density estimate to the bare DNA transcription by the wild-type
Pol II (Figure 6.2B) and the bare DNA and nucleosomal DNA transcription by E1103G
Pol II (Figure 6.2D). The peak locations from both the histograms and the kernel density
estimates agree well with each other. Note that the magnitude of the dwell time plots cannot
be compared directly, as the kernel density estimate shown here is the sum rather than the
average of all the traces. Both variants of Pol II appear to pause at position ⇠3300, which
could indicate a specific pausing sequence in the DNA arising from strong DNA base pairing
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Figure 6.1: Kernel density estimation of dwell times. (Left) Single molecule transcrip-
tion traces of the WT pol II through the nucleosome. (Right) The kernel density estimate
constructed from the data on the left. The sum of the kernel density estimate (red) shows
that pol II spends longer time at those positions on average. The yellow shaded region
represents the 601 NPS.

interactions in front of Pol II, a lack of RNA secondary structure behind the polymerase, or a
combination of both. We previously assumed that the prominent pause site in the middle of
the NPS is coming from an amplification of sequence-dependent pauses by the nucleosome.
However, the kernel density estimate (Figure 6.2B) shows that the pause sites for the bare
and nucleosomal DNA of the wild-type are not aligned. They appear to be aligned in the
histograms because of binning of the data. Moreover, the E1103G Pol II does not recognize
this pause site in the middle of the NPS (Figures 6.2C and D). We learned that the ability of
the E1103G pol II to backtrack is lower than that of the wild-type; thus, the pause site in the
wild-type transcription could arise from backtracking of the enzyme due to a lack of RNA
secondary structure. Another interesting feature that appears in the kernel density plots is
the ⇠15 bp periodicity of pause sites in the NPS of both the wild-type and the E1103G Pol
II (Figures 6.2B and D). Interestingly, another investigation by Jin et al., which employed
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E. coli RNA polymerase as a surrogate, observed a ⇠10 bp periodicity before reaching the
nucleosomal dyad [60]. The results of these two experiments cannot be compared directly
because: (1) they were performed at di↵erent ionic strengths, which are known to a↵ect
the fluctuations of DNA around the nucleosome strongly, (2) the prokaryotic and eukaryotic
enzymes may have di↵erent intrinsic properties, and (3) our experiments used recombinantly
expressed yeast histones, whereas Jin et al. used purified HeLa histones [60]. Nonetheless, it
appears that the ⇠5-bp periodicity of the histone-DNA interactions in the nucleosome [48]
is strongly related to the location of RNA polymerases’ pauses. An experiment at higher
resolution and precision will certainly clarify this issue.

As mentioned earlier, the precision in determining the absolute position of the enzyme
on the DNA template is crucial to extract meaningful information from the data. To draw
accurate information from the kernel density estimates, additional improvements of location
determination and trace alignment are required. One method that can be implemented is
to incorporate well-defined pause sites on the template as fiducial markers, and align these
locations in all the traces. A caveat to this method is that all Pol II molecules must stop
at these sites long enough to be distinguished from other nonspecific locations. Such well-
characterized pause sites for eukaryotic Pol II are not known. Perhaps, the identified pause
sites from E. coli RNA polymerase, such as his site, ops site, or the consensus pause element
identified from whole-genome sequencing [138] can be tested.

If the kernel density estimates of the dwell times along the template accurately represent
the pausing pattern of the polymerase in the nucleosome (Figures 6.2B,D), it is clear that the
pausing pattern of Pol II in the nucleosome is asymmetrically distributed. The pauses before
the dyad are stronger than those at the dyad or after. The DNA-histones interaction map
from a single-molecule unzipping study also shows that the strengths of the interactions are
dependent on unzipping directions [48]. Therefore, it is interesting to transcribe a nucleosome
in the reverse direction and map the pausing pattern of the enzyme. This experiment will
further elucidate the details of nucleosomal transcription, identify location of pause sites and
measure their strengths along the nucleosome.

6.2 Mechanics of nucleosomes and internucleosome
interactions

Previous work from both the Bustamante lab and others have shown that when exerting force
on the two DNA ends, a single nucleosome unfolds in two transitions: (1) the outer turn of
the DNA unwraps at low force ⇠3-5 pN, and (2) the inner turn of the DNA unwraps from
the octamer surface at higher force with a very broad distribution ⇠10-35 pN (Figure 6.3)
[93, 115]. The force where these transitions occur depends on the species and types of
histones used, as well as the bu↵er components. Moreover, the first transition is usually
seen as a gradual transition, which implies a non-cooperative peeling of the outer-turn DNA
from the histones. The presence of a clear low-force transition depends not only on the
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Figure 6.2: Kernel density estimation of dwell times along the template. (A) His-
tograms of the mean dwell times of the WT Pol II on bare DNA (black) and on nucleosomal
DNA (red) with the bin size of 20 bp. (B) Kernel density estimates of the same data in (A)
the peak positions are labeled. (C) Histograms of the mean dwell times of the E1103G Pol
II on bare DNA (blue) and on nucleosomal DNA (green) with the bin size of 20 bp. (D)
Kernel density estimates of the same data in (C) the peak positions are labeled. A black
arrow on the top of the figures marks the position of the nucleosomal dyad. The yellow
shaded region indicates the NPS (between position 3464 and 3611). The number above each
peak indicates their positions.
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factors mentioned above, but also the torsional state of the DNA. Under applied torque, the
frequency of observing a clear low-force transition increases [115].
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Figure 6.3: Nucleosome pulling experiments. (A) Experimental geometry for nucleo-
some pulling experiments. One end of the DNA is ligated to a carboxylated bead cross-linked
to a short DNA with a ligatable overhang. One bead is held in an optical trap, while another
is held in a micropipette by suction. (B) Example force-extension curves from nucleosome
pulling experiments, which show a clear transition at low force. (C) Another example, where
a transition at low force appears as a non-cooperative transition, rather than a clear rip. Note
that this transition disappears in the subsequent pulling cycle after the first high-force tran-
sition appears (blue arrows). The pulling curves are colored in black and the relaxing are
colored in red.

These pulling experiments on single nucleosomes will provide insights on the magnitude
of the nucleosomal barrier that obstructs processes that require access to the genetic mate-
rials. Example of such processes are transcription, DNA replication, and repair. However,
in cells, nucleosomes are folded into a higher-order structure of chromatin fibers, which fur-
ther condense the DNA and add additional barriers. A key parameter in internucleosome
interactions is the length of linker DNA between adjacent nucleosomes. In cells, the linker
DNA size varies between 20-60 bp according to species and this number fluctuates from
nucleosome to nucleosome [23]. A crystal structure of tetranucleosome array containing 20
bp linker indicated that a trinucleosome is the minimum structure required to attain higher
order chromatin structures and nucleosomes spaced two positions apart (i.e., with one nucle-
osome between them) interact (Figure 6.4) [114]. The linker DNA can be considered to be
a torsionally sti↵ spring linking nucleosomes. Since DNA has a periodicity of 10.5 bp/turn,
changes of just one base pair in the linker length will change the relative angle orientation
between adjacent nucleosomes by ⇠34 degrees, and significantly alter the internucleosomal
spatial relationships in higher-order chromatin structure (Figure 6.4). Thus, it is interesting
to characterize the interactions between nucleosomes as a function of linker DNA length in
a trinucleosome array.
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Figure 6.4: Cartoon of trinucleosome arrays (A) A trinucleosome array where the flat
faces of the first (N1) and the third (N3) nucleosomes could be interacting in their parallel
orientation. (B) Due to torsional sti↵ness of DNA, changing the length of the linker DNA
(green) could a↵ect the orientation of the nucleosomes and disrupt the interactions.

To this end, I have prepared DNA construct for di- and tri-nucleosomes with linker length
of 20, 25, 42, 47, and 63 bp between the 601 NPS. These constructs are designed such that
they would position the third nucleosome either parallel or perpendicular to the first one.
We expect that internucleosome interactions would be stronger in the parallel constructs,
whereas the perpendicular constructs would not exhibit interactions between nucleosomes.
Characterization of these minimal arrays both structurally and dynamically will be important
to understand the nature of the barrier to transcription on chromatin.

Moreover, elements of the nucleosome, especially the histone tails, could play important
roles in regulating internucleosome interactions. Their e↵ects could be quantify by charac-
terizing the stability of nucleosomal arrays comprising of modified histones .

Another important structural protein that constitutes the higher-order structure of chro-
matin fibers is linker histone protein, H1. It is known that the occupancy of histone H1
a↵ects the expression level of genes [122]. Although the a�nity of H1 to DNA is not as
strong as that of other histones (H2A, H2B, H3, and H4), this weaker interaction is the
basis of another mechanism for control of gene expression: displacement of H1 by various
transcription regulation proteins has been shown to directly a↵ect gene expression [164].
However, the contribution of the linker histone to the stability and dynamics of the nucleo-
some has not been addressed. A quantitive study of H1’s interaction to the nucleosome and
its contribution to the structural integrity of chromatin fibers will be important to describe
the mechanism and the dynamics of gene expression controls.

6.3 Concluding thoughts

Made up of distinct, strictly regulated steps, transcription is highly regulated by many cis-
(e.g. DNA sequence, the TL element of Pol II) and trans-acting factors (e.g. nucleosome,
transcription factors IIS and IIF). The emergence of single-molecule studies over the last two
decades has provided many mechanistic insights into this process, especially for the dynamics
of transcription elongation.



99

These studies have also begun to provide a coherent picture of the energy flow during
the transcription cycle. In particular, the processes through which the energy released in the
binding and hydrolysis of NTPs is converted into mechanical movement of the enzyme along
the template and the generation of force. As a result, scientists are now adding rich dynamic
information derived from carefully designed single-molecule experiments to the increasing
number of crystal structures depicting snapshots of RNA polymerases in di↵erent states of
their kinetic cycle. Single-molecule techniques, such as optical-tweezers, have proven their
power to obtain a more realistic picture of the complex dynamics and control of transcription,
without sacrificing the precision and quantitative description a↵orded by other in vitro stud-
ies. These studies have laid a solid foundation towards our understanding of DNA-directed
molecular machines and brought us closer to obtaining “moving pictures” of transcription
and gene expression regulation as occurred in vivo.

Since the human epigenome has been published [111], further research aiming to figure
out the roles of specific modifications on both the DNA and histones will be crucial to
our understanding of gene regulation in vivo. Some of these modifications may exert direct
e↵ects on biological processes, while some serve as a recognition platform to recruit additional
factors. Nonetheless, the complexity of biological process is still a gigantic puzzle. These
studies only describe the mechanistic insights for transcription elongation and the roles that
a few of the cis- and trans-acting factors regulate transcription elongation dynamics. Yet,
much of the gene expression regulation occurs at the initiation and termination stages. We
are barely touching the surface to understand the complex dynamics of biological processes.
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U S A, 99(3):1218–22, 2002. doi: 10.1073/pnas.251664698.

[19] C. Bustamante, J. F. Marko, E. D. Siggia, and S. Smith. Entropic elasticity of lambda-
phage DNA. Science, 265:1599–600, 1994. doi: 10.1126/science.8079175.

[20] C. Bustamante, Y. R. Chemla, and J. R. Mo�tt. High-resolution dual-trap optical
tweezers with di↵erential detection: Instrument design. Cold Spring Harbor Protocols,
2009(10):pdb.ip73, 2009. doi: 10.1101/pdb.ip73.
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Appendix A

Protocols

A.1 Preparation of nucleosomes

We expressed S. Cerevisiae and X. Laevis histones recombinantly in E. coli BL21(DE3). The
expression plasmids for 6x-His tagged X. Laevis histones were gifts from J. Chin laboratory
in MRC laboratory of molecular biology, Cambridge, UK. The details protocol for expression
and purification of these histones were explained in details elsewhere [150, 35]. It is crucial
to check the amount of bacterial DNA in the histone preparation by measuring the ratio of
absorbance at 260/280. The contaminated DNA will shield the interaction of the histones
with target DNA, thus resulting in poor nucleosome formation. The ratio should be lower
than 0.5, an indication that the DNA contamination is minimal. For S. Cerevisiae histones,
our A260:280 ratio is around 1, which indicates that we have DNA contamination from the
expression. With X. Laevis histones, the preparation contains less DNA contamination.
Histidine tags on X. Laevis histones can be removed with TEV protease, divided into 3-4
mg aliquots, and lyophilized for storage.

A.1.1 Octamer reconstitution

To reconstitute nucleosomes, each histone: H2A, H2B, H3, and H4 were solubilized in 6M
Guanidinium HCl, 20 mM Tris pH 7.5 and 5 mM DTT for 2 hours. We mixed the histones in
equimolar ratio, using 10% excess of H2A and H2B, and adjusted the final protein concentra-
tion to 1 mg/ml. We dialyzed the mixture using 3500 MWCO dialysis membrane against 1
L of 2 M NaCl, 10 mM Tris pH 7.5, 1 mM EDTA, and 5 mM �-mercaptoethanol for 3 hours
and changed the bu↵er for an overnight dialysis. The octamer was purified using a Superdex
200 HR (10/30) size exclusion column. and collect 0.3 mL fractions. The peak fractions were
analyzed by 15% SDS-PAGE. The octamer fractions were combined and dialyze against 10
mM Tris pH 7.5, 2 M NaCl, 1 mM EDTA, 5 mM �-mercaptoethanol, and 50% glycerol for
storage at -20 �C.
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A.1.2 Nucleosome reconstitution

We reconstituted nucleosomes by salt gradient dialysis. Histone octamers and 601-NPS con-
taining DNA were mixed at equimolar ratio in 2M NaCl and slowly dialyzed into low salt
bu↵er (see below). Since the majority of the interactions between the histones and DNA
are electrostatic, the charges shield the interactions at high salt. When the salt is removed
slowly, the DNA and histones interact and the octamer loads on to the 601 NPS region in
the DNA as it is the most thermodynamically stable position.

High salt bu↵er (400 mL)

Component Concentration (mM)
NaCl 2000

Tris-HCl (pH 7.9) 10
EDTA 1
DTT 0.5
PMSF 0.1

Low salt bu↵er (2L)

Component Concentration (mM)
Tris-HCl (pH 7.9) 10

EDTA 1
DTT 0.5
PMSF 0.1

In the final volume of 50 µL, we used 0.2 µM of the 574-bp DNA used in transcription
experiments, or 0.1 µM of 1.6 or 3-kbp DNA used in pulling experiments. Small scale dialysis
buttons can be created from PCR caps. Previously, we added BSA in our reconstitution to
prevent histone loss from sticking to the surface, but it is not crucial. We also found that
BSA can form aggregation at high salt and interfere with some other experiments, such as
AFM imaging.

After mixing the DNA and histones octamers in appropriate ratio in dialysis buttons,
place the buttons in 400 mL of high salt bu↵er and slowly flow in 1.6 L of the low salt
bu↵er at the rate of 1 mL/min using a peristaltic pump. We kept the volume of the bu↵er
constant by piercing a hole on the side of the container at the starting volume of the dialysis.
This step takes about 27 hours to complete. The next step is change the bu↵er and dialyze
against 400 mL of the low salt bu↵er for 6 hours or overnight.

When the dialysis is finished, collect the sample and centrifuge at 15,000 rcf for 10 mins
to remove any aggregates, measure the DNA concentration and check the loading quality
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of the nucleosomes by restriction enzyme digestion and run the digested samples on a 5%
polyacrylamide-TBE native gel (Figure A.1). The DNA sequence is shown in the next
section.

Nuc
l te

mpla
te

DNA
template

RE digestion+-+

nucleosome

M

100 bp

200 bp
300 bp
400 bp
500 bp

1000 bp

574 bp 
Nucl template

EcoRI PstI

Figure A.1: Gel electrophoresis assay for nucleosome loading quantification. For
a typical nucleosomal template used for single-molecule transcription experiments, we want
close to 100% loading e�ciency. The DNA flanking both sides of the DNA were cleaved with
restriction enzyme EcoRI and PstI. The first lane is the digest bare DNA. The second lane
is the DNA without digestion. The third lane is the same DNA with loaded nucleosomes
after restriction enzyme digestion. The observed upward shifted band in the last lane and
the disappearance of the 300-bp band indicates that the histones are loaded on the NPS. M
is the 100-bp DNA ladder.
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A.2 DNA sequences

The sequence of the 601 NPS used used in these experiments di↵er slightly from the original
601 sequence reported by Lowary and Widom (Figure A.2)[85]. Several residues in the NPS
were mutated for restriction enzyme digestion purposes. The sequence of the NPS containing
598-bp DNA template is also provided (Figure A.3).

ACAGGATGTATATATCTGACACGTGCCTGGAGACTAGGGAGTAATCCCGTCGACGGTTAAAACGCGGGGGACAGCGCGTACGTGCGTTTAAGCGGTGCTAGAGCTGTCTACGACCAATTGAGCGGCCTCGGCACCGGGATTCTCCAG

ACAGGATGTATATATCTGACACGTGCCTGGAGACTAGGGAGTAATCCCCTTGGCGGTTAAAACGCGGGGGACAGCGCGTACGTGCGTTTAAGCGGTGCTAGAGCTGTCTACGACCAATTGAGCGGCCTCGGCACCGGGATTCTCCAG

*
Mod 601:

Widom 601:

Figure A.2: Alignment of the NPS sequences. The mutated bases are highlighted in
red. The nuclesomal dyad is highlighted in yellow with the asterisk.

CAGATTGTACTGAGAGTGCACCATATGCGGTGTGAAATACCGCACAGATGCGTAAGGAGAAAATACCGCATCAGG

CGCCATTCGCCATTCAGGCTGCGCAACTGTTGGGAAGGGCGATCGGTGCGGGCCTCTTCGCTATTACGCCAGCTG

GCGAAAGGGGGATGTGCTGCAAGGCGATTAAGTTGGGTAACGCCAGGGTTTTCCCAGTCACGACGTTGTAAAAC

GACGGCCAGTGAATTCACCGTCTAAGATCTGATTCGAGCCCGGTACTCGGGACACTATCCGACTGGCACCGGCAA

GGTCGCTGTTCAATACATGCACAGGATGTATATATCTGACACGTGCCTGGAGACTAGGGAGTAATCCCGTCGACGG

TTAAAACGCGGGGGACAGCGCGTACGTGCGTTTAAGCGGTGCTAGAGCTTGCTACGACCAATTGAGCGGCCTCG

GCACCGGGATTCTCCAGGGCGGCCGCGTATAGGGTCCATCACATAAGGGATGAACTCGGTGTGAAGAATCATGCT

TTCCTCGGGGATCCTCTAGAGTAGACCTGCAGGCTCAGCCTTGGATGATGCAAGCTTGGCGTAATCATGGTCAT

BstAPI site: GCACCATATGC 

EcoRI site: GAATTC PstI site: CTGCAG 

NPS: ACAG...CCAG  

Figure A.3: Nucleosomal DNA template. The DNA template amplified from pUC19-N1.
The recognition sequences of restriction enzymes used in the experiments are highlighted.

A.3 Additional data analysis

A.3.1 Maximum likelihood estimate for pause duration analysis

We modeled the pause durations of the RNA polymerase as the first-passage times for return
to the origin of a Poisson stepper on a one-dimensional lattice [33]. Thus, the probability
density function of pause durations is given by:

 (t) =

r
k

f

k

b

exp[�(k
f

+ k

b

)t]

t

I

1

(2t
p

k

f
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where I

1

is the modified Bessel function of the first kind, and k

f

and k

b

are the force
biased di↵usion rate constants. We extracted the intrinsic zero-force stepping rate (k

0

) by
comparing the cumulative distribution function (CDF) of the observed pause durations to
the theoretical CDF with various k

0

values, and using the Kolmogorov-Smirnov (KS) test to
find the P -value. The k

0

values that yield the P -value greater than 0.05, an indication that
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the two distribution are not statistically di↵erent with 95% confidence interval, are averaged,
and reported as a range of the extracted k

0

values (Figure A.4). For the wild-type Pol II,
the k

0

extracted from this method is 1.25 ± 0.35 s

�1.
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Figure A.4: Fitting the CDF of the pause durations. The CDF of the experimental
pause durations of the wild-type Pol II is shown in black. The gray dashed line is the
theoretical CDF of the k

0

of 1.25 ± 0.35 s

�1.

Alternatively, we can extract the k

0

more accurately by fitting the probability density
of pause durations through a method of maximum likelihood. By experimental constraints,
we only observed pauses (t) between 1-120 s. Therefore, we conditioned the probability
distribution as followed:

P (t|1  t  120) =
P (t)

P (1  t  120)
=

 (t)
R

120

1

 (t)dt

Pause durations data (t
1

, t

2

, t

3

, ...) are independent and identically distributed observa-
tions. The unknown k

0

is the parameter for this distribution. To find the value of k
0

through
the method of maximum likelihood (L), one first specifies the likelihood function (L):
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On the third line, we used an argument that there is no prior knowledge on k

0

, and the
denominator is independent of k

0

. On the fourth line, we used the fact that all observations
are independent of each other. To simplify the computation, we find a value of k

0

that
maximizes the logarithm of the likelihood function (Figure A.5). This method gives the
best-fit k

0

of 1.36 s�1, whereas fitting the CDF yields k

0

of 1.25 ± 0.35 s

�1. The 95%
confidence bounds of the k

0

estimator [1.36, 1.95] was estimated from bootstrapping method
(Figure A.6) [145].
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Figure A.5: Maximum log-likelihood estimator. The log-likelihood function is plotted
as a function k

0

. The k

0

value, which maximizes the log-likelihood function is shown.

To illustrate the influence of k
0

on the probability density function, we plotted the theo-
retical distributions using k

0

values of 0.1 and 10 (Figure A.7). With a higher k
0

value, we
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Figure A.6: Probability density distribution of pause durations. The experimentally
observed pauses is shown in blue circles and the theoretical distribution ( (t)) using k

0

of
1.36 as estimated from the maximum likelihood method is shown in red. The 95% confidence
interval of the k

0

estimator is [0.97, 1.95], and the distributions from the lower and upper
confidence bounds are shown in yellow and pink dashed lines, respectively.
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Figure A.7: Probability density distribution of pause durations with various k

0

.
The theoretical distributions of pause durations using the k

0

of 0.1 (blue) and 10 (green) are
shown to illustrate the expected shifts of the plot with di↵erent values of k

0

.
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expected a higher fraction of short pauses than observed, while a smaller k
0

of predicts that
there should be fewer short pauses.




