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Abstract

Combinatorial Invariants on Smooth Projective Spherical Varieties

by

Michael Alexander Christianson

Doctor of Philosophy in Mathematics

University of California, Berkeley

Professor Martin Olsson, Chair

The Knop Conjecture, which was proven by Losev in [Los09a], states that smooth affine
spherical varieties are classified up to equivariant isomorphism by their weight monoids.
This is in contrast with the standard classification of spherical varieties, which involves
combinatorial invariants related to divisors and valuations. In this thesis, we prove that
some of these combinatorial invariants are also determined by weight monoids in the smooth
projective case. This results in certain partial analogs of the Knop Conjecture for smooth
projective spherical varieties. We provide counterexamples to demonstrate that these partial
analogs are relatively optimal.

Our results indicate that weight monoids of smooth projective spherical varieties are closely
related to the data of certain divisors on these varieties. In analogy with the total coordinate
ring discussed in [Bri07], we develop methods for comparing the data of weight monoids with
the data of divisors, even without smoothness hypotheses. We then show that, under mild
hypotheses, the data provided by weight monoids is equivalent to the data provided by
divisors on projective spherical varieties.
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To the Lord our God, and to his son, Jesus Christ:

For by him all things were created, in heaven and on earth, visible and invisible,
whether thrones or dominions or rulers or authorities—all things were created
through him and for him. And he is before all things, and in him all things hold
together. And he is the head of the body, the church. He is the beginning, the
firstborn from the dead, that in everything he might be preeminent.
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Chapter 1

Introduction

1.1 Overview of the Subject Matter

Let k be an algebraically closed field of characteristic 0, and let G be a connected reductive
group over k. Fix a Borel subgroup B ⊂ G and a maximal torus T ⊂ B. A spherical G-
variety is a normal G-variety X containing a dense B-orbit. Spherical varieties are a very nice
type ofG-variety with a very rich theory. Examples include toric varieties (which are precisely
spherical varieties in the case where G = B = T is a torus) and flag varieties. These varieties
provide useful examples in a number of different fields of study. For instance, all spherical
varieties are Mori dream spaces, and their intersection theory is also well-understood.

In addition to enjoying such nice geometric properties, spherical varieties admit a purely
combinatorial classification. This classification began with the theory of Luna and Vust
[LV83], which classifies the open embedding G/H ↪→ X of the dense G-orbit G/H of a
spherical variety X. The classification of this embedding is given in terms of combinatorial
objects called colored fans and generalizes the classification of toric varieties in terms of
fans. With Luna–Vust theory, the classification of spherical varieties reduces to the case of
a homogeneous spherical variety, i.e. to the case where X = G/H is a homogeneous space
containing a dense B-orbit. This case is rather difficult. Luna first proposed a classification of
homogeneous spherical varieties in [Lun01] and proved this classification for certain reductive
groups G (specifically, the so-called reductive groups of type A, see Definition 2.2.17). His
methods were extended to various other types for G in work by Bravi, Pezzini, and Luna (for
a breakdown of which cases were proven, along with precise references to the original papers
by these authors, see [Tim11, p. 198]). Meanwhile, Losev proved the uniqueness portion of
Luna’s classification [Los09c] for all G, and an argument for the existence portion was given
by Cupit-Foutou [Cup14] using a geometric construction (this paper was uploaded to the
Arxiv as a preprint in 2009 and revised in subsequent years, but it seems to have never been
published). Later, Bravi and Pezzini [BP16] provided a proof of the existence portion of the
classification by extending the methods originally used by Luna in the type A case.

The combinatorial objects used to classify homogeneous spherical varieties pertain to the
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behavior of valuations and divisors on these varieties. This behavior is greatly restricted
by reducing to the case of certain very nice spherical varieties (the wonderful varieties of
rank ≤ 2) and appealing to an explicit classification of these varieties, which was given
by Wasserman in [Was96] (Wasserman’s paper is the original proof of the rank-2 case and
gives an overview of the rank-1 case, which was originally proven by Akhiezer [Akh83] in an
analytic setting and by Brion [Bri89b] in this algebraic context). This approach, pioneered
by Luna, is fundamentally geometric and gives clear restrictions on the combinatorial data
that can arise, albeit partly by appealing to a list which can be found in Wasserman’s paper.
Meanwhile, another sort of combinatorial object, more representation-theoretic in nature and
less clearly constrained, has also been studied for spherical varieties. These objects come from
observing the B-eigenvectors of G-actions on global sections of line bundles, which yields
certain monoids and polytopes in the Q–vector space spanned by the lattice of weights of
T . This sort of combinatorial data is appealing in light of the case of toric varieties, where
monoids (in the affine case) and polytopes (in the projective case) of T -weights are known
to classify the variety up to T -isomorphism.

Some basic properties of these monoids and polytopes have been studied for spherical
varieties, e.g. by Brion in [Bri97], and in [Bri07], Brion studied similar types of data in the
context of Cox rings of spherical varieties. The relationship between Cox rings and Luna’s
combinatorial data for homogeneous spherical varieties has been further studied, e.g. in
[Gag14] and [Gag19]. Moreover, F. Knop conjectured that a smooth affine spherical variety
X is classifed up to G-equivariant isomorphism by the monoid of weights of B-eigenvectors
in Γ(X,OX). This conjecture was proven by Losev in [Los09a] using Losev’s work on the
uniqueness portion of the classification of homogeneous spherical varieties. Later, Pezzini
and Van Steirteghem [PV19] were able to completely classify which weight monoids occur
as those of a smooth affine spherical variety.

Aside from Losev’s proof of the Knop conjecture, not much seems to be known about
when these monoids of T -weights classify spherical varieties. Our goal is to investigate other
situations in which this type of combinatorial data classifies spherical varieties, or more
generally, determines some of the combinatorial data used in Luna’s method of classification.
To be more precise, we will denote such a monoid by Λ+(X,L), where X is a spherical variety
and L is a so-called G-linearized line bundle on X, i.e. a line bundle equipped with a piece of
data called a G-linearization (which is necessary in order to construct the monoid Λ+(X,L)).
There are three main pieces of data that arise in the classification of spherical varieties:

1. The set of of B-stable prime Weil divisors of X, which we denote by DG,X . This set
comes equipped with certain other data related to these divisors (for instance, some
data related to their valuations).

2. The so-called colored fan of X, denoted FX . The colored fan is a set whose elements
are colored cones, which encode certain data related to the G-orbits of X.

3. The so-called spherical roots of X. The set of spherical roots is denoted ΨG,X .
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The classification of spherical varieties implies that two spherical varieties X1 and X2 are G-
equivariently isomorphic if and only if we can “equate” (in a sense made precise in Section 4.1)
the data of the DG,Xi , the FXi , and the ΨG,Xi . In light of this fact, our goal is to answer the
following question.

Question 1.1.1. Let X1 and X2 be spherical G-varieties, and suppose given some G-
linearized line bundles L1 and L2 on X1 and X2 (respectively) such that the monoids Λ+(X1, L1)
and Λ+(X2, L2) are equal. Can we obtain equalities on the DG,Xi, the ΨG,Xi, or the FXi?

The main new results of the thesis are motivated by this question. These results are
contained in Chapters 4 and 5.

1.2 Results in Chapter 4

In Chapter 4, we use the Knop conjecture and the so-called local structure theorem for
spherical varieties to show that when X1 and X2 are smooth and projective and L1 and L2

are ample, then the assumption Λ+(X1, L1) = Λ+(X2, L2) implies that X1 and X2 are locally
B-equivariantly isomorphic (see Theorem 4.4.6 for a precise statement). On its own, this
is not much more than an adaptation of Losev’s arguments to prove the Knop conjecture
(see [Los09a, Section 5]) from the affine setting to our setup with ample line bundles. (It is
perhaps worth noting one key difference here: Losev had to appeal to an inductive argument
to get his local isomorphism, but since we will obtain affine spherical varieties in the local
setting, we can simply appeal to the Knop conjecture now that Losev has already proven it.)

Our plan in Chapter 4 is to use the local isomorphism given in Theorem 4.4.6 to equate
the various combinatorial data of X1 and X2. This is a somewhat subtle task for two reasons:
first, because not all combinatorial data is captured locally in this way; and second, because
the local isomorphism we get is generally only B-equivariant, not G-equivariant. We do our
best to address this issue for each of the three pieces of combinatorial data mentioned above
that classify spherical varieties.

Remark 1.2.1. It is generally necessary to assume that X1 and X2 are both smooth and
projective for almost all of our arguments using Theorem 4.4.6. On the other hand, we will
see in Examples 4.2.7 and Example 4.2.8 that Λ+(X,L) generally does not capture the pieces
of combinatorial data we are interested in if X is not smooth and projective (or affine, but
this case is already handled by the Knop conjecture). So, while the majority of our results
do require hypotheses of smoothness and projectivity, these hypotheses are likely necessary
for most statements we are trying to prove.

Equating DG,X1 and DG,X2

In Section 4.5, we consider the task of equating DG,X1 and DG,X2 . We formalize this notion of
“equality” in Section 4.1 by introducing a gadget called a D-equivalence, which is a bijection
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ι : DG,X1

∼→ DG,X2 that preserves all the relevant combinatorial properties of the DG,Xi .
We say that X1 and X2 are D-equivalent if such a D-equivalence exists. It turns out that
the isomorphism of Theorem 4.4.6 is not enough to give us a D-equivalence, even when X1

and X2 are smooth and projective: indeed, we will provide an explicit counterexample in
Examples 4.9.1 and 4.9.2 where X1 and X2 are actually very well-behaved spherical varieties.
To fix this, we can keep track of another piece of data in addition to the weight monoids
Λ+(Xi, Li): namely, the set of type-b roots of Xi, denoted Πb

Xi
. If we additionally assume

that Πb
X1

= Πb
X2

(which is not the case in the aforementioned counterexample), then we
obtain the following result.

Theorem 1.2.2 (see Theorem 4.5.5). Let X1 and X2 be smooth projective spherical G-
varieties, and let L1 and L2 be G-linearized ample invertible sheaves on X1 and X2 (respec-
tively). If Λ+(X1, L1) = Λ+(X2, L2) and Πb

X1
= Πb

X2
, then X1 and X2 are D-equivalent.

Equating ΨG,X1 and ΨG,X2

In Section 4.6, we consider equating the sets of spherical roots ΨG,X1 and ΨG,X2 . Unlike
with the DG,Xi , where we need to clearly define what “equality” should mean, in this case
we actually mean ΨG,X1 = ΨG,X2 as sets.

The standard theory of spherical varieties gives many constraints on the combinatorial
behavior of spherical roots. “Most” of the combinatorial behaviors that can possibly arise
are such that we can detect the spherical root locally and so use our local isomorphism from
Theorem 4.4.6 to identify spherical roots between X1 and X2. More precisely, this gives us
the following theorem.

Theorem 1.2.3 (see Theorem 4.6.8). Let X1 and X2 be smooth projective spherical G-
varieties, let L1 and L2 be G-linearized ample invertible sheaves on X1 and X2 (respectively),
and suppose that Λ+(X1, L1) = Λ+(X2, L2). For any spherical root γ ∈ ΨG,X1 be a spherical
root, we have γ ∈ ΨG,X2, exept possibly when γ ∈ Πb

X1
or when γ lies in a certain list of 4

“exceptional types” spherical roots.

We remark that the set of type b roots Πb
Xi

is always a subset of ΨG,Xi , and whether a
spherical root γ ∈ ΨG,Xi lie in Πb

Xi
is entirely a question of the combinatorial properties of

γ. In particular, if γ ∈ Πb
X1

and γ ∈ ΨG,X2 , then γ ∈ Πb
X2

. So, the exceptional case γ ∈ Πb
X1

in Theorem 1.2.3 again comes back to the issue that we may have Πb
X1
6= Πb

X2
, as we did

when equating the DG,Xi . In particular, the same counterexample for the D-equivalences
(Examples 4.9.1 and 4.9.2) will give a choice of X1 and X2 as in the above theorem and some
γ ∈ Πb

X1
∩ ΨG,X1 such that γ 6∈ ΨG,X2 . Thus, the statement of Theorem 1.2.3 is essentially

optimal when it comes to roots of type b.
The precise description of the 4 “exceptional types” of spherical roots is somewhat tech-

nical; we give a brief overview of the description here and defer a more precise description
to Theorem 4.6.8 and Proposition 4.6.5c. For every spherical root γ of a spherical G-variety
X, there exists some reductive subgroup G0 ⊂ G and some spherical G0-variety X0 which is
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“nice” (more precisely, X0 is a so-called wonderful variety of rank 1 ) such that the unique
spherical root of X0 is γ. Since the wonderful varieties of rank 1 can be classified, and all of
them have been explicitly written down, this fact completely determines all possible spherical
roots of any spherical variety for G, and in fact, one can write down a full list of spherical
roots for each possible choice of G (see e.g. [Tim11, Table 30.2], which gives this list for G
a semisimple simply connected group; the list for any other G can be computed from this
list using standard combinatorial facts about spherical roots). Also, in the classification of
all rank-1 wonderful varieties, one naturally finds certain families (Gn, Xn)n≥n0 consisting of
a rank-1 wonderful Gn-variety Xn for each n ≥ n0, where n0 ∈ N. For instance, one such
family is (SLn,Pn) for n ≥ 2.

Returning to Theorem 1.2.3, there are certain combinatorial conditions on the spherical
root γ in the theorem that our proof will not work for. These combinatorial conditions
occur only for all the spherical roots arising from 3 families of rank 1 wonderful varieties
(G1,n, X1,n)n≥2, (G2,n, X2,n)n≥2, and (G3,n, X3,n)n≥2, and for the spherical root of one other
rank-1 wonderful variety X4 under the action of some reductive group G = G4. So, the
spherical roots of the Xi,n for 1 ≤ i ≤ 3 constitute 3 “exceptional types” of spherical roots,
and the unique spherical root of X4 is a 4th “exceptional type” (or more precisely, a single
exceptional spherical root).

Now, for every single spherical root γ that is one of these 4 exceptional types (i.e. every γ
that is a spherical root of Xi,n for some i and n, and for γ equal to the spherical root of X4),
we will see in Example 4.9.4 that there exist X1 and X2 smooth and projective and L1 and L2

ample such that Λ+(X1, L1) = Λ+(X2, L2), but γ is a spherical root of X1 and not a spherical
root of X2. Thus, Theorem 1.2.3 is essentially optimal, in that there exists a counterexample
for every single spherical root that the theorem does not apply to. We remark, however,
that unlike the counterexample for the first exceptional type in Examples 4.9.1 and 4.9.1,
our counterexample in Example 4.9.4 is not a geometric construction; instead, it is given by
simply writing down some valid combinatorial data and noting that a spherical variety with
this data exists by the classification of spherical varieties.

Equating FX1 and FX2

The colored fans FX1 and FX2 are sets, but to equate them, we do not mean to use a
literal equality of sets. Equating two colored fans actually only makes sense when X1 and
X2 are D-equivalent, so to capture what it means for these colored fans to be “equal,” we
will introduce a notion of a D-equivalence preserving colored fans. For the purposes of this
introduction, this technicality is not particularly relevant, so we will just speak of these
colored fans being “equal” for the time being (by which we really mean that there exists a
D-equivalence between X1 and X2 that preserves colored fans).

Our techniques using Theorem 4.4.6 seem to give us very little control over the colored
fans FX1 and FX2 . The primary issue here is that the elements of a colored fan are generally
not detectable locally, except when X1 and X2 are so-called toroidal varieties (not to be
confused with toric varieties), which are a particularly nice type of spherical variety. In
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Proposition 4.7.1, we will give one very limited result in this vein: roughly speaking, it says
that an element C ∈ FX1 also lies in FX2 provided that C has the same properties as
an element of a colored fan of a toroidal variety. Being toroidal is a property that can be
checked on colored fans, so in fact, Proposition 4.7.1 will only imply that FX1 and FX2 are
equal when X1 and X2 are both toroidal. In the toroidal case, however, Proposition 4.7.1 is
actually superceded by a stronger statement (namely, Theorem 1.2.6, which we will discuss
below).

On the other hand, In Examples 4.9.3 and 4.9.4, we will obtain counterexamples when
the assumptions of Proposition 4.7.1 do not hold. So, while it is rather limited in scope,
Proposition 4.7.1 seems to be a relatively optimal result when trying to equate the colored
fans of X1 and X2.

From Valuation Cones to Everything Else

Remarkably, it turns out that if we are willing to assume ΨG,X1 = ΨG,X2 then we actually
obtain an “equality” on both the DG,Xi and the FXi . Even more remarkably, we don’t even
need a smoothness assumption for this to be the case. Here is the precise result:

Theorem 1.2.4 (see Corollary 4.3.5). Let X1 and X2 be projective spherical G-varieties,
and let L1 and L2 be G-linearized ample invertible sheaves on X1 and X2 respectively. If
Λ+(X1, L1) = Λ+(X2, L2) and ΨG,X1 = ΨG,X2, then there exists a G-equivariant isomorphism
i : X1

∼→ X2 such that i∗L2
∼= L1 (as G-linearized invertible sheaves).

Theorem 1.2.4 is essentially a generalization of an analogous result for affine spherical
varieties, which Losev proved as a stepping stone to proving the Knop conjecture (see [Los09a,
Theorem 1.2]). Indeed, the proof of Theorem 4.4.6 under the assumptions of the above
theorem is essentially an application of Theorem 1.2 in [Los09a], and Theorem 1.2.4 follows
quickly from Theorem 4.4.6 and our results on equating the DG,Xi . For this method of
proving Theorem 1.2.4, see the end of Section 4.5. We will also give a different proof of the
theorem in Section 4.3, which hinges on “lifting” certain valuations on a projective variety
to valuations on its affine cone.

Write Ψexc
G,Xi

⊂ ΨG,Xi for the subset of spherical roots which are either in Πb
Xi

or are
one of the 4 “exceptional types” in Theorem 1.2.3. By combining Theorem 1.2.4 and The-
orem 1.2.3, we obtain a new criterion for when two smooth projective spherical G-varieties
are G-equivariantly isomorphic.

Corollary 1.2.5 (see Corollary 4.8.1). Let X1 and X2 be smooth projective spherical G-
varieties. The following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) Ψexc
G,X1

= Ψexc
G,X2

, and there exist G-linearized invertible sheaves L1 and L2 on X1 and
X2 (respectively) such that L1 and L2 are both ample and Λ+(X1, L1) = Λ+(X2, L2).
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We discussed above how the “exceptional types” of spherical roots in Theorem 1.2.3 are
obtained by a technical analysis of all possible spherical roots for a spherical G-variety. This
sort of analysis also shows that “many” spherical roots are not exceptional. Although we
have not rigorously quantified what “many” means here, this leads us to make 2 intuively
logical claims.

1. There are likely many interesting smooth projective spherical varieties X such that
Ψexc
G,X = ∅. By Corollary 1.2.5, such a variety X is completely determined up to

G-equivariant isomorphism by a weight monoid Λ+(X,L) for any G-linearized ample
invertible sheaf L on X.

2. For a general smooth projective spherical G-variety X, the size of the (finite) set Ψexc
G,X is

often relatively small compared to the size of ΨG,X . In other words, the data of Ψexc
G,X

is less than that of ΨG,X , so the statement of Corollary 1.2.5 classifies X up to G-
equivariant isomorphism with relatively little data compared to that of Theorem 1.2.4.
Moreover, Theorem 1.2.4 itself seems to use less data than the general classification
of spherical varieties, because Theorem 1.2.4 does not make any assumptions about
colored fans. Thus, both Theorem 1.2.4 and Corollary 1.2.5 seem to be significant
improvements on the amount of data needed to classify a (smooth) projective spherical
variety up to G-equivariant isomorphism.

In spite of these statements, the appearance of the set Ψexc
G,X in Corollary 1.2.5 is rather less

nice than the statement of the Knop conjeture, in which one assumes only an equality on
weight monoids. However, as mentioned in our discussion of Theorem 1.2.3 above, Exam-
ples 4.9.1, 4.9.2, and 4.9.4 will give us for every single possible γ ∈ Ψexc

G,X1
an example in

which γ ∈ ΨG,X1 but γ 6∈ ΨG,X2 . Thus, the assumption that Ψexc
G,X1

= Ψexc
G,X2

seems to be
necessary in Corollary 1.2.5.

These examples notwithstanding, there are certain specific “nice” classes of spherical
varieties for which we can improve upon Corollary 1.2.5. We can provide partial results for
so-called rank-1 spherical varieties, although these require some other niceness assumptions
(see Theorem 4.8.5 and Corollary 4.8.6 for details). Moreover, the so-called horospherical
varieties are a type of spherical variety characterized by the fact that they have no spherical
roots. So, ΨG,X1 = ΨG,X2 = ∅ when X1 and X2 are horospherical, which allows us to
remove the assumption that the sets ΨG,Xi are equal in Theorem 1.2.4. Finally, we can
consider the case of toroidal varieties, which we have already mentioned above. Below is our
main theorem on horospherical and toroidal varieties.

Theorem 1.2.6 (see Theorem 4.8.2). Let X1 and X2 be smooth projective G-varieties, and
let L1 and L2 be G-linearized ample invertible sheaves on X1 and X2 (respectively).

(a) Suppose that X1 and X2 are horospherical. If Λ+(X1, L1) = Λ+(X2, L2), then X1 and
X2 are G-equivariantly isomorphic.
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(b) Suppose that X1 and X2 are toroidal. If Λ+(X1, L1) = Λ+(X2, L2) and Πb
X1

= Πb
X2

,
then X1 and X2 are G-equivariantly isomorphic.

We remark that horospherical varieties are a very typical nice type of spherical variety
in the literature. For instance, all flag varieties over an algebraically closed field are horo-
spherical varieties. Toric varieties are also examples of horospherical varieties; in fact, our
result on horospherical varieties in Theorem 1.2.6 may be viewed as a generalization of the
fact that a projective toric variety is characterized up to isomorphism by a conex polytope
(see e.g. [Oda88, Theorem 2.22]). Toroidal varieties are less commonly studied in their
own right, perhaps because their behavior is already very well understood (and in fact is
closely related to that of toric varieties). However, there do exist many examples of toroidal
varieties: for instance, every spherical variety X is G-equivariantly birational to a smooth
toroidal variety X ′, and if X is projective, then X ′ may be taken to be projective as well
(see Proposition 3.5.8 and Theorem 3.5.10 for details).

1.3 Results in Chapter 5

Our results in Chapter 4 seem to indicate that, of all the combinatorial invariants that classify
spherical varieties, the set of B-stable divisors DG,X is the one that is most directly related to
the weight monoid Λ+(X,L). Indeed, we saw in Theorem 1.2.2 that an equality Λ+(X1, L1) =
Λ+(X2, L2) gives us an “equality” between DG,X1 and DG,X2 (i.e. a D-equivalence between
X1 and X2), provided that we also have Πb

X1
= Πb

X2
. We are thus led to consider whether

weight monoids can also be used to encode the information of the set Πb
X . If they can, then

an equality on weight monoids might be sufficient on its own to give a D-equivalence.
In Chapter 5, we will consider 2 methods of encoding the information of Πb

X in a weight
monoid, and we will studying the ensuing relationship between divisors and weight monoids
for both methods. The first method is to simply choose a certain “nice” G-linearized ample
line bundle L on X such that the weight monoid Λ+(X,L) determines the set Πb

X . The
second method is to consider the weight monoid Λ+(X,L) for every G-linearized invertible
sheaf L on X, rather than just using the weight monoid for a single invertible sheaf.

Using “Nice” Ample Line Bundles

Our method of proving Theorem 1.2.2 is close to being able to prove that Πb
X1

= Πb
X2

, but it
cannot generally prove this because of one technical issue: a type b root α ∈ Πb

X corresponds
in a nice way to two B-stable prime Weil divisors D1 and D2 on X, and we would need to be
able to find a certain global section of L that does not vanish on either D1 or D2. To fix this
issue, we are led to define a notion of a level line bundle, which, roughly speaking, is a choice
of L such that this necessary global section does exist. We discuss the notion of level line
bundles in Section 5.1. In particular, we show that the method of proof in Theorem 1.2.2
does also take care of the sets Πb

X1
and Πb

X2
in the setting of level line bundles. More precisely,

we have the following improvement on Theorem 1.2.2 in the level setting.
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Theorem 1.3.1 (see Theorem 5.1.10 and Corollary 5.1.11). Let X1 and X2 be smooth projec-
tive spherical G-varieties, and let L1 and L2 be G-linearized ample invertible sheaves on X1

and X2 (respectively). If L1 and L2 are level and Λ+(X1, L1) = Λ+(X2, L2), then Πb
X1

= Πb
X2

,
and X1 and X2 are D-equivalent.

The main advantage to using level line bundles is that we no longer run into any issues
with roots of type b, either in Theorem 1.2.2 or in our consideration of spherical roots in
Theorem 1.2.3. In particular, in the statement of Theorem 1.2.3, we only need to except 4
“exceptional types” of spherical roots: the spherical roots of the 5th exceptional type are
the elements of Πb

Xi
, and we know from Theorem 1.3.1 that Πb

X1
= Πb

X2
when L1 and L2 are

level. We can thus exclude Πb
Xi

from the sets Ψexc
G,Xi

in Corollary 1.2.5, which leads to the
following refinement of that corollary in the level case.

Corollary 1.3.2 (see Corollary 5.1.12). Let (X1, L1) and (X2, L2) be smooth polarized spher-
ical G-varieties, and suppose that L1 and L2 are level. The following are equivalent.

(i) There exists a G-equivariant isomorphism i : X1 → X2 such that i∗L2
∼= L1 as G-

linearized invertible sheaves.

(ii) Ψexc
G,X1
\ Πb

X1
= Ψexc

G,X2
\ Πb

X2
and Λ+(X1, L1) = Λ+(X2, L2).

The main downside to using level line bundles is that there exist spherical varieties X
such that no G-linearized ample invertible sheaf on X is level. However, we will prove
in Lemma 5.1.3 and Proposition 5.1.4 that level line bundles do exist for many spherical
varieties.

Considering All Weight Monoids At Once

Rather than trying to pick a single “nice” ample line bundle to work with, we might simply
try to use every ample line bundle at once. In fact, in formulating the theory, it is beneficial to
work not just with ample line bundles or even with line bundles at all, but with a more general
object called a divisorial sheaf. This allows us to associate a sheaf to every Weil divisor on a
normal variety, which will help in our goal of understanding the relationship between divisors
and weight monoids (which arise from sheaves). The theory of divisorial sheaves works quite
generally, for any normal variety; we briefly review this theory in Appendix B.

One way to work with the weight monoids of every divisorial sheaf at once would be to
consider an action of G on the Cox ring of X. This approach has been considered in work
by Brion and Gagliardi, see [Bri07], [Gag14], and [Gag19]. For our purposes, we are most
interested in what it means for two spherical varieties X1 and X2 to have an “equality” on
every weight monoid at once. So, rather than working with Cox rings, we introduce the
notion of a Λ+-equivalence between X1 and X2, which which is essentially the condition of
having Λ+(X1, L1) = Λ+(X2, L2) for every possible choice of L1 and L2. Our main result
on Λ+-equivalences is the following theorem, which shows that these “equalities” are very
closely connected to D-equivalences in nice cases.
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Theorem 1.3.3 (see Corollary 5.4.2). Let X1 and X2 be spherical G-varieties, and suppose
that

1. Pic(G) = 0,

2. the function fields K(X1) and K(X2) are isomorphic as G-modules, and

3. Γ(X1,OX1) = Γ(X2,OX2) = k.

(For instance, these 3 assumptions hold if Pic(G) = 0 and X1 and X2 are projective, cf.
Corollary 5.3.7.) Then, X1 and X2 are D-equivalent if and only if they are Λ+-equivalent.

Remark 1.3.4. One benefit of using divisorial sheaves instead of just invertible sheaves
when working with Λ+-equivalences is that the above theorem (as well as Corollaries 1.3.6
and 1.3.7 below) does not require X1 and X2 to be smooth.

Remark 1.3.5. For technical reasons, we will often require the assumptions Γ(X1,OX1) =
Γ(X2,OX2) = k and Pic(G) = 0 when working with Λ+-equivalences. The former assump-
tion is a standard constraint for certain technical statements about Cox rings, and it does
little harm for our purposes, since we are most interested in the case of projective spherical
varieties. The assumption that Pic(G) = 0 is also a common constraint when working with
line bundles and weight monoids, and it is not terribly restrictive. Indeed, we can always
force Pic(G) = 0 after replacing G by G̃ for some finite surjective homomorphism G̃ → G,
and such a replacement is perfectly suitable for most applications. For instance, a replace-
ment of G like this occurs in the work of Brion [Bri07] and Gagliardi [Gag19] on Cox rings
and weight monoids.

As for the assumption that K(X1) ∼= K(X2) as G-modules in the above theorem, this is
simply necessary for the concept of a D-equivalence to make sense. Part of the data of the
set DG,Xi that we wish to consider is the behavior of valuations of divisors, and this behavior
occurs in the context of the canonical G-module structure on the function field. For more
details, see Sections 2.4.a, 3.1.b, and Definition 4.1.1.

It is not hard to show that if X1 and X2 are D-equivalent, then Πb
X1

= Πb
X2

(see
Lemma 4.1.2). So, one particular consequence of Theorem 1.3.3b is that, if Pic(G) = 0
and X1 and X2 are projective and Λ+-equivalent, then Πb

X1
= Πb

X2
. Conceptually, this

means that the data of Λ+(X,L) for every possible choice of L does encode the information
of Πb

X , as well as all the information about every B-stable Weil divisor on X.
Theorem 1.3.3 also allows us to replace the data of “equality” on DG,X (i.e. a D-

equivalence) with the information of a Λ+-equivalence in the classification of spherical vari-
eties. More precisely, just as “equality on colored fans” really means a D-equivalence that
preserves colored fans, we define a notion of a Λ+-equivalence that preserves colored fans.
The following corollary is then almost immediate from Theorem 1.3.3 and the classification
of spherical varieties.
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Corollary 1.3.6 (see Corollary 5.3.11). Let X1 and X2 be spherical G-varieties. Suppose
that

1. Pic(G) = 0,

2. the function fields K(X1) and K(X2) are isomorphic as G-modules, and

3. Γ(X1,OX1) = Γ(X2,OX2) = k.

(For instance, these 3 assumptions hold if Pic(G) = 0 and X1 and X2 are projective, cf.
Corollary 5.3.12.) Then, the following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) ΨG,X1 = ΨG,X2, and there exists a Λ+-equivalence between X1 and X2 that preserves
colored fans.

Compatibility with Ample Line Bundles

As dicsussed above, our main classification statement in Corollary 1.2.5 has a natural
improvement in the context of level line bundles. We also wish to obtain an analog of
this corollary in the context of Λ+-equivalences. However, the main methods of proof
of the corollary hinge on having ample line bundles L1 and L2 on X1 and X2 such that
Λ+(X1, L1) = Λ+(X2, L2). A Λ+-equivalence gives us many such line bundles, but it does
not guarantee that both L1 and L2 will be ample.

To resolve this, we define a notion of a strong Λ+-equivalence, which is essentially a Λ+-
equivalence that identifies some G-linearized ample line bundle on X1 with a G-linearized
ample line bundle on X2. This guarantees that we do have the necessary condition on some
choice of ample line bundle. Analogously, we define a notion of a strong D-equivalence,
which is a D-equivalence that “maps” some ample divisor on X1 to an ample divisor on X2

in some appropriate sense. The statement of Theorem 1.3.3 leads very easily to an analogous
statement for strong equivalences:

Corollary 1.3.7 (see Corollary 5.5.2). Let X1 and X2 be quasi-projective spherical G-
varieties. Suppose that Pic(G) = 0 and that Γ(X1,OX1) = Γ(X2,OX2) = k. Then, X1

and X2 are strongly D-equivalent if and only if they are strongly Λ+-equivalent.

In the case of smooth projective spherical varieties, we can use the techniques of Chapter 4
to show that the data of a strong D-equivalence is equivalent to the data of Πb

X and the weight
monoid of an ample line bundle. More precisely:

Theorem 1.3.8 (see Corollary 5.5.11). Let X1 and X2 be smooth projective spherical G-
varieties. The following are equivalent:

(i) X1 and X2 are strongly D-equivalent.
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(ii) Πb
X1

= Πb
X2

, and there exist G-linearized ample invertible sheaves L1 and L2 on X1 and
X2 (respectively) such that Λ+(X1, L1) = Λ+(X2, L2).

Combining Theorem 1.3.8 and Corollary 1.3.7, we see that a strong D-equivalence (hence
also a strong Λ+-equivalence when Pic(G) = 0) gives no more information than an equality
on the sets Πb

Xi
and on the weight monoids Λ+(Xi, Li) for some G-linearized ample line

bundles Li. Thus, we have the following analog of Corollary 1.2.5.

Corollary 1.3.9 (see Corollaries 5.5.3 and 5.5.4). Let X1 and X2 be smooth projective
spherical G-varieties. The following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) Ψexc
G,X1
\ Πb

X1
= Ψexc

G,X2
\ Πb

X2
, and X1 and X2 are strongly D-equivalent.

(iii) Ψexc
G,X1

= Ψexc
G,X2

, and X1 and X2 are strongly Λ+-equivalent.

If Pic(G) = 0, these are also equivalent to the following condition.

(iv) Ψexc
G,X1
\ Πb

X1
= Ψexc

G,X2
\ Πb

X2
, and X1 and X2 are strongly Λ+-equivalent.

We noted above that Example 4.9.4 will give for every possible exceptional spherical root
γ an example of some X1 and X2 smooth and projective and some G-linearized ample invert-
ible sheaves L1 and L2 on X1 and X2 (respectively) such that Λ+(X1, L1) = Λ+(X2, L2) and
γ ∈ Ψexc

G,X1
but γ 6∈ Ψexc

G,X2
. This shows that the assumption Ψexc

G,X1
= Ψexc

G,X2
in Corollary 1.2.5

is necessary. Likewise, our examples in Example 4.9.4 will actually be strongly D-equivalent,
and Pic(G) = 0 in those examples, so they are strongly Λ+-equivalent as well (by Corol-
lary 1.3.7 above). Thus, these examples indicate that the equalities on sets of exceptional
spherical roots in Corollary 1.3.9 are also necessary.

1.4 Applications to Hamiltonian Manifolds

Some of our main results (namely, Corollaries 1.2.5 and 1.3.9) are in some sense partial
analogs of the Knop conjecture in the projective setting. They are thus related to certain
problems on Hamiltonian manifolds, in a similar way to the Knop conjecture. We briefly dis-
cuss this connection here, drawing primarily on Losev’s discussion of Hamiltonian manifolds
and the Knop conjecture in [Los09a].

Let K be a connected compact Lie group with Lie algebra k, and fix a Cartain subalgebra
t ⊂ k and a positive Weyl chamber t+ ⊂ t. An action of K on a symplectic manifold (M,ω)
is said to be Hamiltonian if there exists a moment map, i.e. a K-equivariant map µ : M → k∗

such that
ω(ξ∗x, v) = 〈dxµ(v), ξ〉 ∀ x ∈M, ξ ∈ k, v ∈ TxM.
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We call the triple (M,ω, µ) a Hamiltonian manifold. Choosing a K-invariant inner product
on k, we may identify k with k∗. Under this identifiaction, a theorem of Kirwan tells us that

∆(M) = µ(M) ∩ t+

is a convex polytope, called the moment polytope of M .
We say that a Hamiltonian K-manifold (M,ω, µ) is multiplicity-free if a general K-orbit

in M is a coisotropic submanifold of M . For a compact multiplicity-free Hamiltonian K-
manifold, it turns out that every fiber of the map ψ(x) = Kµ(x) ∩ t+ is a single K-orbit.
Since t+ can be identified with the orbit space k∗/K, we may view ψ as an invariant moment
map, and the condition that M is multiplicity-free tells us that ψ induces a homemorphism
between the orbit space M/K and the moment polytope ∆(M) = ψ(M).

An important problem in symplectic geometry is to classify all compact multiplicity-
free Hamiltonian manifolds. One important piece of data is the moment polytope ∆(M).
Another is the so-called principal isotropy subgroup of M , which is defined to be Kx for any
x ∈ µ−1(η), where η is a general element of ∆(M). It turns out that Kx does not depend
on the choice of x or η and so constitutes an invariant of M . Delzant conjectured that
the pair (∆(M), Kx) classifies a compact multiplicity-free Hamiltonian manifold M up to
K-equivariant symplectic diffeomorphism.

The Delzant conjecture was proven by Knop [Kno11]. To do this, Knop used the fact that
Multiplicity-free Hamiltonian manifolds are in some sense a symplectic analog of spherical
varieties. Indeed, there is a very precise way in which one can locally model a multiplicity-
free Hamiltonian manifold by an affine spherical variety. This allows one to reduce a local
version of the Delzant conjecture to the statement of the Knop conjecture; Knop then used
this local version to prove the Delzant conjecture globally.

The Delzant conjecture suggests that we would not expect to obtain as nice a statement
in the projective case as we do in the affine case. Indeed, the weight monoid Λ+(X,L) can be
used to define a polytope (see e.g. [Bri97, Section 5.3]), which is the algebro-geometric analog
of the moment polytope for compact multiplicity-free Hamiltonian manifolds. However, in
the analytic setting, Delzant’s conjecture requires not just the moment polytope but also
the principal isotropy subgroup to classify the manifolds under consideration. On the other
hand, our Theorem 1.2.4 already suggests that the algebraic setting of projective spherical
varieties is nicer than the analytic setting of compact multiplicity-free Hamiltonian manifolds.
Indeed, Theorem 1.2.4 indicates that a projective spherical variety X is determined up to G-
equivariant isomorphism by a weight monoid Λ+(X,L) and the set of spherical roots ΨG,X ,
and the data of the spherical roots ΨG,X seems intuitively “weaker” than the data of the
entire principal isotropy subgroup Kx. For comparison, the set of spherical roots ΨG,X alone
does not uniquely determine the isotropy subgroup Gx for a general point x in a spherical
variety X: instead, the classification of spherical varieties indicates that Gx is determined
up to conjugation by ΨG,X along with (some of) the data of DG,X . Corollary 1.2.5 further
improves the situation in Theorem 1.2.4, because it asserts that when X is smooth, we need
not even remember the entire set ΨG,X but only the set Ψexc

G,X of exceptional spherical roots.
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We can thus regard our main results in Chapter 4 as evidence that there is a somewhat nicer
structure to the combinatorial data of Λ+(X,L) in the algebro-geometric case than there is
for the analogous data in the setting of symplectic geometry.

1.5 Outline of the Thesis

This thesis is organized as follows. In Chapters 2 and 3, we discuss in detail the classification
of spherical varieties. These chapters are purely expositional. Chapter 2 contains basic
results on reductive groups and G-varieties. This is meant to serve as a brief introduction
to the theory of reductive groups, which is sufficient to understand the rest of the thesis but
is also accessible to the reader with only a little exposure to the theory of algebraic groups.
Chapter 3 then builds up the whole theory of spherical varieties, from the definition of a
spherical variety to the full combinatorial classification of these varieties. We give a very
thorough and technically precise treatment of the theory in this chapter. For the reader
who is not interested in studying the theory of spherical varieties in this depth, we provide
a suggestion at the beginning of Chapter 3 for how to read this chapter in order to gain just
enough understanding to be able to read the chapters that follow it.

After giving a thorough treatment of the theory, we give our original work in Chapters 4
and 5. In Chapter 4, we develop our results on weight monoids of ample line bundles, which
we discussed in Section 1.2 above. In Chapter 5, we develop our results on level line bundles
and Λ+-equivalences, which we discussed in Section 1.3 above.

1.6 Conventions and Notation

We end this introduction with a few conventions. Throughout, k will denote a field and
G will denote an algebraic group over k. Except where we explicitly state otherwise, we
assume that k is an algebraically closed field of characteristic 0 and that G is a (connected)
reductive group. We will also typically assume given some choice of maximal torus T ⊂ G
and Borel subgroup B ⊂ G containing T . For information on what these terms mean and
why it is okay to fix some choice of T and B, see Sections 2.2 and 2.3.

Everything we say about schemes is assumed to take place in the category of finite-type
k-schemes (or some appropriate subcategory), i.e. all schemes will be assumed to be of finite
type over k, morphisms are assumed to be morphisms of k-schemes, the product X × Y
denotes the fiber product X ×Spec(k) Y , etc. When referring to points of G (or of schemes
with an action of G), we mean closed points (unless context clearly indicates otherwise). For
instance, g ∈ G denotes a closed point g ∈ G(k).

Given an invertible sheaf L on a scheme X, we write Γ∗(X,L) for the graded ring
⊕n≥0H

0(X,L⊗n). When working with this graded ring in the context of affine cones, we
are often interested in the group G̃ = G×Gm (see Section 2.5 and Appendix A for details).
In other places, however, the group G̃ often denotes a finite cover of G, i.e. an algebraic
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group equipped with an isogeny G̃→ G. Because of these two different uses of the notation
G̃, we will always explicitly state what G̃ means wherever we use it.

Definition 1.6.1. A variety is an integral, separated, finite-type scheme over k. A G-
variety is a variety equipped with an action of G. A G-scheme is a (finite-type) scheme over
k equipped with an action of G.

When working with a lattice (i.e. a free finitely generated abelian group) X, we will write
XQ and XR for the vector spaces X ⊗Z Q and X ⊗Z R (respectively) and X∨ for the dual
lattice HomZ(X,Z).

For any algebraic group G, we denote the derived subgroup of G by [G,G]. For any sub-
group H ⊂ G, we write CG(H) and NG(H) for the centralizer and normalizer (respectively)
of H in G, and we write Z(G) for the center of G. Also, we denote all Lie alebras with
lowercase letters in the Fraktur font, e.g. g is the Lie algebra of G and h is the Lie algebra of
H. Moreover, for any H-scheme Z, we denote by G×H Z the homogeneous fiber bundle over
G/H whose fibers are Z. More precisely, G×H Z is the quotient (G× Z)/H, where H acts
on G × Z by h(g, z) = (gh−1, hz). This quotient can be defined rigorously as an algebraic
space in a natural way, or as a ringed space (as in [Tim11, Section 2.1]); however, it turns out
to be a k-scheme under relatively weak conditions on Z (see e.g. [Tim11, Theorem 2.2]). In
particular, the homogeneous fiber bundle G×H Z will be a k-scheme in every circumstance
in which we use it. For more information about G ×H Z, we refer the reader to [Tim11,
Section 2.1].
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Chapter 2

Reductive Groups and G-varieties

In this chapter, we review backround material concerning reductive groups and varieties with
an action of a reductive group. We assume that the reader is familiar with basic definitions
of algebraic groups and their representations but is not necessarily familiar with the theory
of algebraic groups or the theory of reductive groups. A fantastic reference for all of these
topics (and much more) is [Mil17]. The reader with less background than we assume here
may wish to start with Brion [Bri10], which assumes no knowledge of algebraic groups and is
geared specifically towards spherical varieties. Other standard and useful references include
[Bor91] and SGA 3 (particularly Exposé 26 [Dem66], which gives a much more in-depth
treatment of parabolic subgroups than most sources).

This chapter is included mainly for the reader’s convenience and to define notation. In
particular, many of the propositions are primarily included so that they can be referred to for
the occasional technical argument. The reader familiar with reductive groups, group actions,
and G-linearizations may wish to skim through the definitions and results in Sections 2.5
and 2.6, as these will be the most useful sections later on, and then refer back to the rest
of the chapter as needed. For those particularly versed in the standard results on reductive
group actions and G-linearizations, it may even be sufficient just to consult the Index of
Notation.

2.1 Algebraic Groups

We begin by collecting some facts about algebraic groups. These are all fairly standard, but
they will be useful to refer back to for certain arguments later. We have tried to state these
facts in as much generality as possible, simply for precision. However, we will almost always
be working in the case where k is of characteristic 0 and algebraically closed and G is affine,
hence also smooth ([Mil17, Theorem 3.23]). Thus, most of the assumptions we impose in
the results below will always be satisfied for our purposes.

First, we have a standard fact about dimensions of quotients of algebraic groups.
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Lemma 2.1.1. Let G be an algebraic group, and let H ⊂ G be an algebraic subgroup. Then,

dim(G/H) = dim(G)− dim(H).

Proof. The quotient morphism π : G → G/H is given on k-points by g 7→ gH. For any
coset g0H ∈ G/H, we have π(g) = g0H if and only if g0h = g for some h ∈ H. Thus,
the fiber π−1(g0H) is the subvariety g0H ⊂ G, which has dimension dim(H). Since every
fiber of π has dimension dim(H) and π is surjective ([Mil17, Theorem B.37]), it is a general
(scheme-theoretic) fact (see e.g. [TY05, Corollary 15.5.5]) that

dim(G) = dim(G/H) + dim(H),

and the statement now follows.

Next, we consider some important facts about orbits of algebraic group actions.

Proposition 2.1.2 ([Mil17, Propositions 7.4, 7.17], [Bor91, Proposition 1.8]). Let k be a
field, let X be a separated scheme of finite type over k, and let G be a smooth algebraic group
acting on X. Let x ∈ X(k) be a k-point.

(a) The orbit Gx of x is a smooth, G-stable locally closed subscheme of X.

(b) We have Gx ∼= G/Gx, where Gx is the stablizer of x. In particular, if G is irreducible,
then Gx is geometrically irreducible (hence so is Gx).

(c) The boundary Gx \Gx of the orbit closure is a union of G-orbits of dimension strictly
smaller than dim(Gx).

(d) Any G-orbit of X of minimum dimension is closed, and every G-orbit contains a closed
orbit in its closure.

Proof. See [Mil17, Proposition 7.4] for (a) and [Mil17, Proposition 7.17] for (b). (The
subtleties here are primarily that the quotient G/Gx exists and that the canonical map
G/Gx → X is an immersion. These certainly hold when G is smooth, but much can be said
when G is not smooth as well; see [Mil17, Chapter 7 and Appendix B] for details. Also, if G
is irreducible, then the image of G under the quotient morphism G → G/Gx is irreducible.
But the quotient morphism is surjective, so G/Gx

∼= Gx is irreducible.)
For (c), we note that since Gx is G-stable by (a), the closure Gx is G-stable as well.

(Proof: any closed subset Y ⊂ X contains Gx if and only if gY is a closed subset of
X containing gGx = Gx for all g ∈ G. Thus, every element of G permutes the closed
subsets containing Gx and hence fixes their intersection, which is Gx.) Hence, the boundary
B = Gx\Gx is G-stable, so it is a union of G-orbits. Since Gx is irreducible and Gx is open
in Gx by (a), B is of strictly smaller dimension than Gx by definition of the Krull dimension
(any chain of irreducible closed subsets of B is a chain of irreducible closed subsets of Gx,
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and we can add Gx to this chain to get a strictly larger chain). The fact that Gx is open in
its closure also gives us dim(Gx) = dim(Gx), so this proves (c).

As for (d), note that if Gx is an orbit of minimal dimension, then (c) gives us Gx\Gx = ∅
and hence Gx = Gx. The proof that Gx always contains a closed orbit is by induction on
dim(Gx). In the base case, we have just seen that any orbit over minimum dimension is
closed. For the inductive step, the boundary Gx \ Gx is a union of orbits of dimension
strictly less than that of Gx (by statement c). By the induction hypothesis, these orbits
each contain a closed orbit in their closure, so Gx does as well.

The following lemma collects a few topological facts about algebraic group actions. We
could not find a reference that proves statements (a) and (b) in the lemma, so we have
supplied proofs here.

Lemma 2.1.3 ([Tim11, Proposition 2.7]). Let X be a scheme of finite type over a field k,
and let G be a smooth connected algebraic group over a field k.

(a) Every irreducible component of X is G-stable.

(b) Let U ⊂ G be an open subset of G. For any x ∈ X(k), the image of U × {x} under
the action morphism G×X → X is an open subscheme of the orbit Gx.

(c) Let P ⊂ G be a subgroup such that G/P is complete (i.e. a parabolic subgroup, see
Definition 2.2.5 below), and let Z ⊂ X be a P -orbit. If Z is closed, then GZ ⊂ X is
a closed G-orbit.

Proof. Let Z be an irreducible component of X, and let z ∈ Z be a k-point. Define the closed
subscheme GZ,z ⊂ G to be the fiber product fitting into the following Cartesian diagram:

GZ,z Z

G X
µz

Here, µz denotes the orbit map, i.e. the composition

G ∼= G× {z} ↪→ G×X (g,x)7→gx→ X.

Then, we may consider the closed subscheme

GZ =
⋂

z∈Z(k)

GZ,z ⊂ G.

On functors of points, we have

GZ(T ) = {g ∈ G(T ) | g · z ∈ Z ∀z ∈ Z}.
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To complete the proof of (a), it suffices to show that GZ = G. For this, note that
any g ∈ G(k) defines an automorphism X → X (with inverse g−1), which must permute
the irreducible components of X. So, the cosets gGZ are all of the form GZ′ for some
irreducible component Z ′ ⊂ X (specifically, if g · Z = Z ′, then gGZ = GZ′). Since X has
finitely many irreducible components, we see that G/GZ is a finite group and hence that
dim(GZ) = dim(G). G is irreducible (because it is connected, see [Mil17, Corollary 1.35]),
and the connected component of the identity G0

Z ⊂ GZ is likewise irreducible (note that our
above expression for GZ(T ) shows that GZ is in fact an algebraic subgroup of G, so [Mil17,
Corollary 1.35] applies to GZ as well). So, G0

Z ⊂ G are two irreducible closed subsets of G
with

dim(G0
Z) = dim(GZ) = dim(G).

(For the first equality here, we note that the connected components of GZ are its irreducible
components by [Mil17, Corollary 1.35]. These irreducible components are permuted by the
action of GZ on itself by left multiplication, so they all have the same dimension, and one of
them must have the dimension of GZ by definition.) We conclude that G0

Z = G, as desired.
For statement (b), let ρ : G × X → X be the action morphism. We have the following

commutative diagram:

G×X X

G×X X

(g,x)7→(g,gx)

ρ

idX

prX

The projection map prX is the base change of the structure morphism G → Spec(k) and
hence is faithfully flat and finitely presented. Since the vertical arrows in the diagram
are isomorphisms, we conclude that ρ is faithfully flat and finitely presented as well. In
particular, ρ is an open map, hence so is its restriction to the subset G×{x} ⊂ G×X. Since
U × {x} is open in G× {x}, the image ρ(U × {x}) is open in ρ(G× {x}). But ρ(G× {x})
is the orbit Gx by definition, so we are done.

Statement (c) is [Tim11, Proposition 2.7]. We repeat the proof given there (but with some
details made more explicit). Consider the action of P on G×X given by p·(g, x) = (gp−1, px).
Then, G × Z is a P -stable closed subscheme of G × X. The quotient (G × X)/P is the
homogeneous fiber bundle G×PX; since X has an action of G, we have G×PX ∼= G/P ×X,
with the isomorphism given by (g, x) 7→ (gP, gx). In particular, this quotient is a scheme (see
e.g. [Tim11, Section 2.1]). Since P acts freely on G×Z, the quotient G×P Z = (G×Z)/P
is an algebraic space, which (by the universal property of the quotient) admits a map i :
(G× Z)/P → G/P ×X such that the following diagram commutes:

G× Z (G× Z)/P

G×X G/P ×X

(g,z)7→(g,z) i

(g,x) 7→(gP,gx)



20

In fact, one can check on functors of points that this diagram is Cartesian. Since The map
G × Z → (G × Z)/P is a cover in the fppf topology and the map G × Z ↪→ G × X is a
closed immersion, we see that i is a closed immersion of an algebraic space into a scheme.
This implies that (G× Z)/P is in fact a scheme, and i is a closed immersion of schemes.

Now, we consider the composition

G× Z → (G× Z)/P
i
↪→ G/P ×X π2→ X.

By commutativity of the above diagram, the image of this composition is the G-orbit GZ.
This image is also the image of π2 ◦ i, because the map G × Z → (G × Z)/P is surjective.
But π2 is proper (because G/P is proper over k) and i is also proper, so GZ = Im(π2 ◦ i) is
closed in X.

The following statement follows from the so-called Borel fixed point theorem, a standard
theorem in the theory of reductive groups.

Proposition 2.1.4 (cf. [Mil17, Corollary 17.3]). Let X be a scheme of finite type over a field
k, and let G be an algebraic group over k. Suppose that k is algebraically closed and that
G is affine, and let B ⊂ G be a Borel subgroup (see Definition 2.2.5 for a definition). Let
Y ⊂ X be a (nonempty) G-orbit that is proper over k. Then, Y contains a unique B-fixed
point.

Proof. The Borel fixed point theorem (see e.g. [Mil17, Corollary 17.3]) implies the existence
of a B-fixed point y in Y . For uniqueness, let y and y′ be any two fixed points of B in
Y . In particular, there exists some g ∈ G such that gy = y′. We then have g−1Gy′g =
Gy. On the other hand, both Gy and Gy′ contain B and hence are parabolic, and every
parabolic subgroup of G is conjugate to a unique parabolic subgroup containing B (see
[Bor91, Corollary 11.17]). So, we have Gy′ = Gy and hence g−1Gyg = Gy. Since a parabolic
subgroup is equal to its own normalizer (see [Mil17, Corollary 17.49] or [Bor91, Theorem
11.16]), we have g ∈ Gy and hence y = gy = y′.

We now recall a standard theorem due to Cartier, which is significant for our purposes
because it will tell us that all algebraic groups we intend to work with are smooth.

Theorem 2.1.5 ([Mil17, Theorem 3.23]). Let G be an algebraic group over a field k. If
char(k) = 0 and G is affine, then G is smooth.

We end this section with a couple technical lemmas about dense open subsets. We record
them here mainly for later use. We remark that Lemma 2.1.7 is sometimes implicitly used
in the literature (see e.g. [Mil17, proof of Proposition 22.17]), but we could not find a proof
in the literature, so we have supplied a proof here.

Lemma 2.1.6. Let G be a reduced algebraic group over a field k, and let X be a reduced and
separated G-scheme. If G acts trivially on a dense open subset of X, then G acts trivially
on X.
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Proof. Let X◦ ⊂ X be the dense open subset on which G acts trivially The action morphism
G×X → X agrees with the projection morphism on the dense open subset G×X◦ ⊂ G×X.
Since G × X is reduced and X is separated, it follows that the action morphism and the
projection morphism are equal (see e.g. [Har77, Exercise II.4.2]).

Lemma 2.1.7. Let G be an algebraic group over a field k. Let V be a G-module, and
suppose that f ∈ V is an element which generates V as a G-module. For any dense open
subset U ⊂ G, the vector space V is spanned by the elements u · f for u ∈ U(k).

Proof. Let W ⊂ V be the subspace spanned by the elements u·f for u ∈ U(k). We show that
W = V . By definition, giving a G-module structure on V is the same as giving an action of
G on the scheme A(V ) whose functor of points is Spec(R) 7→ V ⊗k R (c.f. [Mil17, Section
4.a]). Explicitly, the scheme A(V ) is given by A(V ) = Spec(Sym·(V ∗)), so the inclusion map
W ⊂ V gives rise to a surjection V ∗ → W ∗ and hence a closed immersion A(W ) ↪→ A(V ).
On functors of points, this closed immersion is just the natural inclusion W ⊗kR ↪→ V ⊗kR.

Now, we have a morphism of schemes ψf : G → A(V ) which is given on functors of
points by sending any g ∈ G(Spec(R)) to the element g · (f ⊗ 1) ∈ V ⊗k R. The preimage
ψ−1
f (A(W )) is a closed subset of G which contains U (by definition of W ). Since U is dense

in G, it follows that ψ−1
f (A(W )) = G. By definition of ψf , this implies that g · f ∈ W for all

g ∈ G(k). Since V is spanned by the g · f for g ∈ G(k), this proves that W = V .

2.2 Reductive Groups

In this section, we summarize the theory of reductive groups. For simplicity, we only treat the
case where k is algebraically closed and char(k) = 0. The assumption that k is algebraically
closed can be dropped by proving that every part of the theory works for the base change of
a reductive group to some suitable field extension K ⊃ k. The assumption that char(k) = 0
is actually not very relevant at all, except for one detail about isogenies (see Remark 2.2.10
below). We refer the reader to [Mil17] for a treatment of the material in this section over an
arbitrary base field k.

We also assume (in this section and in every section after it) that every algebraic group G
is affine (hence so is every algebraic subgroupH ⊂ G, since subgroups are closed subschemes).
Taking G to be affine is a standard assumption in the theory of algebraic groups. This is in
part because the behavior of all algebraic groups can largely be reduced from the behavior
of affine algebraic groups and abelian varieties (see [Mil17, Chapter 8]). One significant
consequence of being in the affine setting is that every algebraic subgroup of G is smooth if
char(k) = 0, see Theorem 2.1.5.

2.2.a The Classification of Reductive Groups

We first recall several definitions from the theory of algebraic groups.
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Definition 2.2.1. Let G be an algebraic group.

1. We say that G is a torus if G is isomorphic to Gn
m for some n (i.e. is isomorphic to a

product of n copies of Gm for some n).

2. We say that G is unipotent if every irreducible representation of G is a one-dimensional
space on which G acts trivially (i.e. is isomorphic to the trivial representation).

3. We say that G is solvable if there exists a series of subgroups

G = G0 ⊃ G1 ⊃ · · · ⊃ Gr = 1

such that Gi+1 is normal in Gi and Gi/Gi+1 is commutative for all i.

4. If G is connected, we define the unipotent radical of G, denoted Ru(G), to be the largest
connected normal unipotent subgroup of G (this group exists when G is connected and
contains every other connected normal unipotent subgroup of G).

5. We say that G is reductive if G is connected and Ru(G) = 1, i.e. if G contains no
nontrivial connected normal unipotent subgroups.

Remark 2.2.2. Some authors do not require reductive groups to be connected by definition.
However, connectedness is a useful assumption for certain technical reasons in the theory,
and the theory for non-connected reductive groups essentially reduces to the theory for
connected reductive groups by taking connected components. As such, little is lost by
imposing connectedness in the definition of a reductive group.

Tori and unipotent algebraic groups are relatively well-behaved and straightforward to
study; see e.g. [Mil17, Chapters 12 and 14]. In the cases of interest to us, the structure of
solvable groups is also quite nice.

Theorem 2.2.3 ([Mil17, Propositions 16.52, 16.53 and Theorems 16.6, 16.26, 16.33]). Let G
be a smooth connected affine algebraic group over an algebraically closed field k (of arbitrary
characteristic). The following are equivalent:

(i) G is solvable.

(ii) G is isomorphic to a subgroup of the upper triangular n× n matrices for some n.

(iii) The quotient G/Ru(G) is a torus, and the exact sequence

1→ Ru(G)→ G→ G/Ru(G)→ 1

is split.

(iv) For some (equivalently, any) torus T ⊂ G which is maximal (under the partial order
given by containment), we have

G = Ru(G) o T ∼= Ru(G)× T.
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Proof. For the equivalence of (i) and (ii), see [Mil17, Proposition 16.52, Corollary 16.53],
and for the equivalence of (ii) and (iii), see [Mil17, Section 12.e, Theorems 16.6, 16.26]. (To
translate these results from Milne to the form stated here, we have used the assumption
that k is algebraically closed, the definition of the unipotent radical Ru(G), and the fact
that G/Ru(G) is connected when G is connected, because the image of the quotient map
π : G → G/Ru(G) is connected and π is surjective.) The equivalence of (iii) and (iv)
is completely formal, using the fact that Ru(G) ∩ T = {1} (see [Mil17, Corollary 14.17])
and the fact that every choice of maximal torus T is conjugate (see [Mil17, Proposition
16.33d]).

It turns out that unipotent and solvable groups (hence also tori, which are solvable) have
particularly nice orbits. We go ahead and record the relevant result, which we will make use
of later.

Theorem 2.2.4 ([Tim11, Lemma 3.4 and Theorem 3.5]).

(a) The orbits of a unipotent group on an affine variety are all closed (and in particular
affine).

(b) If G is solvable, then G/H is affine for any subgroup H ⊂ G. In particular, the orbits
of a smooth solvable group on any scheme are affine.

To study the structure of reductive groups, one looks at certain nice subgroups of G,
which we can largely understand using our understanding of tori, unipotent groups, and
solvable groups.

Definition 2.2.5. Let G be a connected affine algebraic group over k.

1. The character group of G is the group X (G) = Hom(G,Gm) (here Hom denotes mor-
phisms of algebraic groups). Equivalently, X (G) is the group of one-dimensional rep-
resentations of G. Elements of X (G) are called characters.

2. A maximal torus of G is a torus T ⊂ G which is maximal (with respect to the partial
order induced by inclusion of algebraic subgroups).

3. A Borel subgroup of G is a connected solvable algebraic subgroup B ⊂ G which is
maximal among connected solvable algebraic subgroups.

4. A parabolic subgroup of G is a subgroup P ⊂ G which contains a Borel subgroup of G
(this is equivalent to saying that P is a subgroup such that G/P is a complete variety,
see [Mil17, Theorem 17.16]).

Our plan is to pick a maximal torus T ⊂ G and a Borel subgroup B ⊂ G such that
T ⊂ B, and then obtain certain nice combinatorial data using T and B. We first make a few
notes on such choices of T and B. Note that the existence of Borel subgroups and maximal
tori is immediate from the definitions (though these groups could conceivably be trivial or all
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of G). Moreover, since tori are connected solvable groups, every maximal torus is contained
in a Borel subgroup. On the other hand, it turns out that every Borel subgroup is conjugate
([Mil17, Theorem 17.9]). Since there exists some Borel subgroup containing a maximal torus,
it follows that every subgroup contains a maximal torus. Moreover, any two maximal tori are
also conjugate and in fact, for any two choices T ⊂ B ⊂ G and T ′ ⊂ B′ ⊂ G of a maximal
tori T and T ′ and Borel subgroups B and B′, there exists an element g ∈ G(k) such that
we have both gBg−1 = B′ and gTg−1 = T ′ ([Mil17, Theorem 17.13]). In summary, the pairs
(T,B) consisting of a maximal torus T and a Borel subgroup B such that T ⊂ B ⊂ G are all
conjugate, and every maximal torus and Borel subgroup is in some such pair. In particular,
we may always choose T ⊂ B ⊂ G, and any two such choices are essentially equivalent (in
the sense that there exists an inner automorphism of G sending any choice T ⊂ B ⊂ G to
any other choice T ′ ⊂ B′ ⊂ G).

For the moment, we will focus on combinatorial data arising from the maximal torus T ;
we will return to the data of Borel subgroups (and, more generally, parabolic subgroups)
later on. Let G be a reductive group, and let T ⊂ G be a maximal torus. Write g for the
Lie algebra of G, and let

Ad : G→ GLg

be the adjoint representation. By restricting Ad to T , we may view g as a representation
of T . Since any representation of a torus decomposes into a direct sum of one-dimensional
representations ([Mil17, Theorem 12.12]), we obtain a decomposition

g = g0 ⊕
⊕

α∈X (T ) nontrivial

gα,

where gα is the subrepresentation of g on which T acts by the character α, and g0 is the
subrepresentation on which T acts trivially. Since g is finite-dimensional, only finitely many
of the gα are nonzero. We write

Φ = Φ(G, T ) = {α ∈ X (T ) nontrivial | gα 6= 0},

and we call elements of Φ(G, T ) roots of the pair (G, T ).
The set of roots Φ(G, T ) has a very nice combinatorial structure. To explain, we first

define the Weyl group of the pair (G, T ) to be

W (G, T ) = NG(T )/CG(T ),

where NG(T ) and CG(T ) denote the normalizer and centralizer (respectively) of T in G. It
turns out that W (G, T ) is a finite constant group, i.e. it is the algebraic group given by a
functor which sends every finite-type k-scheme to some fixed finite group W (see [Mil17,
Proposition 21.1]). Note that any g ∈ NG(T ) induces an automorphism of T (by conjuga-
tion), which in turn induces an automorphism of X (T ) (explicitly, this automorphism maps
a character λ : T → Gm to the character given by t 7→ λ(gtg−1)). This defines an action of
NG(T ) on X (T ), and CG(T ) ⊂ NG(T ) is precisely the subgroup that acts trivially on X (T ).
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Thus, this action descends to a faithful action of W (G, T ) on X (T ). Note also that X (T ) is
a free finitely generated abelian group (explicitly, we have X (Gn

m) ∼= Zn, see [Mil17, Sections
12.b and 12.e]). Hence, we may consider the dual group X (T )∨ = HomZ(X (T ),Z), which is
also a free finitely generated abelian group on which W (G, T ) acts faithfully.

Here is the main theorem on the structure of the roots Φ(G, T ).

Theorem 2.2.6 ([Mil17, Theorems 21.2, 21.11], see also [Mil17, Corollaries 17.59, 21.12]).
Let G be a connected reductive group, let T ⊂ G be a maximal torus, and let α ∈ Φ(G, T ) be
a root. Let Tα = ker(α)0 (the connected component of the subscheme ker(α) ⊂ T ), and let
Gα = CG(Tα) be the centralizer of Tα.

(a) Gα is a connected reductive group, and T is a maximal torus of Gα.

(b) The only rational multiples of α in Φ(G, T ) are ±α.

(c) The Weyl group W (Gα, T ) (viewed as a finite group) contains a unique nontrivial
element sα.

(d) There is a unique element α∨ ∈ X (T )∨ such that sα acts on X (T ) by the rule

sα · λ = λ− 〈λ, α∨〉α

for all λ ∈ X (T ). Moreover, 〈α, α∨〉 = 2.

(e) The action of sα on X (T ) maps Φ(G, T ) into itself.

Definition 2.2.7. we call α∨ in the above theorem the coroot of (G, T ) corresponding to α.

Remark 2.2.8. Note that, although one often works in the dual vector spaces X (T ) ⊗ F
and X (T )∨⊗F , where F is either Q or R, when working with roots and coroots, the element
α∨ ∈ X (T )∨⊗F is not the “dual” of α ∈ X (T )⊗F in the conventional sense of dual elements
in linear algebra. That is, α∨ is not the map given by projection onto the line Fα: indeed,
we have α∨(α) = 2, whereas this projection map sends α to 1.

It turns out that the existence of coroots α∨ satisfying the conditions of the above theorem
is actually a very strong condition on the finite set of roots Φ(G, T ) ⊂ X (T ). Indeed, from
this theorem, it follows that the tuple (X (T ),Φ(G, T ), α 7→ α∨) is a combinatorial object
called a root datum (and it is even a reduced root datum, which is a particularly nice type
of root datum).

In summary, we have now attached a very nice combinatorial object (namely, a root
datum) to the pair (G, T ), and we have completely classified what this combinatorial object.
It turns out that these objects can be used to completely classify the reductive group G (up
to an isomorphism of algebraic groups). First, we note that any other choice of a maximal
torus T ′ is conjugate to T , and conjugation will induce an isomorphism X (T ) ∼= X (T ′) that
restricts to a bijection Φ(G, T ) ∼= Φ(G, T ′) on roots and a bijection on coroots as well. Thus,
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the isomorphism class of a root datum of (G, T ) does not depend on the choice of T , so we
may say that we have defined “the” root datum of a reductive group G (by which we mean,
we have defined the root datum up to isomorphism). With this, there are a few primary
classification results. To state them, we first need a definition.

Definition 2.2.9. Let ϕ : G → G′ be a homomorphism of algebraic groups over an alge-
braically closed field k. We say that ϕ is an isogeny if ϕ is surjective and ker(ϕ) is a finite
algebraic group. We say that ϕ is a central isogeny if ϕ is an isogeny and ker(ϕ) ⊂ Z(G).

Remark 2.2.10. The only reason we have taken char(k) = 0 in this section is that, in
this case, the kernel of any isogeny is smooth ([Mil17, Corollary 11.31]) and finite, hence
étale, which implies that the isogeny is central, see [Mil17, Remark 12.39]. In other words,
every isogeny is central in characteristic 0. There is a version of the classification of reductive
groups that applies to non-central isogenies (see [Mil17, Definition 23.1 and Theorem 23.25]),
but it is slightly more technical; since we will not need these technicalities, we avoid them
here by sticking to the case where char(k) = 0.

Definition 2.2.11. Let (X,Φ, α 7→ α∨) and (X ′,Φ, α′ 7→ α′∨) be two root data. A homomor-
phism ϕ : X ′ ↪→ X is said to be a central isogeny from (X ′,Φ, α′ 7→ α′∨) to (X,Φ, α 7→ α∨)
if ϕ is injective, coker(ϕ) is finite, and ϕ and the dual map ϕ∨ : X∨ → X ′∨ restrict to
bijections Φ′

∼→ Φ and Φ∨
∼→ Φ′∨ on roots and coroots. Note that a central isogeny ϕ is an

isomorphism of root data if and only if ϕ is surjective (i.e. coker(ϕ) = 0).

Theorem 2.2.12 ([Mil17, Theorem 23.25]). Let G and G′ be a homomorphism of algebraic
groups over an algebraically closed field k, and let (X,Φ, α 7→ α∨) and (X ′,Φ, α′ 7→ α′∨) be
the root data of G and G′ (respectively).

(a) (The Isogeny Theorem) There exists a central isogeny G → G′ if and only if there
exists a central isogeny from (X ′,Φ, α′ 7→ α′∨) to (X,Φ, α 7→ α∨).

(b) (The Isomorphism Theorem) The groups G and G′ are isomorphic if and only if the
root data (X,Φ, α 7→ α∨) and (X ′,Φ, α′ 7→ α′∨) are isomorphic.

Theorem 2.2.13 (The Existence Theorem; [Mil17, Theorem 23.55]). Every reduced root
datum is isomorphic to the root datum of some connected reductive group.

Corollary 2.2.14. The map which sends a reductive group to its root datum is a bijection
between isomorphism classes of reductive groups and isomorphism classes of reduced root
data.
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2.2.b The Classification of Root Data

We have shown that a reductive group G is completely classified (up to isomorphism) by its
corresponding root datum (X (T ),Φ(G, T ), α 7→ α∨). A root datum is a purely combinatorial
object whose main data consists of the (finite) set of roots Φ(G, T ). These roots are subject to
strong combinatorial conditions; it turns out that these conditions (plus some linear algebra)
allows one to completely classify root data. We briefly sketch this classification here, because
some of the details are important for working with root data. We refer the reader to [Mil17,
Appendix C] for a much more thorough treatment.

We explain the classification of root data in 4 steps.
Step 1: Reduce to classifying root systems, which are slightly simpler combinatorial ob-

jects than root data. Given a root datum (X,Φ, α 7→ α∨), define V to be the Q-subspace
of XQ spanned by Φ. It turns out (see [Mil17, Proposition C.33]) that the coroots α∨ and
the map α 7→ α∨ are determined by V and Φ (due to the combinatorial properties of a root
datum). So, the pair (V,Φ) is a simpler combinatorial object called a root system. Every
root system comes from some root datum in this way, and the root data corresponding to a
specific root system (V,Φ) are classified by a choice of a lattice X and an inclusion V ↪→ XQ
that maps Φ into the lattice X ⊂ XQ. Thus, it will suffice to classify root systems up to
isomorphism. One further technicality: we are only interested in so-called reduced root data
and root systems, as these are the ones that arise in the classification of reductive groups.
So throughout, we will assume without further mention that our root data and root systems
are reduced.

Step 2: Reduce to the case of so-called indecomposable root systems, i.e. those which are
not made by “adding together” two separate (nontrivial) root systems. way. More precisely,
given a family of root systems (Vi,Φi)i∈I , we can form their direct sum, which we define to
be ⊕

i∈I

(Vi,Φi) =

(⊕
i∈I

Vi,
∐
i∈I

Φi

)
.

We say that a root system is indecomposable if it cannot be written as a direct sum of root
sytems (Vi,Φi)I∈I with |I| ≥ 2 and Φi 6= ∅ for all i. Since any root system (V,Φ) has
dim(V ) <∞, it immediately follows that every root system can be written as a direct sum
of finitely many indecomposable root systems, and that this decomposition is unique (up to
swapping the order of the indecomposable root systems). Thus, it will suffice to classify the
indecomposable root systems.

Step 3: Put a little extra structure on our root systems (and root data) in order to be
able to work with their roots more concretely. This extra structure is essentially a notion
of a set of roots that “generate” all other roots in an appropriate sense. More precisely, we
make the following definition.

Definition 2.2.15. Let (V,Φ) be a root system.
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1. A base of the root system (V,Φ) is a subset Π ⊂ Φ such that every root β ∈ Φ can be
written as a sum

β =
∑
α∈Π

mαα,

where the mα are integers which all have the same sign (i.e. either mα ≥ 0 for all α or
mα ≤ 0 for all α).

2. Given a base Π ⊂ Φ, the elements of Π are called the simple roots (for the base Π), and
the roots of the form

∑
α∈Π mαα with mα ≥ 0 (resp. mα ≤ 0) are called the positive

roots (resp. negative roots).

Remark 2.2.16. The behavior of roots in a root datum is the same as that in its corre-
sponding root system; the only difference between the two objects is that a root datum has
an ambient lattice X and corresponding vector space XQ, whereas a root system essentially
uses the lattice X = ⊕α∈ZZα (which also determines the vector space V = XQ). In partic-
ular, we can define a base (hence also simple roots and positive roots) for a root datum in
exactly the same way as we did for root systems. As such, we will sometimes use all of these
notions in the context of root data rather than root systems.

All of the combinatorial properties in the definition of a root system (and of a root
datum) are entirely determined by the combinatorial behavior of a base. Moreover, every
choice of base for a root system (V,Φ) is essentially equivalent, in the sense that for any
two bases Π1,Π2 ⊂ Φ, there exists an automorphism of (V,Φ) which maps Π1 bijectively
onto Π2 ([Mil17, Propositions C.9 and C.10]; see also the proof of [Mil17, Proposition C.52],
and our discussion of Weyl chambers at the beginning of Section 2.2.d). So, if we are trying
to classify root systems up to isomorphism, it will suffice to classify triples (V,Φ,Π), where
(V,Φ) is a root system and Π ⊂ Φ is a given base. In other words, there is no harm in
working with a fixed base for each root system in the classification.

Step 4: We are left with determining what possibilities exist for a choice of indecompos-
able (reduced) root system (V,Φ) and a base Π ⊂ Φ. Using some linear algebra arguments,
one can systematically constrain the possible behavior of the roots Φ and the base Π. After
enough work, one proves that, up to isomorphism, there are only 4 families of indecompos-
able root systems (which are typically called: An for n ≥ 1; Bn for n ≥ 2; Cn for n ≥ 3; and
Dn for n ≥ 4) and 5 exceptional indecomposable root systems (which are typically called:
E6, E7, E8, F4, and G2).

In summary: reductive groups are classified by root data; root data are classified by root
systems (plus a little extra information); root systems are all direct sums of indecomposable
root systems; and up to isomorphism, we can explicitly write down all indecomposable root
systems (they are the 4 infinite families An, Bn, Cn, and Dn, and the 5 exceptional root
systems E6, E7, E8, F4, and G2. Since most of the combinatorial properties of a root datum
are captured by its corresponding root system, it is useful to have some terminology to refer
to reductive groups with certain corresponding root systems. This prompts the following
definition.
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Definition 2.2.17. Let G be a reductive group.

1. By the root system corresponding to G we mean the root system corresponding to the
root datum of G (under the construction of root systems from root data in Step 1
above).

2. We say that G is of type A if the root system corresponding to G is a direct sum of
indecomposable root systems which are all isomorphic to Ani for some ni ≥ 1. We
say that G is of type B, C, D, E, F, G if an analogous condition holds with the
indecomposable root systems Bni , Cni , Dni , Eni , F4, or G2.

Typically, when classifying indecomposable root systems, one actually reformulates these
root systems graphically, as so-called Dynkin diagrams. The construction is as follows. Let
(V,Φ) be a root system, and let Π ⊂ Φ. We define an undirected graph C by letting C have
one vertex for each simple root α ∈ Π, and for any two simple roots α, β ∈ Π, setting the
number of edges between the vertex corresponding to α and the vertex corresponding to β
to be

mα,β = 〈α∨, β〉 · 〈β∨, α〉.

Due to the combinatorial properties of root systems, it turns out that for all α and β, we
have 〈α∨, β〉 ≤ 0, and mα,β is an integer satisfying 0 ≤ mα,β ≤ 3 for all α, β ∈ Π. The graph
C defined in this way is called the Coxeter graph of C. However, the Coxeter graph does not
quite encode all of information of the triple (V,Φ,Π): in particular, when mα,β is 2 (resp. 3),
then one of 〈α∨, β〉 and 〈β∨, α〉 is −1, and the other is −2 (resp. −3), but the Coxeter graph
does not tell us which one is which. To remedy this, we define the Dynkin diagram of the
triple (V,Φ,Π) to be a diagram (i.e. a planar embedding) of the Coxeter graph C, but where
we put either a < or a > over the edges between α and β whenever mα,bη ≥ 2 in such a way
that the < or > points towards α if 〈α∨, β〉 < −1, and it points towards β if 〈β∨, α〉 < −1.

The Dynkin diagram completely captures the information of the triple (V,Φ,Π). More
precisely, two triples (V1,Φ1,Π1) and (V2,Φ2,Π2) have isomorphic Dynkin diagrams (i.e.
there is an isomorphism on their Coxeter graphs which “preserves” the markings < and
> in a suitable sense) if and only if the triples themselves are isomorphic (i.e. there is an
isomorphism of root systems (V1,Φ1) ∼= (V2,Φ2) which identifies Π1 and Π2). Since we are
really only interested in thinking of root systems up to isomorphism, this means that we may
think of root systems and Dynkin diagrams interchangeably. Under this identification, we
will often identify a simple root α ∈ Π with a vertex of the Dynkin diagram. In particular,
this prompts the following definition.

Definition 2.2.18. Let (V,Φ) be a root system, and let Π ⊂ Φ be a base. We say that two
simple roots α, β ∈ Π are adjacent if 〈α∨, β〉 6= 0 (which holds if and only if 〈β∨, α〉 6= 0).
Equivalently, α and β are adjacent if their corresponding vertices in the Dynkin diagram of
(V,Φ,Π) have an edge between them.
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Note from the above construction that any two simple roots α, β ∈ Π have an edge
between their corresponding vertices if and only if 〈α∨, β〉, 〈β∨, α〉 6= 0. This implies that
taking a direct sum of two root systems is the same as taking the disjoint union of their
Dynkin diagrams. It follows that a root system is indecomposable if and only if its Dynkin
diagram is connected, and decomposing any root system as a direct sum of indecomposable
ones corresponds to taking all the connected components of the Dynkin diagram. Thus,
the classification of the indecomposable root systems is the same as the classification of
connected Dynkin diagrams. Figure 2.1 contains a complete list of all connected Dynkin
diagrams (up to isomorphism).

An

Bn

Cn

Dn

E6

E7

E8

F4

G2

Figure 2.1: List of all connected Dynkin diagrams (up to isomorphism). The diagrams for
An, Bn, Cn, and Dn all have exactly n vertices.

Remark 2.2.19. While the notation An, Bn, etc. was defined above to refer to indecompos-
able root systems, we often identify indecomposable root systems with their corresponding
Dynkin diagrams and so use An, Bn, etc. to refer to a connected Dynkin diagram.

The depictions of the connected Dynkin diagrams in Figure 2.1 are the conventional ways
to draw these diagrams. These depictions also give us a conventional way for writing down
a base of the corresponding root system. For An, Bn, Cn, Dn, F4 and G2, we write the base
as Π = {α1, . . . , αn}, where α1 corresponds to the leftmost vertex in the above drawing of
the Dynkin diagram, α2 corresponds to the vertex directly to the right of α1, and so on.
For Dn, this means that the two rightmost vertices (both of which are adjacent to αn−2)
are αn−1 and αn (it doesn’t matter which is which, since swapping these two vertices is an
automorphism of the diagram). As for E6, E7, and E8, the convention (as we have seen it
in some of the literature, at least) is that α2 is the “topmost” vertex, and then the long row
of vertices is α1, α3, α4, etc. from left to right.

These choices of bases Π = {α1, . . . , αn} for each Dynkin diagram are a common but often
unmentioned convention in the literature. We will also use them later on, e.g. in Section 4.6.
(We remark, however, that the numbering of the vertices in E6, E7, and E8 will not come
up in any of our work.)
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2.2.c Semisimple Groups

Semisimple groups are a special type of reductive group with a particularly nice structure and
behavior. The theory of semisimple groups is an important part of the theory of reductive
groups; as such, we briefly review that theory here.

Definition 2.2.20. Let G be a connected affine algebraic group.

1. The radical of G, denoted R(G), is the largest connected normal solvable algebraic
subgroup of G. (Such a largest group exists and contains all other connected normal
solvable algebraic subgroups of G, see [Mil17, Proposition 6.42 and 6.44].)

2. We say that G is semisimple if R(G) = 1, or equivalently, if G contains no nontrivial
connected normal solvable subgroups.

Note that Ru(G) ⊂ R(G) by definition, since unipotent groups are solvable. Thus, any
semisimple group is reductive. The following statement tells us which reductive groups are
semisimple, in terms of both their algebraic behavior and their combinatorial behavior.

Proposition 2.2.21 ([Mil17, Proposition 19.10] and [Mil17, Proposition 21.48, see also
Definition C.34]). Let G be a reductive group over k, and let (X,Φ, α 7→ α∨) be the root
datum of G. The following are equivalent.

(i) G is semisimple.

(ii) The center Z(G) is finite.

(iii) The elements of Φ = Φ(G, T ) span the lattice X = X (T ).

The following proposition gives a couple other useful facts about semisimple groups,
which we will need later.

Proposition 2.2.22. Let G be a semisimple group over k. Then, G = [G,G], and X (G) = 0.

Proof. The fact that G = [G,G] is [Mil17, Proposition 19.21]. As for X (G) = 1, let µ : G→
Gm be a character. The quotient Q = G/ ker(µ) is isomorphic to a subgroup of Gm and
in particular is commutative. It follows that [G,G] ⊂ ker(µ), so G = [G,G] implies that
ker(µ) = G, i.e. that µ is trivial.

In the previous section, we saw that root data are classified by their corresponding root
system (V,Φ), a choice of lattice X, and an inclusion V ↪→ X ⊗Z Q. For semisimple groups,
however, one can show ([Mil17, Proposition C.35, see also C.27]) that the root datum is
determined only the root system (V,Φ) and by a choice of lattice X, and moreover, that X
must be one of finitely many suitable lattices contained in V . These suitable lattices can
be described in terms of the combinatorics of the root system. More specifically, there is a
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minimal lattice Q(Φ) and a maximal lattice P (Φ), both of which span V , and the root data
whose corresponding root system is (V,Φ) are in bijection with the lattices X such that

Q(Φ) ⊂ X ⊂ P (Φ).

Choosing such a lattice means choosing a subgroup of the finite group P (Φ)/Q(Φ), which is
why there are only finitely many choices.

In light of these facts, the classification of reductive groups is even simpler when applied
to semisimple groups. Indeed, the Isomorphism Theorem (see Theorem 2.2.12b) along with
our above discussion implies that semisimple groups are determined up to isomorphism by a
root system (V,Φ) and a lattice X such that Q(Φ) ⊂ X ⊂ P (Φ). More generally, let G and
G′ be semisimple groups, let (V,Φ) and (V ′,Φ′) be their corresponding root systems, and
consider their corresponding lattices Q(Φ) ⊂ X ⊂ P (Φ) and Q(Φ′) ⊂ X ′ ⊂ P (Φ′) as well.
It follows from the Isogeny theorem (Theorem 2.2.12a) that there exists a central isogeny
G→ G′ if and only if (V,Φ) ∼= (V ′,Φ′) and, under this isomorphism, we have X ′ ⊂ X.

One particularly interesting construction follows somewhat easily from these results. Let
G be a semisimple group with root system (V,Φ), and consider the semisimple group G̃
corresponding to the root system (V,Φ) taken with the maximal possible lattice X̃ = P (Φ).
Our above discussion immediately implies that there exists a central isogeny G̃ → G and.
Moreover G̃ is simply connected, i.e. every isogeny G′ → G̃ is an isomorphism. (Proof: G′

must have root system (V,Φ), and the lattice X ′ ⊂ P (Φ) of G′ satisfies X ′ ⊃ X̃ = P (Φ).
So, we have X ′ = X̃ = P (Φ), and the isogeny G′ → G̃ induces an isomorphism on the data
(V,Φ, X̃) ∼= (V,Φ, X ′), which means it is an isomorphism. We remark that this is one of the
few places where what we have used isogenies that are not assumed to be central; however,
since we are assuming that char(k) = 0, every isogeny is central, see Remark 2.2.10.) The
group G̃ is called the universal cover of G. It follows from our above discussion that the
universal cover G̃ is the unique (up to isomorphism) simply connected semisimple group G̃
such that there exists a (central) isogeny G̃→ G. (A construction of the universal cover of
a semisimple group can also be given without appealing to the classification of semisimple
groups; see e.g. [Mil17, Section 18.d] for a sketch of such a proof.)

This discussion indicates that root systems are the primary piece of data in the classi-
fication of semisimple groups. Since root systems are direct sums of indecomposable root
systems, which are completely classified, we are led to ask: which semisimple groups G have
indecomposable root systems? Conveniently, the 4 families of indecomposable root systems
arise from the the so-called “classical semisimple groups,” which are familiar families of
matrix groups (see [Mil17, Section 21.j]):

• The root system An (for n ≥ 1) is the root system of SLn+1. The group SLn+1 is simply
connected, so it is the universal cover of any semisimple group whose corresponding
root system is An.

• The root system of Bn (for n ≥ 2) is the root system of SO2n+1. The universal cover
of SO2n+1 is the spin group Spin2n+1.
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• The root system of Cn (for n ≥ 3) is the root system of Sp2n. The group Sp2n is simply
connected, so it is the universal cover of any semisimple group whose corresponding
root system is Cn.

• The root system of Dn (for n ≥ 4) is the root system of SO2n. The universal cover of
SO2n is the spin group Spin2n.

We have seen on a combinatorial level that the information of a root datum can be broken
up, first to that of a root system (V,Φ) (along with a little extra information, namely, a lattice
X and an inclusion V ↪→ XQ), and then to a direct sum of indecomposable root systems. It
turns out that these ways to “repackage” combinatorial information have interesting algebraic
analogs. To explain these analogs, we need a couple of algebraic results.

Proposition 2.2.23 ([Mil17, Proposition 21.60]). Let G be a reductive group. There exists
a central isogeny Gss ×C → G, where Gss is a semisimple simply connected group and C is
a torus.

Proof. By [Mil17, Proposition 21.60], there exists an isogeny Gss × C → G, where C is a
torus and Gss is semisimple. After replacing Gss by its universal cover, we may take Gss to
be simply connected. Also, our isogeny is central because char(k) = 0, see Remark 2.2.10
above.

Theorem 2.2.24 ([Mil17, Theorems 21.51 and 23.62]). Let G be a semisimple group over
k. There exists a central isogeny of the form

G1 × · · · ×Gm → G,

where the Gi are semisimple groups whose root systems are indecomposable.

Proof. The existence of such an isogeny is [Mil17, Theorem 21.51 and 23.62], and the isogeny
is central because char(k) = 0, see Remark 2.2.10 above.

Let G be a reductive group, and consider the central isogeny Gss × C → G of Proposi-
tion 2.2.23. Note that the root system (V,Φ) of G is the same as the root system of Gss×C
(because central isogenies of root data induce isomorphisms on the root systems), which in
turn is the root system of Gss (this can be computed directly: intuitively, a torus has no
roots in its root datum, so taking the direct product with a torus should not affect the roots
in a root datum, hence it won’t affect the underlying root system). As for root data, let
(X ′,Φ′, α 7→ α∨) be the root datum corresponding to Gss × C. Using the fact that Gss is
semisimple and C is a torus, one can show that

X ′ = X (C)⊕
⊕
α∈Φ

Z · α and Φ′ = 0⊕ Φ.
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Thus, replacing G by Gss×C (which only changes the root datum by a central isogeny) has
the effect of “separating out” the information of the root datum nicely into the information of
the root system (V,Φ) and the lattice X (C). This replacement of G by Gss×C is essentially
an algebraic analog of the combinatorial fact that the root datum of G is determined by
its corresponding root system (V,Φ) along with some extra information (namely, the lattice
X (T ), and an inclusion V ↪→ X (T )Q, which in our above description are both captured by
the lattice X (C)).

Similarly, with Gss still a semisimple simply connected group, consider the central isogeny
ρ : G1×· · ·×Gr → Gss of Theorem 2.2.24. SinceGss is simply connected, ρ is an isomorphism,
and Gss is determined up to isomorphism by its root system (V,Φ) (we saw above that Gss

is determined by (V,Φ) and a lattice X, but since Gss is simply connected, this lattice must
be the maximal possible lattice, namely P (Φ)). On the other hand, one can show that the
root system of G1 × · · · ×Gr is the direct sum ⊕ri=1(Vi,Φi), where (Vi,Φ) is the root system
corresponding to Gi. The (Vi,Φi) are all indecomposable by construction, and since ρ is an
isomorphism, we conclude that

(V,Φ) ∼=
r⊕
i=1

(Vi,Φi).

Thus, the existence of the isomorphism ρ is the algebraic analog of the fact that any root
system decomposes into a direct sum of indecomposable root systems.

There is one technical consequence of these facts that will be very useful to us later
on. To state it, a little background is necessary. Let (X,Φ, α 7→ α∨) be a root datum, let
Π = {α1, . . . , αn} be a base for the root datum, and let X0 ⊂ X be the sublattice generated
by elements of Φ. The αi form a basis for the lattice X0 (this follows almost immediately from
the definition of a base of a root datum). There is another basis for X0 that is sometimes
useful: namely, the basis dual to {α∨1 , α∨n}. More precisely, we let ω1, . . . , ωn ∈ X0 be the
unique elements such that 〈α∨i , ωj〉 = δij for all i and j. Then, the ωi form a basis of X0. We
call the ωi the fundamental weights of the root datum (XΦ, α 7→ α∨) with respect to the base
Π. (We use the term “weight” because when the root datum comes from a reductive group
G with maximal torus T , the lattice X = X (T ) is sometimes called the set of “weights” of
G, see Definition 2.3.1 below.) For more details on the definition of fundamental weights
[Mil17, Section 22.a].

Lemma 2.2.25. Let G be a reductive group over k, and let T ⊂ G be a maximal torus. Let
ΠG be some base for the root datum of G, and let Xω ⊂ X (T ) be the sublattice generated
by the fundamental weights with respect to ΠG (or equivalently, the sublattice generated by
Φ(G, T )).

(a) The map X (G)→ X (T ) given by restricting characters from G to T is injective.

(b) Viewing X (G) as a subgroup of X (T ) using (a), we have

X (T ) = Xω ⊕X (G).
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In particular, the set of fundamental weights is linearly independent from the characters
of G.

Proof. For (a), suppose that µ : G → Gm is a character such that T ⊂ ker(µ); we need
to show that µ is trivial. Pick some Borel subgroup B of G containing T . Then, we have
Ru(B) ⊂ ker(µ) (a homomorphism from a unipotent group to a torus is always trivial, see
[Mil17, Corollary 14.18]), and B = Ru(B) · T (see Theorem 2.2.3), so B ⊂ ker(µ). It follows
that µ factors as a map µ′ : G/B → Gm. But G/B is a complete variety (see e.g. [Mil17,
Theorem 17.9]), so the image of µ′ is complete, affine, and connected, hence is a single point.
This image must contain the identity 0 ∈ Gm (since µ is a homomorphism), so we conclude
that Im(µ) = {0}, i.e. that µ is trivial.

As for (b), by Proposition 2.2.23, there exists a central isogeny Gss×C → G, where Gss

is semisimple and simply connected and V is a torus. Replacing G by G̃ changes nothing
about the assumptions or conclusion of the proposition (this replacement changes the root
datum of G by a central isogeny, but that does not affect any of the combinatorial properties
of the roots in the root datum). So, we may assume that G = Gss × C. In this case,
T0 = T ∩ (Gss × {0}) is maximal torus (respectively) of Gss, and The equality T = T0 × C
gives us

X (T ) = X (T0)⊕X (C).

We will show that X (T0) = Xω and that X (C) = X (G).
To show that X (T0) = Xω, we note that the Lie algebra of G is g = gss ⊕ c, and the Lie

algebra of T is t = t0 ⊕ c. Since T is commutative, it acts trivially on its own Lie algebra in
the adjoint representation. In other words, under the decomposition

g = gT ⊕
⊕

α∈Φ(G,T )

gα

that we used to define the set of roots Φ(G, T ), we have t ⊂ gT . So, for each α ∈ Φ(G, T ),
every element of gα must have the same component in c (since T acts by the character α on
gα and fixes the c-component of every element of g). In other words, we have

gα = (gα ∩ gss)⊕ c

for some c ∈ c. It follows that the inclusion ι : X (T0) ↪→ X (T ) induces a bijection
Φ(Gss, T0)

∼→ Φ(G, T ). In particular, the lattice Xω is the sublattice of X (T0) generated
by Φ(Gss, T0). Since G is semisimple, this lattice is X (T0), see Proposition 2.2.21.

It remains to show that X (C) = X (G) as subgroups of X (T ). The inclusion X (C) ↪→
X (T ) is given by sending any character µ : C → Gm to the character µT : T0×C → Gm given
by (t0, c) 7→ µ(c). For any character µ : C → Gm, we can define a character µG : G → Gm

by (gss, c) 7→ µ(c). It follows immediately from the definition that µG|T is the character µT
mentioned above. We conclude that X (C) ⊂ X (G) as subgroups of X (T ). For the reverse
inclusion, note that since Gss is semisimple, we have X (Gss) = 0 (see Proposition 2.2.22).
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So, for any character µ : G → Gm, we have µ|Gss = 0 and in particular µ|T0 = 0. Since µ|T
is a homomorphism, this gives us

µ|T (t0, c) = µ|T (t0, 0) + µ|T (0, c) = 0 + µ|C(c) = µ|C(c)

for all (t0, c) ∈ T0×C. In other words, µ|T is the image of µ|C under the inclusion X (C) ↪→
X (T ), which proves that X (G) ⊂ X (C).

2.2.d Borel Subgroups and Parabolic Subgroups

So far, everything we have said about root data and the classification of reductive groups
depends only on a choice of a maximal torus T ⊂ G. However, a choice of Borel subgroup
B ⊂ G such that T ⊂ B happens to put some extra combinatorial structure on the root
datum corresponding to G. More precisely, choosing a Borel subgroup of G containing T is
equivalent to choosing a base for the root datum of G.

To explain this equivalence, we first need to characterize bases of root data in a different
way. Let (X,Φ, α 7→ α∨) be a root datum. Given a base Π ⊂ Φ, it follows immediately from
the definitions that the simple roots are precisely the positive roots which are not the sum
of two other positive roots (note that 0 6∈ Φ by definition of a root datum). Thus, choosing
a base is essentially the same as choosing a set of positive roots in an appropriate way. We
can make this intuition more precise as follows. For any root α ∈ Φ, consider the hyperplane

Hα = α⊥ = {f ∈ X (T )∨ ⊗Z Q | 〈f, α〉 = 0}.

We define the Weyl chambers of the root datum (X,Φ, α 7→ α∨) to be the connected com-
ponents of the complement

X∨Q \
⋃
α∈Φ

Hα.

Since Φ is finite and Q is an infinite field, there are finitely many Weyl chambers, and each
of them is a full-dimensional subset (and even a convex polyhedral cone) in the vector space
X∨Q.

For any Weyl chamberW , let f ∈ W . By definition of a Weyl chamber, we have 〈f, α〉 6= 0
for all α ∈ Φ. We define

Φ+
W = {α ∈ Φ | 〈f, α〉 > 0},

and we define ΠW ⊂ Φ+
W to be the subset of elements which cannot be written as a sum of

two elements of Φ+
W . One can use a little bit of linear algebra (see [Mil17, Proposition C.9])

to show that the following hold.

1. ΠW is a base for the root datum (X,Φ, α 7→ α∨) and Φ+
W is the set of positive roots

for this base.

2. The sets Φ+
W and ΠW depend only on the Weyl chamber W , not on the choice of

f ∈ W .
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3. Every base for (X,Φ, α 7→ α∨) has the form ΠW for a unique Weyl chamber W .

In summary, given a root datum (X,Φ, α 7→ α∨), the map W 7→ ΠW is a bijection between
Weyl chambers of the root datum and bases of the root datum, and this bijection also
behaves as nicely as one might hope for when it comes to positive roots.

On the other hand, we can relate Weyl chambers of root data to Borel subgroups of
reductive groups in the following way. Let G be a reductive group, and let T ⊂ G be
a maximal torus. For any Borel subgroup B of G containing T , we define Φ+(B, T ) to
be the set of roots Φ(B, T ) (here viewing B as a reductive group with maximal torus T ).
Equivalently, Φ+(B, T ) is the set of α ∈ Φ(G, T ) such that gα is contained in the Lie algebra
b of B. We also define

W (B, T ) = {λ ∈ X (T )∨Q | 〈λ, α〉 > 0 ∀ α ∈ Φ+(B, T )}.

One can show that the following hold.

1. W (B, T ) is a Weyl chamber of the root datum (X (T ),Φ(G, T ), α 7→ α∨) corresponding
to (G, T ), and Φ+(B, T ) is the set of positive roots for the base corresponding to the
Weyl chamber W (B, T ) (see [Mil17, Proposition 21.29]).

2. The map B 7→ W (B, T ) is a bijection between the set of Borel subgroups of G con-
taining T and the set of Weyl chambers of the root datum (X (T ),Φ(G, T ), α 7→ α∨)
(see [Mil17, Theorem 21.32]).

Combining these facts with the bijection between Weyl chambers and bases of a root datum,
we see that choosing a base of the root datum (X (T ),Φ(G, T ), α 7→ α∨) is equivalent to
choosing a Borel subgroup of G containing T .

When working with root data of reductive groups, we will almost always want to choose
a base. As such, we will almost always begin by fixing a choice of Borel subgroup. The
following definition will help us refer to both the Weyl chamber and base of the root datum
that correspond to a given choice of Borel subgroup.

Definition 2.2.26. Let G be a reductive group, let T ⊂ G be a maximal torus, and let
B ⊂ G be a Borel subgroup containing T

1. We call the Weyl chamber W (B, T ) the dominant Weyl chamber for B.

2. We define ΠG(B, T ) ⊂ Φ+(B, T ) to be the base of the root datum (X (T ),Φ(G, T ), α 7→
α∨) corresponding to the Weyl chamber W (B, T ). When B and T are clear from
context, we will often write ΠG (or simply Π) for ΠG(B, T ).

The bijection B 7→ W (B, T ) between Borel subgroups and Weyl chambers actually has a
very nice inverse, which gives us some further insight to the structure of Borel subgroups (and,
more generally, parabolic subgroups) of the reductive group G. To understand it, we first
recall that there is a canonical isomorphism X (Gm) ∼= Z. (Explicitly, any homomorphism
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Gm → Gm must be given by a ring homomorphism k[t] → k[t] that sends t 7→ ta for some
a ∈ Z, and our canonical isomorphism sending such a character of Gm to a.) This gives rise
to a perfect pairing

Hom(Gm, T )×X (T )→ Z

given by sending any pair (λ, µ) to the integer corresponding to the character µ ◦ λ : Gm →
Gm. As such, we have a canonical isomorphism of abelian groups Hom(Gm, T ) ∼= X (T )∨,
so we may view an element λ ∈ X (T )∨ as a homomorphism λ : Gm → T . We call such a
homomorphism λ a one-parameter subgroup of T .

Now, let λ : Gm → T be a one-parameter subgroup, and let X be a scheme on which G
acts. For any k-point x ∈ X(k), we obtain a map ϕ : Gm → X which is given on functors
of points by ϕ(t) = λ(t) · x. On the other hand, there is a canonical inclusion Gm ↪→ A1

k

(given on functors of points by the inclusion Γ(S,O×S ) ⊂ Γ(S,OS)), and Ga \Gm consists of
a unique k-point 0 ∈ Ga. If the map ϕ extends to a map ϕ′ : A1

k → X, then we say that the
limit limt→0 λ(t)x exists, and we define

lim
t→0

λ(t)x = ϕ′(0).

For the moment, we are primarily interested in the case where X = G and G acts
on itself by conjugation. In this case, for g ∈ G(k), the limit defined above is the limit
limt→0 λ(t)xλ−1(t). (Note that λ−1 is the homomorphism Gm → T given by t 7→ λ(t)−1,
or equivalently, the element −λ in the group Hom(Gm, T ).) This allows us to define the
following subgroups of G.

Pλ = {g ∈ G | lim
t→0

λ(t)gλ−1(t) exists}

Uλ = {g ∈ G | lim
t→0

λ(t)gλ−1(t) = 1}

Mλ = {g ∈ G | λ(t)g = gλ(t) ∀t ∈ Gm}

Consider the case where λ is contained in some Weyl chamber W (when viewed as an
element of X (T )∨), or equivalently, when 〈λ, α〉 6= 0 for all α ∈ Φ(G, T ).x One can show
that Pλ is the unique Borel subgroup of G containing T such that W (Pλ, T ) = W , and that
Pλ = Pλ′ for any two one-parameter subgroups λ, λ′ ∈ W (see [Mil17, Proposition 21.29]).
In other words, the map sending a Weyl chamber W to the group Pλ for some λ ∈ W is the
inverse to the bijection B 7→ W (B, T ) described above.

What is particularly interesting about this construction is that, when λ is not contained
in a Weyl chamber, we actually obtain all the parabolic subgroups of G which are not
Borel subgroups. More precisely, let B ⊂ G be any Borel subgroup containing T , and let
λ : Gm → T be a one-parameter subgroups. The following statements hold.

1. The group Pλ is parabolic, and every parabolic subgroup of G has the form Pλ for
some λ ([Mil17, Theorem 25.1]).
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2. The group Pλ contains B if and only if 〈λ, α〉 ≥ 0 for all α ∈ Φ+(B, T ) ([Mil17,
Corollary 21.92]). This is equivalent to the condition that λ (viewed as an element of
X (T )∨) lies in the closure of the dominant Weyl chamber W (B, T ). In this case, we
call λ a dominant one-parameter subgroup.

3. If B ⊂ Pλ, then the group Pλ is completely determined by the set

I = {α ∈ ΠG(B, T ) | 〈λ, α〉 = 0}

([Mil17, Corollary 21.92, see also Theorem 21.91]).

There is also another useful way to construct parabolic subgroups containing a given
Borel subgroup B. Namely, given any set of simple roots I ⊂ ΠG(B, T ), one can construct
a parabolic subgroup PI of G containing B. Moreover, the following statements hold (see
[Mil17, Proposition 21.90 and Theorem 21.91]).

1. The map I 7→ PI is a bijection between subsets of the base ΠG(B, T ) and parabolic
subgroups of G containing B.

2. There exists a canonical subgroup MI ⊂ PI containing T such that PI = Ru(PI) ·MI .

3. The group MI is reductive, and its root datum (with respect to the maximal torus T )
is (X (T ),ΦI , α 7→ α∨), where ΦI = ZI ∩ Φ(G, T ) is the set of roots which are linear
combinations of elements of I (and the map α 7→ α∨ is the same as in the root data
for (G, T ), just restricted to ΦI).

4. The intersection B∩MI is a Borel subgroup of MI containing T , and the base ΠMI
(B∩

MI , T ) is precisely the set I.

5. It follows from the construction of PI (see the proof of the aforementioned results in
Milne) that PI ⊂ PJ if and only if I ⊂ J .

In general, a Levi subgroup of an algebraic group G is a subgroup M ⊂ G such that G =
Ru(G) ·M (or equivalently, G is isomorphic to the semi-direct product of M and Ru(G)).
Thus, the subgroup MI is a Levi subgroup of PI whose construction depends only on I. We
call MI the standard Levi subgroup of PI . Apart from the explicit construction of MI in
[Mil17, Section 21.i], the standard Levi subgroup MI can also be characterized as the unique
Levi subgroup of PI containing T ([Tim11, p. 9]).

In general, we call the groups PI (i.e. the parabolic subgroups containing B) the standard
parabolic subgroups of G. As noted above, the standard parabolic subgroups are precisely
the parabolic subgroups that contain B.

In summary, we have now constructed all parabolic subgroups of G in two different ways.
The first is as the group Pλ for some one-parameter subgroup λ : Gm → T ; and the second
is as PI for some I ⊂ ΠG(B, T ) and some B. (Note that since every parabolice subgroup
contains some Borel subgroup by definition, every parabolic subgroup has the form PI for
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some choice of B and I ⊂ ΠG(B, T ).) These two constructions are related in the following
way. Let B ⊂ G be a Borel subgroup, and let λ : Gm → T be such that B ⊂ Pλ (equivalently,
such that 〈λ, α〉 ≥ 0 for all α ∈ Φ+(B, T )). Define

I = {α ∈ ΦG(B, T ) | 〈λ, α〉 = 0.}

Then, we have Pλ = PI ([Mil17, Corollary 21.92]). Moreover, it follows from the construction
of MI (see [Mil17, Notation 21.89]) that Mλ = MI . If G is smooth, then we have Pλ = Uλ ·Mλ

(see [Mil17, Theorem 13.33]), and it follows formally that Uλ = Ru(PI).
In short, we can use the description of a parabolic subgroups as Pλ or as PI inter-

changeably. We will mainly be interested in thinking of parabolic subgroups as PI for some
I ⊂ ΠG(B, T ), since this allows us to read off the root data of MI in terms of I. The
description of a parabolic subgroup as Pλ will primarily be useful when we are interested in
working with one-parameter subgroups, for instance in Section 3.6.a.

There are a couple trivial examples of the constructions of the Pλ and PI , which may
serve to illustrate more concretely how they work. First, consider the case where P = B is
a Borel subgroup. We have already seen that this occurs when λ lies in a Weyl chamber, in
which case our above statement gives us Pλ = PI for I = ∅. In fact, we noted above that
PI ⊂ B = P∅ ⊂ PI if and only if I ⊂ ∅. So, we have B = PI if and only if I = ∅ and
B = Pλ if and only if λ lies in a Weyl chamber. In this case, Ru(P ) = Ru(B), and T itself
is a Levi subgroup (see Theorem 2.2.3) containing T , so T = MI .

The other trivial case to consider is the case where P = G. This choice of P strictly
contains all other choices of G, so we must have P = PI for I strictly containing every
other possible choice of I, i.e. I = ΠG(B, T ). In terms of one-parameter subgroups, this
corresponds to the case where 〈λ, α〉 = 0 for all α ∈ ΠG(B, T ), hence 〈λ, α〉 = 0 for all
α ∈ Φ(G, T ). In other words, λ lies in the hyperplane Hα for all α ∈ Φ(G, T ). So, we have
G = PI if and only if I = ΠG(B, T ) and G = Pλ if and only if λ ∈ ∩alpha∈Φ(G,T )Hα. Since G
is reductive, we have Ru(PI) = Ru(G) = {1}, so MI = G.

There is one other construction with parabolic subgroups that will sometimes be useful
to us. Given a parabolic subgroup P ⊂ G, we say that another parabolic subgroup Q ⊂ G
is opposite to P if P ∩ Q is a Levi subgroup of both P and Q. For any Levi subgroup
M ⊂ P , there exists a unique parabolic subgroup Q containing M and opposite to P , and
P ∩Q = M (see [Bor91, Proposition 14.21] and its proof). For our purposes, we will always
be interested in the standard Levi subgroup (i.e. the unique Levi subgroup containing T ),
so we will simply refer to the opposite parabolic subgroup to P as the parabolic subgroup
which is opposite to P and contains the standard Levi subgroup. We denote this parabolic
subgroup by P−. In particular, when P = B is a Borel subgroup, then the opposite Borel
subgroup B− is the unique Borel subgroup of G such that B ∩B− = T .

There are a couple other facts about opposite parabolic and opposite Borel subgroups
that will sometimes be useful to us.

1. If P and P− are opposite parabolic subgroups, then Ru(P
−) · P is an open subset of

G equal to P− · P .
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2. On the level of root data, swapping to the opposite Borel subgroup amounts to negat-
ing all positive roots. More precisely, we have Φ+(B−, T ) = −Φ+(B, T ) and hence
W (B−, T ) = −W (B, T ) (see [Mil17, Summary 21.86]). Since W (B, T ) is the dom-
inant Weyl chamber for B, we call −W (B, T ) the antidominant Weyl chamber for
B.

3. The opposite parabolic subgroup can easily be constructed using one-paremeter sub-
groups. More precisely, if P = Pλ for some dominant one-parameter subgroup λ :
Gm → T , then P− = Pλ−1 .

2.3 Representation Theory of Reductive Groups

In this section, we assume that k is an algebraically closed field of arbitrary characteristic.
As before, we assume throughout that all algebraic groups are affine.

Definition 2.3.1. Let G be a connected reductive group, and let H ⊂ G be any subgroup.
Let T ⊂ G be a maximal torus, and let B ⊂ G be a Borel subgroup containing T . Let V be
a G-module.

1. We say that V is simple (or irreducible) if V contains no nontrivial properG-submodules.
We say that V is semisimple if it is a direct sum of simple representations.

2. We call elements of X (T ) the weights of G, and we denote the set X (T ) by ΛG(T ) (or
simply by ΛG when the choice of maximal torus T is clear from context).

3. We say that a weight µ ∈ ΛG is dominant with respect to B if 〈α∨, µ〉 > 0 for all
positive roots α ∈ Φ+(B, T ). We denote the set of all dominant weights by Λ+

G(B, T )
(or simply Λ+

G when B and T are clear from context).

4. We say that an element v ∈ V is H-invariant if for all h ∈ H, we have h · v = v. We
denote the set of all H-invariants by V H . Equivalently, V H is the largest submodule
of V on which H acts trivially.

5. We say that an element v ∈ V is an H-eigenvector if the line k · V is an H-submodule
of V , or equivalently, if there exists some character λ : H → Gm such that h ·v = λ(h)v
for all h ∈ H. If H ⊃ T , then any H-eigenvector has a corresponding weight µ (namely,
µ = λ|T ); in this case, we say that v is an H-eigenvector of weight µ. We denote the
set of all H-eigenvectors in V by V (H). Note that V (H) is an H-submodule of G and
that V H ⊂ V (H).

Remark 2.3.2. We note that the notion of dominant weights Λ+
G(B, T ) is in some sense

“dual to” the notion of the dominant Weyl chamber W (B, T ): the former involves the
function 〈α∨, ·〉 being positive for all positive roots α, while the latter involves the function
〈·, α〉 being positive for all positive roots α.
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Remark 2.3.3. Note that 0 ∈ V is always an H-eigenvector (of weight 0 when H ⊃ T ). This
is convenient inasmuch as it makes the set of H-eigenvectors into a vector space, but we are
almost never interested in this (somewhat trivial) H-eigenvector. As such, whenever we say
something like “let v ∈ V (H) be an H-eigenvector,” we always mean a nonzero H-eigenvector
(unless we explicitly say otherwise).

All of the above definitions are dependent on the choice of a maximal torus T , and the
definition of a dominant weight also depends on the choice of a Borel subgroup B. However,
over an algebraically closed field k, given any other choice of maximal torus T ′ and Borel
subgroup B′ ⊃ T , there exists some g ∈ G(k) such that gBg−1 = B′ and gTg−1 = T ′ ([Mil17,
Theorem 17.13]). It follows that, after composing everything with the inner automorphism
of G given by conjugation by g, all the notions in the above definition are true for B and T
if and only if they are true for B′ and T ’. More precisely:

(1) We replace the action of G on V by the action given by h · w = ghg−1w. This
representation is simple if and only if the original representation was.

(2) We have an isomorphism X (T ) ∼= X (T ′) induced by conjugation by g. Thus, we can
identify the weights of T and T ′.

(3) The isomorphism on weights above induces a bijection on roots Φ(G, T ) ∼= Φ(G, T ′).
Since this bijection is induced by conjugation by g, which sends B to B′, we see that
the bijection also identifies the set of positive roots Φ+(B, T ) ∼= Φ+(B′, T ′). Hence,
a weight µ ∈ X (T ) is dominant with respect to B if and only if the corresponding
element of X (T ′) is dominant with respect to B′.

(4) For any subgroup H ⊂ G, we have H ⊃ T if and only if H ′ = gHg−1 ⊃ T ′, and any
v ∈ V is an H-eigenvector (resp. is H-invariant) if and only if v is an H ′-eigenvector
(resp. is H ′-invariant) under the new action of G on V given by (1) above. Moreover,
if H ⊃ T and v is an H-eigenvector, then its weight (as an H-eigenvector) is identified
with its weight as an H ′-eigenvector unde the isomorphism X (T ) ∼= X (T ′).

In short, we will always need to fix a choice of B and T in order to talk about (dominant)
weights, but every such choice will give us essentially the same representation-theoretic
behavior.

As with the algebraic structure of reductive groups in the previous section, we begin our
discussion of representations of redutive groups by understanding tori and solvable groups
first (cf. Theorem 2.2.3). The representations of these groups turn out to be relatively
straightforward to characterize.

Theorem 2.3.4.

1. Let T be a torus, and let V be a T -module. Every element of V is a sum of (finitely
many) T -eigenvectors. In other words, V is a direct sum of one-dimensional T -
modules.
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2. Let G be a smooth connected solvable group, and let T ⊂ G be a maximal torus. The
map X (G) → X (T ) given by restriction of characters is an isomorphism of abelian
groups.

3. Let G be a smooth connected solvable group, and let V be a G-module. The G-
eigenvectors of V are precisely the elements that are fixed by Ru(G). In other words,
V (G) = V Ru(G).

Proof. For statement (a), see [Mil17, Theorem 12.12]. For statement (b), recall from Theo-
rem 2.2.3 that G ∼= Ru(G) × T . So, giving a character G → Gm is the same as giving two
characters T → Gm and Ru(G)→ Gm. But Ru(G) is unipotent, so every character of Ru(G)
is trivial (by definition of a unipotent group). Statement (b) follows directly from this.

Statement (c) is essentially just a combination of (a) and (b). More precisely, pick a
maximal torus T ⊂ G. For any nonzero element v ∈ V , the isomorphism G ∼= Ru(G) × T
implies that v is a G-eigenvector if and only if v is an Ru(G)-eigenvector and a T -eigenvector.
But (a) says that v is always a T -eigenvector, and since every character of Ru(G) is trivial,
the Ru(G)-eigenvectors are precisely the elements of V fixed by Ru(G).

One more theorem about representations of solvable groups is often very useful.

Theorem 2.3.5 (Lie–Kolchin; [Mil17, Theorem 16.30]). Let G be a smooth connected solv-
able group. Any G-module V contains a nonzero G-eigenvector.

In the previous section, we saw that the classification of reductive groups is largely
controlled by the behavior of maximal tori and Borel subgroups. It turns out that simple
G-modules are also classified by the behavior of maximal tori and Borel subgroups on them.
To state this more precisely, we first need to explain the setup of this structure. First,
note that G acts on itself via the multiplication map G × G → G given by (g, h) 7→ gh.
This action induces a natural G-module structure on the global sections Γ(G,OG); we call
Γ(G,OG) with this G-module structure the regular representation of G. (See Section 2.4.a
for details on this G-module structure.) Moreover, recall from Section 2.2.d that a choice
of Borel subgroup B ⊂ G containing a maximal torus T determines a base ΠG(B, T ) for
the root datum of G. We can use this base to define a partial order on the set of weights
ΛG(T ) = X (T ) as follows: we define λ ≥ µ if and only if we can write

λ− µ =
∑

α∈ΠG(B,T )

mαα

for some mα ≥ 0. Since Φ+(B, T ) is the set of positive roots for the base ΠG(B, T ), it follows
immediately from the definitions that Φ+(B, T ) = {α ∈ Φ(G, T ) | α > 0}. We remark that
this partial order is not generally a total order.

Theorem 2.3.6 ([Mil17, Theorems 22.18, 22.19 and Proposition 22.27, see also Theorem
22.2, Definition 22.21]). Let G be a reductive group, let T be a maximal torus of G, and let
B ⊂ G be a Borel subgroup containing T .
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(a) For any simple G-module V , there exists a unique line of B-eigenvectors ` ⊂ V . More-
over, if µ is the weight of a B-eigenvector v on this line, then µ is dominant and is the
highest weight of V , i.e. µ is strictly greater than every other weight of an element of
V (under the partial order defined above).

(b) Two simple G-modules are isomorphic if and only if their highest weights are equal (as
elements of X (T )).

(c) For every dominant weight µ ∈ Λ+
G(B, T ), there exists a canonical simple submodule

V (µ) of the regular representation Γ(G,OG) whose highest weight is µ. In particular,
the assignment µ 7→ V (µ) defines a bijection between the set Λ+

G(B, T ) and the set of
isomorphism classes of simple G-modules.

Now that we understand simple G-modules, we also understand semisimple G-modules:
they are just direct sums of the simple G-modules. The following proposition (which is
really a general representation-theoretic fact) will help us understand these direct sum de-
compositions of semisimple modules more concretely. To state it, we need one small piece
of notation: given two G-modules V and W , we denote by HomG(V,W ) the k–vector space
of G-equivariant linear maps f : V → W .

Proposition 2.3.7 (cf. [Bri10, Lemma 2.2]; see also [Mil17, Lemma 4.20]). Let G be an
algebraic group, and let V be a G-module.

(a) (Schur’s lemma) Suppose V is simple, and let W be any other simple G-module. If
V ∼= W , then

HomG(V,W ) ∼= HomG(V, V ) = k · idV .

(Here the isomorphism is induced by V ∼= W , and k idV denotes the set of multiples
of the identity map, i.e. the set of maps V → V given by v 7→ cv for some c ∈ k.) If
V 6∼= W , then HomG(V,W ) = 0.

(b) If V is semisimple, then the map⊕
W simple

HomG(W,V )⊗W → V

given by f⊗w 7→ f(w) is an isomorphism of G-modules. (Here we take HomG(W,V )⊗
W to have the G-module structure given by g · f ⊗ w = f ⊗ gw, i.e. G acts trivially
on HomG(W,V ) and by its given action on W . Moreover, the direct sum is over each
isomorphism class of simple G-modules, and we pick some representative W of each
class.)

(c) Suppose that V is semisimple, and write V ∼= ⊕iVi with each Vi a simple G-module.
For any simple G-module W , the number dimk(HomG(W,V )) is the number of indices
i such that Vi ∼= W (considering both numbers as elements of N ∪ {+∞}).
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Proof. For (a), let f : V → W be a G-equivariant map. Then, ker(f) is a G-submodule of
the simple module V , and Im(f) is a submodule of the simple module W . Thus, exactly one
of the following options occurs:

1. Either ker(f) = V or Im(f) = 0, in which case f is the 0 map, i.e. we have both
ker(f) = V and Im(f) = 0.

2. We have ker(f) = 0 and Im(f) = V , in which case f is an isomorphism.

Thus, if V andW are not isomorphic, f must be the 0 map, so HomG(V,W ) = 0. To complete
the proof of (a), it remains to show that HomG(V, V ) = k idV . For this, let f : V → V be
any element of HomG(V, V ). Then, f is a linear map of vector spaces, so it has some nonzero
eigenvector v with eigenvalue λ (here we are using the fact that k is algebraically closed). So,
f0 = f − λ idV is another element of HomG(V, V ), and f0(v) = 0. In particular, ker(f0) 6= 0,
so using our above arguments (with V in place of W ), we see that option 1 above holds,
i.e. that f0 = 0 and hence that f = λ idV . Thus HomG(V, V ) ⊂ k idV , and the opposite
containment follows immediately from definitions.

As for (b), one can check directly from the definitions that the given map is a well-
defined G-equivariant map and that formation of this map commutes with taking direct
sums of different choices of V . Since V is a direct sum of simple modules by assumption,
it will suffice to consider the case where V is simple. In this case, (a) tells us that there is
only direct summand in the domain of the map that is nonzero, namely HomG(V, V ) ⊗ V .
By part (a) again, we have

HomG(V, V )⊗ V ∼= V

as G-modules, with the isomorphism given by c idV ⊗w 7→ cw. This isomorphism identifies
the map in (b) with the identity map V → V , which is of course an isomorphism. Finally,
(c) follows from (b) using the fact that HomG(W,V )⊗W is isomorphic as a G-module to a
direct sum dimk(HomG(W,V )) copies of W (since G acts trivially on HomG(W,V )).

Remark 2.3.8. Part (b) of the above proposition is not a canonical decomposition of V into
simple modules (indeed, HomG(W,V ) ⊗W is generally not simple!) However, from parts
(a) and (b), it follows that any such decomposition is unique up to (1) picking a different
representative for any isomorphism class of a simple G-modules appearing in V , and (2)
swapping the order of the simple modules in the decomposition. When G is reductive, we
have canonical representatives of each isomorphism class of simple G-modules (namely, the
V (µ)) by Theorem 2.3.6, so any semisimple representation of a reductive group is isomorphic
to
⊕

µ∈Λ+
G(B,T ) V (µ)mµ for a unique choice of mµ ∈ N.

Definition 2.3.9. Let G be an algebraic group, and let V be a semisimple G-module.

1. For any simple G-module W , the multiplicity of V in W is the number of times that
simple modules isomorphic to W appear in a direct sum decomposition of V . By the
above proposition, the multiplicity of W in V is dimk(HomG(W,V )) (in particular, it
does not depend on the direct sum decomposition and so is well defined).
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2. We say that V is multiplicity-free (resp. multiplicity-finite) if the multiplicity of every
simple G-module in V is at most one (resp. is finite).

The above proposition is a completely general way to define multiplicities for semisimple
G-modules. When G is reductive, the notion of multiplicity is slightly nicer, thanks to the
classification of simple modules given above. Namely, any semisimple G-module V can be
written as

V ∼=
⊕

µ∈Λ+
G(B,T )

V (µ)mµ

for a unique choice of mµ ∈ N. The multiplicity of any simple G-module V (µ) in V is
precisely mµ. On the other hand, since the only B-eigenvectors in V (µ′) are those of weight
µ′ for any dominant weight µ′, the µ-eigenspace Vµ of V (i.e. the B-submodule Vµ ⊂ V
generated by every B-eigenvector of weight µ) is precisely the subspace of V generated (as
a vector space) by the B-eigenvectors in each copy of V (µ) appearing in V . It follows that
the multiplicity of V (µ) in V is dimk(Vµ). (See [Tim11, Proposition 2.21] for another proof
of this fact.)

One of the reasons that we are mainly interested in the characteristic 0 case is that every
representation is semisimple in that setting. This means that the classification of simple
representations in fact classifies all representations.

Theorem 2.3.10 ([Mil17, Theorem 22.42]). Let k be an algebraically closed field of charac-
teristic 0, and let G be a connected algebraic group over k. The following are equivalent:

(i) G is reductive.

(ii) Every finite-dimensional representation of G is semisimple.

(iii) Every representation of G is semisimple.

Proof. That (i) and (ii) are equivalent is [Mil17, Theorem 22.42]. Certainly (iii) implies (ii);
conversely, suppose that (ii) holds, and let V be any representation of G. The key fact is
that any representation is the union of all its finite-dimensional subrepresentations ([Mil17,
Corollary 4.8]).

Let W1 ⊂ V be any subrepresentation. We claim that there exists some subrepresentation
W2 ⊂ V such that V = W1 ⊕W2. Consider the set

S = {W ⊂ V | W1 ∩W = 0}.

For any totally ordered subset {Wi} of S, the sum
∑

iWi is also in S. (Proof: if
∑

iwi ∈
W1 ∩

∑
iWi, then there is some Wj containing all the nonzero wi; so,

∑
iwi ∈ W1 ∩Wj,

contradicting Wj ∈ S.) Thus, Zorn’s lemma implies that there exists a maximal element W2

of S. Since W1 ∩W2 = 0, to show V = W1 ⊕W2, it will suffice to show that every element
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of V lies in W1 + W2. Given any v ∈ V , there exists a finite-dimensional subrepresentation
W ⊂ V containing v. Then, W1∩W is a subrepresentation of W , from which it follows that

W = (W1 ∩W )
⊕

W ′

for some W ′ ⊂ W ([Mil17, Proposition 4.17]). Since v ∈ W , we have v = w1 + w′ for some
w1 ∈ W1 ∩W and w′ ∈ W ′. On the other hand, W ′ ∩W1 = 0, so W2 + W ′ is an element
of S containing W2. By maximality of W2, we have W2 +W ′ ⊂ W2, so v = w1 + w′ implies
that v ∈ W1 +W ′ ⊂ W1 +W2. Thus, V = W1 +W2, which proves the claim.

The fact that V is semisimple given the above claim is a standard one; for completeness,
we give a proof. Let V0 =

∑
W⊂V simple W . Since the intersection of any two distinct simple

subrepresentations is trivial (it is a proper subrepresentation of a simple representation), we
have

V0 =
⊕

W⊂V simple

W.

We just need to show that V0 = V . By our claim above, there exists some W ⊂ V such
that V0 ⊕W = V . If W 6= 0, then W contains a nonzero simple representation. (Proof:
W contains a nonzero finite-dimensional representation W ′, and Zorn’s lemma implies the
existence of a maximal proper subrepresentation W1 ⊂ W ′. By the above claim, we have
W ′ = W1 ⊕W2 for some W2 ⊂ W ′; but now W2

∼= W ′/W1 is simple by maximality of W1

and is nonzero because W1 is proper.) But every simple subrepresentation of V is contained
in V0, and V0 ∩W = 0. Thus, we must have W = 0, so that V0 = V .

One nice application of semisimplicity in characteristic 0 is that we can obtain a canonical
description of the regular representation of G. This is best stated by considering the regular
representation not as a G-module but rather as a (G × G)-module, which we can do using
the action of G×G on G given by (g1, g2) · h = g1hg

−1
2 (see Remark 2.4.6 below for details).

On the other hand, we recall that any action of G on a G-module V induces a G-module
structure on the dual vector space V ∗ in a natural way. Thus, given a G-module V , we can
obtain a (G×G)-module V ∗ ⊗ V by setting (g, h) · (φ⊗ v) = φh⊗ gv. In other words, the
first copy of G in G×G acts on V , and the second copy of G acts on V ∗.

Proposition 2.3.11 ([Bri10, Lemma 2.2], [Tim11, Theorem 2.15]). Let k be an algebraically
closed field of characteristic 0. Let G be a reductive group over k, let T ⊂ G be a maximal
torus, and let B ⊂ G be a Borel subgroup containing T . There exists a canonical isomorphism
of (G×G)-modules

Γ(G,OG) ∼=
⊕

λ∈Λ+
G(B,T )

V (λ)∗ ⊗ V (λ),

where V (λ)∗ denotes the dual vector space to V (λ) and G × G acts on V (λ)∗ ⊗ V (λ) by
(g, h) · (φ⊗ v) = hφ⊗ gv.
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sketch of proof. The statement follows from Proposition 2.3.7 after one shows that

HomG(V (λ),Γ(G,OG)) ∼= V (λ)∗.

See [Bri10, Lemma 2.2] for details.

2.4 G-modules and Schemes

In order to apply the representation theory of reductive groups to schemes, we first need to
be able to obtain a representation from some geometric data on the scheme. In this section,
we discuss a few important ways to do this. In this section, k is an arbitrary field (not
necessarily algebraically closed and of arbitrary characteristic).

2.4.a Global Sections and Function Fields

Let G be an algebraic group (not necessarily reductive), and let X be a G-scheme. For any
affine k-scheme S = Spec(R) and any g ∈ G(S), consider the isomorphism ρg,R : X × S →
X × S given on functors of points by mapping any (x, s) ∈ (X ×k S)(S ′) to (gsx, s), where

gs ∈ G(S ′) is the composition S ′
s→ S

g→ G. Put another way, the morphism ρg,R is the
composition

X × S (g◦pr2,idX×S)−→ G×X × S (ρ,idS)→ X × S,
where ρ : G×X → X is the action morphism. Since S is flat over k, taking global sections
commutes with base changing by S, i.e. we have a canonical isomorphism

Γ(X × S,OX×S) ∼= Γ(X,OX)⊗k R

which is natural in S. Thus, the map ρg,R on global sections gives us a ring isomorphism

ϕg,R : Γ(X,OX)⊗k R→ Γ(X,OX)⊗k R.

Note that ρg,R is a map of S-schemes. It follows that ϕg,R is R-linear, i.e. that ϕg,R(1⊗ r) =
1⊗ r for all r ∈ R.

The ϕg,R are isomorphisms of k–vector spaces, and for all g, h ∈ G(S), one can check
that ρgh,R = ρg ◦ ρh, which gives us

ϕgh,R = ϕh,R ◦ ϕg,R.

It follows that g 7→ ϕg,R defines a homomorphism Gop → GLV , where V = Γ(X,OX).
Unfortunately, this is not a representation of G (which by definition is a homomorphism
G → GLV ). The issue is essentially that the ϕg,R define a right action of G(S) on V ⊗k R,
whereas representations of algebraic groups require left actions (by definition). Conceptually,
this makes sense: actions of G on schemes are also left actions by definition, and passing to
ring maps is contravariant, so we end up with a right action on rings instead of a left action.
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We could fix this by using right actions of G on schemes instead, but it is conventional to
use left actions of algebraic groups on schemes. Instead (and this seems to be the convention
throughout the literature), we simply note that given a right action of G on V , there is a
canonical way to form a left action of G on V : we just let elements of G act by their inverse
on G, i.e. we set g · v = g−1 ∗ v, where ∗ denotes the right action and · denotes the left action
that we are defining. In terms of homomorphisms: given a homomorphism, r : Gop → GLV
we can define a homomorphism ` : G → GLV by `(g) = r(g−1). Putting this all together,
the homomorphism ` defines a G-module structure on V = Γ(X,OX), which explicitly is
given by letting g ∈ G(S) act by ϕ−1

g,R.
When X is irreducible, we can define a G-module structure on K(X) in a similar way.

More precisely, the generic fiber of the action morphism ρ is a morphism G×Spec(K(X))→
Spec(K(X)) which defines an action of G on Spec(K(X)). Following the above construction
with Spec(K(X)) in place of X, we obtain a G-module structure on K(X). From now on,
we will use these G-module structures on Γ(X,OX) and K(X) without further mention.

Remark 2.4.1. When X is affine, we have K(X) = Frac(Γ(X,OX)), and the generic fiber
of ρ is the localization of a ring map at the prime ideal (0). It follows that the action of
any g ∈ G(S) on K(X) ⊗k R defined above is simply the localization of the map ϕg,R at
the prime ideal (0). However, because taking invariants or eigenvectors does not commute
with localization, we have K(X)G 6= Frac(Γ(X,OX)G) and K(X)(G) 6= Frac(Γ(X,OX)(G))
in general.

Remark 2.4.2. It’s worth noting what differences the convention of left action over right
action actually makes for the action of G on Γ(X,OX) and K(X). Our primary interest
will be in the set of B-eigenvectors in these G-modules. Since the B-eigenvectors are the
T -eigenvectors which are fixed by Ru(B) (Theorem 2.3.4), the set of B-eigenvectors is the
same whether we use a left or right action of G. However, if the character corresponding to
an eigenvector f ∈ Γ(X,OX)(B) under the left action is µ, then the character corresponding
to f under the right action is −µ.

In short, the use of a left action instead of a right action only changes all the weights of
B-eigenvectors by a minus sign. Keeping track of this sign is important for explicit examples,
but there are certain properties that remain unchanged by this convention. For instance,
the set of weights of B-eigenvectors in K(X) is the same whether we use the left or right
action (because if f ∈ K(X)(B) has weight µ, then f−1 has weight −µ).

The following lemma gives us a nice functoriality property for our G-module structures
on Γ(X,OX) and K(X).

Lemma 2.4.3. Let G be an algebraic group, and let f : X → Y be a G-equivariant morphism
of G-schemes.

(a) The map on global sections f# : Γ(Y,OY ) → Γ(X,OX) is a G-equivariant map of
G-modules.
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(b) If X and Y are irreducible and f is dominant, then the map on function fields K(Y )→
K(X) induced by f is a G-equivariant map of G-modules.

Proof. Let ρ : G × X → X and π : G × Y → Y be the action morphisms. The statement
that f is G-equivariant is equivalent to the equation

π ◦ (idG, f) = f ◦ ρ.

So, for any k-scheme S = Spec(R) and any g ∈ G(S), we have the following commutative
diagram:

X × S G×X × S X × S

Y × S G× Y × S Y × S

(g◦pr2 , idX×S)

(f, idS)

(ρ, idS)

(idG ,f , idS) (f, idS)

(g◦pr2 , idY×S) (π, idS)

The top and bottom row here are the maps ρg,R and πg,R (respectively) constructed above.
Passing to global sections, we see that the map on global sections f# : Γ(Y,OY )→ Γ(X,OX)
commutes with the action of g for all g ∈ G(S), i.e. that f# is G-equivariant. Similarly, if
X and Y are irreducible and f is G-equivariant and dominant, then one can check that the
composition of the inclusion of Spec(K(X)) with the generic fiber of f gives a G-equivariant
morphism Spec(K(X))→ Spec(K(Y )), which induces a G-equivariant map K(Y )→ K(X)
by the above arguments.

When X is affine, giving a G-module structure on Γ(X,OX) is more or less the same as
giving an action of G on X. The following lemma makes this statement precise.

Lemma 2.4.4. Let G be an algebraic group over k, and let X = Spec(A) be an affine scheme
of finite type over k. Suppose given a G-module structure of A in which every point in G
acts by ring homomorphisms. Then, there exists a unique action of G on X such that the
G-module structure on Γ(X,OX) constructed above is the given G-module structure on A.

Proof. To construct the action of G on X, we essentially reverse the construction of the
G-module structure on Γ(X,OX). Giving a G-module structure on A as in the lemma
statement is equivalent to giving, for every affine k-scheme S = Spec(R) and every point
g ∈ G(S), a ring isomorphism

ϕg,R : A⊗k R
∼→ A⊗k R

in such a way that ϕgh,R = ϕg,R ◦ ϕh,R for all g, h ∈ G(S). Given such a choice of ϕg,R, we
define the isomorphism

ρg,R : X × S ∼→ X × S

to be the morphism of affine shemes given on global sections by ϕg−1,R. Then, one can check
that ρgh,R = ρg,R ◦ ρh,R for all g, h ∈ G(S). We then define a morphism ρ : G × X → X
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which is given on functors of points by (g, x) 7→ prX ◦ρg,R(x, idS). In other words, for any
(g, x) ∈ G(S)×X(S), the image ρ(g, x) ∈ X(S) is the composition

S
(x,idS)→ X × S

ρg,R→ X × S pr→ X.

One then checks that ρ defines an action of G on X and that, under the G-module structure
on Γ(X,OX) constructed above, any g ∈ G(S) acts on Γ(X,OX) ⊗k R by the given ring
isomorphism ϕg,R. Moreover, the maps ρg,R defined above are precisely the maps ρg,R defined
in the construction of the G-module structure on Γ(X,OX). Since ρ is determined by the
ρg,R, which in turn are determined by the ϕg,R, it follows that ρ is the unique action of G on
X satisfying the condition in the lemma statement.

One important example of the G-module structure on Γ(X,OX) arises when we take
X = G. In this case, there are two interesting actions of G on itself that we might consider:
the action given by left multiplication, i.e. by the morphism m : G×G→ G given on functors
of points by (g, h) 7→ gh; or, the action given by right multiplication, which on functors of
points will be (g, h) 7→ hg−1 (remember that an action of algebraic group on a scheme is by
definition a left action, hence the use of g−1 here). Thus, Γ(G,OG) has two different natural
structures of a G-module: the left regular representation (which comes from the action given
by left multiplication) and the right regular representation (which comes from the action
given by right multiplication). It turns out that these two representations are canonically
isomorphic. Indeed, if i : G→ G is the inversion map (given on funtors of points of g 7→ g−1)
and m′ : G×G→ G is the right action (g, h) 7→ hg−1, then we have

i ◦m = m′ ◦ i.

(On functors of points, this is just the statement that (gh)−1 = h−1g−1.) In other words, i is
a G-equivariant morphism from G (with the left multiplication action) to G (with the right
multiplication action). By our discussion of functoriality above, i induces a map from the
right regular representation to the left regular representation, and since i is an automorphism
of G, this map is an isomorphism of representations. For this reason, one typically does not
distinguish between the left and right regular representation and just calls the left regular
representation the regular representation of G

Remark 2.4.5. The regular representation is faithful when G is affine, so every affine
algebraic group is isomorphic to a subgroup of GLn for some n, see [Mil17, Theorem 4.9 and
Corollary 4.10]. Subgroups of GLn are sometimes called linear algebraic groups, so what we
have just said is that every affine algebraic group is linear. This is one part of the reason
why so much of the theory of algebraic groups is built on the affine case.

Remark 2.4.6. One can also combine the left and right regular representations in an inter-
esting way. Indeed, we have an action of G × G on G by (g1, g2) · h = g1hg

−1
2 . This action

induces a (G × G)-module structure on Γ(G,OG), which is in some sense the left regular
representation in one factor of G×G and the right regular representation in the other factor.
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For our purposes, we will generally be interested in the case where G is reductive, in which
case we want to understand the B-eigenvectors (and their associated weights) of Γ(X,OX)
and K(X). We now give an explicit example to show how these can be worked out.

Example 2.4.7. Let k be a field, and let V be a finite-dimensional k–vector space. We
consider the k-scheme

X = A(V ) = Spec(Sym·
k(V

∗)).

For any k-algebra R, we have isomorphisms

X(Spec(R)) ∼= Homk(Sym·
k(V

∗), R) ∼= Homk(V
∗, R) ∼= V ⊗k R

which are natural in R. (The second isomorphism here follows from the universal property
of Sym·

k, and the third isomorphism is given by sending any
∑

j vj⊗ rj ∈ V ⊗kR to the map
V ∗ → R given by ϕ 7→

∑
j ϕ(vj)rj).) In other words, the functor of points of X, viewed as

a functor Algk → Set, is (naturally isomorphic to) the functor R 7→ V ⊗k R.
Suppose now that V is a G-module for some algebraic group G. By definition, this means

that for all k-algebras R, we have an action of G(Spec(R)) on X(Spec(R)) = V ⊗k R that is
natural in R. In other words, the G-module structure on V immediately gives us an action
of G on X. This action induce a G-module structure on Γ(X,OX) = Sym·

k(V
∗), which we

wish to describe explicitly. To do this, we first construct a G-module structure on Sym·
k(V

∗)
and then show that the corresponding action of G on X from Lemma 2.4.4 is the same as
the action we just described.

Note that the G-module structure of V induces a G-module structure on the dual space
V ∗. Explicitly, this structure is given as follows. Let S = Spec(R) and g ∈ G(S). We have
a canonical isomorphism V ∗ ⊗k R ∼= Homk(V,R) which is natural in R. (Explicitly, the
isomorphism is given by

∑
j ϕj⊗rj 7→ (v 7→

∑
j ϕj(v)rj).) Thus, we may describe the action

of g on V ∗ ⊗k R by describing the action of g on Homk(V,R). This action is the map

ψg,R : Homk(V,R)→ Homk(V,R)

that sends any k-linear map ϕ : V → R to the composition

V
v 7→v⊗1
↪→ V ⊗k R

g−1·→ V ⊗k R
v⊗r 7→ϕ(v)r→ R.

The map ψg,R is an isomorphism, so it gives rise to an isomorphism V ∗⊗kR
∼→ V ∗⊗kR and

hence to an isomorphism

ψ̃g,R : Sym·
k(V

∗)⊗k R→ Sym·
k(V

∗)⊗k R.

One can check that the ψ̃g,R define a left action of G(R) on Sym·
k(V

∗)⊗k R. (Note that the
use of g−1 in the defintion of ψg,R(ϕ) above ensures we get a left action instead of a right
action.) So, we have defined a G-module structure on Sym·

k(V
∗). We remark that in the

case where R = k, the action of g on V is a linear map, and ψg,k is nothing more than the
dual linear map V ∗ → V ∗.
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Now, consider the action ρ : G × X → X induced (via Lemma 2.4.4) by the above
G-module structure on Sym·

k(V
∗). Let S = Spec(R) and g ∈ G(S). By the proof of

Lemma 2.4.4, the map ρg,R : X × S → X × S is given on global sections by ψ̃g−1,R. On
the other hand, the proof of the lemma also shows us that, for any x ∈ X(S), the image
ρ(g, x) ∈ X(S) is the composition

S
(x,idS)→ X × S

ρg,R→ X × S pr→ X.

To show that ρ agrees with our original action of G on X, we need to show that the above
composition, when viewed as an element of X(S) ∼= Homk(V

∗, R) ∼= V ⊗k R, is precisely
g · x, where g acts on V ⊗k R via the G-module structure of V . Viewing x as an element of
V ⊗kR, we may write x =

∑
j vj ⊗ rj. Let i : k ↪→ R be the inclusion map. Passing to maps

on global sections and then to maps on Homk(V,R), the above composition becomes

V ∗ = Homk(V, k)
ϕ7→i◦ϕ→ Homk(V,R)

ψg−1,R→ Homk(V,R)
ϕ7→

∑
j ϕ(vj)rj−→ R.

Using the definition of ψg−1,R, one can check that this composition sends any ϕ ∈ V ∗ to the
element ϕ(g · (

∑
j vj ⊗ rj)) ∈ R. Under the isomorphism Homk(V

∗, R) ∼= V ⊗k R, this map
V ∗ → R becomes precisely g · (

∑
j vj ⊗ rj) = g · x. This proves the claim.

Example 2.4.8. We write out all the representation-theoretic data of interest to us in the
above example for a particularly nice case. Suppose k is algebraically closed of characteristic
0. Write V = ⊕ni=1kei for some n ≥ 2, so that X = A(V ) = An

k . Let G = SLn, let B be
the subgroup of upper triangular n× n matrices (which is a Borel subgroup), and let T be
the subgroup of diagonal n × n matrices (which is a maximal torus of G contained in B).
By definition of G, we have a G-module structure on V . Explicitly: for any S = Spec(R), a
point g ∈ G(S) is an n×n matrix with coefficients in R, and the action of g on V ⊗kR ∼= Rn

is just given by sending any (r1, . . . , rn) ∈ R to g · (r1, . . . , rn)T . By Example 2.4.7 above,
this induces an action of G on X in such a way that the corresponding G-module structure
of Γ(X,OX) ∼= k[x1, . . . , xn] is given by letting g ∈ G(Spec(R)) act by the map ψ̃g,R in that
example. To understand the representation theory of Γ(X,OX), it will suffice to look at the
action of k-points g ∈ G(Spec(k)). By the construction of ψ̃g,R, we see that any k-point g
acts by the isomorphism

k[x1, . . . , xn]
∼→ k[x1, . . . , xn]

which, on degree-1 parts, is the automorphism of V ∗ ∼= ⊕ni=1kxi given by the dual map
(g−1)∗ ∈ SL(V ∗). The xi are the dual basis for the given basis e1, . . . , en of V , and in the
dual basis, the dual map (g−1)∗ is just the transpose of the matrix g−1. Since g sends ei
to the ith column of g (i.e. we have g · ei = (g1,i, . . . , gn,i)), we conclude that g acts on
k[x1, . . . , xn] by sending xi to the ith column of (g−1)T , which is the ith row of g−1. In
equations: g · xi =

∑
j(g
−1)ijxj.

Now, the degree-d elements of k[x1, . . . , xn] form a G-submodule for all d ≥ 0. We
describe certain B-eigenvectors in each of these G-submodules. Any b ∈ B is an upper-
triangular matrix, and b−1 is upper-triangular as well. It follows that for any d ≥ 0, we
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have
b · xdn =

(
(b−1)nn

)d
xd1,

and det(b) = 1 implies that bnn ∈ k×. Thus, the elements of the form cxd1 are B-eigenvectors
for any c ∈ k× and any d ≥ 0. In general, the degree-d elements of k[x1, . . . , xn] will not form
a simple G-module, so there are typically other B-eigenvectors as well (except in degree 1,
as ⊕ni=1kxi is actually simple, see [Mil17, Example 22.34]).

Note that if ε is the weight of xn, then the weight of xdn is dε ∈ X (T ). Also, we have an
isomorphism

T
∼→ Gn−1

m , diag(t1, . . . , tn) 7→ (t1, . . . , tn−1) ∈ Gn−1
m .

(Note that this is an isomorphism because det(diag(t1, . . . , tn)) = 1 implies that tn =
t−1
1 · · · t−1

n−1.) This isomorphism induces an isomorphism X (T ) ∼= Zn−1, which identifies ε
with the element (1, 1, . . . , 1) ∈ Zn−1. One can show that this weight ε is a fundamental
weight of G (see e.g. [Mil17, Example 22.34]).

The xi for i < n are not B-eigenvectors, but they are T -eigenvectors, so we may consider
their weights as well. Under the above isomorphism X (T ) ∼= Zn−1, the weight of xi is
identified with is (0, . . . , 0,−1, 0, . . . , 0) (with the −1 in the ith position). We remark that
the −1 here is coming from the fact that any t ∈ T acts on the ring k[x1, . . . , xn] via (t−1)T

rather than via t. Since these xi are not B-eigenvectors, their weights are unrelated to
the representation theory of G; however, the fact that we get −1 instead of 1 for these
T -eigenvectors will be relevant to our discussion of toric varieties in Section 3.3.a.

2.4.b G-Linearizations of Line Bundles

Sometimes, the G-module structure of Γ(X,OX) carries a lot of interesting information. For
instance, when X is affine, the global sections of X determine all the geometry of X, so the
G-module structure of Γ(X,OX) can be expected to tell us a lot about the action of G on
X. When X is projective, however, we have Γ(X,OX) = k, and the G-module structure
will just be the trivial one (because the map X → Spec(k) is G-equivariant and so induces
a G-equivariant map on global sections, see Lemma 2.4.3).

To understand geometry in the projective setting, one typically studies global sections
of (especially ample) line bundles, not of OX . So, we would like to generalize our G-module
construction for Γ(X,OX) to get a G-action on H0(X,L) for an invertible sheaf L on X.
For this, we first need a gadget that plays the role of an “action” of G on L.

Definition 2.4.9. Let G be an algebraic group, let X be a finite-type k scheme equipped
with an action of G, and let L be an invertible sheaf on X. Let ρ : G × X → X and
m : G × G → X be the action morphism and multiplication morphism (respectively). A
G-linearization of L is an isomorphism

φ : ρ∗L
∼→ pr∗X L
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of invertible sheaves on G × X such that the following diagram of invertible sheaves on
G×G×X commutes:

(ρ ◦ (idG, ρ))∗L (prX ◦(idG, ρ))∗L (ρ ◦ prG×X)∗L

(prX ◦ prG×X)∗L

(ρ ◦ (m, idX))∗L (prX ◦(m, idX))∗L

(idG ,ρ)

pr∗G×X φ

(µ, idX)∗φ

(Here, prX : G ×X → X and prG×X : G × G ×X → G ×X are the projection maps, and
all equals signs follow from pulling back by two compositions of maps that are equal.) We
call commutativity of this diagram the cocyle condition of a G-linearization.

Definition 2.4.10. Let G be an algebraic group, let X be a finite-type k scheme equipped
with an action of G.

1. A G-linearized invertible sheaf on X is an invertible sheaf L equipped with a G-
linearization.

2. We say that an invertible sheaf L on X is G-linearizable if there exists a G-linearization
of L.

Let X be a G-scheme, and let ρ : G ×X → X be the action morphism. For any affine
k-scheme S = Spec(R) and any g ∈ G(S), we made use in the previous section of the
isomorphism ρg,R : X × S ∼→ X × S given on functors of points by (x, s) 7→ (gsx, s), where
gs = g◦s and gsx = ρ(gs, x). Intuitively, one thinks of the map ρg,R as the morphism by which
g acts on X ×S. In fact, we can recover the action morphism ρ from the maps ρg,R: indeed,
taking S = G and guniv = idG, we see that ρguniv ,R is the morphism X ×G ∼→ X ×G given
by (x, g) 7→ (gx, g), so we have ρ = prX ◦ρguniv ,R in this case (cf. the proof of Lemma 2.4.4).
Note that, under this correspondence between ρ and the maps ρg,R, the condition that the
morphism ρ is a G-action is equivalent to the condition that ρg,R ◦ ρh,R = ρgh,R for all
S = Spec(R) and all g, h ∈ G(S).

Just as the data of ρ can be thought of as the data of the morphisms ρg,R, we would like
to think of a G-linearization φ : ρ∗L→ pr∗X L as the data of some sheaf morphisms φg,R for
all S = Spec(R) and all g ∈ G(S). Since a G-linearization in some sense plays the role of an
“action” of G on L, the φg,R would then play the role of the map by which the point g acts.
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To construct the φg,R, we define ig,S = (g ◦ prS, idX×S). We then have the following
commutative diagram.

X × S G×X × S X × S

G×X X

ig,S

ρg,R

prG×X

(ρ, idS)

prX

ρ

Set LS = pr∗X L and φS = pr∗G×X φ. Then, φS is an isomorphism

φS : (ρ, idS)∗LS
∼→ pr∗X×S LS,

so i∗g,SφS is an isomorphism
i∗g,SφS : ρ∗g,RLS → LS.

The map i∗g,SφS is the map φg,R that we were looking for. These maps also come with a sort of
“associativity condition,” which is the analog of the cocycle condition on the G-linearization.
Indeed, one can pull back the cocyle condition on φ under the composition

X × S (g◦pr2,h◦pr2,idX×S)−→ G×G×X × S pr→ G×G×X

to obtain the following commutative diagram:

ρ∗h,R(ρ∗g,RLS) ρ∗gh,RLS LS

ρ∗h,RLS

ρ∗h,R(φg,R)

φgh,R

φh,R

As with ρ and the maps ρg,R, the G-linearization φ can be recovered from the maps φg,R.
This gives us an alternative (and sometimes more straightforward) way of constructing and
working with G-linearizations.

Lemma 2.4.11. Let X be a G-scheme, let L be an invertible sheaf on X, and let ρ : G×X →
X be the action morphism. Suppose that for each affine k-scheme S = Spec(R) and each
g ∈ G(S), we are given a morphism

φg,R : ρ∗g,RLS → LS

of sheaves of OX×S-modules (here LS = pr∗X L and ρg,R are as above). Suppose moreover
that the following hold.

1. The φg,R are functorial in R, in the following sense: for any two affine k-schemes
S = Spec(R) and S ′ = Spec(R′) and any morphism f : S ′ → S, the pullback of φg,R
under the map idX ×f : X × S ′ → X × S is φg′,R′, where g′ = g ◦ f ∈ G(S ′).
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2. For every S = Spec(R) and every g, h ∈ G(S), we have the following commutative
diagram of sheaves of OX×S-modules:

ρ∗h,R(ρ∗g,RLS) ρ∗gh,RLS LS

ρ∗h,RLS

ρ∗h,R(φg,R)

φgh,R

φh,R

Then, there exists a unique G-linearization φ : ρ∗L → pr∗X L of L such that for all S =
Spec(R) and all g ∈ G(S), the map φg,R is the map i∗g,SφS defined from φ above.

Proof. As with recovering the map ρ from the ρg,R, we define φ by taking S = G and
guniv = idG. Then, we have LS = pr∗X L and

prX ◦ρguniv ,R = ρ ◦ prG×X ◦iguniv ,S = ρ

(the last equality here follows from the fact that guniv = idG). This implies that ρ∗guniv ,RLS =
ρ∗L, so φguniv ,R is a morphism φ : ρ∗L→ pr∗X L.

For any S = Spec(R) and any g ∈ G(S), the composition prG×X ◦ig,S is the map idX ×g :
X × S → X × G. Thus, Assumption 1 (applied with f = g) tells us that the pullback
i∗g,SφS = (prG×X ◦ig,S)∗φ is the map φg′,R, where g′ = guniv ◦ g = g. In other words, we have
φg,R = i∗g,SφS. Moreover, the map φ can be recovered from the i∗g,SφS: taking S = G and
g = guniv gives us i∗guniv ,SφG = φ. It follows that φ is the unique map ρ∗L→ pr∗X L such that
i∗g,SφS = φg,R for all S = Spec(R) and all g ∈ G(S).

It remains to check that φ satisfies the cocyle condition (and so is actually aG-linearization).
For this, we note that the cocycle condition is a diagram which commutes if and only if its
pullback under every map S → G × G × X commutes. Any such map is given by a pair
g, h ∈ G(S) and a point x ∈ X(S), and we have the following commutative diagram:

S

X × S G×G×X × S G×G×X

(x, idS)
(g,h,x)

(g◦prS ,h◦prS , idX×S) pr

As noted above, the pullback of the cocyle condition under the bottom row of this diagram
is the diagram of Assumption 2. Since we have assumed that this diagram comutes, so does
its pullback to S.

With G, X, ρ, and L, let φ : ρ∗L→ pr∗X L be a G-linearization. We can use φ to construct
a G-module structure on H0(X,L) as follows. For any affine k-scheme S = Spec(R) and
any g ∈ G(S), we define ρg,R as above and set LS = pr∗X L and φS = pr∗G×X φ as above. We
already know that φg,R = i∗g,SφS is an isomorphism

φg,R : ρ∗g,RLS → LS.
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On the other hand, ρg,R induces a k-linear map H0(X × S, LS) → H0(X × S, ρ∗g,RLS) by
pulling back global sections. We consider the composition

ψg,R,L : H0(X × S, LS)
ρ∗g,R→ H0(X × S, ρ∗g,RLS)

φg,R→ H0(X × S, LS).

Note that ψg,R,L is k-linear (because ρg,R is a morphism of k-schemes, the morphism i∗g,SφS
is OX-linear, and k ⊂ Γ(X,OX)) and is an isomorphism (because both ρ∗g,R and i∗g,SφS are
isomorphisms). Moreover, since S is flat over k, taking global sections of L commutes with
base change to S, i.e. we have a canonical isomorphism

H0(X × S, LS) ∼= H0(X,L)⊗k R

which is functorial inR. We claim that the ψg,R,L define a right action ofG(S) onH0(X,L)⊗k
R. For all g, h ∈ G(S), we know that

ρgh,R = ρg,R ◦ ρh,R.

Using this fact and the commutative diagram on the φg,R given above (see Assumption 2 of
Lemma 2.4.11 above), we have

ψgh,R,L = φg,R ◦ ρ∗gh,R = (φh,R ◦ ρ∗h,R(φg,R)) ◦ (ρ∗h,R ◦ ρ∗g,R)

= φh,R ◦ (ρ∗h,R ◦ φg,R) ◦ ρ∗g,R
= ψh,R,L ◦ ψg,R,L.

(The third equality here follows from definition of the pullback map ρ∗h,R, which the rest are
using the commutativity statements given above.) This proves that the ψg,R,L define a right
action of G(S) on H0(X,L) ⊗k R. So, we obtain a left action by letting g ∈ G(S) act by
ψ−1
g,R,L, and this left action defines a G-module structure on H0(X,L).

For our purposes, the main use of G-linearizations will be to work with this G-module
structure on H0(X,L). Note, however, that whereas the G-module structures on Γ(X,OX)
and K(X) can be defined just using the action of G on X, the G-module structure on
H0(X,L) requires the added data of a G-linearization on L. G-linearizations need not
always exist, and they also need not be unique when they do exist. We will discuss these
questions of existence and uniqueness in more detail in Section 2.6. For now, we give a few
basic properties of G-linearizations that help us work with them.

First, we check that the G-module structure on H0(X,L) is functorial in some suitable
sense (cf. the analogous statement for Γ(X,OX) and K(X) in Lemma 2.4.3).

Lemma 2.4.12. Let f : Y → X be a G-equivariant morphism of G-schemes, and let L be
a G-linearized invertible sheaf on X. There exists a canonical G-linearization on f ∗ : such
that the pullback map

f ∗ : H0(X,L)→ H0(Y, f ∗L)

is a G-equivariant map of G-modules.
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Proof. Since f is G-equivariant, the following diagram commutes:

G× Y G×X

Y X

π

(idG ,f)

ρ

f

The same diagram also commutes with prY and prX in place of π and ρ (by definition of the
projection maps). We can thus consider the pullback

ψ = (idG, f)∗φ : π∗(f ∗L)
∼→ pr∗Y (f ∗L).

One can check that ψ satisfies the cocyle condition and hence is a G-linearization of f ∗L.
Arguing as with Γ(X,OX) in Lemma 2.4.3, we see that for any S = Spec(R) and any
g ∈ G(S), we have

π∗g,S ◦ (f, idS)∗ = (f, idS)∗ ◦ ρ∗g,S.

Write jg,S = (g◦prS, idY×S) and ψS = pr∗S ψ. Since g acts on H0(X,L)⊗R (resp. H0(Y, f ∗L))
by i∗g,SφS ◦ ρ∗g,S (resp. j∗g,SψS ◦ π∗g,S) and the map H0(X,L)⊗R→ H0(Y, f ∗L) induced by f
is (f, idS)∗, it remains to prove that

j∗g,SψS ◦ (f, idS)∗ = (f, idS)∗ ◦ i∗g,SφS.

For this, we note that the following diagram commutes:

Y × S G× Y × S

X × S G×X × S

jg,S

(f, idS) (idG ,f , idS)

ig,S

Thus, we have

j∗g,SψS = [jg,S ◦ prS ◦(idG, f)]∗φ = [jg,S ◦ (idG, f, idS) ◦ prS]∗φ

= [(f, idS) ◦ ig,S]∗(pr∗S φ)

= (f, idS)∗(i∗g,SφS).

It now follows from a general property of the pullback map (f, idS)∗ that

j∗g,SψS ◦ (f, idS)∗ = (f, idS)∗(i∗g,SφS) ◦ (f, idS)∗ = (f, idS)∗ ◦ i∗g,SφS.

This equality is precisely the statement that the pullback map f ∗ is G-equivariant.

Next, we show that G-linearizations behave nicely with respect to tensor products and
inverses of invertible sheaves.
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Lemma 2.4.13. Let X be a finite-type k-scheme, let G be an algebraic group, and let ρ :
G×X → X be a group action. Let L and M be invertible sheaves on X, and let

φ : ρ∗L
∼→ pr∗X L, ψ : ρ∗M

∼→ pr∗XM

be G-linearizations.

(a) There exists a canonical G-linearization on OX such that the induced G-module struc-
ture on H0(X,OX) is the usual G-module structure on Γ(X,OX).

(b) The map φ⊗ψ is a G-linearization of L⊗M , and using the actions on global sections
resulting from φ, ψ, and φ⊗ ψ, the canonical map

H0(X,L)⊗k H0(X,M)→ H0(X,L⊗M)

is G-equivariant.

(c) There exists a canonical G-linearization on L−1 such that the G-linearization on the
tensor product L⊗ L−1 ∼= OX of part (b) is the G-linearization on OX of part (a).

Proof. We have a canonical G-linearization on OX arising from the canonical isomorphisms

ρ∗OX ∼= OG×X ∼= pr∗X OX .

These canonical isomorphisms are such that pulling back by any morphism gives us the same
canonical isomorphism (just on a different scheme). Thus, if α is the above composition,
then one checks quite quickly that α satisfies the cocyle condition (every map in the cocycle
condition is a canonical isomorphism of the structure sheaf), so α is a G-linearization on
OX . To see what the corresponding action on H0(X,OX) is, let S = Spec(R) and g ∈ G(S).
The pullback i∗g,SαS is the canonical isomorphism

ρ∗g,ROX×S ∼= OX×S ∼= pr∗X OX ∼= OX×S.

The second two isomorphisms here are inverses, so i∗g,SφS is just the canonical isomorphism
ρ∗g,ROX×S ∼= OX×S. The action of g on H0(X,OX) is thus the composition

Γ(X,OX)
ρ∗g,R→ Γ(X, ρ∗g,ROX) ∼= Γ(X,OX).

It follows by definition of the pullback map ρ∗g,R that this is precisely the map on global

sections ρ#
g,R. Thus, the action of G on Γ(X,OX) coming from the G-linearization α agrees

with the G-module structure on Γ(X,OX) constructed above.
For (b), the cocyle condition on φ ⊗ ψ follows formally from the cocyle conditions on φ

and ψ (and the fact that tensor products commute with pullbacks). For any S = Spec(R)
and any g ∈ G(S), pullback by ρ∗g,R commutes with the canonical maps

H0(X,L)⊗k H0(X,M)→ H0(X,L⊗M)

and

H0(X, ρ∗g,RL)⊗k H0(X, ρ∗g,R)→ H0(X, ρ∗g,RL⊗ ρ∗g,RM).
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(This commutativity statement follows by definition of these maps and of the pullback of
sections). The pullback i∗g,S(φ ⊗ ψ) = i∗g,SφS ⊗ i∗g,SψS commutes with these maps as well
(this is again a general scheme-theoretic fact), so the action of g (which is the composition
i∗g,S(φ⊗ ψ) ◦ ρ∗g,R) commutes with them, too.

For (c), we wish to construct a G-linearization φ− : ρ∗L−1 → pr∗X L
−1. Using the iden-

tifications (ρ∗L)−1 ∼= ρ∗(L−1) and (pr∗X L)−1 ∼= pr∗X(L−1), we see that giving the morphism
φ− is equivalent to giving a morphism

φ′− : (ρ∗L)−1 = HomOX (ρ∗L,OG×X)→ HomOX (pr∗X L,OG×X) = (pr∗X L)−1.

We can define such a morphism φ′− by f 7→ f ◦ φ−1, and this gives us the morphism φ− that
we wanted. Using the cocyle condition on φ, one can check that φ′− (hence also φ−) satisfies
the cocyle condition.

Now, the G-linearization on L ⊗ L−1 from (b) is the tensor product φ ⊗ φ−. Using the
identifications (ρ∗L)−1 ∼= ρ∗(L−1) and (pr∗X L)−1 ∼= pr∗X(L−1) again, so that φ− is identified
with φ′−, this becomes the morphism

φ⊗ φ′− : ρ∗L⊗HomOX (ρ∗L,OX)→ pr∗X L⊗Hom(pr∗X L,OX)

given by s⊗ f 7→ φ(s)⊗ (f ◦ φ−1). Both the domain and target of φ⊗ φ′− are isomorphic to
OG×X , and under these isomorphisms (which are just the evaluation maps), the morphism
φ⊗ φ′− becomes the identity map on OG×X . On the other hand, we saw in the proof of (a)
above that the canonical G-linearization on OX is also the identity map on OG×X (after using
the identifications ρ∗OX ∼= OG×X and pr∗X OX ∼= OG×X). In other words, the G-linearization
φ⊗ φ− on OX is the same as the one from (a).

The above lemma allows us to define a “G-equivariant” version of the Picard group.

Definition 2.4.14. Let X be a G-scheme, and let ρ : G×X → X be the action morphism.
Let L and M be invertible sheaves on X, and let

α : ρ∗L→ pr∗X L, β : ρ∗M → pr∗XM

be G-linearizations.

1. A morphism ϕ : L → M is said to be G-equivariant (or a morphism of G-linearized
invertible sheaves) if the following diagram commutes:

ρ∗L pr∗X L

ρ∗M pr∗XM

α

ρ∗ϕ pr∗X ϕ

β

(One can check that this is equivalent to saying that the homomrphism of global
sections of ϕ is a G-equivariant H0(X,L)→ H0(X,M).)
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2. We define the G-equivariant Picard group, denoted PicG(X), to be the set of all G-
equivariant isomorphism classes of G-linearized invertible sheaves. In other words,
elements of PicG(X) are invertible sheaves L equipped with a G-linearization, modulo
the equivalence relation imposed by G-equivariant isomorphisms.

Remark 2.4.15. Note that Lemma 2.4.13 implies that PicG(X) is an abelian group, with
multiplication given by part (b) of the lemma and identity element OX with the canonical
G-linearization given in part (a) of the lemma.

The following lemma gives us another useful fact about the G-module structure on
H0(X,L).

Lemma 2.4.16. Let X be a G-scheme, let L be a G-linearized invertible sheaf on X, and let
f ∈ H0(X,L). Let S = Spec(R) be an affine k-scheme, and write XS = X×S, LS = pr∗X L,
and fS = pr∗X f ∈ H0(XS, LS), where pr∗X : X × S → X is the projection morphism. For
any g ∈ G(S), we have

g · (XS)fS = (XS)g·fS .

Proof. Let ρ : G × X → X be the action morphism, and let φ : ρ∗L → pr∗X L be the
G-linearization of L. By definition, the action of g ∈ G(S) on H0(XS, LS) is given by the
composition i∗g,RφS ◦ ρ∗g,R. The morphsim ρg,R : X → X is the morphism by which g acts on
XS, so it follows from the (purely scheme-theoretic) definitions that

g · (XS)fS = ρg,R((XS)fS) = (XS)ρ∗g,RfS .

On the other hand, the map i∗g,RφS is an isomorphism ρ∗g,RLS
∼= LS which identifies ρ∗g,RfS

with g · fS ∈ H0(XS, LS). So, we have (XS)ρ∗g,RfS = (XS)g·fS (because an isomorphism of

invertible sheaves does not change the vanishing locus of a section).

One of the most important uses ofG-linearizations for our purposes will beG-linearizations
of an ample line bundle L on a projective scheme X. In this setting, there is a canonical
isomorphism X ∼= Proj(Γ∗(X,L)). It turns out that this isomorphism “plays nicely with
G-actions” in a way made precise by the following proposition.

Proposition 2.4.17. Let k be a field, and let G be an algebraic group over k.

(a) Let X be a finite-type k-scheme with an action of G, and let L be a globally generated
G-linearized invertible sheaf Γ∗(X,L) is finitely generated over Γ(X,OX) (for instance,
this holds if X is proper and L is ample, see Proposition A.4). The G-linearization on
L induces a G-module structure on Γ∗(X,L) in which G acts by graded ring homomor-
phisms, and this G-module structure induces a G-action on Proj(Γ∗(X,L)) such that
the canonical morphism

X → Proj(Γ∗(X,L))

is G-equivariant.
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(b) Conversely, let A = ⊕n≥0An be a graded ring finitely generated in degree 1 over k ⊂ A0,
and suppose that A has the structure of a G-module in which G acts by graded ring
homomorphisms on A. Then, there exists a canonical G-action on Y = Proj(A) and
a canonical G-linearization of OY (n) for all n such that the canonical morphism

An → H0(Y,OY (n))

is G-equivariant.

(c) The constructions of (a) and (b) are inverses, in the following sense. If f : X → Y =
Proj(Γ∗(X,L)) is the canonical morphism from (a), then we have f ∗OY (1) ∼= L. In the
situation of (a), f is G-equivariant, so the G-linearization on OY (1) from (b) induces
a G-linearization on f ∗OY (1), hence also on L. The G-linearization on L induced in
this way is the same as the G-linearization on L given in (a).

Remark 2.4.18. We fully expect (though we have not checked it) that the above proposition
holds without any of the finitely generated assumptions. The only difficulty is that the
functor of points of Proj(A) is somewhat more unwieldy without assuming that the ring A
is finitely generated in degree 1 (or at least finitely generated).

As a concrete example of the above proposition, we write out all the actions and representation-
theoretic details of the G-module Γ∗(X,L) in a particularly nice case.

Example 2.4.19. Let k be an algebraically closed field of characteristic 0. Let G = SL2,
let B be the subgroup of upper triangular matrices, and let T be the subgroup of diagonal
matrices. We define a G-module structure on k[x, y] as follows. For any S = Spec(R),
a point g ∈ G(S) is a 2 × 2 matrix ( a bc d ) with entries in R. We let g act on the ring
R[x, y] = k[x, y]⊗R via the R-linear graded isomorphism R[x, y]→ R[x, y] determined by(

a b
c d

)
· x = dx− by,

(
a b
c d

)
· y = −cx+ ay.

Now, Proposition 2.4.17b gives us an action of G on P1 = Proj(k[x, y]) and a G-linearization
of OP1(1) such that the canonical map

k[x, y]→ Γ∗(P1,OP1(1))

is G-equivariant. This map is an isomorphism for P1, so we may identify Γ∗(P1,OP1(1)) with
the G-module k[x, y]. One can check that the above action on k[x, y] agrees with the action
of G on k[x, y] described in Example 2.4.8. Indeed, after unwinding definitions, this boils

down to the fact that d and −b are the entries in the first column of
(

( a bc d )
−1
)T

, and −c and

a are the entries in the second column of that matrix. It follows that, if we view A2 as the
affine cone over P1 (see Example A.2), then the resulting action of G on A2 is the action of
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Example 2.4.8. We saw in that example that this action on A2 is given on functors of points
by matrix multiplication, i.e by the equation(

a b
c d

)
· (x, y) =

(
a b
c d

)(
x
y

)
= (ax+ by, cd+ dy).

Since the morphism π : A2\{0} → P1 is G-equivariant (see Appendix A), the above equation
implies that, in projective coordinates, the action of G on P1 is:(

a b
c d

)
· [x : y] = [ax+ by : cx+ dy].

We are interested in the representation theory of the G-module k[x, y]. Since char(k) = 0,
it is a standard fact from the representation theory of SL2 (see e.g. [Spr77, Chapter 3]) that for
all d ≥ 0, the G-submodule k[x, y]d of degree-d elements is the unique simple representation
of G of dimension d + 1. we saw in Example 2.4.8 that yd is a B-eigenvector of k[x, y]d for
all d and that, under the isomorphism Z ∼= X (T ) induced by the isomorphism

T
∼→ Gm, diag(t, t−1) 7→ t,

the weight of yd is d ∈ Z. (Explicitly, the weight d ∈ Z corresponds to the character T → Gm

given by diag(t, t−1) 7→ tn.) Since k[x, y]d is simple, we conclude that the only B-eigenvectors
of k[x, y] are the monomials cyd for any d ≥ 0 and c ∈ k.

Finally, we note that the B-eigenvector yd vanishes only at the B-fixed point [1 : 0] ∈ P1.
This is an example of the more general fact that divisors cut out by B-eigenvectors are
B-stable, which we will prove in Corollary 2.5.5.

2.5 Representation Theory and G-Schemes

In the previous section, we defined some very useful G-modules arising from actions of G
on schemes. In this section, we discuss some general results on the representation theory
of these G-modules. We assume throughout this section that k is an algebraically closed
field of arbitrary characteristic, that G is a reductive group over k, and that T and B are a
maximal torus and a Borel subgroup (respectively) of G such that T ⊂ B ⊂ G.

We have seen in Section 2.3 that the representation theory of reductive groups is largely
controlled by B-eigenvectors and their weights. We now define some notation for certain
important sets of weights.

Definition 2.5.1. Let X be a G-scheme, let L be a G-linearized invertible sheaf on X, and
let V be a G-module.

1. We define Λ+(V ) to be the set of weights of nonzero B-eigenvectors of V . Note that
Λ+(V ) ⊂ Λ+

G is a set of dominant weights.
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2. We define Λ+(X) = Λ+(Γ(X,OX)) (using the usual G-module structure on Γ(X,OX)).

3. If X is irreducible, we define Λ(X) = Λ+(K(X)).

4. We define
Λ+(X,L) =

⋃
d≥0

(
Λ+(H0(X,L⊗d))× {d}

)
⊂ Λ+

G × N.

(Here, we use the G-module structure on H0(X,L⊗d) coming from the G-linearization
of L⊗n from Lemma 2.4.13b.)

Note that our definition of Λ+(X,L) keeps track of both the weights and the degrees of
B-eigenvectors in the graded ring Γ∗(X,L) = ⊕d≥0H

0(X,L⊗d). We can relate the degrees
of these B-eigenvectors to representation theory in the following way. Define

G̃ = G×Gm, B̃ = B ×Gm, T̃ = T ×Gm.

Then, G̃ is a reductive group, and T̃ and B̃ are a maximal torus and a Borel subgroup of G̃
(respectively). Moreover, the usual isomorphism X (Gm) ∼= Z induces an isomorphism

X (T̃ ) ∼= X (T )× Z

which restricts to a bijection Λ+

G̃
(B̃, T̃ ) ∼= Λ+

G(B, T )× N on dominant weights.

Now, for any G-linearized invertible sheaf L on X, we can define a G̃-module structure on
Γ∗(X,L) by letting G act via the G-linearization on L and letting Gm act on H0(X,L⊗d) by
the character d ∈ Z ∼= X (T ) for all d. It follows from the definitions that the B̃-eigenvectors
of the G̃-module Γ∗(X,L) are precisely the B-eigenvectors of H0(X,L⊗d) for any d ≥ 0,
and the weight of such an eigenvector is (µ, d) ∈ X (T ) × Z, where µ is the weight of the
eigenvector viewed as a B-eigenvector. In other words, we have

Λ+(X,L) = Λ+(Γ∗(X,L)),

where we use the G̃-module structure to compute the set on the righthand side. If X is
projective, L is ample, and X̃ = Spec(Γ∗(X,L)) is the affine cone over X, then we could
also write the above equation as Λ+(X,L) = Λ+(X̃). Thus, our definition of Λ+(X,L) as
“keeping track of both weights and degrees” has a natural representation-theoretic interpre-
tation (involving the G̃-module structure of Γ∗(X,L)) and a natural geometric interpretation
(involving the affine cone X̃).

In the remainder of this section, we will collect several standard results about the B-
eigenvectors of the G-modules Γ(X,OX) and Γ∗(X,L). We begin with a proposition that
allows us to understand eigenvectors in function fields using global sections of an ample line
bundle.

Proposition 2.5.2 (cf. [Bri10, Proposition 2.8]). Let G be a reductive group over an alge-
braically closed field k, let B ⊂ G be a Borel subgroup, and let U = Ru(B). Let X be a
quasi-projective G-variety, and let L be a G-linearized ample invertible sheaf on X.
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(a) Γ∗(X,L) is an integral domain, and we have a canonical G-equivariant isomorphism
of rings

K(X) ∼= (Frac(Γ∗(X,L)))0,

where the G-module structure on the right-hand side is the one induced by the G-module
structure on Γ∗(X,L) (see Proposition 2.4.17a).

(b) The isomorphism of (a) restricts to an isomorphism K(X)U = Frac(Γ∗(X,L)U)0.

(c) Under the isomorphism of (a), every B-eigenvector q ∈ K(X)(B) can be written as
q = f/g, where f, g ∈ Γ(X,L⊗d)(B) for some d ≥ 0.

Proof. For a proof that Γ∗(X,L) is an integral domain, see Proposition A.4 (that proposition
assumes that X is projective, but projectivity is not needed for the proof that Γ∗(X,L) is an
integral domain). Moreover, because L is ample, we have a canonical G-equivariant dominant
open immersion i : X ↪→ Proj(Γ∗(X,L)) such that i∗O(1) ∼= L (see Proposition 2.4.17a). The
morphism i induces a G-equivariant isomorphism on function fields, which is the isomorphism
in the proposition statement. One can check that the G-module structure of the function field
of Proj(Γ∗(X,L)) is actually the structure on (Frac(Γ∗(X,L)))0 induced by the G-module
structure of Γ∗(X,L), so this completes the proof of (a).

For statement (c), we may replace X by Proj(Γ∗(X,L)). Write A = Γ∗(X,L), and for
any q ∈ K(X)(B), consider the “set of denominators” of q:

D = {d ∈ A | qd ∈ A}.

Notice that D is an ideal of A, and in particular is a k–vector space. We claim that D is a
B-submodule of A. It suffices to check this on k-points, i.e. to check that for all b ∈ B(k)
and any d ∈ D, we have bd ∈ D (see e.g. [Mil17, Corollary 4.5]). For this, let b ∈ B(k) and
d ∈ D, and let χ : B → Gm be the character by which B acts on q. Since b acts on A by a
ring homomorphism, we have

q · (bd) = χ(b)−1(b · q)(b · d) = χ(b)−1(b · (qd)),

and the righthand side is in A because qd ∈ A. (Here we are also implicitly using that
the G-module structure on K(X) = Frac(A)0 is induced by the G-module structure on A.)
Thus, we have bd ∈ D by definition, which proves that D is B-stable.

Now, D is a B-module in its own right. Since B is solvable, D must contain some B-
eigenvector g ∈ D(B) (Theorem 2.3.5). Write f = qg, and let λ : B → Gm be the character
associated to g. Then, f, g ∈ A, and for any b ∈ B(k), we have

f/g = q = χ−1(b)(b · q) = χ−1(b · f)/(b · g) = χ−1(b)λ(b)−1(b · f)/g,

so that χ(b)λ(b)f = b · f . Thus, f is also a B-eigenvector with associated character χ + λ.
Finally, we note that f/g = q ∈ K(X) = Frac(A)0, so f and g must have the same degree
in A. This implies that f, g ∈ Γ(X,L⊗d) for some d ≥ 0.



67

Statement (b) can be proven by an analogous argument to that for (c) above. Alternately,
since the B-eigenvectors of K(X) are exactly the U -invariant elements (Theorem 2.3.4),
statement (b) follows immediately from (c).

Next, we give a few important facts about divisors cut out by sections of line bundles.
For this, we recall that f ∈ K(X) determines a (principal) Cartier divisor div(f) on X, and
for any line bundle L on X, a nonzero global section s ∈ H0(X,L) cuts out an effective
Cartier divisor div(s) on X.

Lemma 2.5.3. Let X be a normal G-variety, and let L be a G-linearized invertible sheaf on
X. Let s0 ∈ H0(X,L) be a nonzero section, and let D0 = div(s0).

(a) For any other nonzero section s ∈ H0(X,L), we have div(s) = D0 + div(s/s0) (here
viewing s/s0 as an element of K(X)).

(b) We have a G-equivariant isomorphism

H0(X,L)→ {f ∈ K(X) | D0 + div(f) is effective} s 7→ s/s0.

In particular, if s0 is a B-eigenvector of weight µ0 and f ∈ K(X)(B) is an eigenvector of
weight µ such that D0 +div(f) is effective, then the element of H0(X,L) corresponding
to f is a B-eigenvector of weight µ0 + µ.

Proof. Statement (a) follows directly from the definitions of the divisors involved. More
precisely, div(s) is defined by taking an open cover {Ui}i of X such that L|Ui ∼= OUi for all i
and then letting div(s) be the divisor which on Ui is cut out by the section s|Ui ∈ Γ(Ui,OUi).
In other words, div(s) is represented by the data {(Ui, s|Ui)}i, see [GW10, Section 11.9 and
Proposition 11.32]. The divisor D0 = div(s0) is defined analogously, and since we view s/s0

as an element of K(X) via a local isomorphism L|Ui ∼= OUi , the divisor div(s/s0) is defined
by the data {(Ui, s|Uis0|−1

Ui
}i. Thus, statement (a) boils down to the fact that

s0|Ui · s|Uis0|−1
Ui

= s|Ui

for all i.
Statement (b) is also closely related to standard facts and definitions involving Cartier

divisors. In fact, we have an isomorphism L ∼= OX(D0) which sends s0 to the canonical
section of OX(D0), and the global sections of OX(D0) are precisely the target of the map
in (b), see [GW10, Section 11.12 and Proposition 11.32], so this immediately gives us an
isomorphism as in (b). However, it is not entirely clear whether this isomorphism is G-
equivariant. As such, we re-derive this isomorphism in another way to ensure that the map
we get is G-equivariant.

Let U ⊂ X be the union of the sets Xs for any global section s ∈ H0(X,L⊗n) and any
n ≥ 1. Since the sets Xs cover U , there exists a canonical morphism f : U → Proj(Γ∗(U,L)).
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The morphism f is G-equivariant by Proposition 2.4.17 and dominant by [Sta20, Tag 01Q0],
so f induces a G-equivariant injection

ι : (Frac(Γ∗(U,L)))0 ↪→ K(X).

On the other hand, U is G-stable because g ·Xs = Xgs for any g ∈ G, so the inclusion map
U ↪→ X is G-equivariant. This implies that the restriction map r : H0(X,L)→ H0(U,L) is
G-equivariant, and r is injective because X is integral. So, we define a map

α : H0(X,L)→ K(X)

by setting α(s) = ι(r(s))/ι(r(s0)). The map α is G-equivariant and injective because r and
ι are. By tracing through the definitions, one can check that for any s ∈ H0(X,L), we
have α(s) = s/s0, where we identify s and s0 with elements of K(X) by picking a local
isomorphism L|V ∼= OV for some open subset V ⊂ X. (Note that the element s/s0 ∈ K(X)
does not depend on V , because we are restricting from V to the function field, and it also
does not depend on the choice of isomorphism L|V ∼= OV , because a different choice of
isomorphism would amount to multiplying both s and s0 by the same unit.)

It remains to check that the elements s/s0 ∈ K(X) for s ∈ H0(X,L) are precisely the
rational functions f ∈ K(X) such that D0+div(f) ≥ 0. For any s ∈ H0(X,L), part (a) gives
us D0 + div(s/s0) = div(s0), and div(s0) is effective by definition. Conversely, let f ∈ K(X)
be such that D0 + div(f) ≥ 0, and as above, let the data {(Ui, s0|Ui)}i represent the Cartier
divisor D0 = div(s0). The divisor D0 + div(f) is represented by {(Ui, s0|Uif)}i, and the fact
that this divisor is effective means we can take the Ui to be such that s0|Uif ∈ Γ(Ui,OX).
Let si ∈ Γ(Ui, L) be the image of s0|Uif under the isomorphism OUi ∼= L|Ui . Since s0 and
f are defined globally, the si agree on intersections Ui ∩ Uj and so glue to a global section
s ∈ H0(X,L). Since f = s|Uis0|−1

Ui
for all i, we see that div(s/s0) = div(f).

Proposition 2.5.4. Let X be a normal G-variety, let L be a G-linearized invertible sheaf
on X, and let f ∈ H0(X,L). Define two subgroups H,H ′ ⊂ G by

H = {g ∈ G | g ·Xf = Xf}, H ′ = {g ∈ G | g · f = cf, c ∈ k×}.

We have H ′ ⊂ H. If H is connected, then H = H ′.

Proof. We remark thatH andH ′ are well-defined, because subgroups are determined by their
k-points ([Mil17, Theorem 1.45]), and that any containments between them can be checked
on k-points as well (cf. [Mil17, Corollary 1.44]). For any g ∈ G(k), we have g · Xf = Xg·f
(Lemma 2.4.16). Since Xf = Xcf for any c ∈ k×, this immediately implies that H ′ ⊂ H.

It remains to prove the reverse containment when H is connected. Write D = div(f), and
let ρ : H×X → X be the action map. Since X \D = Xf , we have H ·D = D, i.e. ρ−1(D) =
H × D. If I ⊂ OX is the ideal sheaf corresponding to D (as a reduced closed subscheme
of X), then H ×D has ideal sheaf pr∗X I, and ρ−1(D) has ideal sheaf ρ∗I (both as reduced
closed subschemes of H ×X). The fact that ρ−1(D) = H ×D as sets implies that ρ−1(D)

https://stacks.math.columbia.edu/tag/01Q0
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and H ×D are equal as reduced closed subschemes, so ρ∗I = pr∗X I (as sheaves of ideals in
OH×X). It follows that the canonical H-linearization of OX restricts to an H-linearization
ρ∗I → pr∗X I of I. (Here we are implicitly using the fact that the canonical H-linearization
of OX is the composition of the canonical isomorphisms ρ∗OX ∼= OH×X ∼= pr∗X OX , which
are the isomorphisms that we use to identify ρ∗I and pr∗X I with sheaves of ideals in OH×X .)
Similarly, the given G-linearization on L induces an H-linearization on L (by pulling back
the G-linearization by the inclusion map H ×X ↪→ G×X).

Now, we have a canonical isomorphism

ι : I ⊗ L ∼→ OX .

The H-linearizations on I and L give us an H-linearization on I ⊗ L (see Lemma 2.4.13),
and identifying I ⊗ L with OX via ι then gives us an H-linearization on OX such that ι
is an isomorphism of G-linearized sheaves (hence is a G-equivariant isomorphism on global
sections). Since ι(1 ⊗ f) = 1 and H acts trivially on 1 ∈ H0(X, I), we can read off the
action of H on f from the action of H on 1 ∈ H0(X,OX). (Here we are implicitly using
that the “tensor product map” on global sections in Lemma 2.4.13b is H-equivariant.) By
Theorem 2.6.10 below (see also Corollary 2.6.8 below and its proof), our H-linearization φ
of OX is given by some character µ ∈ X (H), and with this H-linearization, the action of H
on H0(X,OX) is the canonical H-module structure on Γ(X,OX) “multiplied by” µ. (Note
we need connectedness of H in order to apply Theorem 2.6.10.) In particular, since H acts
by the identity on 1 ∈ Γ(X,OX) under the canonical H-module structure, we see that H
acts on 1 by µ under the H-module structure induced by φ. So, H acts by µ on f , which
implies that f is an H-eigenvector and hence that H ⊂ H ′.

Corollary 2.5.5. Let X be a normal G-variety, let L be a G-linearized invertible sheaf on
X, and let f ∈ H0(X,L). Then, f is a B-eigenvector if and only if the divisor div(f) is
B-stable. Moreover, if this is the case, then for any g ∈ G, we have g ·Xf = Xf if and only
if g · f = cf for some c ∈ k×.

Proof. Let H and H ′ be as in Proposition 2.5.4. Note that f is a B-eigenvector if and
only if k · f is a B-submodule of H0(X,L), and this can be checked on k-points ([Mil17,
Corollary 4.5]). It follows that f is a B-eigenvector if and only if B ⊂ H ′. Moreover, since
X \ div(f) = Xf , we see that f is B-stable if and only if B ⊂ H. In particular, we have
B ⊂ H in either case, so H is parabolic, hence connected ([Mil17, Corollary 17.49]). The
proposition thus tells us that H ′ = H, which in paricular means that B ⊂ H ′ if and only if
B ⊂ H.

The following statement says that we can “lift” eigenvectors from G-stable closed sub-
schemes.

Proposition 2.5.6 ([Kno91, Theorem 1.1]; [Tim11, Corollary D.2, Lemma 5.8]). Let G be
a connected reductive group over an algebraically closed field k, let p be the characteristic
exponent of k (i.e. p = 1 if char(k) = 0 and p = char(k) otherwise). Let X be a G-scheme,
and let Y ⊆ X be a G-stable closed subscheme.
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(a) If X is affine, then for any B-eigenvector f ∈ Γ(Y,OY )(B), there exists some N ∈ N
and some f ′ ∈ Γ(X,OX)(B) such that f ′|Y = fp

N
.

(b) Suppose X and Y are irreducible. For any B-eigenvector f ∈ K(Y )(B), there exists
some N ∈ N and some f ′ ∈ K(X)(B) such that f ′|Y = fp

N
. In fact, f ′ ∈ OX,η, where

η ∈ Y is the generic point.

sketch of proof. We sketch the proof of (a) in the case that char(k) = 0. The general case is
somewhat more delicate; see [Tim11, Corollary D.2] for details. Suppose that char(k) = 0
and that X = Spec(A). Then, G acts on A, and since Y is G-stable, we have Y = Spec(A/I)
for some G-stable ideal I ⊂ A. Since char(k) = 0, the G-modules A and I are both
semisimple, so A ∼=

⊕
µ∈Λ+

G
V (µ)mµ and so I ∼=

⊕
µ∈Λ+

G
V (µ)nµ for some mµ and nµ. Since

I ⊂ A, we have nµ ≤ mµ for all µ. It follows that

A/I ∼=
⊕
µ∈Λ+

G

V (µ)mµ−nµ

as G-modules. In particular, the quotient map A → A/I admits a section (as a map of
G-modules). Statement (a) follows formally from the existence of such a section.

For (b), the idea is to reduce to the case where X is affine; in that case, (b) can be deduced
somewhat formally from (a). See [Tim11, Lemma 5.8] for details. We briefly sketch the re-
duction to the affine case, since this is somewhat subtle and is not fully explained in [Tim11].
First, we can replace X by its normalization (see Lemma 2.6.15 below) and so assume that
X is normal. Since X is normal, we can replace X by some G-stable quasi-projective open
subset and then by its closure in P(V ) for some G-module V (see Theorem 2.6.12 below)
and so assume that X is projective. Finally, we replace X by the affine cone X̃.

We know that the representation theory of G is largely controlled by B-eigenvectors,
which themselves are controlled by T -eigenvectors. The following proposition provides a
geometric way to pass between the representation theory of G and that of T .

Proposition 2.5.7 (cf. [Tim11, Theorem D.5]). Let G be a reductive group over an alge-
braically closed field k, let T ⊂ G be a maximal torus, and let B ⊂ G be a Borel subgroup
containing T . Let X be an affine G-variety, and write U = Ru(B).

(a) The GIT quotient X//U = Spec(AU) is a T -variety. In particular, the k-algebra AU

is finitely generated.

(b) If char(k) = 0, then X is normal (resp. has rational singularities) if and only if X//U
is (resp. does).

(c) We have equalities

K(X//U) = K(X)U , Λ(X) = Λ(X//U), Λ+(X) = Λ+(X//U).
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(Here we think of Λ(X//U) and Λ+(X//U) as coming from the structure of X//U as
a T -variety, which makes sense because T is a reductive group.)

Proof. Since B = U · T and U is a normal subgroup of B, we see that the action of T on A
fixes AU . Thus, AU is a T -submodule of A, and the action of T on AU gives us an action of
T on X//U . The scheme X//U is separated (because it is affine), and since A is an integral
domain, so is AU , i.e. X//U is integral. To show that X//U is a variety, then, we just need
to show that AU is a finitely generated k-algebra. This is a rather subtle fact; for a proof,
see [Bri10, Theorem 2.7].

For statement (c), the equality K(X//U) = K(X)U is immediate from Proposition 2.5.2
(applied to the ample line bundle L = OX). The equality Λ(X) = Λ(X//U) follows im-
mediately from the fact that the B-eigenvectors of A are precisely the T -eigenvetors which
are fixed by U (Theorem 2.3.4). This same fact (applied to A instead of to K(X)) gives us
Λ+(X) = Λ+(X//U) as well.

As for (b), if X is normal, then A is integrally closed, so we immediately see that AU is
integrally closed in K(X)U = Frac(AU) (any element integral over AU must be U -invariant),
which proves that X//U is normal. For a proof of the converse, see [Tim11, Theorem D.5]
(or [Bri10, Proposition 2.8.] for a more elementary version of the argument). For a proof of
the rational singularities statement, see [Tim11, Theorem D.5].

GIT quotients are also useful in proving the following lemma. This lemma is rarely
found in the literature (perhaps because its hypotheses are relatively restrictive), but it will
be quite useful to us in a few places.

Lemma 2.5.8. Let G be a reductive group over an algebraically closed field k, and let X be
an affine integral G-scheme. If X has a dense G-orbit, then X has a unique closed G-orbit.

Proof. Wrtie X = Spec(A), and let π : X → X//G = Spec(AG) be the GIT quotient map
(i.e. π is the morphism corresponding to the inclusion map AG ↪→ A). It is a standard
fact about the GIT quotient (see e.g. [MF82, Corollaries 2.1.2 and Appendix to Chapter 1,
Corollary A.1.3]) that every fiber of π contains a unique closed G-orbit. We claim that AG

is a field: then, X//G is a point and X is itself the unique fiber of π, so X contains a unique
closed G-orbit.

That AG is a field is an immediate consequence of some general standard results from
invariant theory (specifically, it follows directly from Fact 1 in our discussion on complexities
just before Theorem 3.1.4). We give here a more fundamental and direct proof that AG is
a field. Let X◦G ⊂ X be the dense G-orbit. Note that for any f ∈ AG nonzero, the set Xf

is a nonempty G-stable open subset by Corollary 2.5.5 (applied to OX with the canonical
G-linearization), so we have X◦G∩D(f) 6= ∅ and hence X◦G ⊂ Xf . It follows that if f is a non-
unit, it must be contained in one of the finitely many prime ideals q1, . . . , qr corresponding
to the generic points of the irreducible components of X \X◦G. Write pi = qi ∩ AG for all i.
Then, the pi are a set of finitely many prime ideals containing every non-unit in AG. Hence
the union ∪ipi contains every prime ideal of AG, and it follows from the prime avoidance
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lemma that the pi are the maximal ideals of AG. On the other hand, since AG is finitely
generated over k (see e.g. [MF82, Theorem 1.1] or [Bri10, Theorem 1.24]), it is a Jacobson
ring, and AG is a domain because A is. So, we see that

p1 · · · pr ⊂
⋂
i

pi = Nilrad(AG) = (0),

which is only possible if pi = (0) for all i. So (0) is the unique maximal ideal of AG, i.e. AG

is a field, as desired.

We end this section by showing that the monoid Λ+(X) and the abelian group Λ(X) are
always finitely generated.

Proposition 2.5.9. Let X be a G-scheme.

(a) If X is affine, then Λ+(X) is a finitely generated commutative submonoid of Λ+
G. More-

over, we have
Λ(X) = SpanZ(Λ+(X)) = Λ+(X)gp

as subgroups of ΛG.

(b) If X is irreducible, then Λ(X) is a finitely generated free abelian group.

Proof. Λ(X) is by definition a subgroup of ΛG, and ΛG = (T ) ∼= Zn. Since a subgroup of
a finitely generated free abelian group is again a free finitely generated abelian group, we
immediately obtain (b). As for (a), we know that Λ+(X) is a submonoid of Λ+

G by definition
and hence is commutative (because Λ+

G ⊂ ΛG is). The equality Λ(X) = SpanZ(Λ+(X))
follows immediately from Proposition 2.5.2 (applied to the ample line bundle OX with the
canonical G-linearization). and the equality SpanZ(Λ+(X)) = Λ+(X)gp is immediate from
the definitions (and the fact that Λ+(X) is commutative).

It remains to show that Λ+(X) is finitely generated. For this, write X = SpecA and
U = Ru(B). Proposition 2.5.7 implies that AU is a finitely generated k-algebra equipped
with an action of T , and that Λ+(X) = Λ+(AU). So, we need to show that Λ+(AU) (i.e. the
monoid of T -eigenvectors in AU) is finitely generated. Since every T -module decomposes as
a direct sum of characters, we may find T -eigenvectors f1, . . . , fn ∈ AU that generate AU as
a k-algebra (just pick any set of generators and write each of them as a k-linear combination
of eigenvectors; the set of all the eigenvectors appearing in these linear combinations then
generates AU).

Let µi be the character corresponding to fi. We claim that the µi generate Λ+(AU). Let
a ∈ (AU)(T ) be a T -eigenvector; we show that the character µa corresponding to a is in the
monoid generated by the µi. Write

a =
r∑
i=1

aimi,
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where mi =
∏n

j=1 f
nij
j for some nij ∈ N and ai ∈ k× for all i. After replacing some mi by

a linear combination of the other mi if necessary, we may assume that the mi are linearly
independent (over k). Write µmi =

∑
j nijµj for the character corresponding to mi. For any

t ∈ T (k), we have

r∑
i=1

aiµmi(t)mi =
r∑
i=1

ai(t ·mi) = t · a = µa(t)a =
r∑
i=1

aiµa(t)mi,

so that
r∑
i=1

ai(µmi(t)− µa(t))mi = 0.

Since the mi are linearly independent and ai 6= 0 for all i, we conclude that µmi(t) = µa(t)
for all i and all t ∈ T (k), so that µmi = µa for all i. But the µmi are in the monoid generated
by the µi, hence so is µa.

The above proposition justifies the following definition.

Definition 2.5.10. Let X be an irreducible G-scheme. We define the rank of X, denoted
r(X), to be the rank of Λ(X) (as a free finitely generated abelian group).

2.6 More on G-Linearizations

Given a G-linearized invertible sheaf L on a G-variety X, our results in the previous section
indicate that the G-module Γ∗(X,L) relates to the geometry of X in some interesting ways.
As such, we will often be interested in equipping invertible sheaves with G-linearizations, so
that we can study the G-module Γ∗(X,L). However, G-linearizations are somewhat technical
to work with directly. In this section, we collect several key results which together give us a
nice foundation for handling many technical details related to G-linearizations. Throughout,
we assume that k is an algebraically closed field. Some of what we say will have more general
analogs, but the algebraically closed case is slightly cleaner (and is all we will need for our
purposes). Also, we assume that G is an arbitrary (i.e. not necessarily reductive) algebraic
group.

2.6.a Uniqueness of G-Linearizations

Suppose we are given a G-variety X and a G-linearized invertible sheaf L on X. It is natural
to ask: is the given G-linarization on L unique? In general, the answer is no. In this section,
we determine the extent to which a G-linearization of L is non-unique, and we determine how
a different choice of G-linearization affects the resulting G-module structure on H0(X,L).

We begin by giving an exact sequence which completely describes the extent to which
G-linearizations are non-unique. To state it, recall that PicG(X) denotes the abelian group
of isomorphism classes of G-linearized invertible sheaves on a G-scheme X. By construction
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of the group operation on PicG(X) (see Lemma 2.4.13), the map ϕ : PicG(X) → Pic(X)
that “forgets the G-linearization” is a homomorphism. We also note that the set of G-
linearizations on OX can be viewed as a group whose operation is given by taking the
tensor product of G-linearizations (which is again a G-linearization on OX ⊗OX ∼= OX , see
Lemma 2.4.13b). The identity element of this group is the canonical G-linearization of OX
given in Lemma 2.4.13a. Moreover, one can check that this group operation is commutative
(this essentially boils down to the fact that the isomorphism OX ⊗ OX ∼= OX identifies a
map φ⊗ φ′ with the product φ · φ′, and multiplication of sections in OX is commutative).

Proposition 2.6.1. Let X be a G-scheme. There is an exact sequence of abelian groups

0→ Γ(X,O×X)G → Γ(X,O×X)→ {G-linearizations on OX}
ι→ PicG(X)

ϕ→ Pic(X).

Here, ι is the map which sends a G-linearization φ of OX to the isomorphism class of OX
equipped with φ, and ϕ is the map which “forgets” the G-linearization.

Proof. Exactness at PicG(X) is immediate from the definitions of ϕ and ι: indeed, ker(ϕ) is
by definition the set of isomorphism classes of G-linearizations of OX , which is by definition
the image of ι. Exactness at Γ(X,O×X)G is also immediate (since the map to Γ(X,O×X) is
just the inclusion map). So, we just need to define the map

µ : Γ(X,O×X)→ {G-linearizations on OX}

and prove exactness at the domain and target of this map.
To define the map µ, recall that there exists a canonical G-linearization φ0 of OX

(Lemma 2.4.13) and that giving a G-linearization φ of OX is equivalent to giving maps
φg,R for each S = Spec(R) and g ∈ G(S) satisfying certain conditions (see Lemma 2.4.11).
For any unit u ∈ Γ(X,O×X) and any S and g ∈ G(S), we define

φg,R = (ρ∗g,Ru) · u−1 · (φ0)g,R.

(Here, · denotes multiplication of the map of OX×S-modules (φ0)g,R by an element of Γ(X×
S,O×X×S) in the natural way, and we identify Γ(X,O×X) with its image in Γ(X × S,O×X×S)
under the pullback by the projection map X × S → X.) One can check that this definition
of the φg,R does satisfy the conditions in Lemma 2.4.11, so the lemma implies that the φg,R
correspond to a G-linearization φ of OX . We define the map µ by setting µ(u) = φ. One
can check that µ is a group homomorphism.

Next, we prove exactness at the domain of µ. As noted above, the identity element of
the group of G-linearizations on OX is the canonical G-linearization φ0 from Lemma 2.4.13a.
So, the kernel of µ is the set of all u ∈ Γ(X,O×X) such that the G-linearization φ defined
above is equal to φ0, or equivalently, such that φg,R = (φ0)g,R for all g and S. On the other
hand, the map (φ0)g,R is by construction the canonical isomorphism ρ∗g,ROX ∼= OX×S (cf. the
proof of Lemma 2.4.13), and when we write (ρ∗g,Ru) · (φ0)g,R in the definition of ρg,R, we are
implicitly identifying ρ∗g,Ru with its image under this canonical isomorphism (i.e. we actually



75

mean to multipliy (φ0)g,R by ((φ0)g,R ◦ ρ∗g,R)u). But ((φ0)g,R ◦ ρ∗g,R)u = g · u is by definition
the action of g on u under the G-module structure on H0(X,OX) induced by φ0 (which is
the same as the usual G-module structure on Γ(X,OX , see Lemma 2.4.13a). So, we have

φg,R = (g · u) · (u−1) · (φ0)g,R,

and it follows that φg,R = (φ0)g,R if and only if g · u = u. Thus, µ(u) = φ0 if and only if
g · u = u for all g and S, i.e. if and only if u ∈ Γ(X,OX)G.

As for exactness at the target of µ, we note that the identity in PicG(X) is by definition
the isomorphism class of OX with the G-linearization φ0. Any G-linearization φ of OX is in
this class if and only if there exists an automorphism α : OX → OX which identifies φ with
φ0. Equivalently, α must identify φg,R with (φ0)g,R for all g and S. This identification is the
statement that the following diagram commutes:

ρ∗g,ROX OX

ρ∗g,ROX OX

φg,R

ρ∗g,Rα α

(φ0)g,R

But any automorphism α of OX is given by multiplication by some unit u ∈ Γ(X,O×X),
in which case α−1 is multiplication by u−1 and ρ∗g,Rα is multiplication by ρ∗g,Ru. Thus,
commutativity of the above diagram is equivalent to the statement that

φg,R = α−1 ◦ (φ0)g,R ◦ ρ∗g,Rα = (ρ∗g,Ru) · u−1 · (φ0)g,R.

By definition of the map µ, this holds for all g and R if and only if φ = µ(u).

Exactness at PicG(X) in the above proposition tells us that the set of G-linearizations
on any invertible sheaf L is controlled by the set of G-linearizations on OX . In and of itself,
this is not saying much. To make use of this fact, we seek a more useful description of the
set of G-linearizations on OX . For this, recall that the functor S 7→ Hom(G × S,Gm × S)
(here Hom denotes homomorphisms of group schemes over S) defines a sheaf on the étale

site of Spec(k). We denote this sheaf by Ĝ. (For the reader unfamiliar with sheaves on sites,
all that matters for what follows is the definition of this functor.)

Proposition 2.6.2. Let X be a G-scheme. We have an isomorphism of abelian groups

Ĝ(X) = HomX(G×X,Gm ×X) ∼= {G-linearizations on OX}.

Proof. Lemma 2.4.11 (and the discussion preceding it) tells us that giving a G-linearization
φ : ρ∗OX → pr∗X OX is equivalent to giving maps φg,R : ρ∗g,ROX×S → OX×S for all S =



76

Spec(R) and g ∈ G(S) such that (1) the φg,R are functorial in R, and (2) for all S = Spec(R)
and all g, h ∈ G(S), the following diagram commutes:

ρ∗h,R(ρ∗g,ROX×S) ρ∗gh,ROX×S OX×S

ρ∗h,ROX×S

ρ∗h,R(φg,R)

φgh,R

φh,R

Using the canonical isomorphisms ρ∗OX ∼= OX×S ∼= pr∗X OX , we may view the φg,R as
automorphisms of OX×S, which are given by multiplication by a unit ug,R ∈ Γ(X×S,O×X×S).
Under this identification, one can check that the above diagram commutes if and only if
ugh,R = ug,R · uh,R. If φ′ is any other G-linearization of OX with corresponding sections
vg,R ∈ Γ(X × S,O×X×S) for each choice of S and g, one can check that the tensor product
φ ⊗ φ′ (as a G-linearization on OX ⊗ OX ∼= OX , see Lemma 2.4.13b) corresponds to the
sections ug,Ru

′
g,R ∈ Γ(X × S,O×X×S).

Now, a choice of unit ug,R ∈ Γ(X × S,O×X×S) is equivalent to a morphism of k-schemes
fg,R : X×S → Gm, and the product ug,R ·uh,R corresponds to the morphism fg,R · fh,R given
by (x, s) 7→ fg,R(x, s) ·fh,R(x, s) (here multiplication is given by the algebraic group structure
on Gm), and the condition ugh,R = ug,R ·uh,R is equivalent to fgh,R = fg,R ·fh,R. Finally, given
such a choice of the maps fg,R for all g and R, we can define a morphism f : G×X → Gm×X
of schemes over X on functors of points by setting (g, x) 7→ (fg,R(x, idS), x). The condition
that fgh,R = fg,R · fh,R implies that f is a homomorphism of group schemes over X.

In summary, identifying φ first with the maps φg,R, then with the units ug,R, then with
the morphisms fg,R, and finally with the morphism f gives us a map

ϕ : {G-linearizations on OX} → Ĝ(X).

Given any other G-linearization φ′ corresponding to units u′g,R, corresponding morphisms
f ′g,R, and corresponding morphism f ′ : G × X → Gm × X, the G-linearization φ ⊗ φ′ has
corresponding units ug,R · u′g,R, hence corresponding morphisms fg,R · f ′g,R, and hence maps
to f · f ′ under ϕ. In other words, ϕ is a homomorphism. Moreover, it is almost immediate
that every correspondence we made above to define ϕ is a bijection except possibly the
correspondence between the fg,R and the morphism f . To check that this is a bijection
(which implies that ϕ is also a bijection), we give an inverse construction. Suppose given a
homomorphism f : G×X → Gm ×X of group schemes over X. For any S = Spec(R) and
any g ∈ G(S), we define the map fg,R : X × S → Gm to be the composition

X × S (g◦prS ,idX×S)→ G×X × S f×idS→ Gm ×X × S
pr→ Gm.

The fact that f is a homomorphism implies that fgh,R = fg,R · fh,R for all g, h ∈ G(S), and
one can check that this construction is the (two-sided) inverse to the construction of f from
the fg,R given above.
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We are primarily interested in the case where X is integral. In this case, we can further
improve the above proposition by identifying Ĝ(X) with X (G).

Proposition 2.6.3. Let G be a connected algebraic group over an algebraically closed field
k, and let X be a G-scheme. Consider the group homomorphism

β : X (G) = Ĝ(k)→ Ĝ(X)

which sends a character λ : G → Gm to its base change λ × idX : G ×X → Gm ×X. The
homomorphism β is injective. If X is integral, then β is an isomorphism.

Remark 2.6.4. The statement of the above proposition is actually true whenever X is
connected. The proof is almost exactly the same as the proof given below, except that Step
1 in the proof (the case where G = T is a torus) is significantly more subtle. Since we will
only need the case where X is integral, we stick to that case here. For the interested reader,
we remark that Step 1 of the proof for X connected is a consequence of [Gro64, Corollary
1.3].

We also note that since every k-scheme of finite type is Noetherian and hence locally
connected, the statement of the proposition for all X connected is equivalent to the statement
that Ĝ is a constant sheaf on the étale site of Spec(k). A slightly more general version of
this fact holds even when k is not algebraically closed, see [Bri15, Lemma 2.3].

Proof. For injectivity, let λ : G → Gm be a character, and let x ∈ X(k) be any k-point.
Then, the fiber of λ× idX over x is simply λ. So, base changing to the fiber over x is a left
inverse to β, which proves that β is injective.

It remains to prove that β is surjective when X is integral. This is much more subtle,
primarily because the definition of Ĝ(X) involves group schemes over X. The details of this
proof are irrelevant to everything that follows and can safely be skipped; we include them
primarily for completeness. For a version of the proof that includes all the key ideas but
skips most of the technical details, we refer the reader to the proof of [Bri15, Lemma 2.3].

We will first sketch the proof of a series of 4 claims about group schemes over X. We will
then use these to prove the proposition in 4 steps. For convenience, we will write GX = G×X
(and HX = H ×X for any subgroup H ⊂ G).

Claim 1: For any subgroup H ⊂ G, the quotient GX/HX of group schemes over X is
isomorphic to G/H ×X, and this isomorphism identifies the quotient map GX → GX/HX

with the base change of the quotient map G → G/H. To see this, recall that the universal
property of the quotient map GX → GX/HX is that it is the coequalizer of the two maps
GX ×X HX → GX given by (g, h) 7→ g and (g, h) 7→ gh. Because the multiplication map
GX ×X GX → GX is the base change of the multiplication map G × G → G, it is formal
to check that base change of the quotient map G→ G/H satisfies the universal property of
the quotient GX/HX .

Claim 2: If X is affine, then every homomorphism of X–group schemes λ : Ga × X →
Gm × X is trivial. Write X = Spec(A). Giving such a morphism λ is equivalent to giving
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a map of A-algebras ϕ : A[t±] → A[t]. But ϕ(t) must be a unit, so ϕ(t) ∈ A×. Since λ
is a homomorphism, it must map the identity 1 ∈ (Ga × X)(X) to the identity in (Gm ×
X)(X); unraveling the definitions, this implies that ϕ(t) = 1 and hence that λ factors as the
composition

Ga ×X
pr→ X

1→ Gm ×X
of the projection map and the identity. This is precisely the statement that λ(g) = 1 for
every X-scheme Y and every g ∈ (Ga ×X)(Y ), i.e. that λ is trivial.

Claim 3: If X is affine, then for any unipotent algebraic group U , every homomorphism
of X–group schemes λ : U × X → Gm × X is trivial. It is a general fact about unipotent
algebraic groups (see e.g. [Mil17, Proposition 14.21]) that there exists a central normal series
for U , i.e. a series of subgroups

U = Un ⊃ Un−1 ⊃ Un−2 ⊃ · · · ⊃ U0 = {1}

such that Ui is normal (even central) in Ui+1 and Ui+1/Ui ∼= Ga for all i. We use induction on
i to show that λ(Ui×X) = 0 for all i. The base case i = 0 is trivial (since U0×X is the trivial
X–group scheme in this case). For the inductive step, we note that (Ui+1 ×X)/(Ui ×X) ∼=
Ga ×X by Claim 1, and λ(Ui ×X) = 0 by the inductive hypothesis, so λ|Ui+1×X factors as
a homomorphism λ′ : Ga × X → Gm × X. But λ′ is trivial by Claim 2, so it follows that
λ|Ui+1×X is trivial as well.

Claim 4: Suppose X is affine and G is reductive, and let T ⊂ G be a maximal torus.
Restriction of characters to T ×X ⊂ G×X gives a homomorphism

r : Hom(G×X,Gm ×X)→ Hom(T ×X,Gm ×X),

and r is injective. The argument here is essentially the same as the proof of Lemma 2.2.25a,
except over X instead of over k. Let λ : G×X → Gm×X be a homomorphism of X–group
schemes, and suppose that λ(TX) = 0. We show that λ is trivial. Pick a Borel subgroup
B ⊂ G containing T , and let U = Ru(B). Then, B = U · T implies that BX = UX · TX , and
Claim 3 implies that λ(UX) = 0, so in fact, λ(BX) = 0. The map λ thus factors as a map
λ′ : GX/BX → Gm ×X.

By Claim 1, the quotient GX/BX is isomorphic to G/B ×X and in particular is proper
over X (because G/B is complete). Moreover, since X and G/B are both integral, so is
GX/BX . It follows that p∗OGX/BX = OX , where p : GX/BX → X is the structure morphism
(this is a completely scheme-theoretic fact about proper morphisms of geometrically integral
schemes). On the other hand, since the morphism q : Gm × X → X is affine, giving a
morphism λ′ : GX/BX → Gm × X is equivalent (by the universal property of Gm × X ∼=
Spec(q∗OGa×X)) to giving a morphism

q∗OGa×X → p∗OGX/BX ,

and since the target of this morphism is OX , this is equivalent (by the universal property
of relative Spec again) to giving a section x : X → Gm × X of q. On the other hand, the
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map λ′ is a factorization of λ, and since λ sends the identity 1 ∈ GX(X) to the identity
1 ∈ (Gm ×X)(X), one can check that the section x must be the identity in (Gm ×X)(X).
This implies that λ′ is the composition

GX/BX
p→ X

1→ Gm ×X,

and it follows that λ is trivial, i.e. that λ(G×X) = 1.
With the above claims established, we can now prove the proposition in 4 steps. Step 1:

The proposition is true if X is affine and G = T is a torus. In this case, G ∼= Gn
m for some

n and X = Spec(A), so everything can be checked very explicitly on rings. Indeed, any
homomorphism λ : Gn

m ×X → Gm ×X is given by a map of A-algebras

ϕ : A[t±]→ C = A[t±1 , . . . , t
±
n ],

and ϕ(t) must be a unit.
We claim that the only units in C are those of the form utm1

1 · · · tmnn for some u ∈ A× and
some mi ∈ Z. Since C = (A[t±1 , . . . , t

±
n−1])[t±n ], the claim follows immediately from induction

on n provided we can prove the base case n = 1. In this case, after “clearing denominators,”
any element of C can be written as ptm1 for some p ∈ A[t1] such that p(0) 6= 0. Suppose that
ptm1 has an inverse qtm

′
1 . Then, we have

pqtm+m′

1 = 1.

If m+m′ > 0, then this is an equation of elemenets in A[t1], so plugging in t1 = 0 (i.e. taking
the image of the above equation under the A-linear homomorphism A[t1] → A sending
t1 7→ 0) gives 0 = 1 in A, contradicting the fact that A is an integral domain. If m+m′ < 0,

then multiplying the above equation by t
−(m+m′)
1 gives us pq = t

−(m+m′)
1 as element in A[t1],

and plugging in t1 = 0 again gives a contradiction (since p(0), q(0) 6= 0). It follows that
m + m′ = 0, so the above equation is pq = 1. Since p, q ∈ A[t1] and A[t1] is graded, we
conclude that p, q ∈ A and hence p ∈ A×. This proves the claim.

Because of this claim, we have ϕ(t) = utm1
1 · · · tmnn for some u ∈ A× and some mi ∈ Z. On

the other hand, using the fact that the homomorphism λ must send 1 to 1 (cf. the argument
in Claim 2 above), one can check that we must have u = 1. Define ϕ0 : k[t±]→ k[t±1 , . . . , t

±
n ]

to be the map of k-algebras given by t 7→ tm1
1 · · · tmnn . One can check that ϕ0 defines a

homomorphism λ0 : Gn
m → Gm and that λ = λ0 × idX = β(λ0). This proves that β is

surjective.
Step 2: The proposition is true if X is affine and G is reductive. Pick a maximal torus

T ⊂ G, let βT be the homomorphism β defined for T instead of G, and let x ∈ X(k). Then,
we have the following commutative diagram:

Hom(G,Gm) Hom(T,Gm)

Hom(G×X,Gm ×X) Hom(T ×X,Gm ×X)

r

x∗

r

x∗
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Here, the maps labelled “r” are given by restriction of characters (and are injective by Claim
4), and the maps labelled “x∗” are given by pulling back to the fiber over x (and are left
inverses to β and βT by our arguments at the beginning of the proof). Since we know that βT
is an isomorphism by Step 1, so is the map x∗ for T . Commutativity of the above diagram
then implies that x∗ is injective for G. But x∗ is also surjective (because β is its right inverse),
so x∗ is an isomorphism. Its inverse must be β, so β is also an isomorphism.

Step 3: The proposition is true if X is affine. Let λ : G × X → Gm × X be a homo-
morphism. By Claim 3, we have λ(Ru(G) × X) = 0, so λ factors as a homomorphism λ′ :
GX/Ru(G)X → Gm×X. On the other hand, Claim 1 gives us GX/Ru(G)X ∼= G/Ru(G)×X.
Since G/Ru(G) is reductive, Step 2 implies that λ′ = λ′0× idX for some λ′0 : G/Ru(G)→ Gm.
Let λ0 : G→ Gm be the composition

G→ G/Ru(G)
λ′0→ Gm.

Then, the base change λ0 × idX is equal to the composition of λ′ with the quotient map
GX → GX/Ru(G)X , which is λ by definition. So, λ = β(λ0), which proves that β is
surjective. (Note that we have implicitly used connectedness of G in this step in order to
use the unipotent radical Ru(G) and to consider the quotient G/Ru(G) as a reductive group,
since reductive groups in our terminology are connected by definition.)

Step 4: The proposition is true for any X integral. This is essentially a gluing argument

and so boils down to the fact that Ĝ (as a sheaf on the étale site) is determined by its values
on affine schemes. More precisely, let λ : G×X → Gm ×X be a homomorphism. For every
affine open subset U ⊂ X, the base change of λ to U is a homomorphism of U–group schemes
λU : G× U → Gm × U . Since X is integral, so is U , so Step 3 implies that λU = λ0,U × idU
for some character λ0,U : G → Gm. Given any other affine open subset V ⊂ X, the pull
backs of λU and λV to G × (U ∩ V ) are equal, hence so are the pullbacks of λU and λV to
the fiber over any k-point x ∈ U ∩ V . But the pullbacks to these fibers are precisely λ0,U

and λ0,V by our above arguments, so λ0,U = λ0,V . Setting λ0 = λ0,U for any U , it follows
that λ and λ0 × idX agree on G × U for every affine open subset U ⊂ X. It follows that
λ = λ0 × idX .

Our above results culminate in the following improvement on Proposition 2.6.1 when X
is a G-variety. This is the main result that we wanted on the uniqueness of G-linearizations.

Theorem 2.6.5. Let G be a connected algebraic group over an algebraically closed field k,
and let X be a G-variety. There is an exact sequence of abelian groups

0→ Γ(X,O×X)G → Γ(X,O×X)→ X (G)
ι→ PicG(X)

ϕ→ Pic(X).

Here, ϕ is the map which “forgets” the G-linearization, and for any character λ ∈ X (G), the
isomorphism class ι(λ) is represented by OX equipped with a G-linearization φ such that the
resulting G-module structure on H0(X,OX) is as follows: for any S = Spec(R), g ∈ G(S),
and f ∈ H0(X,OX)⊗R, we have

g · f = λ(g)(g ∗ f),
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where g ·f denotes the action induced by φ, g∗f denotes the canonical G-module structure on
Γ(X,OX), and we identify λ(g) ∈ Gm(S) ∼= Γ(S,O×S ) with its pullback under the projection
X × S → S.

Proof. The exact sequence in the statement is precisely the exact sequence of Proposi-
tion 2.6.1, just using the identifications

X (G) ∼= Ĝ(X) ∼= {G-linearizations of OX}

of Propositions 2.6.2 and 2.6.3 to replace the set of G-linearizations of OX with X (G) in the
sequence. To obtain the statement about ι(λ), we just need to trace through the identifica-
tions made in Propositions 2.6.2 and 2.6.3 in order to understand the map ι.

Given a character λ : G→ Gm, Proposition 2.6.3 identifies λ with the homomorphism of
X–group schemes f = λ × idX . The proof of Proposition 2.6.2 then identifies f with maps
fg,R : X × S → Gm for each S = Spec(R) and g ∈ G(S). Explicitly, the fg,R are given by
the composition

X × S (g◦prS ,idX×S)→ G×X × S f×idS→ Gm ×X × S
pr→ Gm.

Since f = λ× idX , this composition is the same as the composition

X × S prS→ S
g→ G

λ→ Gm.

The proof of Proposition 2.6.2 then identifies the fg,R with units

ug,R ∈ Gm(X × S) ∼= Γ(X × S,O×X×S).

using the functor of points of Gm. By definition of the functor of points of Gm, the fact that
fg,R = λ ◦ g ◦ prS implies that

ug,R = pr∗S(λ(g)),

where we view λ(g) = λ ◦ g as an element of Gm(S) ∼= Γ(S,O×S ). Finally, Proposition 2.6.2
identifies the ug,R with the G-linearization φ of OX such that φg,R is the map given by
multiplication by ug,R under the canonical isomorphisms ρ∗OX ∼= OX×S ∼= pr∗X OX , and the
map ι′ sends φ to the class in PicG(X) of OX equipped with φ.

We need to understand theG-module structure ofH0(X,OX) induced by thisG-linearization
φ in terms of the character λ. For this, we note that by construction, the canonical G-
linearization φ0 on OX is given by the canonical isomorphisms ρ∗OX ∼= OX×S ∼= pr∗X OX
(see Lemma 2.4.13a), so we have

φg,R = ug,R · (φ0)g,R

for all S = Spec(R) and g ∈ G(S). The G-module structure on H0(X,OX) induced by φ
(resp. φ0) is given by letting g act by the composition φg,R ◦ ρ∗g,R (resp. (φ0)g,R ◦ ρ∗g,R). So,
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if g · f and g ∗ f denote the G-actions induced by φ and φ0 (respectively), then the above
equation implies that

g · f = ug,R(g ∗ f)

for all f ∈ H0(X,OX)⊗R. But the G-action induced by φ0 is the canonical G-module struc-
ture on Γ(X,OX) (Lemma 2.4.13a), and ug,R = pr∗S(λ(g)), so this is exactly the statement
of the corollary.

Definition 2.6.6. Let X be a G-variety, and let λ ∈ X (G) be a character. We denote by
OX(λ) the sheaf OX equipped with the G-linearization φ given in Theorem 2.6.5.

Remark 2.6.7. Since the map X (G)→ PicG(X) is a group homomorphism, we immediately
see that for any n ≥ 1, the G-linearization on OX(λ)⊗n given by Lemma 2.4.13b is isomorphic
to that of OX(nλ). Similarly, when λ = 0 is the trivial character, then OX(λ) is OX with
the canonical G-linearization.

Theorem 2.6.5 allows us to completely describe each G-linearization on an arbitrary
invertible sheaf L as well as the resulting G-module structure on H0(X,L).

Corollary 2.6.8. Let G be a connected algebraic group over an algebraically closed field
k, and let X be a G-variety. Let L be an invertible sheaf on X, and suppose given a G-
linearization on L.

(a) The isomorphism classes of G-linearizations of L in PicG(X) are precisely the isomor-
phism classes of L⊗OX(λ) for any λ ∈ X (G) (with the G-linearization on L⊗OX(λ)
induced by the given G-linearization on L and the one on OX(λ), see Lemma 2.4.13b.)

(b) For any character λ ∈ X (G), we have

Λ+(X,L⊗OX(λ)) = {(µ+ dλ, d) | (µ, d) ∈ Λ+(X,L)}.

(Here, we view λ as a weight of G by identifying λ with λ|T for a maximal torus T ⊂ G.
Cf. Lemma 2.2.25.)

Proof. Notice that exactness at PicG(X) in Theorem 2.6.5 implies that the isomorphism
classes of G-linearizations on OX are precisely the classes of the OX(λ) for λ ∈ X (G).
Statement (a) follows formally from this fact (by making use of the group structure on
PicG(X)).

As for statement (b), let φ be the given G-linearization on L. Since OX(λ) = OX as
sheaves of OX-modules, we have a canonical (but generally not G-equivariant) isomorphism

L⊗OX(λ) ∼= L.

Under this isomorphism, the G-linearization on L⊗OX(λ) (from Lemma 2.4.13b) induces a
different G-linearization φ′ on L, and the weight monoid Λ+(X,L ⊗ OX(λ)) is the same as
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the weight monoid Λ+(X,L) when we use the G-linearization φ′ on L. Thus, our goal is to
compute the weight monoid Λ+(X,L) for φ′ in terms of the weight monoid Λ+(X,L) for φ.

For this, note that for any d ≥ 1, our above isomorphism L ⊗ OX(λ) ∼= L induces an
isomorphism

L⊗d ⊗OX(dλ) ∼= L⊗d

which is G-equivariant using the G-linearization on L⊗d induced by φ′. Using this fact and
the description of the G-module structure of H0(X,OX(dλ)) given in Theorem 2.6.5, one
can check that the G-module structure on H0(X,L) induced by φ′ is as follows: for any
S = Spec(R), any g ∈ G(S), and any f ∈ H0(X,L⊗d)⊗R, we have

g · f = (dλ(g)) · (g ∗ f),

where g∗a denotes the action of g on f induced by φ. Thus, the B-eigenvectors of H0(X,L⊗d)
are the same whether we use the action induced by φ or φ’, but if µ is the weight of an
eigenvector using the action induced by φ, then µ+dλ is its weight under the action induced
by φ′.

One important implication of the above corollary is: for any G-linearized invertible sheaf
L, choosing another G-linearization amounts to shifting all the weights of B-eigenvectors
of H0(X,L) by a character of G (or equivalently, tensoring the G-module H0(X,L) by a
character of G). In particular, the representation theory on H0(X,L) does not differ in any
significant way based on which G-linearization we pick.

One other nice implication of Theorem 2.6.5 and Corollary 2.6.8 is that we characterize
precisely when G-linearizations of an invertible sheaf are unique.

Corollary 2.6.9. Let G be a connected algebraic group over an algebraically closed field k,
and let X be a G-variety.

(a) If X (G) = 0 (this holds, for instance, when G is semisimple, see Proposition 2.2.22),
then for any invertible sheaf L on X, there exists at most one G-linearization on L (up
to G-equivariant isomorphism of L).

(b) Conversely, if any invertible sheaf L on X has a unique G-linearization (up to G-
equivariant isomorphism of L), then X (G) = 0.

Proof. For (a), suppose φ and ψ are two G-linearizations φ on an invertible sheaf L. We can
use ψ to obtain a G-linearization on L−1, and then using φ on L induces a G-linearization
on the tensor product

L⊗ L−1 ∼= OX
(see Lemma 2.4.13). Since X (G) = 0, exactness at PicG(X) in Theorem 2.6.5 implies
that this G-linearization on OX is the canonical one, so tensoring the above equation by
L equipped with ψ gives us a G-equivariant isomorphism L ∼= L, where one copy of L is
equipped with φ and the other is equipped with ψ.
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As for (b), we note that for any character λ : G → Gm, the unique G-linearization φ
on L induces a G-linearization on L ⊗ OX(λ) by Lemma 2.4.13b, which in turn induces a
G-linearization ψ on L via the isomorphism of OX-modules L⊗OX(λ) ∼= L. If λ 6= 0, then
Corollary 2.6.8 implies that the weight monoid Λ+(X,L) is different if we use ψ instead of φ,
so φ and ψ must be non-isomorphic G-linearizations of L. This contradicts our assumption
that L has a unique G-linearization

2.6.b A Few Big Theorems

We have now covered the uniqueness of G-linearizations at length. As for existence of G-
linearizations, it turns out (though we will not prove it here) that the exact sequence of
Theorem 2.6.5 can be extended by one more term, so that it also characterizes when G-
linearizations exist.

Theorem 2.6.10 ([Bri18, Theorem 4.2.2 and Proposition 4.2.3]; cf. [Bri15, Proposition
2.10]). Let G be a connected algebraic group over an algebraically closed field k, and let X
be a G-variety. There is an exact sequence

0→ Γ(X,O∗X)G → Γ(X,O∗X)→ X (G)→ PicG(X)
ϕ→ Pic(X)

ψ→ Pic(G×X)/ pr∗X Pic(X).

Here, ψ is the map that sends the class of L to the class of ρ∗L (modulo the subgroup
pr∗X Pic(X) ⊂ Pic(G×X)), and ϕ is the map that “forgets” the G-linearization.

Proof. Exactness everywhere except at Pic(X) is Theorem 2.6.5. For a complete proof of the
theorem, we refer the reader to Brion’s presentations in [Bri18, Section 4] and [Bri15, Section
2]. (The former presentation proves the theorem as stated, and the latter is a generalization
which applies when X is a reduced G-scheme.)

Exactness at Pic(X) in Theorem 2.6.10 tells us that an invertible sheaf L on X admits a
G-linearization if and only if ρ∗L ∼= pr∗X L. In other words: if an isomorphism ρ∗L ∼= pr∗X L
exists, then there exists such an isomorphism satisfying the cocyle condition. This reduces
the question of existence of a G-linearization to a calculation on Picard groups. Using some
standard facts about Picard groups of algebraic groups and normal varieties, this yields the
following theorem on the existence of G-linearizations.

Theorem 2.6.11 ([Sum75, Theorem 1.6], [Kno+89, Propositions 2.4, 4.6]; see also [Bri18,
Theorem 2.14], [Bri18, Theorem 5.2.1]). Let G be a connected linear algebraic group over an
algebraically closed field k, and let X be a normal G-variety.

(a) Let n be the order of Pic(G) (which is a finite group). For any invertible sheaf L on
X, the sheaf L⊗n is G-linearizable. In particular, if Pic(G) = 0 (equivalently, if G is
locally factorial), then every invertible sheaf on X is G-linearizable.
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(b) There exists an isogeny of algebraic groups π : G̃ → G such that Pic(G̃) = 0. In
particular, if we let G̃ act on X via the action of G, then every invertible sheaf on X
is G̃-linearizable.

Sketch of proof. Statement (a), as far as we know, was first proven by Sumihiro (for S–group
scheme actions over a sufficiently nice base scheme S) in [Sum75, Theorem 1.6]. There are
now many other presentations of this fact, but they all essentially follow the same method
of proof. One shows that for every M ∈ Pic(G×X), we have M⊗n ∈ pr∗X Pic(X); it follows
that L⊗n lies in the kernel of the map Pic(G)→ Pic(G×X)/ pr∗X Pic(X) of Theorem 2.6.10,
so exactness at Pic(G) in the theorem implies that L⊗n is G-linearizable.

For this argument to go through, there are two key steps. The first is to show that Pic(G)
is finite in the first place. This fact fundamentally relies on the theory of algebraic groups;
for a proof, see [Mil17, Corollary 18.23], [Bri15, Lemma 2.3], or [Kno+89, Proposition 4.5]
(all of which use somewhat different methods of proof). The second step is to show that
every invertible sheaf on G ×X has the form pr∗X LX ⊗ pr∗G LG for some invertible sheaves
LX on X and LG on G. This is an essentially scheme-theoretic fact, and it is the step that
relies on X being normal. For a proof, see [Bri15, Lemma 2.12] or [Kno+89, Lemma 4.2].
Once these two steps are done, we need only note that

(pr∗X LX ⊗ pr∗G LG)⊗n ∼= pr∗X(L⊗nX )⊗ pr∗X(L⊗nG ) ∼= pr∗X(L⊗nX ),

so that nPic(G×X) ⊂ pr∗X Pic(X). The rest of the proof now follows from Theorem 2.6.10,
as described above.

Statement (b) is another fact from the theory of algebraic groups. In the case where G
is reductive, one can use the isogeny Gss × C → G of Proposition 2.2.23 and then show
that Pic(Gss × C) = 0 (which follows, for instance, from the above scheme-theoretic fact
about Pic(G × X) and pr∗X Pic(X) with G = Gss and X = C, since Pic(Gss) = 0 by
[Mil17, Corollary 18.24] and Pic(C) ∼= Pic(Gr

m) = 0). For a proof for general G, see [Mil17,
Proposition 18.22] or [Kno+89, Proposition 4.6]. Finally, since Pic(G̃) = 0, statement (a)
implies that every invertible sheaf on X is G̃-linearizable.

Sumihiro’s main interest in Theorem 2.6.11a was actually to study the notion of quasi-
projectivity as it relates to G-linearizations. More precisely, X is quasi-projective if and
only if there exists a finite-dimensional k–vector space V and an immersion X ↪→ P(V ).
If X is a G-scheme, we say that X is G–quasi-projective if X is quasi-projective and we
can take V to be a G-module and the immersion X ↪→ P(V ) to be G-equivariant. Recall
that if X quasi-projective, the immersion X ↪→ P(V ) can be obtained by letting V be some
finite-dimensional subspace of H0(X,L), where L is a very ample invertible sheaf on X. If
we may pick L to be G-linearized and V to be a certain finite-dimensional G-submodule of
H0(X,L), then arguing as in Proposition 2.4.17 will give us a natural G-action on P(V ) such
that X ↪→ P(V ) is G-equivariant, so that X is G–quasi-projective. When X is normal, we
can always take L to be G-linearized by Theorem 2.6.11. So, these arguments (once they are
made more rigorous) imply that any normal quasi-projective G-variety is G–quasi-projective.
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In fact, what Sumihiro proved is somewhat more than this. The following theorem sum-
marizes his results, which were first proven in [Sum74]. These results were then generalized to
group schemes over a sufficiently nice base scheme S in [Sum75]. We also refer the interested
reader to [Kno+89], which provides another nice presentation of Sumihiro’s results.

Theorem 2.6.12 ([Sum74, Lemma 8, and Corollary 2] and [Sum75, proof of Theorem 2.5]).
Let G be a connected linear algebraic group over an algebraically closed field k, and let X be
a normal G-variety.

(a) For any G-orbit Y ⊂ X, there exists a G-stable, quasi-projective open subset U ⊂ X
such that Y ⊂ U . In particular, there exists an open cover of X by G-stable, quasi-
projective open subsets.

(b) If G = T is a torus, then the open subsets in (a) can be taken to be affine, not just
quasi-projective.

(c) If L is a G-linearized very ample invertible sheaf on X, then there exists a finite-
dimensional G-module V and a G-equivariant (locally closed) immersion i : X ↪→ P(V )
such that i∗OP(V )(1) ∼= L. In particular, if X is quasi-projective, then X is G–quasi-
projective.

Corollary 2.6.13. Let G be a connected linear algebraic group over an algebraically closed
field k, and let X be a normal G-variety. If X has a unique closed G-orbit Y , then X is
quasi-projective.

Proof. By the above theorem of Sumihiro, there exists a quasi-projective, G-stable open
subset U ⊂ X such that Y ⊂ U . If Z = X \U is nonempty then Z contains a closed G-orbit
(any orbit of minimal dimension is closed), which is a closed G-orbit of X as well (because
Z is closed in X). Since Y is the unique closed orbit of X, we conclude that Z = ∅ and
hence that X = U is quasi-projective.

Theorem 2.6.12 is a key starting point for working with normal G-varieties. It tells us
that locally, we may work with quasi-projective normal G-varieties, which are locally closed
G-subvarieties of P(V ) for some G-module V . For some purposes, this even allows one to
take the closure in P(V ) and so reduce to the projective case.

Theorems 2.6.11 and 2.6.12 are two very important and useful theorems, and we will use
them frequently in what follows. It is worth noting, however, that both theorems require the
G-variety X to be normal. We will almost always be working with normal varieties, so this
assumption is generally fine for our purposes. For certain technical applications, however,
one may be intersted in dealing with the case of non-normal varieties. To this end, we give
a couple results that sometimes allow one to either reduce to the normal case (and then
to the quasi-projective case using Theorem 2.6.12 if desired) or to reduce directly to the
quasi-projective case (without needing normality to apply Theorem 2.6.12).
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Theorem 2.6.14 (“Equivariant Chow lemma”; [Sum74, Theorem 2]). Let G be a connected
linear algebraic group over an algebraically closed field k, and let X be a G-variety. There
exists a quasi-projective G-variety X̃ and a G-equivariant morphism f : X̃ → X such that

(a) f is birational, projective, and surjective, and

(b) there exists a nonempty G-stable open subset U ⊂ X such that f |f−1(U) : f−1(U)→ U
is an isomorphism of G-varieties.

Lemma 2.6.15 (cf. [Bri10, proof of Proposition 2.8], [Tim11, Proposition 15.15]). Let G be
a connected algebraic group over an algebraically closed field k which is normal (as a variety).
Let X be a G-variety, and let ν : X̃ → X be the normalization morphism.

(a) The morphism ν is birational, surjective, and finite.

(b) There exists a unique G-action on X̃ such that ν is a G-equivariant morphism.

(c) Suppose that G is reductive and that X can be covered by G-stable G–quasi-projective
open subsets, and let X̃ have the G-action given in (b). Then, ν induces a bijection on
the sets of G-orbits of X̃ and X.

Proof. Statement (a) is a completely general fact about normalizations of varieties; see e.g.
[Sta20, Tag 035E]. For statement (b), define a morphism

ν ′ : G× X̃ → G×X

on functors of points by (g, x) 7→ (g, ν(x)), and let ρ : G×X → X be the action morphism.
Then, ν ′ is surjective (because ν is), and ρ is surjective, so the composition ν ′◦ρ is a dominant
morphism to X from a normal variety G×X. By the universal property of normalization,
then, there exists a unique morphism ρ′ : G × X̃ → X̃ such that the following diagram
commutes:

G× X̃ X̃

G×X X

ρ′

ν′ ν

ρ

A G-action on X̃ such that ν is G-equivariant is precisely an action morphism ρ′ fitting into
this commutative diagram. Uniqueness of ρ′ tells us there is at most one such action, so to
complete the proof, we just need to prove that ρ′ is in fact a group action.

For this, the key point is that ν is an isomorphism on a dense open subset U ⊂ X̃,
which implies that ν induces an injection on functors of points: indeed, for any morphisms
f, g : T → X̃ such that ν ◦ f = ν ◦ g, we have f |U = g|U and hence f = g (because T
is reduced and X̃ is separated). So, given any g, h ∈ G(T ) for some variety T and any

https://stacks.math.columbia.edu/tag/035E
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x ∈ X̃(T ), commutativity of the above diagram (plus the fact that ρ induces a group action
G(T )×X(T )→ X(T )) gives us

ν(ρ′(gh, x)) = ρ(gh, ν(x)) = gh · ν(x) = g · (hν(x)) = ρ(g, ρ(h, ν(x)))

= ρ(g, ν(ρ′(h, x))

= ν(ρ′(g, ρ′(h, x))).

Since ν is injective on points, we conclude that ρ′(gh, x) = ρ′(g, ρ′(h, x)). Likewise, we have

ν(ρ′(1, x)) = ρ(1, ν(x)) = ν(x),

so that ρ′(1, x) = x.
Finally, the proof of (c) is a somewhat more technical argument. Our assumption on X

allows one to reduce to the case where X is affine, and then some representation-theoretic
arguments on G-stable ideals of Γ(X,OX) can be used to reduce to the case where G = T
is a torus. In this case, one can describe T -stable ideals of Γ(X,OX) combinatorially, in
terms of Λ+(X), and then check that X̃ admits the same description of T -stable ideals. See
[Tim11, Proposition 15.15] for details.
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Chapter 3

The Classification of Spherical
Varieties

In this chapter, we discuss the theory of spherical varieties, building up to their full classifica-
tion by combinatorial invariants. We begin with definitions and general results on spherical
varieties in Section 3.1. In Section 3.2, we give a treatment of the so-called local struc-
ture theorem, which is a key technical result that arises throughout the theory of spherical
varieties.

After this background is established, we will begin to discuss the classification of spheri-
cal varieties. This classification has two main components: the first is known as Luna-Vust
theory, which we treat in Section 3.3, and the second is a classification statement by com-
binatorial objects called homogeneous spherical data, which we treat in Section 3.6. The
classification by homogeneous spherical data is by far the more complicated part of the the-
ory. To fully explain it, we will need to develop a theory of so-called G-invariant valuations
in Section 3.4 and a theory of certain nice types of spherical varieties (called toroidal va-
rieties and wonderful varieties) in Section 3.5. Using techniques discussed in Section 3.6,
many questions about the behavior of homogeneous spherical data can be reduced to the case
of certain toroidal or wonderul varieties which are nice enough to be completely classified.
This produces some strong combinatorial conditions on homogeneous spherical data, which
is a key feature of the theory.

We remark that there is one section in this chapter which is not relevant to the clas-
sification of spherical varieties: namely, Section 3.7, in which we discuss a combinatorial
description of Weil and Cartier divisors on spherical varieties. This section is included pri-
marily because it will be needed for arguments in later chapters.

The reader who is not interested in having a deep understanding of the theory of spher-
ical varieties does not need to wade through all of the technicalities in this chapter. For our
purposes, the most important parts will be an understanding of the local structure theorem
and a familiarity with the combinatorial data used to classify spherical varieties. In partic-
ular, the technical details of all of the proofs in this chapter are not so important for what
follows (except possibly certain proofs that make use of the local structure theorem). So, for
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a “crash course” in the theory of spherical varieties, we recommend reading this chapter in
the following way.

1. Briefly read through Sections 3.1 and 3.2 to get familiar with spherical varieties and
the local structure theorem. There is no need to focus on any proofs in these sections.
The main goal is to get familiar with the basic gadgets and terminology introduced in
these sections (e.g. B-divisors and G-invariant valuations) and to understand the main
statements of the local structure theorem and related results (namely, Theorems 3.2.2
and 3.2.7 and Proposition 3.2.3).

2. Briefly read through Sections 3.3, 3.4, and 3.5 (in that order) to get familiar with the
terminology and combinatorial objects used in the classification of spherical varieties.
Focus on any big theorems about the structure of spherical varieties (for instance,
Theorem 3.1.4, 3.3.26, 3.4.1, or 3.5.21).

3. In Section 3.6, blackbox the notion of “localization at simple roots” and just read
through Subsections 3.6.b and 3.6.c. This will introduce a few more important com-
binatorial objects and give some insight into their properties. The details of these
properties will come up repeatedly in what follows, but one can always refer back to
the relevant results in these sections after a brief first read.

4. Go back and read Section 3.2 more carefully to get a solid understanding of the local
structure theorem. One does not need to understand the technical aspects of proofs
such as Theorem 3.2.2 or Theorem 3.2.7. The goal is to be comfortable applying the
statements of these theorems, as we do for instance in the proofs of Lemma 3.2.9 and
3.2.10. The curious reader may also be interested in looking at some of the details
of the local structure theorem as it applies to toroidal and wonderful varieties, for
instance in the proofs of Theorems 3.5.6, 3.5.9, and 3.5.22.

5. We have now covered all of the necessary material in this chapter except for Subsec-
tion 3.6.a and Section 3.7. For our purposes, the former is only used in a couple of
technical proofs, and the latter is mainly used to check whether certain line bundles
are ample in the counterexamples of Section 4.9 (as well as for a few other technical
ideas in Chapters 4 and 5). Depending on the reader’s interests, it is possible to skip
both Subsection 3.6.a and Section 3.7 and still understand most of our work later on.
Alternately, the reader may wish to briefly read Section 3.7 and then refer back to it
as needed.

Starting with this chapter, we will assume that k is an algebraically closed field of char-
acteristic 0. Much of the theory can be developed in positive characteristic, and we will
give references to characteristic-independent treatments wherever possible. However, the
full classification of spherical varieties has only been completed in characteristic 0, so we
will not consider the positive-characteristic setting here. We also assume without further
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mention that G is a reductive group, T ⊂ G is a maximal torus, and B ⊂ G is a Borel
subgroup containing T .

3.1 Spherical Varieties

In this section, we define spherical varieties and discuss some of their basic geometric prop-
erties.

Definition 3.1.1.

1. A spherical variety is a normal G-variety containing a dense B-orbit (which is neces-
sarily open, because orbits are locally closed).

2. A spherical subgroup of G is a (closed) subgroup H ⊂ G such that the quotient G/H
is a spherical variety. Spherical varieties of the form G/H are called homogeneous
spherical varieties .

Remark 3.1.2. Note that whether a normal variety is spherical does not depend on our
choice of B. Indeed, the Borel subgroups are all conjugate, and if B′ = gBg−1 for any
g ∈ G, then Bx ⊂ X is a dense B-orbit if and only if B′(gx) = g · Bx is a dense B′ orbit.
Alternately, Theorem 3.1.4iv below gives an explicit, geometric characterization of spherical
varieties that does not depend on B.

Example 3.1.3. Recall that a toric variety for a torus T ′ is a normal T ′-variety X such that
there exists a T ′-equivariant open immersion T ′ ↪→ X (equivalently, such that there exists
an open T ′-orbit on which T ′ acts freely). Toric varieties are often cited as the first example
of spherical varieties. Indeed, suppose that G is a torus, so that G = B = T . Then, any
toric T -variety X is normal and has open T -orbit, so X is a spherical T -variety by definition.

There is actually a little more we can say about the relationship between spherical T -
varieties and toric varieties. With G = B = T as above, let X be a spherical T -variety.
Then, the open T -orbit has the form T/K for some K ⊂ T . Since T is commutative, K is
normal and hence is the stabilizer of every point in the open T -orbit of X. It follows that K
acts trivially on all of X (see Lemma 2.1.6). Thus, the action of T on X induces an action
of the torus T ′ = T/K on X, and T ′ acts freely on the open T -orbit of X. In other words,
X is a toric T ′-variety for the quotient T ′ = T/K of T .

It turns out that, for any normal G-variety X, there are many conditions which are
equivalent to X being spherical. These conditions are very standard, but their proofs require
some theory about complexities of varieties that we will not need later. We will sketch the
relevant details of this theory briefly, in order to present the equivalent conditions to being
spherical in Theorem 3.1.4. The reader willing to take this theorem on faith can safely skip
this discussion of complexity.

Given any algebraic group G and any G-variety X, we define the complexity of X,
denoted cG(X), to be the minimal codimension of a G-orbit in X. When G is reductive, it
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immediately from the definition that a normal variety X is spherical if and only if cB(X) = 0.
Much can be said about the complexity of a variety; for a thorough treatment, see [Tim11,
Chapter 2]. For our purposes, we will need only two facts about complexity:

1. For any algebraic group G and any G-variety X, we have cG(X) = trdegk(K(X)G).
This follows from a theorem of Rosenlicht about G-invariants in function fields. See
[Per18, Theorem 1.1.8 and Proposition 1.2.4] for a statement of Rosenlicht’s theorem
and a proof of this complexity fact, and see [VP89, Section 2.3] for a proof of Rosen-
licht’s theorem.

2. For a reductive group G, any G-variety X, and any B-stable subvariety Y , we have
cB(Y ) ≤ cB(X). When Y is G-stable, this actually follows from fact (1) above along
with the fact that we can lift G-invariant elements of the function field from Y to X (see
e.g. [Tim11, Lemma 5.8]). One then proves that using a careful geometric argument
that for any B-stable subvariety Y , we have cB(Y ) ≤ cB(GY ). For details, see [Per18,
Proposition 1.2.10].

Equipped with these facts about complexity, we can now prove the promised equivalent
characterizations of spherical varieties.

Theorem 3.1.4 ([Per14, Theorem 2.1.2], cf. [Bri97, Theorem 2.1], [Tim11, Section 25.1]).
Let X be a normal G-variety. The following are equivalent.

(i) X is spherical.

(ii) K(X)B = k.

(iii) X has finitely many B-orbits.

(iv) Every G-equivariant birational model of X has finitely many G-orbits.

If X is also quasi-projective, then these conditions are also equivalent to the following con-
dition:

(v) For any G-linearized invertible sheaf L on X, the G-module H0(X,L) is multiplicity-
free.

Proof.
(i) ⇔ (ii): X is spherical if and only if cB(X) = 0. On the other hand, Fact 1 above

gives us cB(X) = trdegk(K(X)B), and since k is algebraically closed, trdegk(K(X)B) = 0 if
and only if K(X)B = k.

(i) ⇔ (iii): If X has finitely many B-orbits O1, . . . , Or, then we have

X =
⋃
i

Oi.
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Since X is irreducible, this implies that X = Oi for some i. For the converse, we note that by
Fact 2 above, every B-stable subvariety Y ⊂ X has cB(Y ) = cB(X) = 0, i.e. Y has a dense
B-orbit. We prove by induction on dim(X) that any (not necessarily normal) B-variety
X with this property has finitely many B-orbits. The base case dim(X) = 0 is trivial (as
X = Spec(k) in this case). So, suppose the claim holds whenever dim(X) < d, and let
Y ⊂ X be the complement of the open B-orbit of X. Then, Y satisfies the same condition
as X (every B-stable subvariety of Y is a B-stable subvariety of X), and dim(Y ) < dim(X).
So, Y has finitely many orbits by the induction hypothesis, and X has only one more B-orbit
than Y does by construction.

(i) ⇒ (iv): Suppose X is spherical. For any G-equivariant birational model X̃, let ϕ :

X 99K X̃ be a G-equivariant birational map. The map ϕ is defined on some point in the
open B-orbit of X, and since ϕ is G-equivariant, it extends over the entire open B-orbit.
Thus, X̃ is a G-variety with a dense B-orbit. By the proof of (i) ⇒ (iii) above, we conclude

that X̃ has finitely many B-orbits, hence finitely many G-orbits.
(iv) ⇒ (v): The general idea of this direction is as follows. Suppose that (iv) holds but

(v) does not. One then construcs a G-equivariant birational model of X with infinitely many
G-orbits, which contradicts (iv). We omit the details of this construction here and refer the
interested reader to the proof given in [Bri97, Theorem 2.1].

(v) ⇒ (ii): Let a ∈ K(X)B, and pick any G-linearized ample invertible sheaf L on X. By

Proposition 2.5.2, we may write a = f/g, where f, g ∈ Γ(X,L⊗d)(B) for some d ≥ 0. Since
B acts by some character on both f and g and fixes a = f/g, we see that B must act by the
same character on both f and g. Since L⊗d is again a G-linearized ample invertible sheaf,
we know that Γ(X,L⊗d) is multiplicity-free by assumption, so we must have f = cg for some
c ∈ k. It follows that a = f/g = c ∈ k. (Note that the containment k ⊂ K(X)(B) follows
immediately from the fact that the structure morphism X → Spec(k) is G-equivariant, so it
induces a G-equivariant map on function fields by Lemma 2.4.3.)

(iv) ⇒ (i): By Theorem 2.6.12, there exists a nonempty G-stable open subset U ⊂ X
that is quasi-projective. Note that (iv) also holds for U (since U is itself a G-equivariant
birational model of X). Moreover, U is dense in X, so U has a dense B-orbit if and only
if X does. It thus suffices to prove that (iv) ⇒ (i) for U . Since U is quasi-projective, this
follows from the implications (iv) ⇒ (v) ⇒ (ii) ⇒ (i).

Remark 3.1.5. Note that (v) in the above theorem requires quasi-projectivity, because we
need to consider (v) for an ample line bundle in order to prove that (v) implies (ii). However,
Conditions (i)-(iv) in the theorem always imply (v), even when X is not quasi-projective.
Indeed, suppose that X is spherical, and let L be a G-linearized invertible sheaf on X.
Restricting global sections to some G-stable quasi-projective open subset U ⊂ X (which
exists by Theorem 2.6.12) allows us to view H0(X,L) as a G-submodule of H0(U,L|U).
Applying Theorem 3.1.4 to U (which is spherical because X is) tells us that H0(U,L|U) is
multiplicity-free, hence so is the G-submodule H0(X,L).
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3.1.a The Geometry of Spherical Varieties

Spherical varieties enjoy several nice geometric properties. For instance, every spherical
variety is rationa.

Proposition 3.1.6 ([Per14, Corollary 2.1.3]). Spherical varieties are rational.

sketch of proof. Any spherical variety has a dense B-orbit, which is of the form B/K. It
thus suffices to show that whenever B is connected and solvable and K ⊂ B is a subgroup,
the quotient B/K is rational. For these, one proceeds by inducting first on dim(B) and then
on dim(B/K). The base cases are trivial. For the induction step, one considers the quotient
B/K → B/KZ for some appropriately chosen 1-dimensional normal subgroup Z ⊂ B. The
induction hypothesis on B/Z and B/KZ implies that B/KZ is rational, and by choosing
Z correctly and using some facts about solvable groups, the quotient map B/K → B/KZ
turns out to be a locally trivial fibration. It follows that B/K is rational as well.

We saw in Example 3.1.3 that toric varieties are examples of spherical varieties. Con-
versely, we can relate any affine spherical variety to a toric variety in the following way. Let
X = Spec(A) be an affine G-variety, and consider the GIT quotient X//U = Spec(AU).
Since B = T × U , we may view X//U as a T -variety, and the quotient map X → X//U
induces a bijection between B-orbits of X and T -orbits of X//U . Since Proposition 2.5.7
tells us that X is normal if and only if X//U is, we arrive at the following result.

Proposition 3.1.7 ([Per18, Corollary 2.3.4]). Let X be an irreducible affine G-variety. X
is a spherical G-variety if and only if X//U is a toric T -variety.

One very useful property of spherical varieties is: any G-stable (closed) subvariety is again
spherical. The key to this statement is a very nice result on the singularities of G-stable
subvarieties of spherical varieties.

Theorem 3.1.8 ([Per14, Corollary 2.3.4 and Theorem 3.1.19], [Tim11, Theorem 15.20]).
Let X be a spherical G-variety.

(a) Any G-stable subvariety Y ⊆ X has rational singularities. In particular, Y is normal
and in fact Cohen–Macaulay.

(b) Any G-stable subvariety of X is spherical.

sketch of proof. Note that (b) follows immediately from (a) and Theorem 3.1.4: any G-stable
subvariety of X is normal by (a) and has finitely many B-orbits because X does. As for (a),
the idea is to reduce from the case of spherical varieties to that of toric varieties, in which
case Statement (a) follows from some standard facts about toric varieties. More precisely: if
X is a toric T ′-variety for some torus T ′, then X (hence also Y ) has finitely many T ′-orbits
(by Theorem 3.1.4 applied with G = T ′, or by standard facts about orbits of toric varieties,
see e.g. [Ful93, Proposition 3.1]). It follows that Y is an orbit closure, and it is a standard
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fact (see e.g. [Ful93, Section 3.1]) that every orbit closure of a toric variety is toric. Finally,
one can show that every toric variety has rational singularities ([Ful93, Section 3.5]). So, Y
has rational singularities, as desired.

There are a few possible ways to reduce to the toric case. First, one has to reduce to the
affine case. This can be done by reducing to the case where X is a locally closed G-stable
subvariety of P(V ) (using Theorem 2.6.12), then replacing X by the affine cone over the
closure of X in P(V ). A simpler way is to apply the local structure theorem from Section 3.2
to the open subset XB,Y ′ of Theorem 3.2.7, where Y ′ is any G-orbit contained in Y . (Note
that the sets Y ∩GXB,Y ′ form an open cover of Y , so it suffices to prove that Y ∩XB,Y ′ has
rational singularities for each choice of Y ′.)

Once we are in the case where X is affine, one possibility is to to construct a flat de-
formation of X to a toric variety and then use stability of rational singularities under flat
deformations. For details on this approach, see [Per14, Corollary 4.3.15]. Alternately, since
X is affine and spherical, the GIT quotient X//U is an affine toric variety under some quo-
tient T ′ of T (Propositions 3.1.7), and Y//U is a T ′-stable closed subvariety of X//U (this
follows from the fact that, given an action of T on a ring A and a T -stable ideal I ⊂ A, we
have (A/I)U = AU/IU , where U = Ru(B); see e.g. [MF82, proof of Theorem 1.1] for a proof).
By our above arguments in the toric case, Y//U has rational singularities; Proposition 2.5.7
then implies that Y has rational singularities as well.

Remark 3.1.9. The above result is not true in positive characteristic. For a counterexample,
see [Per18, Example 2.3.8].

3.1.b Valuations and Divisors

The combinatorial invariants involved in the classification of spherical varieties all have to do
with two types of geometric objects: valuations and divisors. In this section, we introduce
some notation and give a few basic results regarding valuations and divisors on spherical
varieties. We begin with valuations.

Definition 3.1.10. Let G be an algebraic group over a field k, and let X be a G-variety.

1. For any totally ordered abelian group Γ, a valuation on X with values in Γ is a group
homomorphism

v : K(X)× → Γ

satisfying

a) v(k×) = 0, and

b) for any f, g ∈ K(X)× with f + g ∈ K(X)×, we have

v(f + g) ≥ min{v(f), v(g)}.
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We say that v is a discrete valuation if we may take Γ = Q and if the image of v is aZ
for some a ∈ Q. (Note that the map K(X)× → Γ sending every element of K(X)× to
0 is a discrete valuation by definition.)

2. Given a valuation v on X, we denote by

Ov = {0} ∪ {f ∈ K(X)× | v(f) ≥ 0}

the associated valuation ring.

3. We say that a valuation v on X is G-invariant if for all f ∈ K(X)× and all g ∈ G(k),
we have

v(g · f) = v(f).

(Here g · f denotes the action of g on f using the usual G-module structure on K(X),
see Section 2.4.a.) We denote by V(X) the set of all G-invariant valuations on X.

4. Given a valuation v on X we say that a closed subvariety Z = {ζ} ⊂ X is the center
on X of v and write Z = Zv if the valuation ring Ov dominates the stalk OX,ζ , i.e. if
OX,ζ ⊂ Ov (as subrings of K(X)) and the inclusion map OX,ζ ↪→ Ov is a local ring
homomorphism.

5. Given a prime Weil divisor D on X, we write vD : K(X)× → Q for the (discrete)
valuation corresponding to the DVR OX,δ, where δ ∈ D ⊂ X is the generic point of D.

Remark 3.1.11. Throughout this thesis, we will only be interested in valuations with values
in Q (whether discrete or not). The word “valuation” will thus always mean a valuation with
values in Q. Note that this does not lose much in the setting we’re in: indeed, any Noetherian
valuation ring is automatically a DVR, and we’re primarily interested in valuations that arise
from stalks of Noetherian schemes, so these will automatically be discrete.

The following lemma gives a few standard properties of G-valuations and their centers.

Lemma 3.1.12. Let G be an algebraic group over a field k, and let X be a G-variety.

(a) The center of any valuation on X is unique if it exists. Moreover, X is proper if and
only if every valuation on X has a (unique) center on X.

(b) If X is affine, then v has a center on X if and only if v is non-negative on Γ(X,OX).
In this case, the center Zv of v on X is cut out by the ideal mv ∩ Γ(X,OX), where
mv ⊂ Ov is the maximal ideal and the intersection is taken in K(X).

(c) The G-stable subvarieties of X are precisely the centers of G-invariant valuations on
X.
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Proof. Statement (a) follows from the valuative criteria of separatedness and properness; see
[Har77, Exercise II.4.5]. As for (b), write A = Γ(X,OX). If v has a center on X, then Ov
dominates the stalk of some point x ∈ X, so we have A ⊂ OX,x ⊂ Ov. In particular, v is
non-negative on A by definition. Conversely, if v is non-negative on A, then A ⊂ Ov by
definition. Let p = mv ∩A. Then, p is a prime ideal of A (it is the pullback of mv under the
inclusion A ↪→ Ov), and Ap is dominated by Ov, so V(p) ⊂ Spec(A) ∼= X is the center of v
on X.

For statement (c), if Z = Zv is the center of a G-invariant valuation v on X, then the fact
that v is G-invariant implies that the action of G on K(X) fixes the valuation ring Ov. The
(unique) morphism f : Spec(Ov) → X is therefore a G-equivariant map sending the closed
point of Spec(Ov) to the generic point of Z. Since the action of G fixes the closed point of
Spec(Ov) and f maps this closed point to the generic point of Z, we see that G fixes the
generis point of Z as well. It follows from continuity of the action morphism G × X → X
that we have G · Z = Z, i.e. Z is G-stable.

Conversely, if Z is G-stable, then the blowup BlZ(X) inherits a natural G-action such
that the blowup morphism π : BlZ(X)→ X is G-equivariant. It follows that the exceptional
divisor π−1(Z) is G-stable, hence so is any irreducible component D ⊂ π−1(Z). Since the
generic point of D is fixed by G, we see that the valuation vD is G-invariant. Moreover,
since π maps D dominantly onto Z, we see that π induces a local ring homomorphism
OX,ζ ↪→ OvD , where ζ ∈ Z is the generic point. We conclude that Z is the center of vD on
X.

The main technical ingredient for working with valuations on spherical varieties is the
following theorem, which essentially allows us to only consider the values of G-invariant
valuations on the B-eigenvectors of K(X)×. The proof of the theorem involves several
technical arguments about G-invariant valuations; we refer the reader to [Kno91, Section 1]
for details.

Theorem 3.1.13 ([Kno91, Corollary 1.7]). Let G be a connected reductive group, let X be a
spherical G-variety, and let X◦B ⊂ X be the open B-orbit of X. For any G-invariant valuation
v0 ∈ V(X) and any nonzero element f ∈ Γ(X◦B,OX), there exists some f ′ ∈ K(X)(B) such
that

v0(f ′) = v0(f),

v(f ′) ≥ v(f) for all v ∈ V(X), and

vD(f ′) ≥ vD(f) for every B-stable prime divisor D on X.

Inspired by the above theorem, we want to distill the information of a G-invariant valua-
tion into a simpler combinatorial object by considering only its values on B-eigenvectors. We
can do this in the following way. Let X be a spherical variety. Note that the set of nonzero
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B-eigenvectors (K(X)×)(B) is abelian group (under multiplication), and we can define a
homomorphism

(K(X)×)(B) → Λ(X)

by f 7→ χf , where χf is the character through which B acts on f . This map is surjective by
definition, and its kernel is precisely the nonzero elements of K(X)B. Since X is spherical,
we have K(X)B = k (Theorem 3.1.4), so we obtain an exact sequence

1→ k× → (K(X)×)(B) → Λ(X)→ 0.

Now, any valuation v : K(X)× → Q restricts to a group homomorphism v′ : (K(X)×)(B) →
Q. Since v′ vanishes on k×, it induces a group homomorphism ϕ(v) : Λ(X) → Q. We have
thus defined a map

ϕ : V(X)→ N(X) = HomZ(Λ(X),Q).

One of the key implications of Theorem 3.1.13 is that the map ϕ is injective.

Corollary 3.1.14 ([Kno91, Corollary 1.8]). Any G-invariant valuation v ∈ V(X) is uniquely
determined by its values on K(X)(B). In other words, the map ϕ defined above is injective.

Proof. Let v′ ∈ V(X) be any G-invariant valuation with v′ 6= v, and let X◦B ⊂ X be the
open B-orbit. Note that X◦B is an orbit of a smooth solvable group and hence is affine
(see Theorem 2.2.4), so we have Frac(Γ(X◦B,OX)) = K(X). Thus, there exists some f ∈
Γ(X◦B,OX) such that v(f) 6= v′(f). Without loss of generality, suppose that v(f) < v′(f).
By applying Theorem 3.1.13 to v and f we, then obtain some f ′ ∈ K(X)(B) and some q such
that

v(f ′) = v(f q) < v′(f q) ≤ v′(f ′).

So v(f ′) 6= v′(f ′), which shows that v and v′ do not have the same values on K(X)(B).

In light of this corollary, we typically identify V(X) with its image under ϕ in the Q–
vector space N(X). As we will see later (Section 3.4), the subset V(X) ⊂ N(X) is actually
a polyhedral cone with several nice properties related to the geometry of X.

We now turn to divisors on spherical varieties.

Definition 3.1.15. Let X be a G-variety.

1. By a B-divisor (resp. G-divisor) on X we mean a B-stable (resp. G-stable) prime Weil
divisor on X.

2. We denote by DG,X (resp. DGG,X) the set of all B-divisors (resp. G-divisors) on X.

3. A color on X is a B-divisor which is not G-stable. We define ∆(X) = D(X) \ DG(X)
to be the set of all colors of X.
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Let X be a spherical variety. Note that for a G-divisor D of X, the associated valuation
vD is G-invariant (Lemma 3.1.12). If D is instead a color, the associated valuation vD will
not be G-invariant (though it will be B-invariant). In either case, however, vD induces a
map Λ(X)→ Q as above. We can thus extend the map ϕ defined above to a map

ϕ : V(X) ∪ DG,X → N(X) = HomZ(Λ(X),Q)

by sending any D ∈ ∆(X) to the map ϕD : Λ(X) → Q determined by the valuation vD.
Note that ϕ is generally not injective on ∆(X) (i.e. a B-invariant valuation need not be
determined by its value on B-eigenvectors), as the following example shows.

Example 3.1.16 ([Pez10, Examples 2.2.1, 2.3.1, 2.5.1]). Let G = SL2 acting on X = P1×P1

diagonally via the action on P1 given in Example 2.4.19. In projective coordinates, this action
is given by: (

a b
c d

)
· ([x : y], [w : z]) = ([ax+ by : cx+ dy], [aw + bz : cw + dz]).

We take B ⊂ G to be the Borel subgroup of upper triangular matrices and T ⊂ B to be
the subgroup of diagonal matrices. Note that if [x : y] 6= [w : z], then the vectors (x, y)T

and (w, z)T form a basis for C2. So for any other such pair [x′ : y′] 6= [w′ : z′], there is
an invertible matrix mapping (x, y)T 7→ (x′, y′)T and (w, z)T 7→ (w′, z′)T . After scaling this
matrix, we obtain some matrix g ∈ SL2 such that g · [x : y] = [x′ : y′] and g · [w : z] = [w′ : z′].
If ∆ ⊂ X is the diagonal of P1 × P1, this proves that X \∆ is a G-orbit of X, and one can
check that ∆ is the only other G-orbit of X.

We can characterize the B-orbits of X in a similar way. Given any point ([x : y], [w :
z]) ∈ P1, one can check that there is a (unique) upper triangular matrix of determinant
1 mapping [x : y] 7→ [x′ : y] and [w : z] 7→ [w′ : z] for any choice of x′ and w′. On the
other hand, the point ([1 : 0], [1 : 0]) is fixed by every upper triangular matrix and hence is
a B-fixed point. It follows that the diagonal ∆ is a B-stable divisor of X, and so are the
subvarieties

D1 = P1 × {[1 : 0]}, D2 = {[1 : 0]} × P1.

Our above statements also imply that the set

{([x : 1], [y : 1]) | x 6= y} = X \ (∆ ∪D1 ∪D2)

is an open B-orbit of X. This proves that X is spherical and that the B-divisors of X are
∆, D1, and D2. Since ∆ is a G-orbit, it is G-stable; on the other hand, both D1 and D2

intersect the open G-orbit X \∆ and hence are colors of X.
Write X ∼= Proj(k[x, y])× Proj(k[w, z]), and consider the open subset

XB,∆ = X \ (D1 ∪D2) = {([x : 1], [y : 1]) | x, y ∈ k} ⊂ X.
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We have XB,∆ = D+(y)×D+(z) and hence

XB,∆
∼= Spec

(
k

[
x

y
,
w

z

])
∼= Spec(k[x′, w′]).

Using the action of G on k[x, y] and k[w, z] given in Example 2.4.19, we see that B acts in
these coordinates by(

t u
0 t−1

)
· x′ = t−2x′ − ut−1,

(
t u
0 t−1

)
· w′ = t−2w′ − ut−1.

So, the element (x′ − w′)−1 ∈ K(XB,∆) = K(X) is a B-eigenvector with character equal to
the unique simple root α1 of G. (Explicitly, α1 is given by diag(t, t−1) 7→ t2). It follows that
α1 ∈ Λ(X).

Now, the isomorphism XB,∆
∼= Spec(k[x′, w′]) identifies x′ (resp. w′) with the rational

function x/y ∈ K(X) (resp. w/z ∈ K(X)). Thus, the rational function x′ − w′ = x
y
− w

z

has zeros of order 1 on the open subset U ∩ ∆ of ∆ and has poles of order 1 on the open
subsets D1 \ {([1 : 0], [1 : 0])} and D2 \ {([1 : 0], [1 : 0])} of D1 and D2. Since x′ − w′

is a B-eigenvector with character −α1, it follows that ϕD1(α1) = ϕD2(α1) = 1 and that
ϕ∆(α1) = −1. Moreover, we know that

Z · α1 ⊂ Λ(X) ⊂ ΛG = Z · α1

2
.

If there were any nonzero B-eigenvector f ∈ K(X)(B) with weight α1/2, then we would have
vD1(f) = ϕ(α1)/2 = 1/2, contradicting the fact that vD1 takes integer values on K(X)×. It
follows that Λ(X) = Z · α1.

Since ϕD1(α1) = ϕD2(α1) = 1, we see that ϕD1 = ϕD2 as functions Λ(X) → Q. On the
other hand, for each i, the valuation vDi has center Di on X; since X is separated, this
implies that vD1 6= vD2 . Thus, this example shows that ϕ need not be injective on colors,
or equivalently, that valuations which are not G-invariant need not be determined by their
values on B-eigenvectors.

The following lemma gives us a few nice properties about divisors and valuations on
spherical varieties.

Lemma 3.1.17. Let X be a spherical G-variety.

(a) For any B-stable affine open subset U ⊂ X, the irreducible components of X \ U are
all B-divisors.

(b) The B-divisors of X are precisely the irreducible components of the complement of the
open B-orbit.

(c) Either X has no G-divisors (i.e. every G-stable subset of X is either dense or of
codimension > 1), or the G-divisors of X are precisely the irreducible components of
the complement of the open G-orbit.
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(d) If X is affine, we have

Λ+(X) = {χ ∈ Λ(X) | ϕD(χ) ≥ 0 ∀ D ∈ DG,X}.

Proof. For (a), we note that X \U is B-stable, hence so is every irreducible component X \U
(see Lemma 2.1.3). Moreover, because U is affine, it is a general scheme-theoretic fact that
every irreducible component of X \ U has codimension 1 (see e.g. [Sta20, Tag 0BCV]). So,
the irreducible components of X \ U are B-stable irreducible codimension 1 subschemes of
X, i.e. B-divisors.

As for (b), the open B-orbit X◦B is affine (Theorem 2.2.4), so (a) implies that every
irreducible component of X \ X◦B is a B-divisor. Conversely, any B-divisor D is B-stable
and does not contain the open B-orbit X◦B, so D cannot intersect X◦B. In other words, D
lies in the complement V of X◦B, so D must be an irreducible component of V (because D
is irreducible and has codimension 1 in X).

For (c), the same reasoning as in (b) shows that any G-divisor is an irreducible component
of the complement VG of the open G-orbit of X. So, we just need to show that if a G-divisor
D exists, then every irreducible component of VG is a G-divisor. For this, note that VG is
a G-stable closed subvariety of X. So, Theorem 3.1.8 implies that VG is Cohen-Macaulay
and in particular equidimensional. Since D is a component of VG, we conclude that every
component of VG has codimension 1 in X and hence is a prime Weil divisor of X. Finally,
every component of VG is G-stable by Lemma 2.1.3.

As for (d), write A = Γ(X,OX) and A◦ = Γ(X◦B,OX). The B-eigenvectors in A are
precisely the B-eigenvectors of A◦ that extend over X \ X◦B. Combining this fact with
Statement (a) gives us

A(B) = {f ∈ (A◦)(B) | vD(f) ≥ 0 ∀ D ∈ DG,X}.

On the other hand, for any B-divisor D ∈ DG,X and any eigenvector f ∈ (A◦)(B) of weight χ,
we have vD(f) = ϕD(χ) by definition. So, the above equation will be precisely the equation
in (c), provided we can show that Λ+(A◦) = Λ(X). We already know that Λ(X) = Λ+(X)gp

(see Proposition 2.5.9). For any f ∈ A(B), the nonvanishing locus Xf is a B-stable open
subset, so it intersects X◦B and hence contains X◦B. It follows that f, f−1 ∈ A◦ and hence
that

Λ(X) = Λ+(X)gp ⊂ Λ+(X◦B).

The opposite containment follows immediately from the fact that A◦ ⊂ K(X) (and the fact
that the G-module structure on A◦ is compatible with that of K(X), see Remark 2.4.1).

Remark 3.1.18. One consequence of parts (a) and (b) of the above lemma is that the sets
DG,X , DGG,X , and ∆(X) are all finite for any spherical variety X.

We have already seen (Example 3.1.3) that toric varieties are spherical varieties when
G = B = T is a torus. Notice that toic varieties will never have colors, because G = B.
Conversely, it turns out that any spherical variety with no colors is a toric variety.

https://stacks.math.columbia.edu/tag/0BCV
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Proposition 3.1.19 (cf. [Bri97, proof of Theorem 2.3]). Let X be a spherical G-variety,
and suppose that X has no colors (i.e. that every B-divisor of X is G-stable). Then, [G,G]
acts trivially on X, and X is a toric variety for a quotient of the torus G/[G,G].

Proof. Let X◦ be the open B-orbit of X. The complement of X◦ is the union of the B-
divisors of X (Lemma 3.1.17). All of these divisors are G-stable by assumption, so X◦ is
G-stable and hence is the open G-orbit of X. Let H be the stabilizer of a point x ∈ X◦. We
claim that G = BH. Indeed, for any g ∈ G, we have gx ∈ X◦. Since X◦ is a B-orbit, there
exists some b ∈ B such that gx = bx. It follows that b−1g ∈ H, so that g = b(b−1g) ∈ BH.

Since G = BH, a lemma using the theory of semisimple groups (see [Bri97, Lemma 2.3]
or [Pez10, Lemma 3.1.1]) implies that [G,G] ⊂ H. Thus, H is a normal subgroup of G and
hence is the stabilizer of every point in the open G-orbit X◦. It follows that H acts trivially
on all of X (see Lemma 2.1.6). Thus, the action of G on X induces an action by the quotient
group G/H, and X◦ is a G/H-orbit on which G/H acts freely. On the other hand, G/H is
reductive (see [Bor91, Corollary 14.11]) and commutative (because [G,G] ⊂ H), so G/H is
a torus (see [Mil17, Proposition 19.13]). It follows that X is a toric varic under G/H (cf.
Example 3.1.3).

The following is a technical (but sometimes very useful) statement about B-stable divi-
sors.

Proposition 3.1.20 (cf. [Bri97, proof of Proposition 2.2]). Let X be a G-variety with finitely
many G-orbits, and let D ⊂ X be a B-stable effective Weil divisor of X such that no G-orbit
is contained in the support of D. Then, D is an effective Cartier divisor, and the invertible
sheaf OX(D) is generated by global sections.

Proof. Let OX(D) be the divisorial sheaf corresponding to D (see Appendix B), and let
I = OX(−D). Let G̃ → G be an isogeny of algebraic groups such that I is G̃-linearizable
(such an isogeny exists, see Theorem 2.6.11). There exists a Borel subgroup B̃ ⊂ G̃ mapping
to B ⊂ G (see e.g. [Mil17, Proposition 17.20]). Since G̃ acts on X via its image in G, we see
that D is B̃-stable. So, replacing G by G̃ affects neither our assumptions nor the statement
of the proposition. After this replacement, then, we may assume that I is G-linearizable.
We fix a G-linearization φ : ρ∗I

∼→ pr∗X I (here ρ : G×X → X is the action morphism).
Now, we define

Y = {x ∈ X | Ix 6∼= OX,x}.

Note that Y is a closed subscheme of X (since the locus where I is invertible is open). We
claim that Y is G-stable. This can be checked on k-points. (Proof: because X is a Jacobson
scheme over k, the k-points of Y are dense in Y , so continuity of the action morphism
ρ : G × X → X implies that if G maps the k-points of Y into Y , then it maps all of Y
into Y .) So, let g ∈ G(k). The point g acts on X by a morphism ρg,k : X → X, and the
G-linearization φ induces an isomorphism of sheaves of OX-modules i∗g,Spec(k)φ : ρ∗g,kI → I
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(see the discussion preceding Lemma 2.4.11, applied to S = Spec(k)). For any x ∈ X(k), we
have ρg,k(x) = gx and hence

Igx ∼= (ρ∗g,kI)x ∼= Ix.

(the first isomorphism here is a general fact about pullbacks of OX-modules, and the second
isomorphism is induced by i∗g,Spec(k)φ.) It follows that x ∈ Y if and only if gx ∈ Y , which
proves the claim.

On the other hand, Lemma B.11 implies that I is the ideal sheaf corresponding to some
closed subscheme structure on Supp(D). It follows that Y ⊂ Supp(D). In particular, Y
contains no G-orbit by our assumptions on D. But Y is G-stable, so this is only possible if
Y = ∅, i.e. if I is invertible. This implies that OX(D) ∼= I∨ is also invertible and hence that
D is a Cartier divisor (see Corollary B.12).

To prove that OX(D) is globally generated, let σ ∈ Γ(X,OX(D) be the canonical section
of OX(D). We have X \ Xσ = D, so Xσ intersects every G-orbit. It follows that the sets
g · Xσ = Xgσ for g ∈ G cover X, so OX(D) is globally generated by the sections gσ for
g ∈ G.

The geometry of divisors on spherical varieties is very rich. For instance, one can give
a combinatorial description of both Weil and Cartier divisors on a spherical variety, and
for complete spherical varieties, the combinatorial invariants of spherical varieties give rise
to many interesting intersection-theoretic results regarding Chow groups, cones of effective
curves, etc. We will summarize this description of Weil and Cartier divisors later, in Sec-
tion 3.7. For a discussion of intersection theory on complete spherical varieties, we refer the
reader to [Per18, Section 4].

3.2 The Local Structure Theorem

In this section, we discuss the local structure theorem, first as a general result on normal
G-varieties, and then as it applies specifically to spherical varieties. As far as we are aware,
the first proof of the local structure theorem was given by Brion, Luna, and Vust ([BLV86,
Theorem 1.4]). Since then, however, several different variants of the theorem have been
proven by several different authors. We mention here a few significant variations on the
local structure theorem that appear in the literature.

1. Knop has proven a weaker variant of the theorem holds in positive characteristic (see
[Tim11, Section 4] for a statement and references).

2. Knop has also proven a slight refinement of the result in [BLV86] in characteristic 0.
See [Kno94, Theorem 2.3] for the original proof (or [Tim11, Theorem 4.10] for a brief
summary of Knop’s result).

3. One can carefully keep track of data such as valuations and divisors in the local struc-
ture theorem, as Losev does in [Los09a, Section 5]. Since we will want to be able to
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keep track of this data in the same way that Losev does, we give statements and proofs
analogous to those of Losev’s formulation in Propositions 3.2.3 and 4.4.1.

4. The local structure takes on particularly nice forms for certain nice types of spherical
varieties. We will prove such variants of the local structure theorem later, in Theo-
rems 3.5.6, 3.5.9, and 3.5.22.

Our presentation of the local structure theorem is similar to many others in the literature
(c.f. [BLV86, Theorem 1.4], [Tim11, Section 4.2], and [Bri97, Sections 1.4, 2.2–2.4]). However,
our presentation is more nuanced than most. This is due to the following technical details,
which are often not discussed in the literature:

(1) An explicit description of the parabolic subgroup P in Theorem 3.2.2. This will be
important to us because, along with Corollary 2.5.5, it implies that this subgroup
P does not depends on the G-variety X but only on the representation theory of a
G-module of the form H0(X,L⊗n) (see Lemma 4.4.4 for details).

(2) Certain relationships between the local structure theorem and B−-fixed points in The-
orem 3.2.2b and Lemma 3.2.9. These are important for certain applications of the
local structure theorem to so-called wonderful varieties, which are a certain nice type
of spherical variety. More specifically, we use these technicalities on B−-fixed points in
the proof of Theorem 3.5.21, which is a very important result on wonderful varieties,
as well as in the proof of Theorem 3.5.22.

(3) The fact that certain “nice” open subsets of spherical varieties (namely, the sets XB,Y

of Theorem 3.2.7) have the form Xf for some f ∈ H0(X,L⊗n)(B) when X is quasi-
projective. (See Theorem 3.2.7a for a precise statement of this fact.) For most ap-
plications of the local structure theorem to spherical varieties, this fact is entirely
unnecessary. However, it will be essential for our purposes, because we will need to
apply the local structure theorem to a subset of the form Xf in order to keep track of
certain key combinatorial data locally (see Lemma 4.4.4, which is inspired by Losev’s
approach in [Los09a, Corollary 5.6]).

We are not aware of any presentation of the local structure theorem in the literature that
explicitly proves all three of these technical points, or indeed any presentation which explicitly
proves either (2) or (3) above. However, (1) does explicitly appear in the literature (see e.g.
[Bri97, Theorem 2.3]); the key details of (2) follow from the proofs given in [BLV86, Section
1]; and (3) can be proven by adapting Knop’s arguments in [Kno91, Theorem 2.1]. As such,
it seems likely that these details are known to experts.

3.2.a The General Theorem

The following lemma gives the key construction for the local structure theorem. Some vari-
ation on this lemma appears in every proof of the local structure theorem that we are aware
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of in the literature. The proof of the lemma is essentially a technical algebraic argument
involving Lie algebras; we omit the details here.

Lemma 3.2.1 ([BLV86, Lemma 1.1, Proposition 1.2]; cf. [Bri97, Section 1.4],[Tim11, Lemma
4.4, Corollary 4.5]). Let N be a finite-dimensional G-module, and let v ∈ N (B) and ω ∈
(N∗)(B−) be eigenvectors such that 〈ω, v〉 = 1. Let P (resp. P−) be the stabilizer G[v] (resp.
G[ω]) of the point [v] ∈ P(N∗) (resp. [ω] ∈ P(N)) corresponding to the line kv ⊂ N (resp.
kω ⊂ N∗).

(a) M = P ∩ P− is a Levi subgroup of both P and P−, and T ⊆M .

(b) Let g be the Lie algebra of G. The subspace

(gω)⊥ = {n ∈ N | 〈gω, n〉 = 0 ∀ g ∈ g}

is a P -stable subspace of N , and N = gv
⊕

(gω)⊥.

(c) Write N = E
⊕

kv
⊕

(gω)⊥ for some subspace E ⊂ N , and let

Z = P(N)v ∩ V(Sym·(E)) = U ∩ P(kv
⊕

(gω)⊥)) ⊂ P(N).

Then, Z is an M-stable closed subvariety of P(N)v, and the morphism

Ru(P )× Z → P(N)v

given by (p, z) 7→ pz is a P -equivariant isomorphism. Here, the action of P = Ru(P )M
on Ru(P ) × Z is as follows: we let Ru(P ) act on itself by left multiplication and act
trivially on Z, and we let M act by conjugation on Ru(P ) and act on Z via the action
of G on X.

Theorem 3.2.2 (The local structure theorem; cf. [BLV86, Theorem 1.4], [Tim11, Theorem
4.6]). Let X be a G-variety, let L be a G-linearized globally generated invertible sheaf on X,
and let f ∈ H0(X,L⊗n)(B) for some n ≥ 1. Set

P = {g ∈ G | gXf = Xf},

and let M be the standard Levi subgroup of P containing T .

(a) There exists an M-stable closed subvariety Z ⊂ Xf such that the morphism

Ru(P )× Z → Xf

given by (u, z) 7→ uz is a P -equivariant isomorphism. Here, the action of P = Ru(P )M
on Ru(P ) × Z is as follows: we let Ru(P ) act on itself by left multiplication and act
trivially on Z, and we let M act by conjugation on Ru(P ) and act on Z via the action
of G on X.
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(b) Suppose that y ∈ Xf is a point stabilized by B−. Then, the stabilizer Gy is the opposite
parabolic subgroup to P containing T . Moreover, we may choose the subvariety Z in
(a) such that y ∈ Z.

Proof. After replacing L by a tensor power, we may assume that f ∈ H0(X,L). Let N ⊂
H0(X,L) be a finite-dimensional G-submodule such that f ∈ N and L is generated by
global sections in N . Then, the surjection OX ⊗N → L gives us a G-equivariant morphism
ϕ : X → P(N) such that ϕ∗OP(N)(1) ∼= L. Since f ∈ N , we may view f as a section of
OP(N)(1) pulling back to f ∈ H0(X,L). In particular, this gives us ϕ−1(P(N)f ) = Xf .

We wish to apply Lemma 3.2.1 to P(N) with v = f and ω ∈ N∗ some B−-eigenvector
such that 〈ω, f〉 = 1. To do this, we first need to check that such a choice of ω exists. Let V
be the G-submodule of N generated by f , and let ω ∈ (V ∗)(B−) be a nonzero B−-eigenvector
(which exists by Theorem 2.3.6). Suppose that 〈ω, f〉 = 0. Then, ω : V → k is 0 on all
of B−B · f (since ω and f are eigenvectors of B− and B, respectively). But since B−B is
an open subset of G, the G-module V is spanned (as a k–vector space) by B−B · f (see
Lemma 2.1.7). So in fact, ω is 0 on all of V , contradicting the fact that ω is nonzero. This
proves that 〈ω, f〉 6= 0, and after rescalling ω if necessary, we may assume that 〈ω, f〉 = 1.

We can now apply Lemma 3.2.1 to f and ω to get a closed subvariety Z0 ⊂ P(N)f . Pulling
back Z0 by ϕ gives us a subscheme Z ⊂ Xf which satisfies (a), but with G[v] = G[f ] in place
of P . (Here we are implicitly using the fact that ϕ is G-equivariant, cf. Proposition 2.4.17.)
However, one can check from the definition of the action of G on P(N) that

G[f ] = {g ∈ G | g · f = cf for some c ∈ k×}.

Proposition 2.5.4 thus implies that P = G[f ]. Finally, since the isomorphism Ru(P )×Z ∼= Xf

is Ru(P )-equivariant, the scheme Z is isomorphic to the geometric quotient Xf/Ru(P ) and
hence is integral by [MF82, Section 0.2] (see the proof of Proposition 3.2.3b below for details).
This proves (a).

For (b), suppose that in our above application of Lemma 3.2.1, we take ω to be some
nonzero element in the line in N∗ corresponding to ϕ(y) ∈ P(N). In this case, ϕ(y) ∈ P(N)f
implies that 〈ω, f〉 6= 0, so after rescaling ω if necessary, we may take 〈ω, f〉 = 1, and the
construction goes through as before. Note that Gy = Gϕ(y) = G[ω] is now the opposite
parabolic subgroup to P containing T (by Lemma 3.2.1a). Moreover, the morphism ϕ(y) ↪→
P(N) corresponds (via the functor of points of P(N)) to the surjection ρ : N → k which is
the dual of the inclusion kω ↪→ N∗. Writing N = E

⊕
kf
⊕

(gω)⊥ as in Lemma 3.2.1, we
see that ρ(f) = 〈ω, f〉 = 1 and that

ρ
(

(E
⊕

(gω)⊥
)

= 0.

In particular, ρ factors through the quotient map N → kv
⊕

(gω)⊥, so we have ϕ(y) ∈
V(Sym·(E)) and hence ϕ(y) ∈ Z.

The following proposition allows us to transfer a lot of interesting data from the variety
X to the subvariety Z in the situation of the local structure theorem.
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Proposition 3.2.3 (cf. [Los09a, Propositions 5.3 and 5.4]). Let X be a G-variety, and let L
be a G-linearized invertible sheaf on X generated by global sections. Let f ∈ H0(X,L⊗n)(B)

for some n ≥ 1, let D ⊂ DG,X be the set of irreducible components of X \Xf , and let P , M ,
and Z be as in Theorem 3.2.2.

(a) If either (1) X is projective and L is ample or (2) X is affine, then Z is affine.

(b) Ru(P ) acts freely on Xf , and Z is M-equivariantly isomorphic to the geometric quotient
Xf/Ru(P ). Moreover, if X is normal (resp. smooth), then Z is normal (resp. smooth).

(c) For any B-orbit O ⊂ Xf , the intersection O ∩ Z is a (B ∩ M)-orbit of Z (and in
particular is nonempty).

(d) T is a maximal torus of M , and B ∩ M is a Borel subgroup of M containing T .
Moreover, with T and B ∩M as our choices of maximal torus and Borel subgroup, we
have Λ(X) = Λ(Z) as subsets of ΛG = X (T ), hence also N(X) = N(Z).

(e) If X is a spherical G-variety, then Z is a spherical M-variety.

(f) The map
ι : DM,Z → DG,X \ D

given by D 7→ Ru(P )× Z is a bijection with inverse given by D 7→ D ∩ Z. Moreover,
for any D ∈ DM,Z, we have ϕD = ϕι(D) as elements of N(X) = N(Z).

Remark 3.2.4. Nothing in the statement or proof of this proposition depends on the
fact that the open subset in the local structure theorem has the form Xf for some f ∈
H0(X,L⊗n)(B). In other words, the proposition holds equally well for any open subset
U ⊂ X and any M -stable closed subvariety Z ⊂ U such that Ru(P )× Z ∼= U as P -varieties
(just replace Xf by U everywhere in the proposition). This variation on the proposition is
useful for some other formulations of the local structure theorem (see e.g. [Los09a, Section
5]); for our purposes, however, the above proposition as stated will always be sufficient.

Proof. For convenience, we write Pu = Ru(P ). If X = Spec(A) is affine, then Xf
∼= Spec(Af )

is affine; likewise, if L is ample and X is projective, then X ∼= Proj(Γ∗(X,L)), so Xf
∼=

Spec((Γ∗(X,L)f )0) is affine. In either case, Z is affine because it is a closed subscheme of
Xf . This proves (a).

For (b), we note that Xf
∼= Pu × Z as P -varieties. Since Pu acts on Pu × Z by left

multiplication in Pu-coordinate, we immediately see that the action of Pu on Xf is free
(since left multiplication is a free action). Moreover, Pu acts trivially on the Z-coordinate of
Pu × Z, it follows formally from definitions that Z is the geometric quotient of Pu × Z and
that the quotient map is just projection map Pu × Z → Z. Finally, if X is normal (resp.
smooth), then Xf

∼= Pu × Z is as well. The projection map Pu × Z → Z is faithfully flat
and finitely presented, so it follows from standard results on fppf descent (see e.g. [GW10,
Proposition 14.57]) that Z is normal (resp. smooth) if X is.
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Before we continue with the proof, we note a couple of general facts about unipotent
radicals and parabolic subgroups containing B.

1. We have Ru(B) = Pu · (M ∩ Ru(B)). In particular, Pu ⊂ Ru(B). This can be proven
using the structure of standard parabolic groups (see e.g. [Mil17, Theorem 21.91]).

2. We have B = Pu(M ∩ B). This follows formally from Fact 1 and the fact that B =
Ru(B)T .

To prove (c), we make use of Fact 2 above. For any B-orbit O ⊂ Xf , pick any point
(p, z) ∈ Pu × Z such that (p, z) ∈ O. Then, p−1 · (p, z) = (1, z) ∈ O ∩ Z because Pu ⊂ B
(and because the isomorphism Xf

∼= Pu × Z identifies Z with {1} × Z). So, O ∩ Z is a
nonempty (B ∩M)-stable subset of Z. On the other hand, let p1, p2 ∈ O ∩ Z be any two
points. Since O is a B-orbit, there exists some b ∈ B such that bp1 = p2. Write pi = (1, zi)
for some zi ∈ Z. By Fact 2 above, we can write b = um with u ∈ Pu and m ∈ B ∩M . We
then see that

(1, z2) = p2 = bp1 = um(1, z1) = u(1,mz1) = (u,mz1).

It follows that u = 1, so that b = m ∈ B ∩M and mp1 = p2. Thus, O ∩ Z is a single
(B ∩M)-orbit, as desired.

For (d), note that T ⊂ M by definition, so T is a maximal torus of M . That B ∩M
contains T is immediate, and that B∩M is a Borel subgroup of M is a general fact about Levi
subgroups of parabolic subgroups containing B (see e.g. [Mil17, Proposition 21.90, Theorem
21.91]). To show that Λ(Z) = Λ(X), note that since Z ∼= Xf/Pu is a geometric quotient and
Pu acts freely (and in particular properly) on Xf , we have

K(Z) ∼= K(Xf/Pu) ∼= K(Xf )
Pu = K(X)Pu .

(This follows from the definition of a geometric quotient plus the fact that the quotient
morphism Xf → Xf/Pu is affine; see [MF82, Definition 0.6(iv) and Proposition 0.7].) Now,
Theorem 2.3.4 states that an element of K(X) is a B-eigenvector if and only if it is a T -
eigenvector which is fixed by Ru(B). We noted above that Ru(B) = Pu·(M∩Ru(B)), so being
fixed by Ru(B) is equivalent to being fixed by both Pu and Ru(B∩M) = M ∩Ru(B). Thus,
the B-eigenvectors of K(X) are precisely the T -eigenvectors of K(X)Pu which are fixed by
Ru(B ∩M), and these are precisely the (B ∩M)-eigenvectors of K(X)Pu (by Theorem 2.3.4
again). Putting this all together, we have

K(Z)(B∩M) ∼= (K(X)Pu)B∩M = K(X)(B),

which implies that Λ(Z) = Λ(X).
Statement (e) now follows almost immediately from (b), (c), and (d). If X is spherical,

then Z is normal by (b). Moreover, the open B-orbit X◦B intersects Xf (because X is
irreducible), so X◦B ⊂ Xf (because Xf is B-stable). Statement (c) now says that X◦B ∩ Z is
an open (B ∩M)-orbit of Z, so Z is spherical.
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Finally, we prove (f). Let D ⊂ Z be a (B ∩ M)-stable prime Weil divisor. Then,
Pu × D ⊂ Pu × Z is stable under Pu(B ∩M) = B. Also, Pu × D is irreducible (see e.g.
[Sta20, Tag 038F]), and is codimension-1 in Pu × Z ∼= Xf , hence also in X. So the closure
Pu ×D is a B-stable prime divisor of X. Conversely, let D′ ⊂ X be any B-divisor not
contained in X \Xf . Then, D0 = D′ ∩Xf 6= ∅, and D′ is the closure of D0 in X. Notice
that for any (u, z) ∈ D0 ⊂ Pu × Z, we have u−1 · (u, z) = (1, z) ∈ D0 ∩ Z. It follows that
D0 = Pu ×D, where D = D0 ∩ Z. Since D0 is B-stable and Z is M -stable, D is (B ∩M)-
stable, and D has codimension 1 in Z because D0 has codimension 1 in Pu × Z. Moreover,
D is irreducible because it is (isomorphic to) the image of the irreducible set D0 under the
projection morphism Pu × Z → Z. Thus, both the map ι and the map D′ 7→ D′ ∩ Z are
well-defined, and one can check that these maps are indeed inverses.

It remains to check that ϕD = ϕι(D) for all D ∈ DM,Z . Fix such a divisor D, and set D′ =
ι(D) = Pu × Z. The proof of (c) above shows that the quotient map q : Xf → Xf/Pu ∼= Z
induces an inclusion on function fields

K(Z)(B∩M) ∼= K(X)(B) ⊂ K(X).

On the other hand, The isomorphism Z ∼= Xf/Pu identifies the inclusion i : Z ↪→ Xf with
a section of q. It follows that restricting a B-eigenvector a ∈ K(X)(B) to Z (i.e. taking the
image of a under the map K(X) → K(X) induced by i) is the same as viewing a as an
element of K(Z)(B∩M) ∼= K(X)(B). In particular, the restriction of a to Z is a (B ∩M)-
eigenvector whose weight µ is the same as the weight of a (as a B-eigenvector in K(X)).
Since D = D′ ∩ Z and restricting a to Z does not change the order of a along D′, we have
vD(a) = vD′(a|Z) and hence ϕD(µ) = ϕD′(µ).

3.2.b The Local Structure Theorem on Spherical Varieties

For a spherical variety X, there exist canonical affine open subsets of X that we can apply
the local structure theorem to, and these subsets are nicely related to the G-orbits of X.
This statement, which is made precise in Theorem 3.2.7, will give us our main use of the
local structure theorem on spherical varieties.

In order to prove Theorem 3.2.7, we will need a few technical lemmas. The first can
be viewed as a sort of generalization of Theorem 2.6.12b. That theorem says that, when
G = T is a torus, we can cover a normal G-variety by G-stable affine open subsets. When
G is a general reductive group, our affine open subsets are not G-stable but only B-stable.
However, we still get some useful compatibility conditions.

Lemma 3.2.5 ([Kno91, Theorem 1.3], [Bri97, Proposition 1.1]). Let X be a quasi-projective
G-variety, let Y ⊆ X be a G-stable (locally closed) subvariety, and let L be a G-linearized
ample invertible sheaf on X. There exists some n ≥ 1 and some f ∈ H0(X,L⊗n)(B) such
that

(a) Xf is affine,

https://stacks.math.columbia.edu/tag/038F
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(b) f does not vanish on Y (i.e. Xf ∩ Y 6= ∅), and

(c) the restriction map on B-eigenvectors

Γ(Xf ,OX)(B) → Γ(Xf ∩ Y,OY )(B)

is surjective.

Proof. We may replace L by a tensor power and so assume that L is very ample. Then,
Theorem 2.6.12 gives us a G-equivariant immersion i : X ↪→ P(V ) such that i∗OP(V )(1) ∼= L
for some finite-dimensional G-module V . Let X and Y denote the closures of X and Y
(respectively) in P(V ), and let X ′ (resp. Y ′, Z ′) denote the affine cone over X (resp. Y ,
X \X). Since formation of affine cones commutes with immersions, we have containments

Y ′, Z ′ ⊂ X ′ ⊂ A(V ).

Now, Y ′ is closed in X ′ by definition. Since X is locally closed in P(V ), the boundary X \X
is closed in P(V ), so Z ′ is closed in A(V ) (hence also in X ′). Also, we know that X ′ is
equipped with an action of G̃ = G×Gm. Because Y is G-stable in X, the affine cone Y ′ is
G̃-stable in X ′. Likewise, Z ′ is G̃-stable because X \X is G-stable.

We claim that there exists a nonzero B-eigenvector f1 ∈ A = Γ(X ′,OX′) which vanishes
on Z ′ but not on Y ′. such that Y ′0∪Z ′ ⊂ V(f1). Let I ⊂ A′ = Γ(Y ′∪Z ′,OY ′∪Z′) be the radical
ideal cutting out the closed subscheme Z ′. Since Z ′ is G̃-stable, I is a G̃-submodule of A′,
so there exists some nonzero B̃-eigenvector f ′1 ∈ I(B̃) (see Theorem 2.3.6). Then, f ′1 vanishes
on Z ′, so f ′1 must not vanish on Y ′ (otherwise, f1 would be 0 on Y ′ ∪ Z ′). Since Y ′ ∪ Z ′ is

a G̃-stable subscheme of X ′, we can lift f ′1 to a B̃-eigenvector f1 ∈ A(B̃) (Proposition 2.5.6).
Since f1|Y ′∪Z′ = f ′1, we see that f1 vanishes on Z ′ but not on Y ′.

Now, by definition of the affine cone X ′, we have

A =
⊕
n≥0

H0(X,L
⊗n

),

where L = OP(V )(1)|X . Since f1 is a B̃-eigenvector and Gm acts on A according to the grad-
ing, one can check that f1 must be a homogeneous element of A. Moreover, H0(X,OX) = k

has no sections that vanish anywhere, so f1 ∈ H0(X,L
⊗n

) for some n ≥ 1. (If Z = ∅ and
X = X, it is possible that f1 does not vanish anywhere. In this case, we may simply pick
f1 ∈ A to be any B̃-eigenvector which does not vanish on Y ′ and also does not lie in A0 = k.)
Since L|X = L, the restriction f = f1|L is now an element of H0(X,L⊗n)(B). By our choice
of f1, the section f vanishes on X \X but not on Y . It follows that

Xf = Xf1 ⊂ X ∼= Proj(A).

In particular, Xf is affine (because Xf1 is).
This prove that our choice of f satisfies statements (a) and (b). To check statement (c),

let a ∈ Γ(Xf ∩ Y,OY )(B) be any B-eigenvector. Then, the fact that Xf = Xf1 tells us that
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Xf ∩ Y = Y f1|Y . So, if J ⊂ A is the homogeneous ideal cutting out Y ⊂ X and f1 is the
image of f1 in A/J , then we have

Γ(Xf ∩ Y,OY ) ∼= ((A/J)f1)0.

There exists some m ≥ 0 such that af1
m ∈ A/J ∼= Γ(Y ,OY ). Since f1 is a B-eigenvector

of degree n, the product af1
m

is a B-eigenvector of degree mn. By Proposition 2.5.6, we
can lift af1

m
to some a′ ∈ A(B). Since the quotient map A → A/J is homogeneous, a′ is

homogeneous of degree mn. It follows that

a′f−m1 ∈ Γ(Xf ,OX)(B) = Γ(Xf1 ,OX)(B) ∼= (Af1)0

is a B-eigenvector whose restriction to Xf ∩ Y is a.

In the setting of spherical varieties, we can use our main theorem on G-invariant valua-
tions (Theorem 3.1.13) to strengthen the above lemma.

Lemma 3.2.6 (cf. [Kno91, proof of Theorem 2.1]). In the scenario of Lemma 3.2.5, let D be
a B-stable effective Weil divisor of X and Z ⊂ X be a G-stable closed subvariety such that
Y 6⊂ D and Y 6⊂ Z. If X is spherical, then we can take the B-eigenvetor f of Lemma 3.2.5
to vanish on D and Z.

Proof. The proof is almost identical to that of Lemma 3.2.5; the main difference is that
we pick the B-eigenvector f1 in that proof slightly more carefully. As in the proof of
Lemma 3.2.5, we obtain a G-equivariant immersion i : X ↪→ P(V ) such that i∗OP(V )(1) ∼= L,
and we consider the closure X in P(V ). This time, however, we take the affine cone over
the normalization of X. More precisely, let ν : X

norm → X be the normalization morphism,
and let L = OP(V )(1)|X . Since ν is finite (see Lemma 2.6.15) and L is ample on X, the

pullback ν∗L is ample on X
norm

. Moreover, X
norm

is projective (because X is), so we have
X
norm ∼= Proj(A), where

A =
⊕
n≥0

H0(X
norm

, (ν∗L)⊗n).

We let X ′ = Spec(A) be the affine cone over X
norm

with respect to ν∗L. The reason we
use X

norm
instead of X here is that X

norm
is normal and hence spherical (if O is the open

B-orbit of X, then ν−1(O) is an open B-orbit of X
norm

). So, Corollary A.6 implies that X ′

is a spherical variety under the action of G̃ = G×Gm.
Similarly, let Y ′ (resp. D′) be the affine cone over the normalization of Y (resp. D) and

let Z ′ be the affine cone over Z
norm ∪ (X

norm \X), where Z
norm

denotes the normalization
of Z. As in the proof of Lemma 3.2.5, one can check that Y ′ is a (locally closed) subvariety
of X ′, that Z ′ is a closed subvariety of X ′, and that D′ is a union of prime Weil divisors of
X ′. Moreover, the subvarieties Y ′ and Z ′ are G̃-stable, and D′ is a union of B̃-divisors (here
B̃ = B ×Gm). Also, we have Y ′ 6⊂ Z ′ and Y ′ 6⊂ D′ (because Y 6⊂ Z and Y 6⊂ D).
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Now, let I and J be the ideals of A cutting out Y ′ and D′ ∪ Z ′ (respectively). The fact
that Y ′ 6⊂ D′ and Y ′ 6⊂ Z ′ implies that Y ′ 6⊂ D′ ∪ Z ′ (because Y ′ is irreducible), so I 6⊃ J .
Thus, there exists some f0 ∈ J such that f0 6∈ I, i.e. f0 vanishes on D′ ∪ Z ′ but not on Y ′.
Our plan is to “adjust” f0 to a B̃-eigenvector f1 ∈ A(B̃) which still vanishes on D′ ∪ Z ′ but
not on Y ′. Suppose for the moment that we have such a choice of f1. Note that X is normal
by assumption, so ν identifies X with a G-stable open subvariety of X

norm
in such a way

that L ∼= (ν∗L)|X . Thus, all of our arguments in the proof of Lemma 3.2.5 will go through
exactly as they did before (just with X

norm
in place of X). More specifically, by copying the

proof of that lemma, we obtain the following statements:

1. f1 is a homogeneous element ofA of positive degree, i.e. we have f1 ∈ H0(X
norm

, (ν∗L)⊗n)(B)

for some n ≥ 1;

2. the restriction f = f1|X vanishes on D and Z but not on Y (because f1 vanishes on
D′ ∪ Z ′ but not on Y ′);

3. we have Xf = (X
norm

)f1 (because f1 vanishes on X
norm \X), so Xf is affine; and

4. the restriction map on B-eigenvectors

Γ(Xf ,OX)(B) → Γ(Xf ∩ Y,OY )(B)

is surjective.

Thus, the restriction f = f1|X is the desired element of H0(X,L⊗n)(B).

It remains to check that we can in fact find find some f1 ∈ A(B̃) which vanishes on
D′ ∪ Z ′ but not on Y ′. For this, the key ingredient is Theorem 3.1.13. Let v0 be a G̃-
invariant valuation on X ′ whose center is Y ′ (such a valuation exists by Lemma 3.1.12), and
let v1, . . . , vm be the valuations corresponding to the prime Weil divisors in the support of
D′. For each G̃-orbit closure Z0 contained in Z, pick some G̃-invariant valuation centered on
Z0; call these valuations vm+1, . . . , vn (there are finitely many because X ′ is spherical, so it
has finitely many G̃-orbits). Our choice of f0 gives us v0(f0) = 0 but vi(f0) > 0 for all i > 0.
Applying Theorem 3.1.13 to the restriction of f0 to the open B̃-orbit of X ′, we obtain some
B̃-eigenvector f1 ∈ K(X)(B̃) such that

(1) v0(f1) = v0(f0) = 0,

(2) vE(f1) ≥ vE(f0) for all B̃-divisors E of X ′, and

(3) v(f1) ≥ v(f0) for all G̃-invariant valuations on K(X).

In particular, since f0 ∈ A, we have vE(f0) ≥ 0 for all B̃-divisors E on X ′, so Statement
(2) above gives us vE(f1) ≥ 0 for all E ∈ DG̃,X . Lemma 3.1.17d then implies that f1 ∈ A.
Moreover, Statement (1) implies that f1 does not vanish on Y . Statement (2) implies that
for all 1 ≤ i ≤ m, we have

vi(f1) ≥ vi(f0) > 0
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(here are implicitly using the fact that f0 vanishes on every prime Weil divisor in the support
of D′). It follows that f1 vanishes on D′. Likewise, Statement (3) implies that vi(f1) > 0 for
m+ 1 ≤ i ≤ n, and it follows that f1 vanishes on Z ′ as well.

We can now prove our main theorem regarding the local structure of spherical varieties.

Theorem 3.2.7 (cf. [Kno91, Theorem 2.1], [Bri97, Proposition 2.2.2]). Let X be a spherical
G-variety, and let Y ⊆ X be a G-orbit. Define

XB,Y = X \
⋃

D∈DG,X
Y 6⊂D

D,

where the union is over all B-divisors D ⊂ X not containing Y .

(a) For any G-stable quasi-projective open subset X0 ⊂ X containing Y and any G-
linearized ample invertible sheaf L on X0, there exists some B-eigenvector f ∈ H0(X0, L

⊗n)(B)

for some n ≥ 1 such that XB,Y = (X0)f . In particular, the local structure theorem
(Theorem 3.2.2) applies to XB,Y .

(b) XB,Y is a B-stable affine open subset of X intersecting Y , and XB,Y is the minimal
such subset (i.e. every other such subset of X contains XB,Y .)

(c) XB,Y ∩ Y is the unique closed B-orbit of XB,Y , and

XB,Y = {x ∈ X | XB,Y ∩ Y ⊂ B · x}.

(d) Y is the unique closed G-orbit of G ·XB,Y , and

G ·XB,Y = {x ∈ X | Y ⊂ G · x}.

Proof. Let X0 ⊂ X be a G-stable quasi-projective open subset containing Y , and let L be
a G-linearized ample invertible sheaf on X0 (note that such a choice of X0 and L exists
by Theorems 2.6.12 and 2.6.11). Applying Lemma 3.2.6 to X0 and L, we obtain some
f ∈ H0(X0, L

⊗n)(B) for some n ≥ 1 such that

(1) (X0)f is affine,

(2) f vanishes on X0 \ XB,Y and on the union Z of every G-orbit closure not containing
Y , and

(3) f doesn’t vanish on Y .
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We claim that XB,Y = (X0)f . For this, let V = X \ (X0)f . Since (X0)f is B-stable and
affine, the irreducible components of V are all B-divisors of X (Lemma 3.1.17). Moreover,
since f vanishes on X0 \ XB,Y , we know that every B-divisor D ∈ DG,X not containing
Y is a component of V . On the other hand, if Y ⊂ D, then we have D ∩ X0 6= ∅, and
because f does not vanish on Y , we have D ∩ (X0)f 6= ∅ and hence D 6⊂ V . Thus, the
irreducible components of V are precisely the D ∈ DG,X not containing Y , which means that
XB,Y = (X0)f by definition. This proves (a), and it also implies that XB,Y is affine. Note
also that XB,Y is B-stable (because its complement is) and open (because the set DG,X is
finite), and we have Y ∩ XB,y 6= ∅ by definition. Moreover, for any B-stable affine open
subset U ⊂ X intersecting Y , the complement of U is a union of B-divisors of X (cf. our
arguments with V above), and none of these B-divisors contains Y . So, we have

X \ U ⊂ X \XB,Y ,

which implies that XB,Y ⊂ U . This proves (b).
Next, we prove (d). Note that any G-orbit of G · XB,Y must intersect XB,Y = (X0)f .

On the other hand, in our application of Lemma 3.2.6 above, we took f to vanish on every
G-orbit whose closure does not contain Y . It follows that Y lies in the closure of every
G-orbit of G ·XB,Y . In particular, no G-orbit of G ·XB,Y is closed except possibly Y . But
G · XB,Y must have some closed G-orbit (e.g. any orbit of minimal dimension), so Y must
be the unique closed G-orbit of G ·XB,Y . As for the equality on G ·XB,Y in (d), our above
arguments give us one direction of containment. For the other direction, let O be a G-orbit
of X such that Y ⊂ O; we show that O ⊂ G ·XB,Y . The orbit O must intersect X0 (because
Y ⊂ X0), and f cannot vanish on O (otherwise f would vanish on Y ). It follows that
O ∩ (X0)f 6= ∅ and hence that

O ⊂ G · (X0)f = G ·XB,Y ,

as desired.
It remains to prove (c). By (d), we see that G ·XB,Y is a spherical variety which contains

both XB,Y and every B-orbit whose closure contains XB,Y ∩ Y , and by (b), we see that
(G · XB,Y )B,Y = XB,Y . So for the rest of the proof, we may replace X by G · XB,Y and
so assume that Y is the unique closed G-orbit of X. In particular, X is quasi-projective
(Corollary 2.6.13), so we may take X0 = X and XB,Y = Xf .

We claim thatXB,Y ∩Y is a B-orbit. Note that Y is a sphericalG-variety (Theorem 3.1.8),
so we may apply Lemma 3.2.6 to Y to obtain a B-eigenvector f ′ ∈ H0(Y, L|⊗mY )(B) for some
m ≥ 0 such that f ′ vanishes on every B-divisor of Y but not on all of Y . In other words, Yf ′ =
Y0 is the open B-orbit of Y (see Lemma 3.1.17). Since L is trivial on Xf ∩ Y , we may view
the restriction of f ′ to Xf ∩ Y as an element of Γ(Xf ∩ Y,OY )(B). By Lemma 3.2.5c (which
applies to Xf ′ , see Lemma 3.2.6), we can lift f ′|Xf∩Y to a B-eigenvector f ′′ ∈ Γ(Xf ,OX)(B).
Then, (Xf )f ′′ is a B-stable affine open subset of X such that (Xf )f ′′ ∩Y = Y0. In particular,
(Xf )f ′′ intersects Y , so by the minimality statement in (b), we have

XB,Y ∩ Y ⊂ (Xf )f ′′ ∩ Y = Y0.
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On the other hand, since XB,Y ∩ Y is an open subset of Y , it intersects the dense B-orbit
Y0 of Y , and since XB,Y ∩ Y is B-stable, we have Y0 ⊂ XB,Y ∩ Y . So, XB,Y ∩ Y = Y0 is a
B-orbit, as desired. Note also that since Y is closed in X, the intersection XB,Y ∩Y is closed
in XB,Y . Since XB,Y = Xf , the rest of statement (c) follows from Lemma 3.2.8 below.

Lemma 3.2.8. Let X be a spherical variety, and let Y ⊂ X be a G-orbit. Let L be a G-
linearized globally generated sheaf on X, and let f ∈ H0(X,L⊗n)(B) for some n ≥ 1. Suppose
that Xf is affine and that Xf ∩ Y is a closed B-orbit of Xf . Then, Xf ∩ Y is the unique
closed B-orbit of Xf , and

Xf = {x ∈ X | Xf ∩ Y ⊂ B · x}.

Proof. Let Z, M , and P be as in the local structure theorem (Theorem 3.2.2) applied to Xf ,
so that Xf

∼= Ru(P )× Z. Since XB,Y is affine, so is Z, and Z is also a spherical M -variety
(see Proposition 3.2.3a,e). So, Lemma 2.5.8 implies that Z has a unique closed M -orbit. We
claim that this M -orbit is Z ∩ Y . Since Xf ∩ Y is a B-orbit, the intersection Z ∩ Y is a
(B ∩M)-orbit of Z (Proposition 3.2.3c). On the other hand, Z ∩ Y is M -stable (because Z
and Y are), so Z ∩ Y is in fact an M -orbit of Z. Finally, Z ∩ Y is closed because Xf ∩ Y is
closed in Xf .

We claim that Xf∩Y is the unique closed B-orbit of Xf . For any closed B-orbit O ⊂ Xf ,
the intersection O ∩ Z is a closed (B ∩M)-orbit of Z (Proposition 3.2.3), so M(O ∩ Z) is
a closed M -orbit of Z (Lemma2.1.3). But Z ∩ Y is the unique closed M -orbit of Z. So, we
must have M(Z ∩ O) = Z ∩ Y and hence Z ∩ O ⊂ Z ∩ Y . This gives us

O = Pu(Z ∩ O) ⊂ Pu(Z ∩ Y ) = Xf ∩ Y.

But Xf ∩ Y and O are both closed B-orbits of Xf , so we must have O = Xf ∩ Y . This
proves the claim.

Now, every B-orbit of Xf contains a closed B-orbit in its closure (see Proposition 2.1.2).
Since the only closed B-orbit of Xf is Xf ∩ Y , we immediately obtain

Xf ⊂ {x ∈ X | Xf ∩ Y ⊂ B · x}.

For the reverse containment, let O ⊂ X be a B-orbit such that Y ⊂ O. Then, we have
O ∩Xf 6= ∅. Since Xf is B-stable, this implies that O ⊂ Xf .

As in our general statement of the local structure theorem (see Theorem 3.2.2), there is
something we can say about B−-fixed points in the spherical setting. Somewhat surprisingly,
the statement is: when Y ⊂ X is a G-orbit containing a B−-fixed point, the only B-stable
affine open subset of the form Xf which intersects Y is the set XB,Y . Since XB,Y is in general
the minimal such open subset, this means that sometimes the only subset intersecting Y that
is of the form Xf is the “smallest possible” one.
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Lemma 3.2.9. Let X be a spherical G-variety, and let Y ⊂ X be a G-orbit. Let L be any
G-linearized globally generated invertible sheaf on X, let f ∈ H0(X,L)(B), and let P , M ,
and Z be as in the local structure theorem (Theorem 3.2.2) applied to Xf . Suppose that Y
is complete, that Xf is affine, and that Xf ∩ Y 6= ∅,

(a) Xf contains the unique B−-fixed point y of Y , and we may choose Z such that Y ∩Z =
{y}.

(b) We have Xf = XB,Y .

Proof. First of all, there exists a unique B−-fixed point y ∈ Y by Proposition 2.1.4. More-
over, Lemma 2.1.3 implies that BB−y = By is an open subset of the orbit Gy = Y . Since
Xf ∩ Y 6= ∅, we have Xf ∩ By 6= ∅ (because Y is irreducible). Because Xf is B-stable, we
conclude that y ∈ By ⊂ Xf . Theorem 3.2.2 then tells us that Gy is the opposite parabolic
subgroup P− to P containing M and that we may choose Z such that y ∈ Y ∩ Z.

We now imitate several arguments from the proof of Lemma 3.2.8. (Unfortunately, we
cannot use that lemma directly here, because we don’t know that Xf ∩ Y is a closed B-
orbit.) Because X is spherical and Xf is affine, we know that Z is spherial and affine
(see Proposition 3.2.3a,e). So, Z contains a unique closed M -orbit (Lemma 2.5.8). Since
M ⊂ P− = Gy, that orbit is {y}.

We claim that By is the unique closed B-orbit of Xf . Let O ⊂ Xf be any closed B-orbit.
Then, O ∩ Z is a closed (B ∩M)-orbit of Z (Proposition 3.2.3c), so M(O ∩ Z is a closed
M -orbit of Z Z (Lemma2.1.3). But the unique closed M -orbit of Z is {y}, so we have
M(O ∩ Z) = {y} and hence O ∩ Z = {y}. This implies that O = By. (Note that since Xf

must have some closed B-orbit, this argument implies that By is a closed B-orbit of Xf ,
and that it is the unique such orbit.)

Since every B-orbit of Xf contains a closed B-orbit in its closure and By is dense in Y ,
the above claim immediately gives us

Xf ⊂ {x ∈ X | By ⊂ Bx} = {x ∈ X | Y ⊂ Bx}.

On the other hand, for any B-orbit O such that Y ⊂ O, we have O ∩Xf 6= ∅ (because Xf

is an open set containing points in Y ) and hence O ⊂ Xf (because Xf is B-stable). Thus,
we have

Xf = {x ∈ X | Y ⊂ Bx}.

The righthand side of this equation is equal to XB,Y by Theorem 3.2.7, so this proves (b). The
same theorem thus tells us that Xf ∩Y = XB,Y ∩Y is a B-orbit, so Z ∩Y is a (B∩M)-orbit
by Proposition 3.2.3c. But {y} ⊂ Z ∩ Y is itself a (B ∩M)-orbit (since P− ⊃M ⊃ B ∩M),
so in fact, we must have Z ∩ Y = {y}.

One nice application of the local structure theorem is the following formula for the di-
mension of a spherical variety.
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Lemma 3.2.10 ([Los09c, Lemma 3.5.8]). Let X be a spherical variety, let X◦B be the open
B-orbit, and define

PX = {g ∈ G | gX◦B = X◦B}.

Then, we have
dim(X) = r(X) + dim(G)− dim(PX).

Remark 3.2.11. The group PX is often mentioned in the literature on spherical varieties.
Note that PX is parabolic, since B ⊂ PX by definition. Moreover, since X\X◦B is the union of
all B-divisors of X (Lemma 3.1.17), the group PX is equivalently the subgroup of all g ∈ G
such that gD = D for every B-divisor D of X (by Lemma 2.1.3). This characterization
is often the more interesting one in light of certain considerations in the theory regarding
simple roots and colors (which we will discuss in Section 3.6.b).

Proof. Let Y be the open G-orbit of X. Then, we have XB,Y = X◦B by definition, so
Theorem 3.2.7 allows us to apply the local structure theorem (Theorem 3.2.2) to X◦B. Writing
M for the standard Levi subgroup of PX , this gives us an M -stable closed subvariety Z ⊂ X◦B
and a PX-equivariant isomorphism

Ru(PX)× Z ∼→ X◦B.

Since X◦B intersects no B-divisor of X, Proposition 3.2.3e implies that Z has no (B ∩M)-
divisors. Because Z has no colors, Z is a toric variety for some quotient of M/[M,M ]
(Proposition 3.1.19), and since Z has no M -divisors, Z is homogeneous (see Lemma 3.1.17).
In other words, Z is isomorphic to some quotient of M/[M,M ]. In particular, Z is a torus,
so dim(Z) = r(Z), and r(Z) = r(X) by Proposition 3.2.3c. So, we have

dim(X) = dim(X◦B) = dim(Ru(PX)) + dim(Z) = dim(Ru(PX)) + r(X). (3.2.1)

On the other hand, consider the opposite parabolic subgroup P−X to PX containing M .
The product Ru(PX) · P−X is an open subset of G, and since PX ∩ P−X = M , we have
Ru(PX)∩P−X = {1}. Moreover, it follows from the structure of standard parabolic subgroups
(see e.g. [Mil17, Theorem 21.91]) that dim(PX) = dim(P−X ). Putting all this together, we
have

dim(G) = dim(PXP
−
X ) = dim(Ru(PX)P−X ) = dim(Ru(PX)) + dim(PX),

so that dim(Ru(PX)) = dim(G)− dim(PX). Combining this equation with (3.2.1) gives the
result.

3.3 Luna–Vust Theory

Our first step in classifying spherical varieties is to reduce to the case of homogeneous spher-
ical varieties. This reduction was first proven by Luna and Vust [LV83] and became known
as Luna–Vust theory. Luna and Vust presented the theory in a high degree of generality, as a
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theory about G-equivariant open immersions G/H ↪→ X of arbitrary normal G-varieties X.
While the theory does produce a classification of such open immersions in this generality, it
is only when X contains a B-orbit of codimension ≤ 1 (i.e. the complexity of X is ≤ 1, see
the discussion before Theorem 3.1.4) that the classification is truly combinatorial in nature.

In the case of spherical varieties, Luna–Vust theory was later reformulated in a simpler
and characteristic-independent way by Knop [Kno91]. Our presentation largely follows that
of Knop’s paper. A nearly identical presentation appears in [Bri97, Section 3], which we have
also referred to in some places. The general Luna–Vust theory has also been reformulated
by Timashev in what the author calls a “natural exposition” ([Tim11, p. 57]); we refer the
reader to [Tim11, Chapter 3] for this presentation.

Let X be a spherical variety. We know that X has an open B-orbit O, hence also an
open G-orbit G ·O. Since G acts transitively on G ·O, we have G ·O ∼= G/H, where H ⊂ G
is the stabilizer of any k-point in the orbit O. Note that G/H is a homogeneous spherical
variety, since O ⊂ G · O is an open B-orbit. Moreover, the inclusion G · O ⊂ X gives rise to
a G-equivariant open immersion G/H ↪→ X.

In this way, we obtain for any spherical variety X a G-equivariant open immersion
G/H ↪→ X with G/H a homogeneous spherical variety. To reduce to classifying homo-
geneous spherical varieties, then, we need to classify G-equivariant open immersions of the
form G/H ↪→ X for some fixed spherical subgroup H ⊂ G. This classification is precisely
the content of Luna–Vust theory. For the sake of brevity, we give such open immersions a
name.

Definition 3.3.1. Let G/H be a homogeneous spherical variety. By an embedding of G/H
we mean a G-equivariant open immersion G/H ↪→ X for some normal G-variety X. (Note
that X is necessarily spherical, because G/H has an open B-orbit.)

Throughout this section, we take H ⊂ G to be a spherical subgroup and G/H ↪→ X
to be an embedding of G/H. We will continue to assume that k is algebraically closed of
characteristic 0. However, we note that the characteristic of k affects nothing about the
core results of Luna–Vust theory; indeed the presentation in Knop’s paper [Kno91] makes
no assumptions on the characteristic.

3.3.a A First Example: Classifying Toric Varieties

Before we discuss the general theory, we first consider the special case of toric varieties.
Recall that every toric variety is a spherical variety, where the reductive group in question is
a torus (see Example 3.1.3). The toric case is thus less technical than the general spherical
case, mainly because we have G = B = T . Moreover, since a toric T -variety X is a normal
T -variety equipped with a T -equivariant open immersion T ↪→ X, the classification of these
open immersions T ↪→ X is nothing more than the classification of toric varieties. Thus,
Luna–Vust theory in the toric case boils down to the standard classification of toric varieties
in terms of combinatorial objects called fans. Our goal in this section is to prove that
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classification in a way that mimics the key ideas of Luna–Vust theory for spherical varieties
in general. We have found the toric case helpful for gaining intuition for the main proofs
and statements of Luna–Vust theory. However, nothing in this discussion of toric varieties is
essential for what follows (except some standard terminology about cones in Definition 3.3.2
below), so reader who wishes to skip this subsection can safely do so.

To keep this section both self-contained and centered around the main idea of Luna–
Vust theory, we will aim to avoid using any of the general machinery that we’ve built up
for spherical varieties so far, opting instead to cite results from the theory of toric varieties
wherever possible. There is just one result we will require from our discussion of spherical
varieties in general: namely, Lemma 3.1.17, which gives some basic topological and algebraic
properties of G-divisors. We will not prove this lemma again for toric varieties, since the
proof is largely scheme-theoretic and hence is more or less identical in the toric case (except
that no distinction is made between B- and G-divisors in the toric case, since G = B = T ).

The main combinatorial objects in the classification of toric varieties are cones. We now
review some standard definitions pertaining to these objects.

Definition 3.3.2. Let V be a Q–vector space, and let C ⊂ V be a subset. We say that C
is a cone if C is closed under addition and under multiplication by elements of Q+ = {q ∈
Q | q ≥ 0}. If C is a cone, then we have the following definitions.

1. We say that C is polyhedral if there exist finitely many elements v1, . . . , vr ∈ V such
that C = Q+v1 + · · ·+ Q+vr.

2. The dimension of C is the dimension of the linear subspace QC ⊂ V spanned by C.

3. The dual cone of C is given by

C∨ = {α ∈ V ∨ | α(c) ≥ 0 ∀ c ∈ C}.

As implied by the terminology, C∨ is a cone in the dual vector space V ∨.

4. A face of C is a subset F ⊂ C of the form

F = C ∩ {v ∈ V | α(v) = 0}

for some fixed α ∈ C∨. A face is itself a cone, so in particular, it also has a dimension
as defined above. A face of dimension one is called an extremal ray.

5. The relative interior of C is
C◦ = C \

⋃
F(C

F,

where the union is over all proper faces of C.
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6. We say a cone C ⊂ V is strictly convex if C contains no nonzero linear subspaces of
V , or equivalently, if there exists some α ∈ C∨ such that

C ∩ α⊥ = {v ∈ C | α(v) = 0} = {0}

(in other words, if {0} is a face of C.)

There is a classical construction of affine toric varieties from cones (see [Ful93, Section
1.3]), which goes as follows. Fix a lattice N and an isomorphism N ∼= Zn, and pick a strictly
convex polyhedral cone σ ⊂ NQ = N ⊗Z Q. Write M = HomZ(N,Z) and MQ = M ⊗Z Q.
Then, Gordon’s lemma ([Ful93, Section 1.2, Proposition 1]) tells us that Sσ = σ∨ ∩M is
a finitely generated commutative monoid. So, we can define a finitely generated k-algebra
k[Sσ] which, as a k–vector space, has a basis given by the elements of Sσ, with multiplication
in k[Sσ] given by the operation in Sσ. We set Uσ = Spec(k[Sσ]). Note that the inclusion
of monoids Sσ ⊂ M gives rise to an injective homomorphism k[Sσ] ↪→ k[M ]. Since σ is
strictly convex, one can show ([Ful93, Section 1.2, Proposition 2], applied to the face {0} of
σ) that there exists some u ∈ Sσ such that M = Sσ + Z · u. It follows that k[M ] = k[Sσ]u,
so the inclusion k[Sσ] ↪→ k[M ] is just the map k[Sσ] → k[Sσ]u given by a 7→ a/1, and the
corresponding morphism

i : TN = Spec(k[M ]) ↪→ Spec(k[Sσ]) = Uσ

is an open immersion. Since the given isomorphism N ∼= Zn identifies M with Zn and hence
k[M ] with k[x±1 , . . . , x

±
n ], we have an isomorphism TN ∼= Gn

m. Moreover, we can define an
action of TN on Uσ by taking the morphism corresponding to the ring homomorphism

k[Sσ]→ k[Sσ]⊗ k[M ], sµ 7→ sµ ⊗ sµ

(here sµ is the element of k[Sσ] corresponding to some element µ of Sσ). One can check that
this extends the action of TN on itself by left multiplication, i.e. that i is a TN -equivariant
open immersion. Since Uσ turns out to be a normal variety ([Ful93, Section 2.1, Proposition
2]), this proves that Uσ is an affine toric variety.

Remark 3.3.3. In the theory of toric varieties, one often works in vector spaces over R
instead of over Q. This is useful for proving some of the technical details involving cones
that we cited above, but it is not necessary to work over R for any of our argumnets here.
For us, the only difference it would make to work over R is that we would have to assume
that every cone we use is rational, i.e. is generated by elements of the lattice (either N or
M , depending on which vector space we are in). When we work over Q, this condition holds
automatically.

To classify affine toric varieties, we will provide an inverse to the above construction,
having to do with the weights of TN -eigenvectors in Γ(Uσ,OUσ). Since TN = Spec(k[M ]),
one can check that there is a natural identification X (TN) ∼= M , so weights of TN -eigenvectors
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can in fact be viewed as elements of M . However, because of our general conventions about
the G-module structure of Γ(X,OX) for a G-variety X (see Section 2.4.a), these TN -weights
are actually the negatives of the weights that one might expect. The following example
illustrates this phenomenon.

Example 3.3.4. Let σ be the positive orthant of NQ ∼= Qn, i.e. the cone generated by
the vectors ei = (0, . . . , 0, 1, 0, . . . , 0) (with the 1 in the ith coordinate) for 1 ≤ i ≤ n.
One can check that Uσ = An, with the action of TN ∼= Gn

m given on functors of points by
(t1, . . . , tn) · (x1, . . . , xn) = (t1x1, · · · , tnxn. Writing Uσ ∼= Spec(k[x1, . . . , xn]), an analogous
argument to that of Example 2.4.8 (but with G = Gn

m instead of G = SLn) implies that xi
is a TN -eigenvector of weight −e∗i ∈M (not e∗i , as one might expect). Thus, if C ∈M is the
cone over the weights of TN -eigenvectors in Γ(Uσ,OUσ), then we have σ = −C∨.

More generally, it will turn out for the TN -action on Uσ defined above, given any µ ∈ σ∨,
the element sµ ∈ k[Sσ] is a TN -eigenvector of weight −µ. Thus, we need to keep track of this
minus sign when defining an inverse to the above construction. In order to align everything
with the conventions of Luna–Vust theory for general spherical varieties (cf. Theorem 3.3.20),
we prefer to put this minus sign into the construction of Uσ by working with U−σ instead.

Proposition 3.3.5. Let T be a torus, and let X be an affine toric T -variety. Write M =
X (T ) = Λ(X), and let N = HomZ(M,Z).

(a) The T -divisors of X are precisely the irreducible components of the complement X \T .

(b) For each T -divisor D ⊂ X, the valuation vD induces a Z-linear map ϕD : M → Z in
a natural way, and the cone σ(X) generated by the ϕD is a strictly convex polyhedral
cone.

(c) The map X 7→ σ(X) is a bijection between isomorphism classes of affine toric T -
varieties and strictly convex polyhedral cones in NQ, whose inverse is the map σ 7→ U−σ.

Remark 3.3.6. Two details about the relationship between this proposition and spherical
varieties bear mentioning here.

1. The maps ϕD in the above proposition are the same as those defined in Section 3.1.b.
We re-define them here for toric varieties for completeness, but the construction is
essentially the same (albeit slightly easier in the toric case).

2. Our use of N to denote a lattice here is slightly different than our usual notation of
N(X) for spherical varieties. Recall that for any spherical variety X, we have defined
N(X) = HomZ(Λ(X),Q). Thus, N(X) is actually a vector space, not a lattice, and
the lattice N in the above proposition satisfies NQ = N(X). This difference is notation
is due to the fact that lattices play a key role in describing toric varieties explicitly; for
the general spherical case, however, the vector space N(X) is typically more important
than any lattice inside of it.
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Proof. Statement (a) is Lemma 3.1.17a. As for (b), we note that K(X) is a T -module,
and K(X) ∼= K(T ) implies that Λ(X) = X (T ). One can check that for every λ ∈ X (T ),
the T -module K(T ) ∼= K(X) has a 1-dimensional λ-eigenspace K(X)λ (this is an explicit
calculation on K(T ) ∼= K(Gn

m)). Let fλ ∈ K(X)λ be any nonzero element. Then, vD(fλ)
does not depend on the choice of fλ (because vD(k×) = 0), so the map ϕD : M → Z given
by λ 7→ vD(fλ) is well-defined. Note that ϕD is Z-linear because

vD(fµ+λ) = vD(fµ · fλ) = vD(fµ) + vD(fλ),

so ϕD is an element of N .
As in the proposition, let σ(X) be the cone generated by the ϕD for all T -divisors D ⊂ X.

By (a), there are finitely many T -divisors of X, so σ(X) is polyhedral. To prove that σ(X)
is strictly convex, suppose that there exist some aD, bD ∈ Q+ for each T -divisor D such that∑

D

aDϕD = −
∑
D

bDϕD.

We prove that aD = 0 for all D (which implies that σ(X) ∩ (−σ(X)) = {0}). Since each
ϕD is nonnegative on Λ+(X), the above equation implies that if aD 6= 0 for some D, then
ϕD must be 0 on Λ+(X). Suppose this is true for some D. Then, we have Λ(X) = Λ+(X)gp

(see Proposition 2.5.9), so ϕD is in fact 0 on all of Λ(X). On the other hand, if δ ∈ D is the
generic point, then δ is fixed by the action of T , which implies that OX,δ is a T -module and
that the maximal ideal m ⊂ OX,δ is a T -submodule. So, there exists a nonzero T -eigenvector
in m, and the weight µ of this eigenvector satisfies ϕD(µ) > 0. This contradicts the fact that
ϕD = 0. So, we must have aD = 0 for all D, as desired.

For (c), write X = SpecA. The T -equivariant open immersion T ↪→ X corresponds to an
injection of k-algebras A ↪→ Γ(T,OT ) = k[M ]. Thus, A is the k-subalgebra of k[M ] generated
by the T -eigenvectors appearing in the A. In other words, we have A ∼= k[−Λ+(X)]. (Note
that the minus sign appears here due to details about the TN -module structure on A =
Γ(X,OX), as we discussed above.) On the other hand, Lemma 3.1.17 gives us

Λ+(X) = {λ ∈M | ϕD(λ) ≥ 0 ∀ T -divisors D ⊂ X}.

It follows that the cone in M generated by Λ+(X) is precisely the dual cone σ(X)∨, and
Λ+(X) = σ(X)∨ ∩M = Sσ. So, we have

A ∼= k[−Λ+(X)] = k[S−σ(X)]

and hence X = Spec(A) ∼= U−σ(X).
This proves that the map σ 7→ U−σ is surjective, with right inverse given by X 7→ σ(X).

To complete the proof, it suffices to show that σ 7→ U−σ is injective. Let τ1 6= τ2 be two
distinct cones in NQ. The cones −τ∨1 and −τ∨2 are not equal, and since the −τ∨i are are
generated by lattice elements over Q, we get (−τ∨1 ) ∩M 6= (−τ∨2 ) ∩M . But it follows from
the definitions that

Λ+(U−τi) = (τ∨i ) ∩M
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for i ∈ {1, 2} (see the discussion before this proposition). So, the global sections of the U−τi
have different T -weights, which means the U−τi cannot be T -equivariantly isomorphic. This
proves that σ 7→ U−σ is injective, as desired.

The following lemma gives us a few useful properties of the combinatorial data introduced
by Proposition 3.3.5.

Lemma 3.3.7 ([Bri97, Section 3.1.1, Example 1]). Let X be an affine toric T -variety with
corresponding cone σ = σ(X). Write M = X (T ) = Λ(X), and let N = HomZ(M,Z).

(a) The extremal rays of σ are precisely the subcones Q≥0ϕD for any T -divisor D ⊂ X.

(b) For any ϕ ∈ NQ, there exists a T -invariant valuation v : K(X)× → Q such that,
for any T -eigenvector f ∈ K(X)(T ) of weight µ, we have ϕ(µ) = v(f). In other
words, every element of NQ is induced by some T -invariant valuation as in the proof
of Proposition 3.3.5b.

(c) Let Y ⊂ X be the unique closed T -orbit of X (such an orbit always exists, see
Lemma 2.5.8), and for any ϕ ∈ σ, let v be the valuation given by (b). If ϕ ∈ σ◦,
then Y is the center of v on X.

Remark 3.3.8. In the language of Section 3.1.b, statement (b) of the above lemma says
that the map ϕ : V(X)→ N(X) is surjective. It is an important technical result for spherical
varieties that the map ϕ is injective (see Corollary 3.1.14); it follows that the valuation v
in statement (b) of the above lemma is unique. However, we will not need this fact in this
section.

Proof. LetD1, . . . , Dr be the T -divisors ofX, and let ϕi = ϕDi . Statement (a) is equivalent to
the statement that the ϕi are a minimal set of generators for σ, i.e. that no ϕi is a nonnegative
linear combination of the others. To get a contradiction, suppose we have ϕ1 =

∑r
i=2 aiϕi

for some ai ≥ 0. Then, we see that ϕ1(µ) ≥ 0 whenever ϕi(µ) ≥ 0 for all i > 1. By the prime
avoidance lemma, there exists some f ∈ Γ(X,OX) such that f vanishes on D1 but not on Di

for any i > 1. In fact, since any T -module is generated (as a vector space) by T -eigenvectors
(Theorem 2.3.4), we can take f to be a T -eigenvector. (Proof: let pj ⊂ Γ(X,OX) be the
ideal cutting out Dj for each j. If every T -eigenvector in p1 is contained in one of the pj for
j > 1, then we have p1 ⊂ ∪jpj and hence p1 ⊂ pj for some j. So Dj ⊂ D1, contradicting
the fact that Dj and D1 are both irreducible codimension-1 subschemes of X.) Since f is a
T -eigenvector, the set Xf is T -stable and hence is a toric T -variety. Moreover, the T -divisors
of Xf are the intersections Xf ∩Di for i > 1, so Lemma 3.1.17 gives us

Λ+(Xf ) = {λ ∈ Λ(X) | ϕi(λ) ≥ 0 ∀ i > 1}.

But ϕ1(f) ≥ 0 whenever ϕ1(f) ≥ 0 for all i > 1, so in fact, we have

Λ+(Xf ) = {λ ∈ Λ(X) | ϕi(λ) ≥ 0 ∀ i} = Λ+(X)
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(here applying Lemma 3.1.17 again to compute Λ+(X)). It follows that the T -modules
Γ(X,OX) and Γ(D(f),OX) are isomorphic via the restriction map, which means the open
immersion Xf ↪→ X is an isomorphism of affine schemes. This contradicts the fact that
D1 ∩Xf = ∅.

For statement (b), we follow [Bri97, Section 3.1.1, Example 1]. Let f ∈ K(X) ∼= K(T ).
Since the T -module K(X) is a direct sum of characters of T (Theorem 2.3.4), we can write
f =

∑
µ∈M aµfµ for some aµ ∈ k and some eigenvectors fµ of weight µ, with all but finitely

many aµ equal to 0. We define
v(f) = min

aµ 6=0
ϕ(µ).

(Note that this is well-defined because the aµ are uniquely determined by f .) One can check
that this defines a valuation of K(X)/k, and it is immediate from the construction that
v(f) = ϕ(µ) if f is a T -eigenvector of weight µ. So, v is the desired valuation.

As for (c), by definition of σ, we have ϕ =
∑n

i=1 aiϕi for some ai ≥ 0. We proved above
that the ϕi are a minimal set of generators for σ, so ϕ ∈ σ◦ gives us ai > 0 for all i. Let
v : K(X)× → Q be the valuation given by applying (b) to ϕ, and let η ∈ Y be the generic
point. To prove that Y is the center of v on X, it suffices to prove that the valuation ring
Ov dominates OX,η, i.e. that OX,η ⊂ Ov and that for any f ∈ OX,η, f is a unit in OX,η if
and only if f is a unit in Ov.

Let f ∈ OX,η. Since Y is T -stable, OX,η is a T -submodule of K(X), so we may write

f =
∑

j cjfj for some cj ∈ k and some T -eigenvectors fj ∈ O(B)
X,η (see Theorem 2.3.4). Let

µj be the weight of fj for all j. For all i, the divisor Di is T -stable and closed, so it must
contain a closed T -orbit (Proposition 2.1.2). It follows that Y ⊂ Di for all i and hence that
ϕi(µj) = vDi(fj) ≥ 0 for all i and j. So, we have

ϕ(µj) =
∑
i

aiϕi(µj) ≥ 0

for all j and hence

v(f) = v

(∑
j

cjfj

)
≥ min

j
{v(cjfj)} = min

j
{v(fj)} = min

j
{ϕ(µj)} ≥ 0.

By definition, this means that f ∈ Ov, so we have OX,η ⊂ Ov.
It remains to show that f is a unit in OX,η if and only if f is a unit in Ov. Since every

element of OX,η has the form f1/f2 for some f1, f2 ∈ Γ(X,OX), it will suffice to consider
the case where f ∈ Γ(X,OX). Note that if f is a unit in OX,η (i.e. if f−1 ∈ OX,η), then
f is a unit in Ov because OX,η ⊂ Ov. On the other hand, suppose that f is not a unit in
OX,η. Then, f lies in the prime ideal p ⊂ Γ(X,OX) corresponding to the point η in the
affine scheme X, and p is a T -submodule of Γ(X,OX) (because Y is T -stable, so η is fixed
by the action of T ). It follows that we may write f =

∑
j cjfj for some cj ∈ k and some

T -eigenvectors fj ∈ p (Theorem 2.3.4). For any j, let µj be the weight of fj. There exists
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some i such that Xfj ∩ Di = ∅ (otherwise, the complement X \ Xfj contains none of the
Di and hence must be empty by Lemma 3.1.17a; so, we have Xfj = X and Xfj ∩ Y 6= ∅,
which contradicts the fact that fj|Y = 0). It follows that vDi(fj) = ϕi(µj) > 0 for some i
and hence that

v(fj) = ϕ(µj) =
∑
i

aiϕi(µj) > 0.

(Here we are using the fact that ai > 0 and ϕi(µj) ≥ 0 for all i). So, v(fj) > 0 for all j,
which implies that

v(f) = v

(∑
j

cjfj

)
≥ min

j
{v(fj)} > 0.

This proves that f is not a unit in Ov.

We now turn to classifying toric varieties which aren’t necessarily affine. The classical
construction of such varieties begines with a fan F , i.e. a nonempty finite set of strictly
convex polyhedral cones in N such that

1. for every cone σ ∈ F and every face τ ⊂ σ, we have τ ∈ F , and

2. for every σ, τ ∈ F , the intersection σ ∩ τ is a face of both σ and τ (and in particular
is in F).

One then shows ([Ful93, Section 1.3, Lemma]) that for any face τ ⊂ σ, we have an open
immersion Uτ ↪→ Uσ. Each cone σ ∈ F determines an affine toric variety Uσ, and we can glue
these varieties along the open subvarieties Uσ∩τ for any two cones σ, τ ∈ F (since σ ∩ τ is a
face of both σ and τ). The resulting scheme, denoted XF , is immediately seen to be reduced
and irreducible (because the Uσ are), and XF turns out to be separated and normal as well
([Ful93, Section 1.4, Lemma and Section 2.1, Proposition]). One then glues the action of
TN on each Uσ to obtain an action of TN on XF . For any σ, we immediately see that the
composition

TN ↪→ Uσ ↪→ XF

is a TN -equivariant open immersion, so XF is a toric TN -variety.
As in the affine case, it turns out that every toric variety can be obtained by the classical

construction. To prove this, we will want to “reverse” the above construction by finding a
T -stable affine open cover of X and then using the classification of affine toric varieties by
cones. The main issue is to find for any toric T -variety X a canonical choice of T -stable
affine open subsets that cover X.

To this end, the following lemma classifies all the T -stable affine open subsets of a toric
variety X. In particular, there are finitely many of them, and they cover X, so we can
simply take all of them in our open cover of X. The key ingredient of the proof is a rather
remarkable theorem of Sumihiro, Theorem 2.6.12, which in the toric case gives us affine open
subsets rather than just quasi-projective ones.
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Lemma 3.3.9. Let T be a torus, and let X be a toric T -variety.

(a) X is affine if and only if X has a unique closed T -orbit.

(b) For any T -orbit Y ⊂ X, define

XY = {x ∈ X | Y ⊂ Tx}.

Then, XY is the unique T -stable affine open subset of X whose unique closed T -orbit
is Y .

(c) For any two T -orbits Y, Z ⊂ X, we have XZ ⊂ XY if and only if Y ⊂ Z.

(d) Every T -stable affine open subset of X is equal to XY for some T -orbit Y of X.

Proof. If X is affine, then the fact that X contains a unique orbit is Lemma 2.5.8 (alternately,
it follows from an explicit construction of the T -orbits in X ∼= Uσ, see [Ful93, Section 3.1,
Exercise]). For the converse, we argue as in the proof of Corollary 2.6.13. If Y ⊂ X is the
unique closed T -orbit, then a theorem of Sumihiro (Theorem 2.6.12) tells us that there exists
some T -stable affine open subset U ⊂ X such that Y ⊂ U . The complement X \ U is now
a T -stable closed subset, so if X \ U is nonempty, it must contain a closed T -orbit (e.g. any
orbit of minimal dimension). But any closed T -orbit in X \ U would be a closed T -orbit of
X; since the only such orbit is Y ⊂ U , we conclude that X \ U is empty. It follows that
X = U , so X is affine.

For (b), we will need to use the fact that X has finitely many T -orbits. This is a general
fact about spherical varieties (see Theorem 3.1.4); alternately, one can avoid using the theory
of spherical varieties as follows. By Theorem 2.6.12, there exists an open cover of X by T -
stable affine open subsets. Since X is quasi-compact, we may take this cover to be finite, so
it will suffice to check that any T -stable affine open subset U of X has finitely many orbits.
Any such U is an affine toric variety, and if σ is the corresponding cone, then one use the
construction of U from σ to show that the T -orbits of U are in bijection with faces of σ
(see e.g. [Oda88, Proposition 1.6]). In particular, since σ is polyhedral, it has finitely many
faces, so U has finitely many T -orbits.

Now, the set XY is T -stable by definition and is open because

XY = X \
⋃

Z a T -orbit
Y 6⊂Z

Z.

(Note that since X has finitely many T -orbits, the union in the above equation is finite.)
Moreover, we have Y ⊂ XY by definition, and XY must have some closed T -orbit (e.g. any
T -orbit of minimal dimension). But no T -orbit can be closed in XY except possibly Y , so Y
must be the unique closed T -orbit of XY . Since XY is a T -stable open subset of X, it is a
toric T -variety, so part (a) implies that XY is affine. On the other hand, suppose U ⊂ X is
any T -stable affine open subset such that Y ⊂ U is the unique closed T -orbit of U . For any
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T -orbit Z such that Y ⊂ Z, we have Z ∩ U 6= ∅ and hence Z ⊂ U (because U is T -stable).
It follows that XY ⊂ U . Conversely, for any T -orbit Z ⊂ U , the closure of Z in U must
contain some closed T -orbit, and the only such orbit is Y . It follows that Y is contained
in the closure of Z in X, so that Z ⊂ XY by definition. This gives us U ⊂ XY and hence
U = XY .

Statement (c) follows almost immediately from the definition of XY . Explicitly: if Y ⊂ Z,
then any orbit closure containing Z also contains Y , so XZ ⊂ XY by definition; conversely, if
XZ ⊂ XY , then in particular, Z ⊂ XZ implies that Y ⊂ Z. Finally, any T -stable affine open
subset U ⊂ X has a unique closed T -orbit Y by (a). Statement (b) then gives us U = XY ,
which proves (d).

Remark 3.3.10. Note that part (b) of the above lemma tells us that XY is precisely the
set XT,Y of Theorem 3.2.7 (remember that X is a spherical variety with G = B = T ). We
can thus view the above lemma as an analog of all the statements in Theorem 3.2.7 (except
for the part of Theorem 3.2.7 involving the local structure theorem).

Using the nice T -stable affine open cover provided by the sets XY , we can now classify
all toric varieties.

Theorem 3.3.11. Let T be a torus, and let X be a toric T -variety. Write M = X (T ) =
Λ(X), and let N = HomZ(M,Z). For each T -orbit Y ⊂ X, let σY be the cone corresponding
(via Proposition 3.3.5) to the affine toric variety XY given in Lemma 3.3.9.

(a) For any T -orbit Y ⊂ X, the map Z 7→ σZ is a bijection between T -orbits of X whose
closures contain Y and faces of the cone σY .

(b) The set
F(X) = {σY | Y ⊂ X a T -orbit}

is a fan of strictly convex polyhedral cones in NQ.

(c) The map X 7→ F(X) is a bijection between isomorphism classes of toric T -varieties
and fans of strictly convex polyhedral cones in NQ. Its inverse is given by F 7→ XF .

Remark 3.3.12. Statement (a) of the above theorem is a standard result for the classical
construction of a toric variety XF from a fan F and is often proven explicitly from this
construction (see e.g. [Ful93, Section 3.1, Proposition]). If we already knew the classification
in statement (c) of the theorem, then this result using the classical construction would be
enough to prove (a). However, since we will need (a) to prove (c), we provide an alternative
proof of (a).

Proof. The proof relies in several places on the following fact about strictly convex cones:
given any set of minimal generators v1, . . . , vr of a cone σ, the faces of σ are precisely the
cones generated by any subset of the vi. (Proof: faces are sets of the form {v ∈ σ | 〈v, u〉 = 0}
for some u ∈ σ∨. Such a subset is generated as a cone by the set of vi such that 〈vi, u〉 = 0.
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On the other hand, since the vi are minimal generators in a strictly convex cone, they are
linearly independent, so one can pick some u ∈ σ∨ that vanishes precisely on any given
subset of the vi and is positive on all the others.)

Fix some T -orbit Y of X. For the map in (a) to make sense, we first need to check that
for any T -orbit Z such that Y ⊂ Z, the cone σZ is a face of σY . For this, note that the
T -divisors of XY (resp. XZ) are precisely the nonempty intersections D∩XY (resp. D∩XZ)
for T -divisors D of X. Since XZ ⊂ XY (see Lemma 3.3.9), it follows that for any T -divisor
DZ ⊂ XZ , the map ϕDZ is equal to ϕDY for some T -divisor DY ⊂ XY . Since the ϕDY (resp.
ϕDZ ) are a set of minimal generators for σY (resp. σZ) by Lemma 3.3.7a, we can use the
above fact on strictly convex cones to conclude that σZ is a face of σY .

Next, we check that the map in (a) is injective. For any T -orbits Z1, Z2 such that Y ⊂ Zi
and σZ1 = σZ2 , let ϕ ∈ σ◦Z1

, and let v : K(X)× → Q be a valuation given by Lemma 3.3.7b.
By part (c) of that same lemma (applied to the affine toric varieties UZ1 and UZ2), the
valuation v has center Zi on UZi for i ∈ {1, 2}. Thus, both Z1 and Z2 are the center of v on
X. But X is separated, so v has a unique center on X. It follows that Z1 = Z2

We now check that the map in (a) is surjective. Let σ ⊂ σY be any face of σY . Then,
σ is generated by a subset of the valuations of the T -divisors in XY , hence by a subset of
the valuations of the T -divisors D1, . . . , Dr ⊂ X such that Y ⊂ Di. Say σ is generated by
the valuations corresponding to D1, . . . , Dm for some 1 ≤ m ≤ r. Now, Y ⊂ D1 ∩ · · · ∩Dm

implies that Y is contained in some irreducible component W of D1 ∩ · · · ∩ Dm. Recall
that X has finitely many T -orbits (this follows from Theorem 3.1.4 for spherical varieties in
general, but see the proof of Lemma 3.3.9 for an argument that only involves the theory of
toric varieties). In particular, W contains only finitely many T -orbits; since W is irreducible,
one of these T -orbits, say Z ⊂ W , must be dense in W . Then, Z is a T -orbit of X, and we
have Y ⊂ Z = W and Z ⊂ Di for i ∈ {1, . . . ,m}. Since any T -stable divisor containing Z
must contain Z and hence Y , we see that D1, . . . , Dm are precisely the T -stable divisors of
X containing Z. It follows that σZ is generated by ϕD1 , . . . , ϕDm and hence that σZ = σ.
This completes the proof of (a).

As for (b), given any σY , statement (a) tells us that every face of σY is σZ for some
T -orbit Z. To prove (b), then, we just need to show that given any two orbits Y, Z ⊂ X, the
intersection σY ∩σZ is a face of both σY and σZ . If σY ∩σZ is contained in either a proper face
of σY or a proper face of σZ , then we may replace σY or σZ by a proper face (by statement
a, this amounts to replacing Y or Z by some orbit whose closure contains it, and this
replacement is harmless because being a face is a transitive relation, see e.g. [Ful93, Section
1.2, Property (4)]). Making this replacement repeatedly, we may assume that σY ∩σZ is not
contained in any proper face of σY or σZ , i.e. that σ◦Y ∩ σ◦Z 6= ∅. Let ϕ ∈ σ◦Y ∩ σ◦Z . Applying
Lemma 3.3.7b to both ϕ gives us a T -invariant valuation v : K(X)× → Q corresponding to
ϕ, and by part (c) of the same lemma (applied to both XY and XZ), the valuation v has
center Y (resp. Z) on XY (resp. XZ). Since X is separated, we conclude that Y = Z and
hence that Y = Z. We thus have σY = σZ , so σY ∩ σZ is certainly a face of both σY and σZ .

To prove (c), we note that for any two T -orbits Y and Z of X, the cone σY ∩ σZ is a
face of σY and σZ by (b) and so is generated by the minimal generators of σY that are also
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minimal generators of σZ . The minimal generators of σY (resp. σZ) are determined by the
valuations of T -divisors D such that D ∩ XY 6= ∅ (resp. such that D ∩ XZ 6= ∅), so the
minimal generators that σY and σZ have in common are given by the T -divisors D such
that D ∩ XY 6= ∅ and D ∩ XZ 6= ∅, or equivalently, such that D ∩ XY ∩ XZ 6= ∅. (The
equivalence here follows from the fact that if D intersects both XY and XZ , then the dense
T -orbit of D must lie in both XY and XZ , since XY and XZ are T -stable.) It follows that
σY ∩ σZ is precisely the cone corresponding to the toric variety XY ∩ XZ (which is affine
because X is separated). So, XF(X) is by definition the varity obtained by gluing the XY

for any T -orbit Y ⊂ X along the affine open subsets XY ∩XZ . But X can be obtained by
precisely the same gluing procedure, so XF(X)

∼= X.
It remains to prove that if we start with a fan G and let X = XG, then F(X) = G. By

construction, the scheme X is obtained by gluing the Uσ for σ ∈ G along the open subsets
Uσ∩σ′ = Uσ ∩ Uσ′ . Each Uσ is a T -stable affine open subset of X and so has the form XY

for some T -orbit Y by Lemma 3.3.9d. By definition of σY , this implies that σ = σY , so
σ ∈ F(X). Conversely, any cone in F(X) has the form σY for some T -orbit Y ⊂ X. Since
the Uσ are T -stable and cover X, We have Y ⊂ Uσ for some σ ∈ G. Then, the closed orbit
Z ⊂ Uσ satisfies XZ = Uσ by Lemma 3.3.9b, so Y ⊂ Uσ gives us Z ⊂ Y . Applying statement
(a) to Uσ, we see that σY is a face of σZ = σ; in particular, σY ∈ G because G is a fan. This
proves that F(X) = G, as desired.

As we discussed at the beginning of this section, this classification of toric varieties is
essentially the classification of embeddings G/H ↪→ X in the special case where G = T is a
torus. For the more general case, the proof of the Luna–Vust classification will follow exactly
the same approach as the above classification for toric varieties. The steps to this approach
are as follows.

1. Classify embeddings G/H ↪→ X when X is a certain “nice” type of spherical variety.
For toric varieties, this was the classification of affine toric varieties; for the general case,
it will be the classification of spherical varieties which have a unique closed G-orbit (in
the toric case, this is equivalent to being affine by Lemma 3.3.9 above). We will again
classify such an X by a cone, but this time there will be some extra data stemming
from the colors of X. (Recall that colors are B-divisors which are not G-stable; such a
divisor never exists in the toric case, where G = B = T .) We will thus obtain a gadget
called a colored cone. For toric varieties, this step was the classification of affine toric
varieties in Proposition 3.3.5; for spherical varieties, it will be Proposition 3.3.15.

2. For a general embedding G/H ↪→ X, define a cover of X by G-stable open subsets
which are “nice” in the sense of Step 1. For toric varieties, this cover was the open
subsets XY of Lemma 3.3.9; for spherical varieties, it will be the open subsets G ·XB,Y ,
where XB,Y ⊂ X is the open subset from Theorem 3.2.7. Thus, we have already
completed this step for spherical varieties (though we remark that Theorem 3.2.7 was
considerably more difficult to prove than Lemma 3.3.9, mainly because of added sub-
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tleties when G 6= B). Notice that our open cover contains one element for each G-orbit
of X; this is important context for what follows.

3. As a key technical ingredient, we need to translate the statement Y ⊂ Z for two G-
orbits Y, Z ⊂ X into a combinatorial statement involving the combinatorial data (i.e.
colored cones) from Step 1. This will itself require a technical statement about centers
of valuations. In the toric case, the valuation statement is Lemma 3.3.7c, which we
used in the proof of Theorem 3.3.11a; in the spherical case, our valuation statement
will be Lemma 3.3.17, which we will use to prove Proposition 3.3.24.

4. Complete the classification of embeddings G/H ↪→ X. By using the cover from Step
2 and the classification of Step 1, we obtain a combinatorial gadget called a (strictly
convex) colored fan from X, which is a finite set of colored cones that obey nice com-
binatorial properties. Conversely, given a (strictly convex) colored fan, one constructs
an embedding G/H ↪→ X by gluing the embeddings defined by the colored cones in
the fan. To define this gluing and check that it is spherical, Step 3 will be crucial. One
then shows that these two constructions are inverse two each other, which is mostly
a formal check (though Step 3 is again needed for a minor technical point). For toric
varieties, this was Theorem 3.3.11b,c; for spherical varieties, it will be Theorem 3.3.26.

As noted above, Step 2 is already done for us. Indeed, for any embedding G/H ↪→ X,
note that X contains a dense B-orbit (because G/H does) and hence is spherical. So, for
any G-orbit Y ⊂ X, Theorem 3.2.7 gives us a G-stable open subset GXB,Y ⊂ X such that
Y is the only closed orbit of GXB,Y . Since GXB,Y is open in X, it intersects G/H, and since
GXB,Y is G-stable, we have G/H ⊂ GXB,Y , so GXB,Y is again spherical. So, our first step
will be to classify embeddings that “look like” GXB,Y , i.e. those which have a unique closed
G-orbit.

3.3.b Colored Cones and Classifications

We now return to the question of classifying embeddings G/H ↪→ X for an arbitrary ho-
mogeneous spherical variety G/H. We will omit several technical proofs in our presentation
of the general theory. The reader interested in these proofs can find the main ideas in our
proofs of the toric case in Section 3.3.a and can find complete proofs of the general spherical
case in either [Kno91] or [Bri97, Section 3].

In light of our motivation from the toric case, we begin by considering a certain “nice”
type of embedding G/H ↪→ X.

Definition 3.3.13. We say that a G-variety X is simple if X has a unique closed G-orbit.
We say that an embedding G/H ↪→ X is simple if X is simple.

Let G/H ↪→ X be a simple embedding. Following the intuition gained from the toric
case, we might hope to classify X by using the cone in N(X) generated by the ϕD, where
D ∈ DG,X is a B-divisor of X. This does turn out to be the right idea, and it makes sense
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because we have K(X) = K(G/H) as G-modules, hence also N(X) = N(G/H). The ϕD can
thus be expressed entirely in terms of G/H (which we have fixed) rather than in terms of X
(which is the object we’re trying to classify). However, there is one piece of geometric data
that these valuations will not tell us: namely, whether a B-divisor D contains the unique
closed G-orbit Y . If D is G-stable, then it must contain Y (D contains some G-orbit, hence
also a G-orbit closure, and this closure contains a closed G-orbit). In particular, in the case
of toric varieties, where G = B, every such divisor would contain Y . In general, however,
it is possible that some B-divisors of X which are not G-stable (i.e. colors of X) might not
contain Y .

We will thus have to keep track of which colors contain Y . We cannot keep track of
this information in terms of valuations; we will have to remember the divisors themselves.
Thankfully, this is acceptable in the case of colors. Indeed, any color D of X cannot lie
in X \ (G/H), as it would otherwise be a component of X \ (G/H) and hence be G-stable
(Lemma 2.1.3). Thus, we have D ∩ (G/H) 6= ∅. Since G/H is an open subset of X, we can
recover D from D ∩ (G/H) by the rule

D = D ∩G/H.

Thus, if we keep track of D∩ (G/H) for all the colors D containing Y , we will still have data
depending only on G/H, and this data will determine the geometric information about X
that we are interetsed in.

With this motivation, we make the following definitions.

Definition 3.3.14. Let G/H ↪→ X be an embedding, and let Y ⊂ X be a G-orbit. We
define

BY = {vD ∈ V(G/H) | D ∈ DGG,X , Y ⊂ D}

and
∆Y = {D ∩G/H ∈ D(G/H) | D ∈ DG,X \ DGG,X , Y ⊂ D}.

In words, BY is the set of valuations of G-divisors containing Y , and ∆Y is the set of
intersections with G/H of every color containing Y .

As our above discussion suggests, when X is simple with unique closed G-orbit Y , the
data of BY and ∆Y is indeed enough to classify the embeddings G/H ↪→ X.

Proposition 3.3.15 ([Bri97, Proposition 3.2.1]; cf. [Kno91, Theorem 2.3]). Let G/H ↪→ X
be a simple embedding, and let Y ⊂ X be the unique closed G-orbit of X. The simple
embedding G/H ↪→ X is uniquely determined up to G-equivariant isomorphism by the pair
(BY (X),∆Y (X)).

Proof. Let G/H ↪→ X ′ be another simple embedding and let Y ′ be the unique closed G-orbit
of X’. Suppose that (BY ,∆Y ) = (BY ′ ,∆Y ′). Let XB,Y ⊂ X and and X ′B,Y ′ ⊂ X ′ be the
affine open subsets of Theorem 3.2.7. By definition, the valuations of B-divisors of XB,Y are
precisely the valuations of the B-divisors of X containing Y , which are the valuations in BY
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along with the valuations vD for D ∈ ∆Y . Since XB,Y is normal, the global sections of XB,Y

are precisely the sections on the open B-orbit Bx ⊂ G/H which extend over each B-stable
prime divisor of XB,Y (cf. Lemma 3.1.17). This gives us

Γ(XB,Y ,OX) = {f ∈ Γ(Bx,OG/H) | v(f) ≥ 0 ∀v ∈ BY and vD(f) ≥ 0 ∀ D ∈ ∆Y }.

Applying the same argument for X ′B,Y ′ instead of XB,Y (and using the fact that (BY ,∆Y ) =
(BY ′ ,∆Y ′)), we see that Γ(XB,Y ,OX) = Γ(X ′B,Y ′ ,OX′) as subrings of Γ(Bx,OG/H), hence
as subrings of K(X) = K(G/H) = K(X ′). So, the birational morphism X 99K X ′ coming
from this equality on function fields induces an isomorphism ϕ : XB,Y

∼→ XB,Y ′ . In fact,
we have Γ(XB,Y ,OX) = Γ(X ′B,Y ′ ,OX′) as G-submodules of K(G/H), which implies that ϕ

extends to a G-equivariant isomorphism ϕ̃ : GXB,Y
∼→ GX ′B,Y ′ . Since X and X ′ are simple,

we have GXB,Y = X and GX ′B,Y ′ = X ′ (see Theorem 3.2.7d and Proposition 2.1.2d), so ϕ̃ is
an isomorphism of G-varieties X ∼= X ′. In particular, ϕ̃ commutes with the open immersions
G/H ↪→ X and G/H ↪→ X ′ because it is G-equivariant.

The key pieces of data in the above proposition are a set of valuations (namely, BY )
and a set of divisors (namely, ∆Y ). We wish to translate this data into something more
combinatorial. For this, we use the map

ϕ : V(X) ∪∆D(X)→ N(X) = HomZ(Λ(X),Q)

defined in Section 3.1.b to map our data into the vector space N(X) = N(G/H). Since ϕ
is injective on V(X) (hence also on BY ⊂ V(X)) by Corollary 3.1.14, we identify V(X) with
its image in N(X) in what follows. This leads us to make the following definition.

Definition 3.3.16. Let G/H ↪→ X be an embedding, and let Y ⊂ X be a G-orbit. We
define CY ⊂ N(G/H) to be the cone generated by ϕ(BY ) and ϕ(∆Y ).

Since ϕ is injective on valuations but not generally on divisors, we can expect the cone
CY to capture all the information of the valuations BY but not necessarily the information
of ∆Y . The following lemma makes this rigorous.

Lemma 3.3.17 ([Kno91, Lemma 2.4]). Suppose that G/H ↪→ X is simple, and let Y be
the unique closed G-orbit of X. The sets of the form Q+v for any v ∈ BY are precisely the
extremal rays of CY which do not contain any element of ϕ(∆Y ).

Now, we claim that any valuation v ∈ BY (X) is determined uniquely by the set Q+v ⊂
NG/H . Picking any v′ ∈ Q+v, we know that v is a discrete valuation, so v takes values in Z,
and its image contains 1. Thus, there exists some n ∈ Z which “clears denominators” of v′,
so that n · v′ takes values in Z, and the minimal such n is characterized by 1 ∈ Im(n · v′) and
hence n · v′ = v. Combining this with the above lemma and Proposition 3.3.15, we see that
when X is simple with closed G-orbit Y , the embedding G/H ↪→ X is determined up to
G-isomorphism by the pair (CY ,∆Y ). We now define some terminology for certain conditions
on such a pair (CY ,∆Y ).
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Definition 3.3.18.

1. A colored cone is a pair (C,∆) with C ⊂ N(G/H) a cone and ∆ ⊂ D(G/H) a subset
of colors such that

a) C is generated by the (finite) set ϕ(∆) along with finitely many elements of
V(G/H), and

b) C◦ ∩ V(G/H) 6= ∅.

2. We say that a colored cone (C,∆) is strictly convex if the cone C is strictly convex and
0 6∈ ϕ(∆).

3. A face of a colored cone (C,∆) is a pair (C0,∆0), where

a) C0 is a face of the cone C,
b) ∆0 = ∆ ∩ ϕ−1(C0), and

c) the pair (C0,∆0) is itself a colored cone (equivalently, C◦0 ∩ V(G/H) 6= ∅)).

Remark 3.3.19. Since we are now accumulating quite a few sets of combinatorial data,
we remark briefly on the mnemonics used. D stands for “divisors” (e.g. DG,X is the set of
B-divisors of X), while ∆ (the Greek equivalent of a “d”) denotes colors, i.e. B-divisors that
are not G-stable (e.g. ∆Y is the set of D ∩ G/H for D a color containing Y ). The set BY
will not be used anymore from here on out; in view of Lemma 3.3.17, it will suffice to use
CY instead, and the C stands for “cone.”

In order to classify simple embeddings G/H ↪→ X, it remains to understand which pairs
of the form (C,∆) actually arise from these simple embeddings. It turns out that these pairs
are precisely the strictly convex colored cones. When G/H ↪→ X is simple with closed G-
orbit Y , checking that the pair (CY ,∆Y ) is a strictly convex colored cone is not too difficult
(though it does require a certain technical result on valuations, namely Proposition 3.3.21
below). The main difficulty is to construct a simple embedding G/H ↪→ X from a strictly
convex colored cone (C,∆). This is more subtle than the toric case, because we need to ensure
that the set ∆ corresponds to the colors that contain Y . We refer the reader to the proof of
[Kno91, Theorem 3.1] (or that of [Bri97, Theorem 3.3.]) for the necessary construction.

Theorem 3.3.20 ([Kno91, Theorem 3.1]). Consider the map

(G/H ↪→ X) 7→ (CY (X),∆Y (X))

that sends any simple embedding G/H ↪→ X with closed G-orbit Y to the pair (CY (X),∆Y (X)).
This map defines a bijection between the set of G-isomorphism classes of simple embeddings
of G/H and the set of strictly convex colored cones.
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As mentioned above, proving that (CY ,∆Y ) is a strictly convex colored cone requires a
certain technical result. More precisely, we need to be able to relate the centers of certain
valuations to combinatorial properties of the cone CY . The following proposition allows us to
do just that. This proposition is a key technical tool not just for the proof of Theorem 3.3.20
above but also for the classification statements throughout the rest of this section. The
reader who has read our discussion of the toric case in Section 3.3.a may recall that a similar
statement (namely, Lemma 3.3.7c) was instrumental in the toric case as well.

Proposition 3.3.21 ([Bri97, Proposition 3.1.3]; cf. [Kno91, Theorem 2.5]). Let G/H ↪→ X
be a simple embedding, let Y be the unique closed G-orbit of X, and let v ∈ V(G/H).

(a) We have
Γ(XB,Y ,OX)(B) = {f ∈ K(G/H)(B) | χf ∈ C∨Y }.

(b) The center of v on X exists if and only if v ∈ CY .

(c) The center of v is Y if and only if v ∈ C◦Y .

We now turn to classifying embeddings G/H ↪→ X for X not necessarily simple. To do
this, note that the sets G ·XB,Y for Y ⊂ X any G-orbit are G-stable open subsets that cover
X, and every G·XB,Y is simple with unique closed G-orbit Y . (see Theorem 3.2.7). We know
how to classify simple embeddings, so we just need to understand how to “glue together”
that classification over the open cover given by the G · XB,Y . To model this“gluing” on a
combinatorial level, we use a combinatorial gadget that combines many colored cones; by
analogy with the theory of toric varieties, we call such a gadget a colored fan.

Definition 3.3.22.

1. A colored fan is a nonempty, finite set of colored cones F = {(Ci,∆i)}i such that

a) for all i, every face of (Ci,∆i) lies in F , and

b) for all v ∈ V(G/H), there exists at most one i such that v ∈ C◦i .

2. A colored fan F is strictly convex if (0,∅) ∈ F . This is equivalent to the condition
that every colored cone in F is strictly convex. (Proof: if any colored cone (C,∆) in
F is strictly convex, then (0,∅) is a face of (C,∆) and hence lies in F . Conversely, if
(0,∅) ∈ F but some colored cone (C,∆) ∈ F is not strictly convex, then 0 ∈ V(X)
and 0 ∈ C◦ ∩ 0◦, contradicting the definition of a colored fan.)

3. Given any embedding G/H ↪→ X, we define

FX = {(CY (X),∆Y (X)) | Y ⊆ X a G-orbit}.

Remark 3.3.23. Colored cones and colored fans do not have all the combinatorial prop-
erties that cones and fans do in toric geometry. More specifically, there are two important
pathologies that are impossible with regular (i.e. non-colored) cones and fans.
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1. Given a colored cone (C,∆) and any face σ of C, it may be the case that there is no
face of the colored cone whose cone is σ. By definition, such a face would have to be
(σ,∆′), where ∆′ = σ ∩ ϕ−1(∆). But (σ,∆′) might not be a colored cone, because
it might be the case that σ◦ ∩ V(G/H) = ∅. This will happen, for instance, if σ is
an extremal ray of C generated by some element of ϕ(∆). Such rays are not always
extremal, but they can be; see e.g. [Pez10, Example 2.5.3] for an example.

2. Given two colored cones (C1,∆1) and (C2,∆2) in the same colored fan F , it is not
necessarily the case that the intersection C1∩C2 is a face of both C1 and C2 (and even if
it is, it may not be the case that that C1∩C2 defines a face of the colored cones (C1,∆1)
and (C2,∆2), as explained above). For an example, see [Pez10, Example 2.5.5] (which
gives a picture of the image of ϕ for some choice of G/H, and a suitable colored fan
can be constructed from this picture).

Note that these two pathologies can never occur in the toric case. This is due to the fact
that V(T ) is all of N(T ) when G/H = T (see Lemma 3.3.7b). In particular, this implies
that every face of a cone contains an element of V(T ) in its relative interior (which implies
that pathology 1 cannot happen) and for any (C1,∆1) and (C2,∆2) in F , we must have
C◦1 ∩ C◦2 = ∅ (which implies that pathology 2 cannot happen).

There is another important case in which colored cones and colored fans behave like
cones and fans from toric geometry: namely, the case where ∆ = ∅ for every (C,∆) ∈ F .
Such colored fans correspond to a special class of spherical varieties called toroidal varieties.
As we will see in Theorem 3.5.9, toroidal varieties are related to toric varieties in a very
interesting and useful way.

The combinatorial condition of being a face of another colored cone has a useful scheme-
theoretic interpretation. An analogous fact is also essential in the toric case (see Theo-
rem 3.3.11a).

Proposition 3.3.24 ([Kno91, Lemma 3.2]). Let G/H ↪→ X be an embedding, and let Y ⊆ X
be a G-orbit. The map Z 7→ (CZ ,∆Z) is a bijection between G-orbits of X whose closure
contains Y and faces of the colored cone (CY ,∆Y ).

The above proposition is the main ingredient in “gluing” our classification in the case
where X is simple. The other main ingredients are Proposition 3.3.21, which is used to prove
that the scheme we get from gluing is separated, and the following fact (which is an analog
of Lemma 3.3.9d from the toric case).

Lemma 3.3.25 (cf. Lemma 3.3.9). Let X be a spherical G-variety, and let Y ⊂ X be a
G-orbit. Then, GXB,Y is the unique G-stable open subset of X which is simple with unique
closed orbit Y .

Proof. That GXB,Y is such an open subset follows immediately from Theorem 3.2.7. Con-
versely, if U ⊂ X is such a subset, then for any G-orbit Z with Y ⊂ Z, we must have



136

Z ∩ U 6= ∅ (by definition of the closure) and hence Z ⊂ U because U is G-stable. On the
other hand, for any G-orbit Z ⊂ U , since Y is the unique closed G-orbit of U , we have
Y ⊂ Z. We conclude that U is the union of all the G-orbits whose closures contain Y , which
is precisely GXB,Y by Theorem 3.2.7.

Bringing together all of our above tools (plus a few more scheme-theoretic technicali-
ties), one arrives at the following classification of all embeddings of homogeneous spherical
varieties.

Theorem 3.3.26 ([Kno91, Theorem 3.3]). Let G/H be a spherical variety. The map
(G/H ↪→ X) 7→ FX is a bijection between G-isomorphism classes of embeddings of G/H
and strictly convex colored fans for G/H.

sketch of proof. Let G/H ↪→ X be an embedding. We first prove that FX is a strictly convex
colored fan. Proposition 3.3.24 implies that every face of a colored cone in FX is again a
colored cone in FX . For any v ∈ V(G/H), suppose that v ∈ CY1(X)◦ ∩ CY2(X)◦ for some
G-orbits Y1, Y2 ⊂ X. Proposition 3.3.21 (applied to G · XB,Y1 and G · XB,Y2) implies that
Y1 and Y2 are both centers for v on X. Because X is separated, we must have Y1 = Y2 and
hence Y1 = Y2. This proves that FX is a colored fan, and each colored cone in it is strictly
convex by Theorem 3.3.20.

To construct an inverse to the map X 7→ FX , let F = {(Ci,∆i)}i be a strictly con-
vex colored fan. Every colored cone (Ci,∆i) corresponds (via Theorem 3.3.20) to a simple
embedding G/H ↪→ Xi, and for any i and j, Proposition 3.3.24 tells us that the faces com-
mon to both (Ci,∆i) and (Cj,∆j) correspond to G-orbits Z1 ⊂ X1 and Z2 ⊂ X2 such that
G ·XB,Z1

∼= G ·XB,Z2 (because both G ·XB,Z1 and G ·XB,Z2 are simple and have the same
colored cone, namely, a face of both (Ci,∆i) and (Cj,∆j)). We glue Xi and Xj along the
open subsets (X1)B,Z1 and (X2)B,Z2 for every face common to (Ci,∆i) and (Cj,∆j). After
applying this gluing to all the Xi and Xj, we obtain a scheme XF equipped with a G-action.

Note that each Xi and Xj will be glued along their open G-orbits (which correspond
to the common face (0,∅)). In particular, XF is connected, and we have an embedding
G/H ↪→ XF . Moreover, XF is integral, normal, and has finitely many B-orbits (because
there are finitely many Xi, and they all have these properties). To check that XF is spherical,
then, we just need to check that this scheme is separated. Since this is a local question, it
suffices to consider the case where X is a gluing of two simple spherical varieties X1 and
X2. For the rest of the proof of separatedness, which ultimately boils down to applying
Proposition 3.3.21, see [Kno91, Theorem 3.3].

It remains to check that the map F 7→ XF is an inverse to the map (G/H ↪→ X) 7→ FX .
First, start with an embedding G/H ↪→ X, take its fan FX , and then glue to get XFX

. The
Xi in our construction of XFX

are the simple spherical G-varieties G ·XB,Y for any G-orbit
Y ⊂ X. For any two G-orbits Y1, Y2 ⊂ X, the intersection G · XB,Y1 ∩ G · XB,Y2 in X is a
union of subsets of the form G ·XB,Z (namely, the union over all Z such that Y1, Y2 ⊂ Z).
These are exactly the subsets that X1 = G ·XB,Y1 and X2 = G ·XB,Y2 are glued on in our
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construction of XFX
. So, X can be obtained by gluing the G ·XB,Y in in exactly the same

way as the construction of XFX
, which implies that X ∼= XFX

.
Now, take any colored fan G = {(Ci,∆i)}i, and let X = XG . If G/H ↪→ Xi is the simple

embedding corresponding to (Ci,∆i) for each i, then by construction, X is covered by the Xi.
If Yi is the unique closed G-orbit of Xi, then G ·XB,Yi = Xi by Lemma 3.3.25. It follows that
(Ci,∆i) = (CYi ,∆Yi). On the other hand, for any G-orbit Y ⊂ X, we have Y ⊂ Xi for some
i and hence Yi ⊂ Y . Proposition 3.3.24 implies that (CY ,∆Y ) is a face of (CYi ,∆Yi) ∈ G , so
we have (CY ,∆Y ) ∈ G . In summary, we have

G = {(Ci,∆i)}i = {(CY ,∆Y ) | Y ⊂ X a G-orbit} = FX ,

which is what we needed to prove.

3.3.c Classifying Morphisms

We have now classified embeddings G/H ↪→ X for any fixed homogeneous spherical variety
G/H in terms of certain combinatorial invariants (namely, colored fans). In this section, we
describe dominant morphisms embeddings in terms of the same combinatorial invariants.
By a “dominant morphism of embeddings,” we mean a commutative diagrams of the form

G/H X

G/H ′ X ′

π f

where all maps are G-equivariant and π (hence also f) is dominant. Note that giving an
embedding G/H ↪→ X is equivalent to giving a spherical variety X whose open G-orbit is
G/H. Under this interpretation, a “dominant morphism of embeddings” is nothing more
than a G-equivariant dominant morphism X → X ′ for any two spherical G-varieties X and
X ′.

Let H,H ′ ⊂ G be two spherical subgroups, and let π : G/H → G/H ′ be a dominant
G-equivariant morphism. Then, π maps the generic point of G/H to the generic point of
G/H ′ and so induces an inclusion ι : K(G/H ′) ↪→ K(G/H). Because ϕ is G-equivariant,
the inclusion ι is a G-equivariant map of G-modules, so ι induces an injection

π∗ : Λ(G/H ′) ↪→ Λ(G/H).

Applying HomZ(−,Q) to this map gives us a surjection

π∗ : N(G/H)→ N(G/H ′).

Now, for any v ∈ V(G/H), it follows from the definition of π∗ that π∗(v) is an element
of V(G/H ′). On the other hand, any element v′ ∈ V(G/H ′) lifts to an element of V(G)
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([Kno91, Corollary 1.5]), which in turn restricts to a valuation v ∈ V(G/H) (via the inclusion
K(G/H) ↪→ K(G) induced by the quotient map G → G/H), and one can check that
π∗(v) = v′. So, we see that

π∗(V(G/H)) = V(G/H ′).

As for divisors, note that for any D ∈ D(G/H), the image π∗(ϕD) takes values in Z
(because vD does). So, one of two possibilities must occur: either π∗(ϕD) is the 0 valuation,
in which case the generic point of D maps to the generic point of G/H ′, i.e. the composition
D ↪→ G/H

π→ G/H ′ is dominant; or π∗(ϕD) is a nonzero discrete valuation, in which case π
maps D onto a prime Weil divisor D′ ∈ D(G/H ′). So, writing

∆π = {D ∈ D(G/H) | π|D : D → G/H ′ is dominant},
we obtain a map

π∗ : D(G/H) \∆π → D(G/H ′).

Our goal is to combine all these induced maps to understand how a morphism from
G/H ↪→ X to G/H ′ ↪→ X ′ should behave on combinatorial data. We now state the relevant
definitions and results.

Definition 3.3.27. Let π : G/H → G/H ′ be a dominant G-equivariant morphism.

1. Let (C,∆) (respectively, (C ′,∆′)) be a colored cone for G/H (respectively, G/H ′). We
say that π maps (C,∆) to (C ′,∆′) if

a) the map π∗ : N(G/H)→ N(G/H ′) satisfies π∗(C) ⊆ C ′, and

b) the map π∗ : D(G/H) \∆π → D(G/H ′) satisfies π∗(∆ \∆π) ⊆ ∆′.

2. Let F (resp. F ′) be a colored fan for G/H (resp. G/H ′). We say that ϕ maps F to
F ′ if every ϕ maps every colored cone in F to some colored cone in F ′.

3. Let F be a colored fan for G/H. We define the support of F to be

Supp(F ) = V(G/H) ∩

 ⋃
(C,∆)∈F

C

 .

Theorem 3.3.28 ([Kno91, Theorems 4.1 and 4.2], [Bri97, Section 3.4, Theorem 2]). Let
G/H and G/H be homogeneous spherical varieties, let G/H ↪→ X and G/H ′ ↪→ X ′ be
embeddings, and let π : G/H → G/H ′ be a dominant G-equivariant morphism.

(a) π extends to a G-equivariant morphism f : X → X ′ if and only if π maps FX to
F (X ′).

(b) Suppose that f : X → X ′ is a dominant G-equivariant morphism extending π. Then,
f is proper if and only if

Supp(FX) = π−1
∗ (Supp(F (X ′))).

In particular, any spherical variety X is complete if and only if Supp(FX) = V(G/H).
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3.4 The Valuation Cone

For any homogeneous spherical variety G/H, the set V(G/H) of G-invariant valuations plays
a large role in the Luna–Vust theory of G/H. It is thus natural to ask: what is the structure
of V(G/H)? Since the set V(G/H) is a G-equivariant birational invariant of G/H and the
open G-orbit of any spherical variety has the form G/H, this is the same as asking: what is
the structure of V(X) for any spherical variety X? In this section, we discuss a few important
results in the literature that answer this question.

To start with, it turns out that V(G/H) is a cone in the vector space N(G/H). There
are two main ways to prove this. The first is very geometric: given any two G-invariant
valuations v1, v2 : K(X)× → Q and any a1, a2 ∈ Q≥0, one can use Luna–Vust theory to
explicitly construct an embedding G/H ↪→ X such that a1v1 + a2v2 has center on a closed
G-orbit of X (and hence must be a G-invariant valuation, since its center is G-stable). For
a proof using this approach, see [Bri97, Theorem 4.1].

Alternately, one can show that V(G/H) is a cone in a more representation-theoretic way,
by obtaining an explicit description of its dual cone. For our purposes, this description of the
dual cone will not be needed; we are only interested in the properties of V(G/H) that arise
from this description, which are stated in Theorem 3.4.1 below. However, this description
of the dual cone is common in certain parts of the literature, so we explain it briefly here.

Consider the left regular representation Γ(G,OG), i.e. theG-module structure on Γ(G,OG)
coming from the action of G on itself by left multiplication. Recall that, by the classification
of simple G-modules (Theorem 2.3.6), any simple G-module is isomorphic to V (µ) for some
dominant weight µ ∈ Λ+

G. So, let V (µ1), V (µ2), and V (λ) be three simple G-submodules of
the left regular representation Γ(G,OG). We say that the weight µ1 + µ2 − λ ∈ ΛG is a tail
of G/H if

1. every element of V (µ1) and V (µ2) is an eigenvector for H under the action of H on
Γ(G,OG) given by right multiplication, and

2. V (λ) ⊂ V (µ1)V (µ2), where V (µ1)V (µ2) is the G-submodule of Γ(G,OG) generated by
elements of the form f1f2 for any f1 ∈ V (µ1) and f2 ∈ V (µ2).

We claim that any tail µ1 + µ2 − λ is an element of Λ(G/H). For this, let f1 ∈ V (µ1),
f2 ∈ V (µ2), and f ∈ V (λ) be B-eigenvectors of weights µ1, µ2, and µ (respectively). Since
K(G/H) = K(G)H (see e.g. [Bor91, Proposition 6.5, Theorem 6.8]), it will suffice to show
that the element f1f2f

−1 ∈ K(G) is fixed by H. We have f ∈ V (µ1)V (µ2), so we can write
f =

∑
m(gm,1f1)(gm,2f2) for some gm,i ∈ G, and we may take the summands (gm,1f1)(gm,2f2)

to be linearly independent over k. By assumption, f1, f2, and f are all eigenvectors of H; let
η1, η2, and η (respectively) be the corresponding characters of H. For any h ∈ H, we have

0 = h · f − η(h)f = (η1(h)η2(h)− η(h))
∑
m

(gm,1f1)(gm,2f2).

(Here we have used the fact that G acts by left multiplication while H acts by right multi-
plication, so the two actions commute.) Since the (gm,1f1)(gm,2f2) are linearly independent,
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we conclude that η1(h)η2(h) = η(h) for all h. Since H acts on f1f2 by η1η2 and on f by η,
it follows that H fixes f1f2f

−1, as desired.
Now, let τ(G/H) be the set of all tails of G/H. By the above claim, we have τ(G/H) ⊂

Λ(G/H), so we can consider the cone in N(G/H)∨ generated by τ(G/H). It turns out that
we can describe V(G/H) in terms of this cone.

Theorem 3.4.1 ([Bri97, Proposition 4.2 and Corollary]; cf. [Kno91, Lemma 5.1 and Corol-
lary 5.3]). Let G/H be a homogeneous spherical variety.

(a) We have
V(G/H) = {v ∈ N(G/H) | v(t) ≤ 0 ∀ t ∈ τ(G/H)}.

In particular, V(G/H) is a convex cone whose dual is the cone generated by −τ(G/H),
and the linear part of V(G/H) is

V(G/H) ∩ (−V(G/H)) = τ(G/H)⊥.

(b) Let
WG/H = {v ∈ N(G/H) | v(α) ≤ 0 for all positive roots α}

be the image of the antidominant Weyl chamber of G under the projection map HomZ(ΛG,Q)→
HomZ(Λ(G/H),Q) = N(G/H). The valuation cone V(G/H) contains WG/H . In par-
ticular, V(G/H) is a full-dimensional cone in N(G/H).

sketch of proof. The containment V(G/H) ⊂ (−τ(G/H))∨ is purely algebraic: for any G-
invariant valuation v : K(G/H)× → Q and any tail µ1 − µ2 + λ, one can take f1, f2, and
f =

∑
m(gm,1f1)(gm,2f2) as above and note that

v(ff−1
1 f−1

2 ) ≥ min
m

{
v

(
(gm,1f1)(gm,2f2)

f1f2

)}
= min

m
{v(1)} = 0.

It follows that v(f1f2f
−1) ≤ 0, which implies that v(µ1 − µ2 + λ) ≤ 0 (here viewing v as an

element of N(G/H) in the usual way, using the injection ϕ : V(G/H)→ N(G/H)).
The containment (−τ(G/H))∨ ⊂ V(G/H) is more involved. Given an element v ∈

(−τ(G/H))∨, one constructs a simple spherical variety X with unique closed G-orbit Y ⊂ X
and shows that v = cv′, where v′ is a valuation whose center on X is Y . The valuation v′ is
G-invariant because Y is G-stable, so this implies that v ∈ V(G/H). The construction of X
here is essentially the construction in the proof of Theorem 3.3.20 in a special case.

Finally, statement (b) follows directly from (a) using some general facts about simple
roots in the root datum of G. Note that by “the image of the antiominant Weyl chamber,”
we mean the following. By definition, the antidominant Weyl chamber −W (B, T ) is a subset
of (ΛG)∨Q = HomQ(ΛG,Z). The inclusion Λ(G/H) ↪→ ΛG induces a surjection ρ : (ΛG)∨Q →
Λ(G/H)∨)Q = N(G/H). The set WG/H defined in the theorem is precisely the image of
−W (B, T ) under the map ρ.
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Now that we know V(G/H) is a cone, we can use a construction of a “nice” embedding
G/H ↪→ X along with Luna–Vust theory to show that this cone is in fact polyhedral. We
defer the construction of this “nice” embedding until Section 3.5, since it relates more closely
to the material in that section.

Proposition 3.4.2. The cone V(G/H) is polyhedral.

Proof. By Proposition 3.5.8 below, there exists a complete embedding of spherical G-varieties
G/H ↪→ X such that for any colored cone (C,∆) ∈ FX , we have ∆ = ∅. By definition of a
colored cone, this implies that C ⊂ V(X) = V(G/H) for every (C,∆) ∈ FX . On the other
hand, since X is complete, Theorem 3.3.28 gives us

V(G/H) =
⋃

(C,∆)∈FX

C.

Each of the cones C is polyhedral (by definition of a colored cone), and there are finitely
many of them (by definition of a colored fan), so the above equation implies that V(G/H)
is polyhedral as well.

It turns out that the cone V(G/H) is actually a Weyl chamber of a certain root system,
which yields further interesting properties of V(G/H). This was first proven in the charac-
teristic 0 case by Brion [Bri90]. Later, Knop gave a more geometric construction in [Kno94].
Knop has also generalized the statement to the case where char(k) 6= 2 (see [Kno14b]). For
our purposes, we will not need to consider this root system; instead, we just need the equa-
tion for V(G/H) in the following theorem, which follows from the description of V(G/H) as
a Weyl chamber.

Theorem 3.4.3 ([Bri90, Theorem 3.5]; cf. [Kno94, Theorem 1.3, 7.4]). There exists a root
system (V,R) with V = Γ(G/H)Q and a base Π of (V,R) such that, if γ1, . . . , γr are the
simple roots of (V,R), then we have

V(G/H) = {v ∈ N(G/H) | v(γi) ≤ 0 ∀ i}.

In other words, V(G/H) is the antidominant Weyl chamber with respect to Π.

Remark 3.4.4. In the literature, the root system in the above theorem is often described
in terms of its Weyl group WG/H , which is called the little Weyl group of G/H. Also, since
V(G/H) is a G-equivariant birational invariant of G/H, so is the root system (V,R) in the
above theorem and the simple roots γ1, . . . , γr.

Remark 3.4.5. The version of Theorem 3.4.3 proven by Knop in [Kno94] actually applies to
non-spherical varieties as well. In fact, many of the results about the valuation cone in this
section can be generalized to the non-spherical case; see [Tim11, Section 20-22] for details.
For certain of these general results, one has to restrict the discussion to special types of
valuations, called geometric valuations and central valuations. However, it turns out that in
the spherical case, every valuation is both geometric and central (see e.g. [Kno94, Theorem
7.2]), so these distinctions do not appear in the theory of spherical varieties.
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The characterization of the valuation cone in Theorem 3.4.3 will be instrumental to the
classification of spherical varieties. As such, we introduce some terminology to refer to this
characterization.

Definition 3.4.6. The simple roots γ1, . . . , γr in Theorem 3.4.3 are called the spherical roots
of G/H. More generally, we define the spherical roots of any spherical variety X to be the
spherical roots of the open G-orbit of X. We denote the set of spherical roots of X by ΨG,X .
(or simply by ΨX when the group G is clear from context).

Remark 3.4.7. The set of spherical roots ΨG,X can also be defined without referring to
open G-orbits or to root systems. Indeed, it follows from Theorem 3.4.3 that ΨG,X is the
unique set of minimal generators of −V(X)∨ which are all indivisible elements of the lattice
Λ(X). Such a set of minimal generators must exist for any polyhedral cone, so this is not
a particularly exciting definition on its own. However, since the spherical roots are simple
roots of a root system, the set ΨG,X is linearly independent in the vector space Λ(G/H)Q. In
other words, the cone −V(X)∨ is a so-called simplicial cone. The spherical roots also have
many nice combinatorial properties, as we will see in Section 3.6.

Remark 3.4.8. Theorem 3.4.1 states that V(G/H) contains the imageWG/H of the antidom-
inant Weyl chamber in N(G/H). Passing to dual cones, we see that −V(G/H)∨ ⊂ −W∨G/H .

By definition, the cone −W∨G/H is the intersection with Λ(G/H)Q of the cone in ΛG ⊗Z Q
generated by the simple roots of G. It follows that every spherical root of G/H is a sum of
simple roots with nonnegative (integer) coefficients.

Since Luna–Vust theory deals exclusively with strictly convex polyhedral cones, it is
natural to ask: when is the polyhedral cone V(G/H) strictly convex? It turns out that the
linear part of V(G/H), i.e. the intersection V(G/H)∩(−V(G/H), is related to the normalizer
subgroup NG(H) ⊂ G in a precise way. To give a litle more context for the precise statement,
we note that Theorem 3.4.1 above gives us V(G/H) ∩ (−V(G/H)) = τ(G/H)⊥.

Theorem 3.4.9 ([Bri97, Theorem 4.3]). Let G/H be a homogeneous spherical G-variety.

(a) Let 〈τ〉 be the subgroup of Λ(G/H) generated by the set of tails τ(G/H). Then, there
exists a canonical isomorphism of algebraic groups

NG(H)/H ∼= Hom(Λ(G/H)/〈τ〉,Gm).

In particular, NG(H)/H is diagonalizable, and dim(NG(H)/H) is the dimension of the
linear part τ(G/H)⊥ of V(G/H).

(b) The isomorphism of part (a) induces an exact sequence

0→ τ(G/H)⊥ → N(G/H)→ N(G/NG(H))→ 0,

which in turn induces an exact sequence

0→ τ(G/H)⊥ → V(G/H)→ V(G/NG(H))→ 0.
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(c) We have NG(H) = NG(H◦), where H◦ ⊂ H is the connected component of the identity.

Corollary 3.4.10 ([Pez10, Corollary 3.2.1]; [Bri97, Corollary 4.3]). Let G/H be a homoge-
neous spherical G-variety.

(a) The cone V(G/H) is strictly convex if and only if NG(H)/H is a finite group.

(b) The cone V(G/H) is a vector space (hence is equal to N(G/H), because V(G/H) is
full-dimensional) if and only if H contains a maximal unipotent subgroup of G.

The type of spherical variety described in part (b) of the above corollary has a particularly
nice geometry. We now give such spherical varieties a name.

Definition 3.4.11. We say that a spherical homogeneous variety G/H is horospherical if H
contains a maximal unipotent subgroup. We say that a spherical variety X is horospherical
if its open G-orbit is (or equivalently, if V(X) = N(X), see Corollary 3.4.10 above).

Remark 3.4.12. By some general facts about algebraic groups, it turns out that X is
horospherical if and only if the stabilizer of every point in X contains a maximal unipotent
subgroup (see [Tim11, Remark 7.2]).

Example 3.4.13. Consider the case of toric varieties, where G = T . Let X be a toric
T -variety. The only unipotent subgroup of T is {0}, which is certainly contained in the
stabilizer of every point in X, so X is horospherical. Thus, Corollary 3.4.10 implies that
every element of N(T ) = HomZ(ΛT ,Q) comes from a T -invariant valuation. This confirms
what we have already proven explicitly for toric varieties in Lemma 3.3.7b.

The theory of horospherical varieties is quite interesting in its own right; for a brief
overview of the theory, see [Tim11, Sections 7 and 28]. For our purposes, we will think
of them mainly as a nice class of spherical varieties corresponding to one extreme case for
V(X): namely, the case where V(G/H) contains every line in N(G/H). The other extreme,
where V(G/H) is strictly convex and so contains no line in N(G/H), gives rise to another
nice type of spherical variety, which we will study in Section 3.5.b.

3.5 Special Types of Spherical Varieties

In this section, we discuss a few important “nice” types of spherical varieties. Using the
theory we’ve built up so far, we will be able to say a lot about the geometry of these spherical
varieties. These “nice” types of spherical varieties play a crucial role in the classification
of spherical varieties, because many proofs about the behavior of combinatorial data on
spherical varieties can be reduced to the case where the spherical varieties in question are
one of the “nice” types discussed here. We will see this sort of reduction to the “nice” case
repeatedly in Section 3.6.
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3.5.a Toroidal Varieties

Definition 3.5.1. Let X be a spherical G-variety. We say that X is toroidal if no color
of X contains a G-orbit (or equivalently, if every B-divisor of X that contains a G-orbit is
G-stable).

Remark 3.5.2. If G/H ↪→ X is an embedding with corresponding colored fan FX , it follows
immediately from the definition of FX that X is toroidal if and only if for every colored
cone (C,∆) ∈ F , we have ∆ = ∅.

Example 3.5.3. For the toric case, where G = B = T , we note that any toric variety is
automatically toroidal, as every B-divisor is G-stable.

Example 3.5.4. Let E = OP1 ⊕ OP1(−e) for some e > 0, and consider the ruled surface
Y = P(E). Let π : Y → P1 be the structure morphism, and let G = SL2 act on P1 by the
action of Example 2.4.19, which is given in coordinates by(

a b
c d

)
· [x : y] = [ax+ by : cx+ dy].

We take B ⊂ G to be the Borel subgroup of upper triangular matrices and T ⊂ B to
be the subgroup of diagonal matrices. We have a canonical G-linearization of OP1 , and
Example 2.4.19 gives us a G-linearization of OP1(1), which induces a G-linearization on
OP1(−e). One can show that these G-linearizations on OP1 and OP1(−e) induce a G-action
on Y such that the structure morphism π : Y → P1 is G-equivariant (cf. Proposition 2.4.17).

We intend to show that Y is a toroidal variety. To do this, we need to compute all the
B-divisors of Y as well as its G-orbits. First, the fiber C = π−1([1 : 0]) ∼= P1 is B-stable
but not G-stable (because [1 : 0] is fixed by B but not by G), so C is a color of Y . Every
other B-divisor lies in the preimage under π of A1 = P1 \ [1 : 0]. Since E|A1 is trivial, we get
π−1(A1) ∼= A1 × P1. More specifically, OP1|A1 is generated over OA1 by the section 1, which
is fixed by G, and OP1(−e)|A1 is generated over OA1 by a B-eigenvector of weight −e. It
follows that under the isomorphism π−1(A1) ∼= A1 × P1, the action of B on P1 is given by(

t u
0 t−1

)
· [w : z] = [w : t−ez].

There are thus two other B-divisors of Y , namely

E1 = A1 × [1 : 0], E2 = A1 × [0 : 1].

Note that A1 × [1 : 0] and A1 × [0 : 1] are the images of sections s1, s2 : A1 → A1 × P1 of
π|π−1(A1). By the valuative criterion of properness, s1 and s2 extend to sections P1 → Y of π,
and the images of these extensions are necessarily E1 and E2 (respectively). It follows that
E1 and E2 are isomorphic to P1 as G-varieties (because π is G-equivariant). In particular,
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E1 and E2 are G-divisors of Y , and E1 and E2 are G-orbits of Y (because P1 is a single
G-orbit).

Finally, one can check that Y ◦B = A1×(P1\{[1 : 0], [0 : 1]}) is a single B-orbit and is open
in Y . So, Y is spherical, and since Y = C ∪ E1 ∪ E2 ∪ Y ◦B, we have found all the B-divisors
of Y . Moreover, the G-orbits of Y are the open orbit, which is certainly not contained in a
color, and the two G-divisors E1 and E2, which are not contained in the unique color C. So,
Y is a toroidal variety by definition.

As the name suggests, toroidal varieties are related to toric varieties. We will make this
relationship precise in Theorem 3.5.6 below, which is essentially an application of the local
structure theorem for toroidal varieties. To prove it, we first require an auxilliary lemma,
which intuitively says that G-orbit of toroidal varieties behave like those of toric varieties.
(Indeed, the lemma can also be proven in the toric case by essentially the same argument,
thanks to Theorem 3.3.11a).

Lemma 3.5.5 (cf. [Tim11, Proof of Theorem 29.1]). Let X be a toroidal G-variety. Then,
the G-orbit closures of X are precisely the intersections of G-divisors of X.

Proof. The intersection Z of any set of G-divisors of X is G-stable and has finitely many
G-orbits (because X does), so Z contains a dense G-orbit. But Z is closed, so it is the
closure of its dense G-orbit.

Conversely, let Y be any G-orbit of X, and let D1, . . . , Dm be the G-divisors of X that
Y . Note that since X is toroidal, the Di are the only B-divisors of X containing Y . Thus,
the cone CY in the colored cone corresponding to Y is precisely the cone generated by the
ϕDi . On the other hand, arguing as with Z above, we see that

⋂
iDi has a dense G-orbit

Y ′. We have Y ⊂ Y ′, so any B-divisor of X containing Y ′ also contains Y and hence is one
of the Di. We conclude that the cone CY ′ is also the cone generated by the ϕDi , so that
CY ′ = CY and Y = Y ′ (by Proposition 3.3.24). So Y is dense in

⋂
iDi, which implies that

Y =
⋂
iDi.

Theorem 3.5.6 ([Bri97, Proposition 2.4.1]; cf. [Tim11, Theorem 29.1]). Let X be a toroidal
G-variety, let ∆ ⊂ X be the union of all the colors of X, and let P ⊂ G be the parabolic
subgroup given by

P = {g ∈ G | g ·∆ = ∆}.

(Equivalently, P is the subgroup PX of Lemma 3.2.10.) Let Pu = Ru(P ), and let X◦G be the
open G-orbit of X.

(a) There exists a Levi subgroup M ⊂ P depending only on X◦G and an M-stable closed
subvariety Z ⊂ X \∆ such that the map

Pu × Z → X \∆

given by (p, z) 7→ p · z is a P -equivariant isomorphism.
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(b) The commutator [M,M ] acts trivially on Z, and Z is a toric variety for some quotient
of the torus M/[M,M ].

(c) Every G-orbit of X intersects Z in a single M-orbit. In other words, the map O 7→
O ∩ Z is a bijection between G-orbits of X and M-orbits of Z.

(d) The cones in the colored fan FX are the cones in the fan corresponding to the toric va-
riety Z. More precisely: if FX = {(C1,∅), . . . , (Cn,∅)} is the colored fan corresponding
to X, then the fan corresponding to Z is {C1, . . . , Cn}.

Proof. Since X is toroidal, applying Proposition 3.1.20 to ∆ shows that ∆ is an effective
Cartier divisor and that OX(∆) is generated by global sections. Let σ ∈ Γ(X,OX(∆)) be
the canonical section, so that Xσ = X \ ∆, and then apply the local structure theorem
(Theorem 3.2.2) to Xσ to get statement (a). Note that M is the standard Levi subgroup of
P , and we have

P = PX = {g ∈ G | g ·X◦B = X◦B},

where X◦B is the open B-orbit of X (see Remark 3.2.11). In particular, since X◦B ⊂ X◦G, both
P and M depend only on X◦G.

By Proposition 3.2.3, Z is a spherical M -variety, and the map D 7→ D ∩ Z is a bijection
between the B-divisors of X that intersect X\∆ and the (B∩M)-divisors of Z. By definition
of ∆, the B-divisors intersecting X \∆ are precisely the G-divisors of X, so the intersections
D∩Z are all M -stable (because D and Z are M -stable). Thus, every (B∩M)-divisor of Z is
M -stable, whence (b) follows immediately from Proposition 3.1.19 (applied to the spherical
M -variety Z). These arguments also show that the map D 7→ D∩Z is in this case a bijection
between G-divisors of X and M -divisors of Z. This fact will be useful below.

For (c), we first claim that intersecting with Z induces a bijection on orbit closures. This
follows directly from Lemma 3.5.5 and the fact that the map D 7→ D ∩M is a bijection
DGG,X → DMM,Z , as noted above. Indeed, this bijection implies that the intersections of M -
divisors in Z are the sets of the form (

⋂
iDi) ∩ Z, where the Di are G-divisors of X. But

Lemma 3.5.5 (applied to X) implies that the G-orbit closures are the intersections of G-
divisors, while the same lemma (applied to Z) implies that the M -orbit closures in X are
the intersectsions of M -divisors. Putting this all together yields the claim.

It remains to prove that intersecting with Z induces a bijection on orbits, not just orbit
closures. The main difficulty is to prove that the intersection of any G-orbit with Z is an
M -orbit. If this is true, then one can use this fact plus the bijection on orbit closures above
to prove that the map in (c) is a bijection on orbits. So, let Y be a G-orbit of X. We prove
that Y ∩ Z is an M -orbit of Z by induction on dim(Y ). Write Y0 = Y ∩ (X \∆). Then, we
have dim(Y ) = dim(Y0) and

Y0 = Pu · (Y0 ∩ Z) ∼= Pu × (Y ∩ Z),

from which it follows that the codimension of Y ∩Z in Z is the same as the codimension of Y
in X (here also using the fact that X\∆ ∼= Pu×Z implies that dim(X) = dim(Pu)+dim(Z)).
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This gives us the base case of our induction: if Y is an orbit of minimal dimension, then
Y is closed and hence is an orbit closure; so, the intersection Y ∩ Z is an orbit closure
of minimal dimension in Z, which means Y ∩ Z is a closed orbit. For the inductive step,
given any G-orbit Y , the intersection Y ∩ Z is an orbit closure of Z and hence is a union of
one M -orbit Y ′ of dimension dim(Y ∩ Z) and other M -orbits of strictly smaller dimension
(Proposition 2.1.2). For any of these M -orbits O′ of dimension < dim(Y ∩ Z), the orbit

closure O′ has the form O ∩ Z for some G-orbit O of X by the above claim. Then, O ∩ Z
is an M -orbit (by induction hypothesis) that is dense in O′, so we have O ∩ Z = O′. Note
also that O ∩ Z ⊂ Y ∩ Z implies that

O ⊂ O = Pu(O ∩ Z) ⊂ Pu(Y ∩ Z) = Y .

In summary, Y ∩ Z is a union of one dense M -orbit Y ′ and other M -orbits which are all of
the form O ∩ Z for some G-orbit O ⊂ Y . Since Y does not intersect any other G-orbit of
X, it follows that Y ′ ⊃ Y ∩ Z. On the other hand, Y ∩ Z is M -stable and intersects the
M -orbit Y ′, so we must have Y ′ ⊂ Y ∩ Z and hence Y ′ = Y ∩ Z.

As for (d), by the bijection in statement (c), it will suffice to show that for any G-orbit
Y ⊂ X, the cone CY in the colored cone (CY ,∆Y ) ∈ FX is equal to the cone C corresponding
to the M -orbit Y ∩ Z (in the fan for the toric variety Z). Because X is toroidal, we have
∆Y = ∅, so the extremal rays of CY are generated by the ϕD, where D is a G-divisor
containing Y (Lemma 3.3.17). Similarly, the extremal rays of C are generated by the ϕD′ ,
where D′ is an M -divisor containing Y ∩ Z (Lemma 3.3.7). Using our above arguments
(and the inverse of the map D 7→ D ∩ Z given in Proposition 3.2.3), one can check that
the M -divisors containing Y ∩ Z are precisely the intersections D ∩ Z for any G-divisor D
containing Y . Moreover, for any such G-divisor D, Proposition 3.2.3 implies that ϕD = ϕD∩Z
as elements of N(X) = N(Z). This proves that C = CY (X), as desired.

Remark 3.5.7. In the above theorem, the complement X \∆ intersects every G-orbit of X
(because X is toroidal). Thus, we have G · (X \ ∆) = X. It follows that X is covered by
open subsets (namely, the sets g · (X \ ∆) for g ∈ G) which are isomorphic to Pu × Z for
some toric variety Z. We can thus think of the above theorem as saying that any toroidal
variety X is in some sense “locally toric.”

Even though cones in colored fans need not generally behave like the cones in fans of
toric varieties (see Remark 3.3.23), the cones in the colored fans of toroidal varieties actually
do form a fan. This follows immediately from Theorem 3.5.6d. Alternately, one can check
from the definitions that, given finitely many cones C1, . . . , Cm ⊂ V(X), the set {C1, . . . , Cm}
is a fan if and only if the set {(C1,∅), . . . , (Cm,∅)} is a colored fan. It follows that toroidal
varieties are relatively easy to construct: all we need to do is take a homogeneous spherical
variety G/H and pick a fan F consisting of cones contained in V(G/H). Then, the colored
cones (C,∅) for C ∈ F will actually form a colored fan and hence define an embedding
G/H ↪→ X with X toroidal. In particular, a toroidal embedding of G/H always exists.
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The following proposition does even better: it tells us that for any spherical variety X,
there exists a projective G-equivariant birational morphism X̃ → X with X̃ toroidal. In
particular, not only do toroidal varieties exist, but they are relatively abundant. Thanks to
Luna–Vust theory, the proof is completely combinatorial: we essentially show that we can
“take the colors out” of any given colored fan to make another colored fan.

Proposition 3.5.8 ([Bri97, Proposition 2.4.2], [Kno91, Lemma 5.1]).

(a) Let X be a spherical G-variety. Then, there exists a toroidal G-variety X̃ and a
projective G-equivariant birational morphism π : X̃ → X.

(b) Let G/H be a homogeneous spherical G-variety. There exists an embedding G/H ↪→ X
such that X is toroidal and projective.

Proof. It is possible to prove (a) by a constructing the blow-up of X along some subvariety
of the colors of X. For a proof using this sort of argument, see [Bri97, Proposition 2.4.2].
Alternately, we can avail ourselves of Luna–Vust theory in the following way. Let G/H
be the open G-orbit of X, and let F = FX be the colored fan of X. For any colored
cone (C,∆) ∈ F , we check that (C ∩ V(G/H),∅) is a strictly convex colored cone. First,
C ∩ V(G/H) is a polyhedral cone because both C and V(G/H) are (this follows formally
from the definition of a polyhedral cone as an intersection of finitely many half-spaces —
see [Ful93, Section 1.2, Property (9)]). This implies that C ∩V(G/H) is generated as a cone
by finitely many elements of V(G/H). Moreover, the interior of C ∩ V(G/H) is contained
in V(G/H), so the pair (C ∩ V(G/H),∅) is a colored cone. Finally, C ∩ V(G/H) is strictly
convex because C is.

Now, we define a set of colored cones F̃ by taking every face of the colored cone (C ∩
V(G/H),∅) for all (C,∆) ∈ F . Note that every element of F̃ has the form (C,∅) (because
it is the face of a colored cone having this form). Moreover, F̃ contains every face of each
of its elements by definition, and for every v ∈ V(G/H), there is at most one colored cone
(C̃,∅) ∈ F̃ with v ∈ C̃◦ (because the same is true of F ). Thus, F̃ is a strictly convex
colored fan and so defines an embedding G/H ↪→ X̃ with X̃ toroidal. Moreover, for every
(C̃,∅) ∈ F̃ , there is by definition some (C,∆) ∈ F such that C̃ ⊂ C. It follows that the
identity map G/H → G/H maps F̃ into F , so it extends to a G-equivariant morphism

π : X̃ → X.

Note that π is birational because it is an extension of the identity map on G/H. Moreover,
we have Supp(F ) = Supp(F̃ ) by construction of F̃ , so π is proper by Theorem 3.3.28.

It remains to show that we can choose π to be quasi-projective as well (hence pro-
jective). This is essentially an application of the “equivariant Chow lemma” of Sumihiro
(Theorem 2.6.14). More precisely, that theorem gives us a G-equivariant projective bira-
tional morphism π′ : X̃ ′ → X̃ with X̃ ′ quasi-projective. Recall that the normalization of X̃ ′

is G-equivariantly birational to X̃ ′ and is quasi-projective because the normalization mor-
phism is finite (see Lemma 2.6.15). Thus, after replacing X̃ ′ by its normalization, we may
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assume that X̃ ′ is normal. Since π′ is G-equivariant and birational, X̃ ′ is a spherical variety
with open orbit G/H, and π′ is an extension of the identity morphism G/H → G/H. By
Theorem 3.3.28, this means that π′ maps the colored fan F̃ ′ of X̃ ′ to F̃ . It follows that no
colored cone in F̃ ′ has any colors (because the same is true of F̃ ), so that X̃ ′ is toroidal.
Finally, the composition π ◦π′ is G-equivariant, birational, and proper because π and π′ are,
and it is quasi-projective because X̃ ′ is (any ample line bundle on X̃’ is (π ◦ π′)-ample). So,
π ◦ π′ is projective. Thus, we may replace π by π ◦ π′ and so take π to be projective. This
choice of π satisfies (a).

As for (b), there again exists a proof by an explicit, geometric construction; see [Kno91,
Lemma 5.1]. Alternately, we can deduce (b) from (a) in the following way. Since G/H is
quasi-projective and normal, Theorem 2.6.12 gives us a G-equivariant immersion G/H ↪→
P(M) for some finite-dimensional G-module M . Let X be the normalization of the closure
of G/H in P(M). Then, X is a spherical variety, and since G/H is contained in the smooth
locus of X, we have an open immersion G/H ↪→ X. Let π : X̃ → X be the morphism given
by applying (a) to X. Then, X̃ is a toroidal variety and is projective (because X is projective
by construction and π is projective). Moreover, since π is G-equivariant and birational, it is
an isomorphism on open G-orbits, so the open G-orbit of X̃ is G/H. Thus, X̃ is the desired
variety.

In Theorem 3.5.6, we applied the local structure theorem to the complement of all colors
of X, instead of to the sets XB,Y that one typically uses for the local structure theorem on
spherical varieties. However, all of the arguments in the proof of that theorem apply just as
well to XB,Y (which we can apply the local structure theorem to by Theorem 3.2.7a). Thus,
repeating essentially the same proof (but with XB,Y in place of X \∆ in that theorem), we
obtain the following theorem.

Theorem 3.5.9. Let X be a toroidal variety, let Y ⊂ X be a G-orbit, and let P , M and Z
be as in the application of the local structure theorem to the set XB,Y (see Theorem 3.2.2).
Then, Z is an affine toric variety for a quotient of M , and the cone corresponding to Z is
CY .

In the theory of toric varieties, there is a standard procedure for constructing a resolution
of singularities by “subdividing” cones in a fan. (For details on this technique of subdividing
cones, see [Ful93, Section 2.6], which gives examples and exercises that lead up to a proof,
or [Oda88, Corollary 1.18 and following discussion], which gives a formal statement and ref-
erences to proofs.) Since toroidal varieties are in some sense “locally toric” and their colored
fans determine fans, we can apply the same subdivision procedure to obtain resolutions of
singularities for toroidal varieties. The precise statement is as follows.

Theorem 3.5.10. Let X be a toroidal variety.

(a) The variety X is smooth if and only if for every colored cone (C,∅) ∈ FX , the cone C
is generated by a part of a basis for the lattice HomZ(Λ(X),Z) ⊂ N(X).
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(b) There exists a toroidal resolution of singularities of X. In other words, there exists a
smooth toroidal variety X and proper G-equivariant birational morphism π : X̃ → X.

Proof. For (a), we note that the sets G · XB,Y cover X. So, X is smooth if and only if
G · XB,Y is smooth for all G-orbits Y , or equivalently, if and only if XB,Y is smooth. The
local structure theorem gives us

XB,Y
∼= Ru(P )× Z,

where Z is an affine toric variety whose corresponding cone is CY (see Theorem 3.5.9). Since
Ru(P ) is smooth, we see that XB,Y is smooth if and only if Z is smooth, and it is a standard
fact about affine toric varieties (see e.g. [Ful93, Section 2.1, Proposition 1]) that Z is smooth
if and only if the corresponding cone CY is generated by a part of a basis for the lattice in
N(X) dual to Λ(X). This gives us (a).

As for (b), we note that X is toroidal, so the cones in the colored fan FX define a fan F
in the sense of toric varieties. As mentioned above, the theory of toric varieties provides a
way to subdivide each cone in F into a union of cones, each of which is generated by a part of
a basis for the lattice HomZ(Λ(X),Z). This is how one typically demonstrates the existence
of a resolution of singularities for toric varieties. For our purposes, such a subdivision will
define a new fan F̃ consisting of cones contained in V(G/H), and we can then define a new
colored fan F̃ by

F̃ = {(C,∅) | C ∈ F̃}.

The colored fan F̃ defines a toroidal variety X̃ whose open G-orbit is the same as the open
G-orbit of X. Since F̃ was obtained by subdividing cones in F , every cone in the colored
fan F̃ is contained in a cone in FX , and we have Supp(F ) = Supp(F̃ ). So, Theorem 3.3.28
gives us a proper G-equivariant morphism X̃ → X which is the identity on open G-orbits.
Finally, we note that by (a) and the construction of the fan F , the toroidal variety X̃ is
smooth.

3.5.b Sober Subgroups and Standard Embeddings

Corollary 3.4.10 tells us that the valuation cone V(G/H) is strictly convex if and only if
H has finite index in its normalizer NG(H). When this is the case, there is a particularly
spherical variety that we can consider.

Definition 3.5.11. Let H ⊂ G be a spherical subgroup.

1. We say that H is sober if the group NG(H)/H is finite (equivalently, if H has finite
index in NG(H)).

2. If H is sober, we define the standard embedding (or canonical embedding) of G/H to be
the embedding G/H ↪→ X defined by the colored fan {(V(G/H),∅)} (which is strictly
convex because V(G/H) is, see Corollary 3.4.10).
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Since we are working with the normalizer NG(H), we will need a few technical algebraic
statements about the interaction of NG(H) and the Borel subgroup B.

Lemma 3.5.12 ([Bri97, Theorem 4.3(iii)], [Tim11, Lemma 30.2]). Let H ⊂ G be a spherical
subgroup.

(a) There exists a choice of Borel subgroup B such that the set

BH = {bh | b ∈ B, h ∈ H}

is open in G.

(b) Consider the action of NG(H)/H on G/H defined by nH ∗gH = gnH. For any choice
of B as in (a), the natural action of NG(H)/H on G/H fixes the open B-orbit.

(c) For any intermediate subgroup H ⊆ H ′ ⊆ NG(H), we have NG(H ′) = NG(H). In
particular, NG(NG(H)) = NG(H).

Proof. For any Borel subgroup B ⊂ G, the set BH is open in G if and only if the open
B-orbit of G/H is the orbit containing the coset H. So, pick any Borel subgroup B, let gH
is be any coset in the open B-orbit of G/H, and define B′ = g−1Bg. One can check that
if O is the open B-orbit of G/H, then g−1O is the open B′-orbit of G/H. In particular,
H ∈ g−1O, so B′H is open in G. This proves (a).

For (b), the open B-orbit in G/H is the image of BH under the quotient map. Thus, it
suffices to show that the normalizer NG(H) fixes the subgroup BH ⊂ G under the action
given by multiplication on the right. For this, we follow part of the proof of [Bri97, Theorem
4.3(iii)]. For any g ∈ NG(H), the set BHg is an open subset of G and so intersects BH.
On the other hand, we have BHg = BgH, so BgH intersects BH. Thus, there exist some
b1, b2 ∈ B and h1, h2 ∈ H such that b1gh1 = b2h2. This gives us g = b−1

1 b2h2h
−1
1 ∈ BH and

hence BHg = BgH = BH.
The proof of (c) is slightly more technical; see [Tim11, Lemma 30.2] for details.

When it exists, the standard embedding enjoys many nice properties.

Lemma 3.5.13. Let H ⊂ G be a sober subgroup, and let i : G/H ↪→ X be the standard
embedding.

(a) The standard embedding is the unique (up to G-isomorphism) complete embedding of
G/H that is both simple and toroidal. Moreover, the standard embedding exists (i.e. H
is sober) if and only if there exists a simple complete embedding of G/H.

(b) The standard embedding is the “maximal” simple completion, i.e. it satisfies the follow-
ing universal property: for any embedding G/H ↪→ X ′ with X ′ simple and complete,
there exists a unique birational G-equivariant morphism X → X ′ which extends the
identity map on G/H.
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(c) The standard embedding is the “minimal” toroidal completion, i.e. it satisfies the follow-
ing universal property: for any embedding G/H ↪→ X ′ with X ′ toroidal and complete,
there exists a unique birational G-equivariant morphism X ′ → X which extends the
identity map on G/H.

(d) The standard embedding X is smooth if and only if the spherical roots ΨG,X form a
basis for the lattice Λ(X).

Proof. First, note that any embedding of G/H is simple if and only if it is given by a colored
fan consisting of a single colored cone, and it is toroidal if and only if this colored cone has
the form (C,∅) with C ⊂ V(G/H). By Theorem 3.3.28, the embedding is then complete if
and only if V(G/H) = C, i.e. if and only if the embedding is the standard embedding. If
the standard embedding exists, it is a simple complete embedding. Conversely, if a simple
complete embedding exists and is given by a colored cone (C,∆), then Theorem 3.3.28 gives
us V(G/H) ⊂ C. So, V(G/H) is strictly convex because C is, and this implies that the
standard embedding exists. This proves (a).

Next, let G/H ↪→ X ′ be any embedding with X ′ complete. Suppose that X ′ is simple,
and let (C,∆) be the corresponding colored cone. Since X is complete, Theorem 3.3.28
implies that V(G/H) ⊂ C, and the same theorem then gives us a morphism of G-varieties
f : X → X ′ extending the identity morphism on G/H. If X ′ is toroidal instead of simple,
then let F be the corresponding colored fan. For every colored cone (C,∆) ∈ F , we have
∆ = ∅ and hence C ⊂ V(G/H). So, the identity map on G/H maps F into the colored fan
{(V(G/H),∅)} defining the standard embedding, and Theorem 3.3.28 gives us a morphism
of G-varieties f : X ′ → X extending the identity morphism on G/H. In both the simple and
toroidal cases, the morphism f is birational (since it extends the identity map G/H → G/H),
and f is unique because it is determined by its restriction to G/H (see [Har80, Chapter II,
Exericse 4.2]). This proves (b) and (c).

For (d), Theorem 3.5.10 tells us that X is smooth if and only if the cone V(X) is generated
by a part of a basis for the dual lattice Λ(X)∨ = HomZ(Λ(X),Z). This in turn holds if and
only if −V(X)∨ is generated by a part of a basis for Λ(X) (this follows from a standard
procedure for computing generators of the dual cone, see [Ful93, Section 1.2, Property (8)]).
The spherical roots ΨG,X are the unique set of minimal generators of −V(X)∨ which are
indivisible elements of the lattice Λ(X), so −V(X)∨ is generated by part of a basis for Λ(X)
if and only if the ΨG,X are part of a basis for Λ(X). Finally, we note that since X is the
standard embedding, V(X) must be strictly convex, so its dual cone is full-dimensional (see
e.g. [Ful93, Section 1.2, Property (13)]). It follows that ΨG,X is part of a basis for Λ(G/H)
if and only if it is a basis for Λ(G/H).

Remark 3.5.14. The set of spherical roots ΨG,X is always linearly independent in Λ(X)Q
(see Remark 3.4.7), and by our arguments for part (d) in the above proof, ΨG,X spans
Λ(X)Q when X is the standard embedding. So, in part (d) of the above lemma, we already
know that ΨG,X is a basis for the vector space Λ(X)Q. The question of smoothness of the
standard embedding X is thus a question of whether this basis for Λ(X)Q generates the
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lattice Λ(X). In equations: we necessarily have ΨG,X ⊂ Λ(X) ⊂ QΨG,X ; the question is
whether Λ(X) = ZΨG,X .

We will primarily be interested in the case where the standard embedding is smooth.
However, it is very difficult to find interesting conditions which are sufficient for the standard
embedding to be smooth. There is one main condition which is known to be sufficient,
thanks to a result of Knop. The setup is as follows. Let H ⊂ G be a spherical subgroup. By
Lemma 3.5.12, we may pick the Borel subgroup B such that the natural action of NG(H)/H
on G/H fixes the open B-orbit of G/H. It follows that NG(H)/H permutes the colors of
G/H, so we have an action of NG(H)/H on the set of colors ∆(G/H). Knop’s result says
that the standard embedding is smooth when this action is particularly nice.

Theorem 3.5.15 ([Kno96, Corollaries 7.2, 7.6]). Let G/H be a homogeneous spherical G-
variety. If NG(H)/H acts effectively on ∆(G/H) (i.e. if the only element of NG(H)/H that
fixes every color is the identity), then the standard embedding of G/H exists and is smooth.
In particular, if NG(H) = H, then the standard embedding of G/H exists and is smooth.

Remark 3.5.16. Note that since the set ∆(G/H) is finite, the assumption that NG(H)/H
acts effectively on ∆(G/H) forces NG(H)/H to be finite, so the standard embedding must
exist. The deep part of the above theorem is not that the standard embedding is actually
smooth (which Knop proves by using the criterion of Theorem 3.5.10).

In light of the above theorem, we make the following definition.

Definition 3.5.17. Let H ⊂ G be a spherical subgroup.

1. We say that H is very sober (or spherically closed) if NG(H)/H acts on ∆(G/H)
effectively. (This in particular implies that H is sober, see Remark 3.5.16 above.)

2. We define the very sober hull (or the spherical closure) of H, denoted H, to be the
subgroup of NG(H) consisting of all elements whose images in NG(H)/H act trivially
on ∆(G/H).

Note that H ⊂ H by definition, and Lemma 3.5.12 tells us that NG(H) = NG(H). It
follows that NG(H)/H does act effectively on ∆(G/H). In particular, the very sober hull
H is indeed very sober, so by Theorem 3.5.15, the standard embedding of G/H exists and
is smooth. Moreover, most of the interesting combinatorial invariants of G/H are preserved
when passing to G/H (see [Lun01, Sections 6.1 and 7.1]). Thus, one can sometimes pass
from G/H to G/H in order to reduce questions about homogeneous spherical varieties to
the case where the standard embedding is smooth.

It turns out that the standard embedding has especially nice geometric properties when
it is smooth. In fact, the smooth standard embeddings of homogeneous spherical varieties
are precisely the so-called wonderful varieties, which are the next “nice” type of spherical
variety that we will discuss.
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3.5.c Wonderful Varieties

Definition 3.5.18. We say that a G-variety X is wonderful if the following properties hold.

1. X is smooth and proper over k.

2. X contains an open G-orbit X◦G, and if X1, . . . , Xr are the irreducible components of
X \X◦G, then the Xi are smooth and have normal crossings, and

⋂
iXi 6= ∅.

3. For all x, y ∈ X, we have Gx = Gy if and only if

{i | x ∈ Xi} = {j | y ∈ Xj}.

In this case, the integer r is called the rank of the wonderful variety X.

Remark 3.5.19. It follows immediately from the above definition that if X is wonderful,
the G-orbits of X are precisely the subsets of the form⋂

i∈I

Xi \
⋃
i 6∈I

Xi

for any subset I ⊂ {1, . . . , r} (where we take the convention that the empty intersection is
X, so that we get X◦G when I = ∅.) In particular, a wonderful variety of rank r has exactly
2r G-orbits and is simple (the unique closed orbit is

⋂
iXi).

Example 3.5.20. Let X = P1 × P1, with the action of G = SL2 from Example 3.1.16. We
saw in that example that the two colors of X are

D1 = P1 × {[1 : 0]}, and D2 = {[1 : 0]} × P1,

and the two G-orbits of X are the diagonal ∆ and its complement X◦G. Note that X is
smooth and complete. Moreover, ∆ is the unique irreducible component of X \X◦G, and ∆ is
also the unique G-orbit of X besides the open orbit X◦G. It follows from the definition that
X is a wonderful variety of rank 1.

Compare this to some other properties of X that we are already familiar with. First of
all, we saw in Example 3.1.16 that Λ(X) = Z · α1, where α1 is the unique simple root of G.
In particular, the rank of X (as a G-variety) is 1, which is the same as the rank of X as a
wonderful variety. Moreover, neither of the G-orbits of X is contained in D1 or D2, so X is
a toroidal variety. Also, the unique closed G-orbit of X is ∆, so X is simple, and X is also
complete. Thus, X is the standard embedding of its open G-orbit (see Lemma 3.5.13), and
this embedding is smooth.

The above example gives us one wonderful variety that is also a smooth standard em-
bedding. Remarkably, it turns out that the wonderful G-varieties are precisely the standard
embeddings of homogeneous spherical G-varieties that are smooth. Thus, the definition of
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a wonderful variety, which depends only on the structure of G-orbits, actually characterizes
all the nice properties of smooth standard embeddings.

The proof of this fact largely revolves around the local structure theorem. The key
difficulty is to prove that a wonderful variety is even spherical to begin with. This was first
proven by Luna in [Lun96].

Theorem 3.5.21 ([Lun96]; see also [Pez10, Proposition 3.3.1], [Tim11, Theorem 30.15]).
Let X be a G-variety. The following are equivalent.

(i) X is a wonderful G-variety.

(ii) X is a spherical G-variety, X is the standard embedding of its open G-orbit, and X is
smooth.

Moreover, if these conditions are satisfied, then the rank of X as a wonderful variety is equal
to the rank r(X) of X as a G-variety.

Proof. Suppose that (ii) holds, and let G/H be the open G-orbit of X. Then, X is toroidal,
so by Theorem 3.5.6a, we obtain an isomorphism of P -varieties Pu × Z

∼→ X \ ∆ (with
notation as in the theorem). The same theorem (along with Proposition 3.2.3) tells us that
Z is a smooth toric variety for a quotient T ′ of M , and the corresponding fan has only one
cone, namely V(G/H). Because this fan contains only one cone, Z is affine. Moreover, it is
a standard fact from the theory of toric varieties (see e.g. [Ful93, Section 2.1, Proposition 1])
that the only smooth affine toric varieties are Ar ×Gn−r

m , with the action of the torus given
by the natural action of Gn

m ⊂ Ar × Gn−r
m , and that the cone corresponding to Ar × Gn−r

m

has dimension r . By Theorem 3.4.1, the cone V(G/H) is full-dimensional in N(G/H), so
we have Z ∼= Ar

k, where r = r(X) = dim(N(G/H)) is the rank of X.
Now, pick coordinates Z ∼= Spec(k[x1, . . . , xr]). The irreducible components of the

complement of the dense T ′-orbit Z◦ ⊂ Z are precisely the vanishing loci Zi of xi for
i ∈ {1, . . . , r}. These are smooth and have normal crossings, and ∩iZi 6= ∅. Moreover, the
T ′-orbits (hence also the M -orbits) of Z are the sets of the form

ZI =
⋂
i∈I

Zi \
⋃
i 6∈I

Zi

for any subset I ⊂ {1, . . . , r}. Thus, Z satisfies conditions 2 and 3 in the definition of a
wonderful variety (Definition 3.5.18). On the other hand, by Proposition 3.2.3, the map
D 7→ D ∩ Z is a bijection between T -divisors of Z and B-divisors of X intersecting X \∆
(which are precisely the G-divisors of X by definition of ∆), and by Theorem 3.5.6, the map
Y 7→ Y ∩ Z is a bijection between G-orbits of X and M -orbits of Y . Using these bijections
and the fact that every G-orbit of X intersects Z (by definition of ∆), one can prove that X
satisfies conditions 2 and 3 in the definition of a wonderful variety because Z does. Since X
is smooth and proper by assumption, this implies that X is a wonderful variety. Moreover,
the irreducible components of the complement of the open G-orbit of X are the G-divisors of
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X (Lemma 3.1.17), and as noted above, these are in bijection with the Zi. Since the number
of Zi is r = r(X), we conclude that the rank of X as a wonderful variety is equal to r(X).
This proves that (ii) ⇒ (i), and it also proves the desired equality on ranks.

Conversely, suppose that X is a wonderful variety. We omit the proof that X is spherical,
which is by far the most technical part of the proof. The strategy is to assume that X is
wonderful but not spherical, reduce first to the case where X is wonderful of rank 2 and then
to the case where G = SL2, and finally to prove that there cannot exist a wonderful variety
which is not spherical in this case. For details, see [Lun96] or [Tim11, Theorem 30.15] (which
uses the same strategy but gives a different argument than the original proof in [Lun96]).

In short, X is spherical by [Lun96]. Also, the definition of a wonderful variety implies
that X is smooth, complete, and simple. In light of Lemma 3.5.13a, it remains to prove that
X is toroidal. In [Pez10, Proposition 3.3.1], Pezzini gives an argument for this that involves
the combinatorics of Luna–Vust theory. However, we were unable to verify this combinatorial
argument. So, we provide another approach, which hinges on the local structure theorem and
one combinatorial fact about smooth spherical varieties. For an alternative, more geometric
approach, see [Tim11, Theorem 30.15].

Let r be the rank of the wonderful variety X. We claim that r(X) ≤ r. For this, let
Y ⊂ X be the unique closed G-orbit. Since X (hence also Y ) is complete, Y has a unique
B−-fixed point y (see Lemma 2.1.3). With P , M , and Z as in the local structure theorem
(Theorem 3.2.2) applied to XB,Y , we have Y ∩ Z = {y} by Lemma 3.2.9. Since XB,Y

∼=
Ru(P )×Z and Y ∩XB,Y is a B-orbit (Theorem 3.2.7), we see that Y ∩XB,Y

∼= Ru(P )×(Y ∩Z)
and hence that

dim(Y ) = dim(Y ∩XB,Y ) = dim(Ru(P )) + dim(Y ∩ Z) = dim(Ru(P )).

On the other hand, Y is the intersection of the r G-divisors of X, and these have simple
normal crossings, so dim(Y ) = dim(X)− r. The fact that XB,Y

∼= Ru(P )× Z then gives us

dim(X) = dim(XB,Y ) = dim(Ru(P )) + dim(Z)

= dim(Y ) + dim(Z)

= dim(X)− r + dim(Z),

which implies that dim(Z) = r. Moreover, we have r(Z) ≤ dim(Z) by Lemma 3.2.10 and
r(Z) = r(X) by Proposition 3.2.3. Putting this all together gives us

r(X) = r(Z) ≤ dim(Z) = r,

as desired.
Now, consider the set DY ⊂ DG,X consisting of B-divisors containing Y . Since every

G-divisor contains a G-orbit, all r G-divisors of X are contained in DY . On the other hand,
since X is smooth, Proposition 3.7.9 below implies that the valuations ϕD for D ∈ DY
form part of a basis for the dual lattice Λ(X)∨. Since Λ(X)∨ has rank r(X) ≤ r, this is
only possible if r(X) = r and the G-divisors of X are the only elements of DY . In other
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words, no color of X lies in DY , which implies that X is toroidal. This completes the proof.
We remark that, although Proposition 3.7.9 does not come until Section 3.7, nothing in that
section hinges on anything related to wonderful varieties (or indeed on any material appearing
after Section 3.4). Thus, there is nothing circular about our use of Proposition 3.7.9 in this
proof.

Wonderful varieties are generally the nicest of all spherical varieties. As a result, the local
structure theorem gives us particularly strong statements when we apply it to wonderful
varieties. The following theorem gives a few such statements.

Theorem 3.5.22. Let X be a wonderful variety of rank r, let X◦B ⊂ X be the open B-orbit,
and set

P = {g ∈ G | gX◦B = X◦B}.
Let P− be the opposite parabolic subgroup to P containing T , and let M = P ∩ P−. Let
Y ⊂ X be the unique closed G-orbit, and let y ∈ Y be the unique B−-fixed point.

(a) There exists some M-stable closed subvariety Z ⊂ XB,Y such that the map

Pu × Z → XB,Y

given by (p, z) 7→ pz is a P -equivariant isomorphism. Moreover, Z ∩ Y = {y} is the
unique closed M-orbit of Z, and GXB,Y = X.

(b) If M0 is the stabilizer of a point in the open M-orbit of Z, then M/M0
∼= Gr

m, and we
have Z ∼= Ar

k as Gr
m-varieties.

(c) Because Y and Z are T -stable and T fixes y, the torus T acts on TyZ and on the
quotient TyX/TyY . Moreover, we have an isomorphism of T -modules

TyZ ∼= TyX/TyY.

(d) The spherical roots of X are the T -weights of TX/TyY , and they form a basis for the
lattice Λ(X).

Proof. Statement (a) is essentially a combination of general facts about the local structure
theorem: see Theorem 3.2.2, Theorem 3.2.7, and Lemma 3.2.9. By Theorem 3.5.9, the
variety Z is an affine toric variety for some quotient T ′ of M , and the cone corresponding to
this variety is the cone CY . By arguing as in the proof of Theorem 3.5.21 above, we get that
T ′ ∼= Gr

m and that Z ∼= Ar
k as Gr

m-varieties. To obtain (b) from this, we need only note that
T ′ ⊂ Z is the open T ′-orbit (which is also the open M -orbit), so T ′ must be the quotient
M/M0, where M0 is the stabilizer of any point in the open M -orbit of Z.

As noted above, the cone corresponding to the toric variety Z is CY . Since X is the
standard embedding of its open G-orbit, we have CY = V(X). So, the construction of an
affine toric variety from its cone tells us that

Z ∼= Spec(k[z1, . . . , zr]),
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where the weights of the T -eigenvectors zi are precisely the set of indivisible elements of Λ(X)
that are minimal generators of the cone −V(X)∨ (see Example 3.3.4 and the surrounding
discussion). In other words, the weights of the zi are the spherical roots of X. Since y is fixed
by T , we see that y = 0 under the isomorphism Z ∼= Ar

k. The tangent space TyZ ∼= T0Ar
k is

a k–vector space with basis given by the dzi, and the T -module structure on TyZ is given by

t · dzi = d(t · zi) = d(γi(t)zi) = γi(t)dzi,

where γi ∈ X (T ) is the weight of zi. It follows that the only T -eigenvectors in TyZ are scalar
multiples of the dzi, and these have the same weights as the zi. Thus, the T -weights of TyZ
are precisely the spherical roots of X. Moreover, since X is the standard embedding of its
open G-orbit and is smooth, the spherical roots form a basis for Λ(X) by Lemma 3.5.13.
(Alternately, one can check this by an explict computation involving the cones associated to
the toric variety Ar

k
∼= Z.) Statement (d) follows immediately from these facts along with

(c).
It remains to prove (c). By (a), we have Y ∩Z = {y}, so the isomorphism XB,Y

∼= Pu×Z
identifies Y ∩XB,Y with Pu×{y} and identifies Z with {e}×Z. It follows that the tangent
spaces TyY and TyZ are T -submodules of the tangent space TyX ∼= Ty(Pu×Z) that intersect
only in 0 (this is a general fact about the tangent space of the fiber product Pu×Z). Thus,
it will suffice to prove that

dim(TyX) = dim(TyY ) + dim(TyZ). (3.5.1)

If this equation holds, then we have TyX = TyY ⊕ TyZ, and statement (c) follows. To prove
(3.5.1), note that Y ∩XB,Y is a B-orbit (Theorem 3.2.7), so we have

Y ∩XB,Y
∼= Pu × (Y ∩ Z) = Pu × {y}.

It follows that dim(Y ) = dim(Y ∩XB,Y ) = dim(Pu). On the other hand, the isomorphism
XB,Y

∼= Pu × Z gives us

dim(X) = dim(XB,Y ) = dim(Pu) + dim(Z) = dim(Y ) + dim(Z).

Since X, Y , and Z are all smooth, this equation implies (3.5.1).

3.5.d Classifications of Some “Nice” Spherical Varieties

Before we turn to the general classification of homogeneous spherical varieties in the next
section, we briefly discuss a few classifications of “nice” types of spherical varieties that can
be done more easily. These classifications all involve considering varieties of low rank, which
greatly restricts the possible varieties. Some of these classifications also play a key role in
the proof of the the classification of homogeneous spherical varieties.

First, we consider spherical varieties of rank 0. Note that if r(G/H) = 0, then Λ(G/H) =
0, so for any embedding G/H ↪→ X, we have ϕD = 0 for every B-divisor D of X. In partic-
ular, if D is a G-divisor, then D agrees with the trivial valuation (which is also G-invariant)
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on all B-eigenvectors. It follows that vD is the trivial valuation (see Corollary 3.1.14), which
is absurd. So, X cannot have any G-divisors. Thus, the image of G/H ↪→ X is surjective
(see Lemma 3.1.17), so we have X = G/H. In other words, every spherical variety of rank
0 is homogeneous.

Which homogeneous spherical varieties have rank 0 is determined by the following propo-
sition. The proof is quite general and involves only the theory of reductive groups; in par-
ticular, the statement of the proposition holds in arbitrary characteristic.

Proposition 3.5.23 ([Tim11, Proposition 10.1]). Let H ⊂ G be any subgroup. Then,
r(G/H) = 0 if and only if H is parabolic, i.e. if and only if G/H is projective.

Notice that for any parabolic subgroup P ⊂ G, the quotient G/P is a spherical variety:
indeed, any quotient of G is smooth, any parabolic subgroup contains some Borel subgroup
B ⊂ P , and since B−P ⊃ B−B is an dense subset of G, it follows that the opposite Borel
subgroup B− has a dense orbit in G/P . Thus, we have completely classified the rank-0
spherical varieties: they are all homogeneous, smooth, and projective, and they are precisely
the varieties of the form G/P for some parabolic subgroup P ⊂ G.

Next, we consider spherical varieties of rank 1. Luna–Vust theory reduces the classifi-
cation of all spherical varieties to the homogeneous case. Moreover, for any homogeneous
spherical variety G/H of rank 1, we have N(G/H) ∼= Q. Since the valuation cone V(G/H)
is a full-dimensional cone in N(G/H), there are only a few possibilities for V(G/H).

1. V(G/H) is the single ray Q≥0 or Q≤0 inN(G/H) ∼= Q. In particular, V(G/H) is strictly
convex, so the standard embedding G/H ↪→ X exists. Moreover, some generator for
the cone V(G/H) necessarily generates the lattice Λ(G/H) ∼= Z (this is a nice quirk of
the rank-1 case), so Theorem 3.5.10 implies that X is smooth and hence is a wonderful
variety.

2. V(G/H) is all of N(G/H), i.e. G/H is horospherical.

In short, we just need to classify G/H in the case where a (rank-1) wonderful embedding
G/H ↪→ X exists and the case where G/H is horospherical. The classifications of both cases
were accomplished by Akhiezer [Akh83] in an analytic setting and by Brion [Bri89b] in an
algebraic setting. We refer the interested reader also to [Tim11, Section 30.8] for a more
detailed discussion of this classification.

For our purposes, the more interesting part of this classification is the case where a
wonderful embedding G/H ↪→ X exists. Since every homogeneous spherical variety has at
most one wonderful embedding (namely, the standard embedding, when this is smooth), this
part of the classification boils down to a classification of all rank-1 wonderful varieties. It
turns out that every such wonderful variety arises from the so-called prime (or primitive)
rank-1 wonderful varieties via some standard constructions. There are only 15 prime rank-1
wonderful varieties; they can be listed out explicitly, and all their standard combinatorial
invariants can be computed. (See [Was96, Section 2 and Table 1] for details and a list of
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combinatorial invariants, or [Tim11, Table 30.1] for explicit constructions of the wonderful
varieties in question.)

In a similar way, rank-2 wonderful varieties are all induced by the same standard op-
erations from so-called prime rank-2 wonderful varieties. Thus, the classification of rank-2
wonderful varieties reduces to the case of prime rank-2 wonderul varieties, which were clas-
sified by Wasserman [Was96]. In particular, we refer the reader to [Was96, Tables A-G] for
a full list of all prime rank-2 wonderful varieties and their combinatorial invariants.

Unlike in the rank-1 case, Wasserman’s classification does not yield a classification of all
rank-2 spherical varieties. However, these classifications of wonderful varieties of rank ≤ 2
play a crucial role in developing and proving the classification of all homogeneous spherical
varieties, which is our next topic of discussion.

3.6 The Classification of Homogeneous Spherical

Varieties

In this section, we develop the combinatorial invariants needed to classify homogeneous
spherical varieties. We then briefly discuss the proof that these invariants classify homoge-
neous spherical varieties up to G-equivariant isomorphism. Combined with the classification
of G-equivariant open embeddings G/H ↪→ X provided by Luna–Vust theory (see Section 3.3
above), this completely classifies all spherical varieties up to G-equivariant isomorphism.

Throughout this section, we largely omit proofs, both because they become increasingly
technical and because the statements themselves will be more useful to us than their proofs.
Instead, we briefly discuss the ideas behind the proofs and then give references to more
rigorous presentations in the literature.

3.6.a Localizations at Sets of Simple Roots

In order to understand the combinatorial invariants needed to classify homogeneous spherical
varieties, we first require an important construction called the localization of a spherical
variety X at a set I ⊂ ΠG of simple roots of G. The main significance of this construction is
that we can often use it to reduce to the case where G has ≤ 2 simple roots. In such a case,
the lattice ΛG has rank 2, so any spherical G-variety has rank at most 2. Combined with
certain classifications of spherical varieties in low rank (see Section 3.5.d), this will allow us
to greatly constraint certain behavior of combinatorial invariants on spherical varieties. Our
discussion of the localization at simple roots will be brief; we refer the reader to [Kno14a,
Section 4] for a more thorough and rigorous treatment (see also [Per18, Section 3.5.1] and
[Tim11, Section 30.9]).

Recall from Section 2.2.d that for any dominant one-parameter subgroup λ : Gm → T , we
can use limits to describe a parabolic subgroup Pλ containing B, a Levi subgroup Mλ ⊂ Pλ
containing T , the unipotent radical Uλ = Ru(Pλ), and the opposite parabolic subgroup
P−λ = Pλ−1 . For the current construction, we wish to decompose a G-variety X in a nice
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way using limits of the form limt→0 λ(t)x for x ∈ X. We can do this in the following way.
Let X be a complete normal G-variety, and let Gm act on X via its image under λ. For any
connected component Y of the set XGm of Gm-fixed points, we define

XY = {x ∈ X | lim
t→0

λ(t)x ∈ Y }.

Note that since X is complete, the limit limt→0 λ(t)x always exists. Moreover, this limit
always lies in XGm , because one can check by definition of the limit that for any t′ ∈ Gm,
we have

λ(t′) · lim
t→0

λ(t)x = lim
t→0

λ(t′)λ(t)x = lim
t→0

λ(t′t)x = lim
t→0

λ(t)x.

It follows that
X =

⊔
Y

XY ,

where the union is over all the connected components Y of XGm . This disjoint union is
called the Bia lynicki-Birula decomposition of X, and the XY are called the cells of the
decomposition.

In general, the cells XY will not always be well-behaved. However, because X is normal,
there will always be one choice of Y such that XY is nice. The following theorem makes this
statement precise.

Theorem 3.6.1 ([Kno14a, Proposition 4.1, Lemmas 4.2 and 4.3]). Let X be a complete
normal G-variety, and let λ : Gm → T be a one-parameter subgroup. There exists a unique
connected component S ⊂ XGm such that XS is an open subset of X. Moreover, the following
hold.

(a) The cell XS is a Pλ-stable subset of X, and P−λ acts trivially on XS.

(b) The map x 7→ limt→0 λ(t)x defines an Mλ-equivariant morphism

πS : XS → S,

and for any u ∈ Ru(Pλ) and any x ∈ XS, we have πS(u · x) = πS(x).

(c) The morphism πS is affine and is a categorical quotient by Gm, and general fibers of
πS are irreducible. In particular, S is a normal variety.

Definition 3.6.2. With X and λ as Theorem 3.6.1 above, we call S the source of X, and
we call XS The big cell of the Bia lynicki-Birula decomposition for X.

Our intuition for the big cell XS is that the map πS : XS → S acts as a sort of “retraction”
morphism from the open subset XS ⊂ X to the subvariety S of X. Our hope is to use this
construction to reduce from considering X to considering the smaller variety S. In order to
do this, we first need to understand the combinatorial invariants on S in terms of those on
X.

To begin, we note that S is spherical (resp. toroidal) whenever X is, so we really can
consider our usual combinatorial invariants on S.
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Proposition 3.6.3 (cf. [Kno14a, Proposition 4.5]). Let X be a complete normal G-variety,
let λ : Gm → T be a one-parameter subgroup, and let S ⊂ XGm be the source of X. Then,
S is a complete normal G-variety. Moreover, if X is a spherical (resp. toroidal) G-variety,
then S is a spherical (resp. toroidal) Mλ-variety.

We are primarily interested in the case where X is toroidal. So, let X be a complete
toroidal G-variety, and let λ : Gm → T be a dominant one-parameter subgroup. For conve-
nience, we write Xλ = XS for the big cell, Xλ = S for the source, and

πλ : Xλ → Xλ

for the Mλ-equivariant map given by Theorem 3.6.1.
Note that Xλ is a complete toroidal Mλ-variety by Proposition 3.6.3 above. In order to

describe the combinatorial invariants of Xλ in terms of those of X, we first require a little
setup. Let F be the fan consisting of all the cones in the colored fan of X (this defines a fan
because X is toroidal, see e.g. Theorem 3.5.6). Via the usual pairing between one-parameter
subgroups and characters of T (see the discussion of Pλ in Section 2.2.d), we may view λ as an
element of NG = HomZ(ΛG,Q). The inclusion map Λ(X) ↪→ ΛG induces a map NG → N(X)
given by restricting maps ΛG → Q to Λ(X), so we may consider the restriction of λ to an
element λr ∈ N(X). Since λ is dominant, it lies in the dominant Weyl chamber in NG, so
−λr lies in V(X) by Theorem 3.4.1. Because X is complete, Theorem 3.3.28 implies that
−λr lies in some cone in F . In fact, since F is a fan, there exists a unique cone C(λ) ∈ F
containing −λr in its relative interior.

Now, we define
V (λ) = C(λ) + Q≥0λ

r.

Because −λr ∈ C(λ)◦, the set V (λ) is the subspace of N(X) generated by the elements of
C(λ). We then define

Fλ = {(C + Q≥0λ
r)/V (λ) | C ∈ F , −λr ∈ C}.

Note that −λr ∈ C implies C(λ) ⊂ C (since F is a fan and −λr ∈ C(λ)◦). It follows that
C + Q≥0λ

r is a cone in N(X) containing V (λ), so it is not a strictly convex cone. However,
the quotient (C + Q≥0λ)/V (λ) is a strictly convex cone in the vector space N(X)/V (λ).
Moreover, one can check that Fλ is a strictly convex fan in the vector space N(X)/V (λ).
(This follows formally from the fact that F is a strictly convex fan.)

With this construction of the fan Fλ in hand, we are now ready to describe the combi-
natorial invariants on Xλ.

Theorem 3.6.4 ([Kno14a, Theorem 4.6 and Corollary 4.7]). Let X be a complete toroidal
G-variety with corresponding fan F , and let λ : Gm → T be a dominant one-parameter
subgroup.

(a) We have Λ(Xλ) = Λ(X) ∩ V (λ)⊥ and hence N(Xλ) ∼= N(X)/V (λ).
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(b) The fan corresponding to the toroidal G-variety Xλ is the fan Fλ in N(X)/V (λ) ∼=
N(Xλ) defined above.

(c) We have
ΨMλ,Xλ = ΨG,X ∩ V (λ)⊥ = ΨG,X ∩ λ⊥

as subsets of Λ(Xλ).

Corollary 3.6.5 (cf. [Tim11, Lemma 30.19 and following discussion]). Let X be a complete
toroidal G-variety, and let λ : Gm → T be a dominant one-parameter subgroup. If X is
smooth, then Xλ is smooth as well.

Proof. Since X is smooth, any cone C ∈ F is generated by a part of a basis for Λ(X)
(Theorem 3.5.10). A cone (C+Q≥0λ)/V (λ) in Fλ is generated by the images of the generators
of C under the quotient map N(X) → N(X)/V (λ). This map induces an isomorphism
between Λ(Xλ) and the lattice Λ(X)/V (λ), and the generators of (C + Q≥0λ)/V (λ) are a
part of a basis for the lattice Λ(X)/V (λ). Since Fλ is the fan corresponding to Xλ, we
conclude that Xλ is smooth by Theorem 3.5.10.

We can also pass information about the valuations of colors from X to Xλ.

Proposition 3.6.6 ([Kno14a, Proposition 4.9]; cf. [Tim11, Lemma 30.19]). Let X be a
complete toroidal variety, and let λ : Gm → T be a dominant one-parameter subgroup.
The map D 7→ π−1

λ (D) defines a bijection between colors of Xλ and Pλ-unstable colors of
X. Moreover, for any colors D ⊂ Xλ, the valuation ϕD is the restriction of ϕπ−1

λ (D) to

Λ(Xλ) ⊂ Λ(X).

Recall that Π = Π(G, T ) denotes the set of simple roots of G. For any subset I ⊂ Π, there
exists a parabolic subgroup PI of G containing B. We saw in Section 2.2.d that PI = Pλ,
where λ : Gm → T is any dominant one-parameter subgroup such that λ(α) = 0 for all
α ∈ I and λ(β) > 0 for all β 6∈ I. Such a choice of λ always exists; moreover, using the local
structure theorem on X and Xλ, one can show that for a fixed set I, we obtain the same
Mλ-variety Xλ for a general choice of λ such that PI = Pλ (see e.g. [Tim11, Lemma 30.19
and following discussion]). For such a general choice of λ, we write XI = Xλ and call XI

the localization of X at the set I. In what follows, we will generally use the notation XI

instead of Xλ, since we are typically more interested in the set of simple roots I than in the
one-parameter subgroup λ.

3.6.b Combinatorial Properties of Simple Roots

Note that any homogeneous spherical variety G/H has no G-divisors and so consists of an
open B-orbit and a finite set of colors (see Lemma 3.1.17). Our main task in classifying
G/H is to find a way to encode the information of the colors of G/H into combinatorial
data. As we have seen in Luna–Vust theory, the valuation ϕD for a color D ∈ ∆(G/H) is a
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useful piece of combinatorial data that captures much of the information about this divisor.
However, we will also need to know “just how G-unstable” a color D is. More precisely, we
wish to understand the subgroup GD = {g ∈ G | gD = D} of G. Since D is a B-divisor,
we have B ⊂ GD, so GD is parabolic. This implies that GD = PID for some set of simple
roots ID ⊂ Π. We can thus reduce the question of finding the subgroup GD to the more
combinatorial question of describing the set of simple roots ID for any given color D.

In practice, it is more convenient to rephrase this question as follows: for any given
simple root α, which colors D have α ∈ ID? For this, we note that α ∈ ID if and only if
P{α} ⊂ PID = GD (see Section 2.2.d). We are thus interested in which divisors D satisfy
P{α} ·D = D for any given simple root α. We now introduce some terminology to describe
this situation. For convenience, we write Pα for the parabolic subgroup P{α}.

Definition 3.6.7. Let X be a spherical variety, let D ∈ DG,X be a B-divisor, and let α ∈ Π
be a simple root.

1. We say that α moves D if Pα ·D 6= D.

2. We define
DG,X(α) = {D ∈ DG,X | α moves D}.

Remark 3.6.8. Note that any B-divisor D ∈ DG,X is moved by some simple root if and
only if D is a color. Indeed, using our above notation, a B-divisor D is a color of X if and
only if GD 6= G, i.e. if and only if ID 6= Π; on the other hand, the simple roots that move D
are the elements of Π \ ID, so such a simple root exists if and only if ID 6= Π. In terms of
equalities on sets, we have

DG,X = DGG,X t
⋃
α∈Π

DG,X(α).

Note that the union of the DG,X(α) here is typically not a disjoint union, as one color may
generally be moved by multiple simple roots.

Remark 3.6.9. For any α ∈ Π, the set DG,X(α) is in some sense a “G-equivariant birational
invariant” of X. More precisely, elements of DG,X(α) are colors, which are uniquely deter-
mined by their intersections with the open G-orbit G/H of X. Moreover, continuity of the
action morphism G×X → X implies that Pα·D = D if and only if Pα·(D∩G/H) = D∩G/H.
So, we see that α moves a color D of X if and only if α moves the color D ∩G/H of G/H.

The set DG,X(α) turns out to enjoy many remarkably nice properties related to the simple
root α. Many of these properties were first proven by Luna in [Lun97], and they later played
a large role in the classification of homogeneous spherical varieties, which was first proposed
by Luna in [Lun01]. Luna’s proofs in [Lun97] relied heavily on the localization at sets of
≤ 2 simple roots (see Section 3.6.a) and the classification of spherical varieties of rank ≤ 1
and of wonderful varieties of rank 2 (see Section 3.5.d). On the other hand, Knop has since
provided an alternative presentation of these properties of DG,X(α), which relies more on
the theory of reductive groups and which holds in arbitrary characteristic ([Kno14a]).
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The following theorem gives us the first (and probably most important) property of the
sets DG,X(α). The theorem states that there are only 4 different possible types of behavior
for DG,X(α), which correspond to 4 different possible localizations (X ′){α} for some “nice”
embedding X ′ of the open G-orbit G/H ⊂ X.

Theorem 3.6.10 ([Tim11, Section 30.10]; cf. [Kno14a, Section 2]). Let G/H be a homo-
geneous spherical variety, let X be a spherical embedding of G/H, and let X ′ be a smooth
complete toroidal embedding of G/H (such a choice of X ′ exists by Proposition 3.5.8 and
Theorem 3.5.10). For any α ∈ Π, the localization (X ′)α of X ′ at the set {α} is a smooth
complete toroidal variety under the action of Sα = [Mα,Mα]. Moreover, exactly one of the
following possibilities takes place.

(a) DG,X(α) = ∅. In this case, (X ′)α = Spec(k) (with the trivial action of Sα).

(b) α ∈ ΨG,X . In this case, we have #DG,X(α) = 2 and Sα ∼= SL2 or PSL2. Moreover, we
have (X ′)α ∼= P1 × P1, with the action of Sα given by Example 3.1.16 (the group SL2

is used in that example, but the action of SL2 induces an action of PSL2 = SL2 /{±I}
as well).

(c) 2α ∈ ΨG,X . In this case, we have #DG,X(α) = 1 and (X ′)α ∼= P(sl2), with the action
of Sα ∼= PSL2 induced by conjugation of matrices in sl2.

(d) DG,X(α) 6= ∅ and Qα∩ΨG,X = ∅. In this case, we have #DG,X(α) = 1 and Sα ∼= SL2

or PSL2. Moreover, either (X ′)α ∼= P1, with the action of Sα given by Example 2.4.19,
or (X ′)α ∼= Sα ×B∩Sα P1, with B ∩ Sα acting on P1 via a character.

Sketch of proof. Everything about DG,X(α) and ΨG,X in the statement depends only on the
open G-orbit G/H of X (see Remark 3.6.9 above). Thus, it will suffice to consider the case
where X = X ′.

The localization Xα is a smooth complete toroidal Mα-variety by Proposition 3.6.3 and
Corollary 3.6.5. The fact that we can use the action of Sα on Xα in place of Mα follows
from certain facts about the construction of the localization Xα. More precisely, for a general
choice of the one-parameter subgroup λ : Gm → T in the construction of Xα, the localization
Xα consists of points fixed by the torus Z(Mα)0 (see [Tim11, Lemma 30.19 and surrounding
discussion]). So, the action of Mα on Xα descends to an action of the quotient Mα/Z(Mα)0.
On the other hand, the composition [Mα,Mα] ↪→ Mα → Mα/Z(Mα)0 is an isogeny (see
[Mil17, proof of Proposition 21.60]), so replacing Mα/Z(Mα)0 by Sα = [Mα,Mα] does not
change anything. Note that Sα is a semisimple group whose only simple root is α, so the
classification of reductive groups implies that Sα ∼= SL2 or Sα ∼= PSL2. In particular, any
maximal torus of Sα has rank 1, so r(Xα) ≤ 1, and since dim(Sα) = 3 and Xα has an open
Sα-orbit, we have dim(Xα) ≤ 3.

First, consider the case where DG,X(α) = ∅. In this case, we have Pα ·D = D for every
B-divisor D of X, i.e. every B-divisor is Pα-stable. Proposition 3.6.6 implies that Xα has
no colors, so Proposition 3.1.19 implies that Xα is toric for a quotient of Sα/[Sα, Sα]. Since
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the dimension and rank of a torus are equal, we have dim(Xα) = r(Xα) ≤ 1. The only
complete toric varieties of dimension ≤ 1 are Spec(k) and P1 (with the torus T ′ acting on
P1 by a nontrivial character); however, the only Sα-variety structure on P1 such that P1 is a
spherical Sα-variety is the one in Example 2.4.19, and the quotient S/[Sα, Sα] does not act
by a character on P1 in this action. So, we must have Xα = Spec(k).

Next, suppose that we have cα ∈ ΨG,X for some c ∈ Q×. By definition, Xα is the variety
Xλ for some one-parameter subgroup λ such that α ∈ λ⊥, so Theorem 3.6.4 implies that
cα ∈ ΨSα,Xα . In particular, we have r(Xα) ≥ 1 and hence r(Xα) = 1. Moreover, since
Xα has a spherical root, the cone V(Xα) is not all of N(Xα) ∼= Q and hence is a single ray
(either Q≥0 or Q≤0). It follows that there is at most one colored cone in the colored fan FXα ,
so Xα is simple. But Xα is smooth, complete and toroidal as well, so Xα must be a smooth
standard embedding, hence wonderful. Using the fact that cα ∈ ΨSα,Xα , The classification
of rank-1 wonderful varieties gives us only two possibilities for Xα.

1. Xα ∼= P1 × P1 is the variety of Example 3.1.16. In this case, α is the unique spherical
root of Xα, and Xα has 2 colors.

2. Xα ∼= P(sl2) ∼= P2, with the action of S = PSL2 given by conjugation of matrices in
the Lie algebra sl2. In this case, 2α is the unique spherical root of Xα, and Xα has a
unique color.

Since the colors of Xα are in bijection with DG,X(α), these two options give us the situations
of (b) and (c). Notice that since DG,X(α) 6= ∅ in each of these cases, the situations of (b)
and (c) are mutually exclusive with (a).

The only remaining possibility is that we have both DG,X(α) 6= ∅ and Qα ∩ ΨG,X = ∅.
By definition, Xα is the variety Xλ, where α is the unique simple root lying in λ⊥ ⊂ ΛG.
Since every spherical root is a sum of positive roots (this follows from the statement about the
antidominant Weyl chamber in Theorem 3.4.1), we see that λ is positive on every spherical
root, so Theorem 3.6.4 gives us ΨSα,Xα = ∅. We are left with two cases, depending on the
rank of Xα.

1. If r(Xα) = 0, the classification of rank-0 varieties (along with the fact that Xα has at
least one color, since DG,X(α) 6= ∅) implies that X ∼= Sα/(B∩Sα), which is isomorphic
to P1 with the action of Sα ∼= SL2 or PSL2 given by Example 2.4.19. In this case, the
unique color of Xα is the B-fixed point [1 : 0] ∈ P1.

2. If r(Xα) = 1, then ΨSα,Xα = ∅ implies that that Xα is horospherical. Since Xα is
smooth and complete, it follows from the classification of rank-1 spherical varieties that
Xα ∼= Sα×Q P1 for some parabolic subgroup Q ⊂ Sα. The only parabolic subgroups of
Sα containing B∩Sα are B∩Sα and Sα, and Q 6= Sα because otherwise Xα would not
be a spherical Sα-variety. So, Q = B ∩ Sα, and one can check that the unique color of
Xα is {1} × P1.

In either case, Xα has a unique color, so DG,X(α) has a unique element.
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Definition 3.6.11. Let X be a spherical variety.

1. We say that a simple root α ∈ Π is of type a (resp. of type b, c, d) for X if possibility
a (resp. b, c, d) in Theorem 3.6.10 takes place for α.

2. We denote by Πa
X (resp. Πb

X , Πc
X , Πd

X) the set of simple roots of type a (resp. b, c, d)
for X.

3. When α ∈ Π is of type c or d, we write Dα for the unique element of DG,X(α). When
α is of type b, we write D+

α and D−α for the two elements of DG,X(α).

One remarkable consequence of Theorem 3.6.10 is that any simple root α moves at most
two colors of any spherical variety. Conversely, the following proposition greatly constrains
when we can have multiple simple roots moving the same color. The proposition was origi-
nally proven by Luna in [Lun01] by passing to a homogeneous spherical variety G/H, then
to the quotient by the very sober hull G/H, then considering the wonderful embedding of
G/H, and finally using localization at a set of 2 simple roots along with the classification of
wonderful varieties of rank 2. Knop has given an alternative proof in [Kno14a] that relies
mainly on the classification of spherical varieties of rank ≤ 1 (along with a few technical
arguments from the theory of reductive groups).

Proposition 3.6.12 ([Lun01, Proposition 3.2], [Kno14a, Lemma 2.5 and Proposition 5.4]).
Let X be a spherical variety, and let α, β ∈ Π.

(a) If α, β ∈ Πb
X are both roots of type b, then there exists at most one color of X moved

by both α and β.

(b) If 〈α∨, β〉 = 0 and α + β = γ or 2γ for some γ ∈ ΨG,X , then α, β ∈ Πd
X are both roots

of type d which move the same color of X, and α∨|Λ(X) = β∨|Λ(X).

Conversely, if there exists a color of X moved by both α and β, then either the assumptions
of (a) are satisfied, or the assumptions of (b) are satisfied.

Using the localization (X ′)α given by Theorem 3.6.10, we can also obtain some strong
statements about the valuations of colors moved by a root α. As with Theorem 3.6.10, Knop
has provided an alternative proof that does not use localizations in [Kno14a].

Proposition 3.6.13 ([Tim11, Lemma 30.20], [Kno14a, Proposition 2.3]). Let X be a spher-
ical variety, and let α ∈ Π be a simple root not of type a. Depending on the type of α, the
following relations hold.

(Type b) We have
ϕD+

α
+ ϕD−α = α∨|Λ(X)

and ϕD±α (α) = 1 (which makes sense because α is a spherical root, so in particular,
α ∈ Λ(X)).
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(Type c) We have ϕDα = 1
2
α∨|Λ(X).

(Type d) We have ϕDα = α∨|Λ(X).

Sketch of proof. Since the valuations of colors will be the same for any embedding of the
open G-orbit G/H of X, we may replace X by a smooth complete toroidal embedding of
G/H. In this case, Proposition 3.6.6 implies that the valuations of colors moved by α can
be computed on the localization Xα. In particular, when α is type b, the statement that
ϕD±α (α) = 1 can be checked directly using the fact that Xα ∼= P1 × P1.

Now, let Sα be as in Theorem 3.6.10. fix µ ∈ Λ(Xα), fix a closed Sα-orbit Y α ⊂ Xα,
and let δ =

∑
D∈DM,Xα ϕD(µ)D. Note that if α is type d and Xα ∼= P1, then Λ(Xα) = 0,

so there is nothing to prove. In every other case, Xα is a smooth projective surface, and
Y α is a smooth projective curve. So, we may consider the intersection pairing 〈Y α, δ〉. We
compute this intersection pairing in two different ways. One way to compute it is to explicitly
calculate it for each of the possibilities of Xα. This gives ϕD+

α
+ ϕD−α , 2ϕDα , or ϕDα for α

of type b, c, or d (respectively). The other way to compute the intersection pairing is to
compute the degree of OXα(δ)|Y α using some facts about the geometry of spherical varieties.
This yields 〈α∨, µ〉 in all 3 cases. See [Tim11, Lemma 30.20] for details.

The above proposition tells us that when α is of type c or d, the valuation ϕDα is
determined by the coroot α∨. This in some sense tells us the entire geometry of the color
Dα in terms of the combinatorial data of α∨. Because of this, we will not need to keep track
of the valuations of colors moved by roots of type c or d in the classification of homogeneous
spherical varieties. However, we will need to keep track of the valuations of colors moved by
roots of type b, because the above proposition shows that there may in general be multiple
possibilities for these valuations.

So far, we have not said much about roots of type a. From the perspective of roots
moving divisors, there is not much to say. However, there are a couple standard facts about
roots of type a that bear mentioning. Let X be a spherical variety with open B-orbit X◦B.
Then, the roots of type a for X are related to the parabolic subgroup

PX = {g ∈ G | gX◦B = X◦B}

of Lemma 3.2.10. Indeed, for any α ∈ Π, since X \X◦B is the union of all B-divisors of X,
we have Pα ⊂ PX if and only if Pα ·D = D for all D ∈ DG,X , i.e. if and only if α has type a
for X. This implies that PX = PΠaX

.
There is one other interesting thing that we can say about roots of type a: namely, that

α∨|Λ(X) = 0 for all α ∈ Πa
X . One can see this as a sort of analogue of Proposition 3.6.13:

that proposition relates α∨|Λ(X) to the valuations of colors moved by α, but when α is of
type a, our claim here is that both of these concepts are trivial (that is, there are no divisors
moved by α, and α∨ is just 0 on Λ(X)). In fact, the proof of Proposition 3.6.13 given in
[Kno14a, Proposition 2.3] also yields the statement that α∨|Λ(X) = 0. However, we instead
give an argument using the local structure theorem. We do not know of a reference for this
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proof in the literature, but it seems to be well-known (for instance, it is mentioned without
any details in [Los09c]).

Lemma 3.6.14 ([Los09c, Lemma 3.5.7], [Kno14a, Proposition 2.3]). Let X be a spherical
variety, and let α ∈ Πa

X . We have α∨|Λ(X) = 0.

Proof. Let Y be the open G-orbit of X. Then, XB,Y is the open B-orbit of X by definition
(see Theorem 3.2.7 and Lemma 3.1.17). Let P , M , and Z be as in the local structure
theorem applied to XB,Y (see Theorem 3.2.2, which applies by Theorem 3.2.7a). Since every
B-divisor of X is in the compliment X \ XB,Y , Proposition 3.2.3f implies that Z has no
(B ∩M)-divisors at all. In particular, Z has no colors, so Proposition 3.1.19 implies that
Z is a toric T ′-variety for some quotient T ′ of M/[M,M ]. Moreover, since Z also has no
M -divisors, Z is a single M -orbit, i.e. Z = T ′.

Now, Proposition 3.2.3d gives us Λ(X) = Λ(Z) = Λ(T ′). So, we wish to prove that
α∨|Λ(T ′) = 0, where we view Λ(T ′) as a subgroup of X (T ) = Λ(T ) via the inclusion i :
Λ(T ′) ↪→ Λ(T ) induced by the quotient map ρ : T → T ′ (explicitly, the map i sends
any character µ : T ′ → Gm to the composition µ ◦ ρ). This is essentially a matter of
tracing through some theory of reductive groups to see what α∨ actually is. We saw in
Theorem 2.2.6 that α∨ is constructed in the following way. We first define a certain element
sα in the Weyl group W (G, T ) = NG(T )/CG(T ). We then lift sα to an element nα ∈ NG(T ),
and conjugation by nα induces an automorphism jα : T → T , which in turn induces an
automorphism ια : Λ(T )

∼→ Λ(T ) that sends any character µ : T → Gm to the composition
µ ◦ jα. Theorem 2.2.6d states that there is a unique α∨ ∈ Λ(T )∨ such that for all µ ∈ Λ(T ),
we have

ια(µ) = µ− 〈α∨, µ〉α.

This is taken as the definition of the coroot α∨.
Now, let nα ∈ NG(T ) be as above. Since the quotient map ρ : T → T ′ extends to a map

G→ G/[G,G]→ T ′, we may consider the element ρ(nα) ∈ T ′. Since ρ is a homomorphism,
we see that the following diagram commutes:

T T ′

T T ′

ρ

t7→nαtn−1
α t′ 7→ρ(nα)t′ρ(nα)−1

ρ

Passing to character groups, this commutativity statement says that the automorphism
ια restricts to the automorphism of Λ(T ′) induced by conjugation by ρ(nα). But T ′ is
commutative and ρ(nα) ∈ T ′, so conjugation by ρ(nα) is the identity on T ′. So, for any
µ ∈ Λ(T ′), we have

µ = ια(µ) = µ− 〈α∨, µ〉α,

which implies that 〈α∨, µ〉 = 0.
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3.6.c Homogeneous Spherical Data

We are now almost ready to present the classification of homogeneous spherical varieties.
We just require a few more facts about the behavior of spherical roots and simple roots. The
proofs of these facts make use of a construction called “the localization at a set of spherical
roots,” which is similar to (though somewhat less technical than) the localization at a set of
simple roots. While the localization at a set of simple roots allows us to reduce to the case
where G has only one or two simple roots, the localization at a set of spherical roots allows
us to reduce to the case where a toroidal variety X has only one or two spherical roots, which
is sometimes more useful. We refer the reader to [Kno14a, Section 6] for details.

Theorem 3.6.15. Any spherical root of a spherical variety X is a spherical root of some
rank-1 wonderful variety X ′. Moreover, we may coose Πa

X = Πa
X′.

Proof. Since spherical roots and Πa
X are G-equivariant birational invariants, we may as well

consider the case of a spherical root γ of a homogeneous spherical variety G/H. Pick a
complete toroidal embedding G/H ↪→ X (one exists by Proposition 3.5.8). By the definition
of a spherical root, the intersection γ⊥ ∩ V(X) is a face of the cone V(X). Since X is
complete, some cone C in the fan corresponding to X intersects γ⊥ ∩ V(X). We have
C ⊂ V(X) (because X is toroidal), so γ⊥ ∩ C is a face of the cone C. This face is another
cone in the fan corresponding to X, so it corresponds to a G-orbit Y of X. Now, Y is itself
a (homogeneous) spherical G-variety (Theorem 3.1.8); moreover, Y is actually the so-called
localization of X at the set of spherical roots {γ}.

Using standard properties of this “localization at a set of spherical roots” (see [Kno14a,
Proposition 6.1]), we find that r(Y ) = 1, that Πa(Y ) = Πa(X), and that γ is a spherical
root of Y . Moreover, we have N(Y ) ∼= Q, and since there exists a spherical root of Y , the
cone V(Y ) is either Q≥0 or Q≤0. In particular, V(Y ) is strictly convex, so we may consider
the standard embedding Y ′ of Y . Since γ ∈ Λ(Y ) is an indivisible element of the lattice and
this lattice has rank 1, we see that γ generates Λ(Y ). So, Y ′ is smooth by Lemma 3.5.13 and
hence is a wonderful variety. Finally, we note that r(Y ′) = r(Y ) = 1 and γ ∈ ΨG,Y = ΨG,Y ′ .
Thus, Y ′ is the desired wonderful variety.

Recall from Section 3.5.d that all wonderful varieties of rank 1 have been completely
classified. The above theorem tells us that this classification completely determines all
possible spherical roots of any spherical G-variety. By consulting the list of rank-1 wonderful
varieties, one in particular finds that for any choice of G, the set of all possible spherical
roots is finite. A list of all of them (for every reductive group G) can be found in [Tim11,
Table 30.2].

Definition 3.6.16. We denote by ΣG the (finite) set consisting of all elements of ΛG which
are a spherical root of some spherical G-variety.

The list of all spherical roots for all groups G in [Tim11, Table 30.2] is rather long,
mainly because there exist constructions that take a spherical G-variety X and turn it into
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a spherical G′-variety X ′ for some other group G′ while “preserving” spherical roots in some
sense. This makes it so that a spherical root of the same form appears in ΣG for many different
reductive groups G. We can shorten the list in [Tim11, Table 30.2] by considering only the
so-called “prime” (or “primitive”) rank-1 wonderful varieties, a list of which can be found
in [Was96, Table 1] (or in [Tim11, Table 30.1]). The prime wonderful varieties are the ones
that cannot be obtained from any other wonderful variety using two specific constructions,
namely: taking fiber products, and a construction known as “parabolic induction.” Parabolic
induction does not change either ΨG,X or Πa

X , but taking a fiber product can make both of
these sets bigger (see e.g. [Lun01, Sections 3.4, 3.5]). As such, every spherical root comes
from a prime rank-1 wonderful variety, but passing to that wonderful variety may make the
set Πa

X smaller.
The following corollary makes this statement precise. The corollary itself is somewhat

technical, and it is not needed for the classification of homogeneous spherical varieties; we
prove it here primarily so we can use it later (specifically, in Section 4.6). As such, the reader
can safely skip this corollary and its proof and refer back to it as needed.

Corollary 3.6.17. Let X be a spherical variety, and let γ ∈ ΨG,X be a spherical root.
There exists a semisimple simply connected group G′ with ΠG′ ⊂ ΠG and a “prime” rank-1
wonderful G′-variety X ′ (i.e. a wonderful variety on the list in [Was96, Table 1]) such that
ΨG,X′ = {γ} and Πa

X′ ⊂ Πa
X .

sketch of proof. By Theorem 3.6.15, it suffices to prove the statement when X is a wonderful
variety. By definition, a “prime” wonderful G′-variety (see [Was96, Definition 2.3]) is a
wonderful variety X ′ such that

1. X ′ cannot be obtained by a construction called “parabolic induction” (see [Tim11,
Definition 5.9]) from some spherical G′′-variety X ′′, and

2. the open G-orbit G′/H ′ of X ′ cannot be written as G′/H ′ = G1/H1×G2/H2 for some
subgroups G1, G2 ⊂ G′ and Hi ⊂ Gi.

Let G′ = G, let G′/H ′ be the open G-orbit of X, and let X ′ = X. Our plan is to repeatedly
replace the pair (G′, H ′) and replace X ′ by the wonderful embedding of G′/H ′ until we
can no longer obtain G′, H ′, and X ′ from either parabolic induction or fiber products as
above. Then, X ′ will have the desired properties provided we can check that ΨG′,G′/H′ and
Πa
G′/H′ behave nicely under these replacements. Note that (except in trivial cases), both

fiber products and parabolic induction increase dim(G′), so every one of our replacements
will decrease dim(G′). We will thus require only finitely many such replacements. Once we
have an acceptable choice of X ′, we can replace G′ by the universal cover of G′/Z(G′)◦ and
so take G′ to be semisimple and simply connected (see [Was96, Remark 1.5]).

First, we consider parabolic induction. Whether X ′ can be obtained by parabolic in-
duction is actually a condition on G′ and H ′ (see [Was96, Lemma 2.2]). Moreover, if X ′

is obtained by parabolic induction from some spherical G′′-variety X ′′, then ΠG′′ ⊂ ΠG′
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by definition of parabolic induction. Also, X ′′ is wonderful because X ′ is, and we have
ΨG′′,X′′ = ΨG′,X′ and Πa

G′′,X′′ = Πa
G′,X′ (see [Lun01, Section 3.4]). Thus, we may replace

(G′, H ′) by (G′′, H ′′).
As for fiber products, suppose that G′/H ′ = G1/H1×G2/H2. Then, we have NG′(H

′) =
NG1(H1) × NG2(H2), so both H1 and H2 are sober because H ′ is. Moreover, if Xi is the
wonderful embedding of Gi/Hi, then X1 × X2 is a smooth complete spherical G′-variety
which is simple and toroidal, and the open orbit of X1 × X2 is G′/H ′. So, X1 × X2 is
the wonderful embedding X ′ of G′/H ′, and this implies that ΨG′,X′ = ΨG1,X1 t ΨG2,X2 and
Πa
G′,X′ = Πa

G1,X1
tΠa

G2,X2
(see [Lun01, Section 3.1, discussion of “factorizations”]). Thus, we

may replace the pair (G′, H ′) by whichever pair (Gi, Hi) has γ ∈ ΨG′,Xi .

The following proposition is the last combinatorial fact that we need before we can present
the classification of homogeneous spherical varieties.

Proposition 3.6.18 ([Kno14a, Proposition 6.5], [Kno14b, Theorem 4.5]). Let X be a spher-
ical variety, and let α ∈ Π.

(a) If α ∈ Πb
X , then for any D ∈ DG,X(α) and any γ ∈ ΨG,X such that γ 6= α, we have

ϕD(γ) ≤ 0.

(b) If α ∈ Πc
X , then for any γ ∈ ΨG,X such that γ 6= 2α, we have 〈α∨, γ〉 ≤ 0.

Sketch of proof. For statement (a), one uses the “localization at spherical roots” to reduce
to the case where ΨG,X = {α, γ}. In this case, the statement follows from some combina-
torial facts about α and ϕD that we have already seen (specifically, Proposition 3.6.12 and
Proposition 3.6.13) along with some technical arguments about reductive groups.

As for (b), the spherical root γ is a linear combination of simple roots with nonnegative
coefficients (see Remark 3.4.8). Since α is a simple root, it is a standard fact about root
systems that 〈α∨, β〉 ≤ 0 for any simple root β ∈ Π. It follows that 〈α∨, γ〉 ≤ 0 as well.

We now give a name to the combinatorial objects that will classify homogeneous spherical
varieties.

Definition 3.6.19. A homogeneous spherical datum for G is a tuple (Λ,Πa,Ψ,Db) consisting
of

1. a sublattice Λ ⊂ ΛG,

2. a subset Πa ⊆ ΠG,

3. a linearly independent subset Ψ ⊆ ΨG ∩ Λ consisting of indivisible vectors in Λ, and

4. a finite set Db equipped with a map ϕ : Db → HomZ(Λ,Z)

such that the following axioms are satisfied.
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(B1) For any D ∈ Db and any γ ∈ Ψ, we have 〈ϕ(D), γ〉 ≤ 1, and if 〈ϕ(D), γ〉 = 1, then
γ ∈ Ψ ∩ ΠG is a simple root of G.

(B2) For any α ∈ Ψ ∩ ΠG, the set

Db(α) = {D ∈ Db | 〈ϕ(D), α〉 = 1}

contains exactly two elements, D+
α and D−α , and we have

ϕ(D+
α ) + ϕ(D−α ) = α∨|Λ.

(B3) Db is the (not necessarily disjoint) union of the Db(α) for all α ∈ Π ∩Ψ.

(Ψ1) For any α ∈ 1
2
Ψ ∩ ΠG, we have 〈α∨,Λ〉 ⊆ 2Z, and for any γ ∈ Ψ \ {2α}, we have

〈α∨, γ〉 ≤ 0.

(Ψ2) For any α, β ∈ ΠG, if 〈α∨, β〉 = 0 and α + β ∈ Ψ t 2Ψ, then α∨|Λ = β∨|Λ.

(Π1) For any γ ∈ Ψ, there exists some rank-1 wonderful variety X such that ΨG,X = {γ}
and Πa

X = Πa.

(Π2) For any α ∈ Πa, we have α∨|Λ = 0.

A spherical system for G is a triple (Πa,Ψ,Db) such that (Λ,Πa,Ψ,Db) is a homogeneous
spherical datum for Λ = ZΨ.

Remark 3.6.20. Almost all of the data in a homogeneous spherical datum is defined in
terms of the sets ΛG, ΠG, and ΨG, which depend only on G. The only exception to this
is the set Db, which is an arbitrary finite set equipped with a map to HomZ(Λ,Z). This
introduces a slight technicality about what it means for two homogeneous spherical data to
be “the same.” The precise definition is: we say that (Λ1,Π

a
1,Ψ1,Db1) and (Λ2,Π

a
2,Ψ2,Db2)

are equivalent if Λ1 = Λ2, Πa
1 = Πa

2, Ψ1 = Ψ2, and there exists a bijection Db1 → Db1 which
identifies the given maps Dbi → HomZ(Λ,Z).

One can avoid dealing with bijections on the sets Dbi by simply identifying Dbi with
its image in HomZ(Λ,Z). However, it is sometimes more convenient to view the Dbi as
abstract sets, and doing so has become the convention in the literature. It is also common
in the literature to say that two homogeneous spherical data are equal when they are really
equivalent. Technically, this means we are often working implicitly with equivalence classes
of homogeneous spherical data; however, this technicality is rarely important in practice.

For any homogeneous spherical variety G/H, let DbG,G/H be the set of all colors of G/H

moved by a root of type b. We claim that the tuple (Λ(G/H),Πa
G/H ,ΨG,G/H ,DbG,G/H) is

a homogeneous spherical datum for G. We check one-by-one that the relevant axioms are
satisfied.
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(B1) For any D ∈ DbG,G/H and any γ ∈ Ψ, Proposition 3.6.18 gives us 〈ϕ(D), γ〉 ≤ 0 if γ is

not a simple root moving D. If γ = α ∈ Ψ ∩ Π does move D, then 〈ϕ(D), γ〉 = 1 by
Proposition 3.6.13.

(B2) For any α ∈ Π ∩Ψ, we know that α is a root of type b for G/H (see Theorem 3.6.10),
and we have

{D+
α , D

−
α } = DG,G/H(α) = {D ∈ Db | ϕD(α) = 1}

by Proposition 3.6.13 (applied to any divisor D moved by α) and Proposition 3.6.18
(applied to any divisor D ∈ Db not moved by α and taking γ = α). The required
equation on ϕD±α is Proposition 3.6.13.

(B3) As in the check for (B2), we have Db(α) = DG,G/H(α) for all α ∈ Π∩Ψ. Since DbG,G/H is
the set of all colors moved by some such α, this axiom is immediate from the definitions.

(Ψ1) For any α ∈ Π ∩ 1
2
Ψ, we have α ∈ Πc

G/H , so α∨ is nonpositive on Ψ \ {2α} by Propo-

sition 3.6.18. Moreover, Proposition 3.6.13 implies that 1
2
α∨|Λ(G/H) = ϕDα , and since

vDα is a discrete valuation, the map ϕDα takes values in Z. It follows that α∨ takes
values in 2Z on Λ(G/H).

(Ψ2) If α, β ∈ Π are such that 〈α∨, β〉 = 0 and α + β ∈ Ψ t 2Ψ, then α and β are roots
of type d moving the same divisor D by Proposition 3.6.12, and that proposition also
gives us α∨|Λ = β∨|Λ.

(Π1) For any γ ∈ ΨG,G/H , Theorem 3.6.15 give us a rank-1 wonderful variety X ′ such that
ΨG,X′ = {γ} and Πa

X′ = Πa
G/H .

(Π2) For any α ∈ Πa, we have α∨|Λ(G/H) = 0 by Lemma 3.6.14.

Similarly, if X is a wonderful G-variety, then X is a smooth standard embedding, so
Lemma 3.5.13 implies that Λ(X) = ZΨG,X . The same arguments as for G/H above tell
us that (ZΨG,X ,Π

a
X ,ΨG,X ,DbG,X) is a homogeneous spherical datum. In other words, the

triple (Πa
X ,ΨG,X ,DbG,X) is a spherical system.

It turns out that homogeneous spherical data completely classify homogeneous spherical
varieties up to G-isomorphism. The proof hinges on proving that spherical systems classify
wonderful varieties up to G-isomorphism.

Theorem 3.6.21.

(a) The map X 7→ (Πa
X ,ΨG,X ,DbG,X) is a bijection between isomorphism classes of won-

derful G-varieties and spherical systems for G.

(b) The map G/H 7→ (Λ(G/H),Πa
G/H ,ΨG,G/H ,DbG,G/H) induces a bijection between iso-

morphism classes of homogeneous spherical G-varieties and homogeneous spherical data
for G.
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It was Luna [Lun01] who first proposed the classification of Theorem 3.6.21, along with
a program to prove it. His idea was as follows. The first step is to reduce Theorem 3.6.21b
to Theorem 3.6.21a. To do this, we start with a homogeneous spherical variety G/H and
consider the variety G/H, where H is the very sober hull of H. Since H is very sober, G/H
admits a wonderful embedding, which has a corresponding spherical system (Πa,Ψ,Db).
Luna showed in [Lun01, Section 6] that the spherical subgroups of G with very sober hull H
are in bijection with homogeneous spherical data of the form (Λ,Πa,Ψ′,Db) such that Λ ⊃ Ψ
and Ψ′ is obtained from Ψ by replacing any γ ∈ Ψ \ (Π t 2Π) with 1

2
γ whenever 1

2
γ ∈ Λ.

Note that such a homogeneous spherical datum (Λ,Πa,Ψ′,Db) is completely determined by
the spherical system (Πa,Ψ,Db) and the lattice Λ. Using this fact, Luna showed that if
wonderful G-varieties are classified by their spherical systems (i.e. if Theorem 3.6.21a holds),
then homogeneous spherical G-varieties are classsified by their homogeneous spherical data
(i.e. Theorem 3.6.21b holds).

Proving the classification of wonderful G-varieties by spherical systems is quite difficult.
Luna’s plan was to understand certain standard geometric constructions (such as fiber prod-
ucts and localizations at sets of simple roots) in terms of the relevant combinatorial data.
Then, all wonderful G-varieties (resp. all spherical systems) could be obtained from a certain
list of so-called primitive wonderful varieties (resp. primitive spherical systems) via a set of
understood geometric (resp. combinatorial) constructions. The existence and uniqueness of
primitive wonderful varieties with primitive spherical systems would then be proven case by
case.

Luna himself carried out this plan in [Lun01] when G is a reductive group of type A
(see Definition 2.2.17). The same methods were later extended to other reductive groups,
and some more general arguments were also found for parts of the classification. Thus, the
culmination of many papers by several different researchers has led to a complete proof of
Theorem 3.6.21. We refer the interested reader to the Introduction for slightly more details
and to [Tim11, Section 30.11] for a detailed proof sketch as well as a very nice description
(with references) of the various researchers and papers involved.

3.7 Picard Groups of Spherical Varieties

When working with divisors on spherical varieties, we will sometimes need to be able to
answer questions like: when is a divisor Cartier or ample? In [Bri89a], Brion proved that such
questions can be answered purely in terms of combinatorial data related to the classification
of spherical varieties. This theory of divisors is not a part of the classification of spherical
varieties, but it will be very useful for certain examples that we intend to consider later on
(see Section 4.9). As such, we give a brief exposition of the theory here.

Our exposition largely follows [Bri97, Section 5] and [Per18, Section 3], but with certain
results and proofs omitted. However, there are a few small details in both of these references
that are imprecise (see Remark 3.7.8 below). Part of our goal in summarizing the theory
here is to make these details precise, as they will be relevant to two important examples later
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(namely, Examples 4.9.3 and 4.9.4). Apart from explaining these details, our treatment is
relatively brief; for the reader interested in a more thorough exposition, we recommend either
[Bri97] or [Per18].

First, we establish some notation. Let X be a G-variety. Recall that any f ∈ K(X)
determines a principal Cartier divisor div(f) on X. If X is spherical, then for any B-
eigenvector f ∈ K(X)(B), the only B-eigenvectors of K(X) with the same weight as f are
those of the form cf for some c ∈ k (for any f ′ ∈ K(X)(B) of the same weight as f , we have
f/f ′ ∈ K(X)B = k, see Theorem 3.1.4). It follows that the divisor div(f) depends only
on the weight of f . So, for any µ ∈ Λ(X), we write div(µ) for the divisor div(f), where
f ∈ K(X)(B) is any nonzero B-eigenvector of weight µ.

Similarly, suppose X is spherical, and let L be a G-linearized invertible sheaf on X. Any
global section s ∈ H0(X,L⊗n) cuts out an effective Cartier divisor div(s) on X. Moreover,
for every n ≥ 0, the G-module H0(X,L⊗n) is multiplicity-free (see Remark 3.1.5). It follows
that for any B-eigenvector s ∈ H0(X,L⊗n)(B), the divisor div(s) depends only on the weight
of s and the integer n. So, for any (µ, n) ∈ Λ+(X,L), we denote by div(µ) the divisor cut
out by any nonzero B-eigenvector of H0(X,L⊗n) of weight µ. Since Xs is the complement
of the support of div(s), the set Xs also depends only on the weight of s and n. So, for any
(µ, n) ∈ Λ+(X,L), we denote by Xµ ⊂ X the open subset Xs for any s ∈ H0(X,L⊗n)(B) of
weight µ. Equivalently, we have Xµ = X \ Supp(div(µ)).

We first consider Weil divisors on spherical varieties. It turns out that, up to linear
equivalence, we can compute these divisors just by using B-divisors and B-eigenvectors in
the function field. In particular, the class group of a spherical variety is determined by pieces
of combinatorial data that we understand well.

Proposition 3.7.1 (cf. [Per18, Theorem 3.2.1]). Let X be a spherical variety. There exists
an exact sequence

Λ(X)
α→

⊕
D∈DG,X

Z ·D β→ Cl(X)→ 0,

where Cl(X) is the Weil divisor class group of X, the map α is given by α(µ) = div(µ) =∑
D∈DG,X ϕD(µ)D, and the map β is given by sending a divisor to its associated class in

Cl(X). If X is complete, this sequence is short exact.

sketch of proof. First, we remark that the map α is well-defined because div(µ) is a B-stable
divisor for any µ ∈ Λ(X), see Corollary 2.5.5.

Exactness at Cl(X) is the statement that every Weil divisor on X is linearly equivalent
to a sum of B-divisors. For this, one applies the local structure theorem to the open B-orbit
X◦B of X to show that Cl(X◦B) = 0. Then, for any Weil divisor D on X, the intersection
X◦B ∩D is a Weil divisor of X◦B and hence is trivial, so D is linearly equivalent to a divisor
whose support lies in X \X◦B. Since X \X◦B is the union of the B-divisors of X, this implies
that β is surjective.

For exactness in the middle, the divisor div(µ) has image 0 in Cl(X) by definition, so
Im(α) ⊂ ker(β). For the reverse containment, let E =

∑
D∈DG,X nDD, and suppose that E
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is linearly equivalent to 0. Then, E = div(f) for some f ∈ K(X), and since E is B-stable,
f is a B-eigenvector, see Corollary 2.5.5. It follows that E = div(µ), where µ is the weight
of f .

Finally, if X is complete, then the union of the cones in the colored fan of X contains
V(X) (Theorem 3.3.28). Since V(X) is full-dimensional (Theorem 3.4.1), at least one of the
cones in the colored fan of X must be full-dimensional. By definition, this cone is generated
by some subset of the ϕD for D ∈ DG,X (specifically, by the ϕD for D containing some fixed
G-orbit Y ⊂ X). In particular, the ϕD for D ∈ DG,X span N(X). So, for any µ ∈ Λ(X), if
α(µ) =

∑
D ϕD(µ)D = 0, then ϕD(µ) = 0 for all D implies that µ = 0. In other words, α is

injective.

Next, we turn to the Picard group of a spherical variety. Since any spherical variety X
is a reduced scheme, the Picard group Pic(X) is isomorphic to the group of Cartier divisors
on X. Thus, our first question is: which Weil divisors on a spherical variety are Cartier?
Note that Proposition 3.7.1 implies that every Weil divisor is linearly equivalent to a sum of
B-divisors. For the purposes of understanding Pic(X), then, it suffices to determine which
B-stable Weil divisors are Cartier. For this, we have the following lemma.

Lemma 3.7.2 ([Per18, Lemma 3.3.1], [Bri97, Lemma 5.2]). Let X be a spherical variety,
and let E =

∑
D∈DG,X nDD be a B-stable Weil divisor. Then, E is Cartier if and only if

for any G-orbit Y ⊂ X, there exists some µE,Y ∈ Λ(X) such that ϕD(µE,Y ) = nD for all
B-divisors D containing Y .

sketch of proof. Recall that X is covered by the G-stable open subsets G ·XB,Y as Y ranges
over all the G-orbits of X (see Theorem 3.2.7). Since being Cartier is a local property, it
suffices to consider the case where X = G · XB,Y for some Y , i.e. where X is simple with
unique closed G-orbit Y . In this case, one can use the local structure theorem to show that
Pic(XB,Y ) = 0 for all Y (see the proof of [Per18, Theorem 3.1.3]). So, if E is Cartier, then
E ∩ XB,Y is a principal Cartier divisor of XB,Y . Since E is B-stable, Corollary 2.5.5 then
implies that

E = div(µE,Y ) +
∑

D∩XB,Y =∅

mDD

for some µE,Y ∈ Λ(X) and some mD ∈ Z. The B-divisors that don’t intersect XB,Y are
precisely those that don’t contain Y , so comparing coefficients in the above equation gives
us ϕD(µE,Y ) = nD for all D ⊃ Y . Conversely, if a choice of µE,Y as in the lemma statement
exists, then E satisfies the above equation for some choice of mD ∈ Z. Since the B-divisors
D that don’t contain Y are Cartier by Proposition 3.1.20 and div(µE,Y ) is also Cartier, it
follows that E is Cartier.

We now introduce some terminology that will help us refer to the weights µE,Y in the
above lemma.

Definition 3.7.3. Let X be a spherical variety.
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1. For any G-orbit Y ⊂ X, we denote by DY the set of B-divisors of X that contain Y .

2. For any G-orbit Y ⊂ X, a linear function on DY is a map `Y : DY → Z such that there
exists some µY ∈ Λ(X) satisfying `Y (D) = ϕD(µY ) for all D ∈ DY . In other words,
we have

`Y = (µY ◦ ϕ)|DY ,
where ϕ : DG,X → N(X) is the map D 7→ ϕD and we view µY ∈ Λ(X) as a map
N(X) = Λ(X)∨Q → Z.

3. By a piecewise linear function on ∪YDY we mean a family (`Y )Y consisting of a linear
function on DY for each G-orbit Y ⊂ X such that `Y (D) = `Y ′(D) for any G-orbits
Y, Y ′ ⊂ G and any D ∈ DY ∩ DY ′ .

4. We write PL(X) for the set of all piecewise linear functions on ∪YDY .

5. We define L(X) ⊂ PL(X) to be the subset consisting of piecewise linear functions (`Y )
such that for some µ ∈ Λ(X), we have `Y = (µ ◦ ϕ)|DY for all G-orbits Y .

6. We denote by ∆◦(X) the set of all B-divisors of X which do not contain any G-orbit of
X (these are necessarily colors, since any G-divisor contains a G-orbit). In an equation:

∆◦(X) = DG,X \
⋃
Y

DY .

Remark 3.7.4. We view PL(X) as an abelian group, with the operation given by adding
linear functions on DY in the natural way. More precisely, we define (`Y )Y + (`′Y )Y =
(`Y + `′Y )Y , where `Y + `′Y is the linear function on DY given by D 7→ `Y (D) + `′Y (D). Note
that with this abelian group structure, the set L(X) is a subgroup of PL(X).

To give a piecewise linear function (`Y )Y ∈ PL(X), it suffices to specify for each G-
orbit Y ⊂ X an element µY ∈ Λ(X) such that for any two G-orbits Y and Y ′ and any
D ⊃ Y, Y ′, we have ϕD(µY ) = ϕD(µY ′). In particular, if E =

∑
D∈DG,X nDD is a B-stable

Cartier divisor on X, then the weights µE,Y of Lemma 3.7.2 define a piecewise linear function
` = (`Y )Y ∈ PL(X), because for any D ⊃ Y, Y ′, we have

ϕD(µE,Y ) = nD = ϕD(µE,Y ′).

Note that the ϕD(µE,Y ) for various D and Y will give us the coefficients nD for any D
containing a G-orbit Y . Thus, we can recover E from ` and the set {nD}D∈∆◦(X) in the
following way. For any B-divisor D ∈ DG,X \ ∆◦(X), we define `(D) to be `Y (D) for any
G-orbit Y ⊂ D. (Note that this does not depend on the choice of Y by definition of a
piecewise linear function.) We then have

E =
∑

D∈DG,X\∆◦(X)

`(D)D +
∑

D∈∆◦(X)

nDD. (3.7.1)
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On the other hand, Lemma 3.7.2 implies that the righthand side of the above equation is a
B-stable Cartier divisor of X for any choice of piecewise linear function ` ∈ PL(X) and any
integers nD. Thus, the B-stable Cartier divisors of X are precisely the divisors which have
the form of (3.7.1) for some choice of (`Y ) ∈ PL(X) and some nD ∈ Z.

Using the form of B-stable Cartier divisors given in (3.7.1), it is relatively straightforward
to characterize the Picard group of X in terms of combinatorial invariants of X. The precise
statement is the following theorem, which can be proven using our above discussion along
with some formal algebraic arguments.

Theorem 3.7.5 ([Per18, Theorem 3.3.4], [Bri97, Theorem 5.2]). Let X be a spherical variety,
and let CX =

⋃
Y CY (with the union taken over all G-orbits Y ⊂ X). We have an exact

sequence

C⊥X
α→

⊕
D∈∆◦(X)

Z ·D β→ Pic(X)
γ→ PL(X)/L(X)→ 0.

Here, the map α is given by µ 7→ div(µ), the map β sends a (Cartier) divisor to its class
in Pic(X), and the map γ sends a Cartier divisor E to the image of the piecewise linear
function (`Y )Y ∈ PL(X) determined by the weights µE,Y given by Lemma 3.7.2.

Remark 3.7.6. Note that PL(X) is finitely generated because X has finitely many G-orbits.
Since X also has finitely many B-divisors, the exact sequence in the above theorem implies
that Pic(X) is finitely generated as well.

Corollary 3.7.7. Let X be a complete spherical variety. Then, we have a short exact
sequence

0→
⊕

D∈∆◦(X)

Z ·D → Pic(X)→ PL(X)/L(X)→ 0.

In particular, Pic(X) is a free finitely generated abelian group.

Proof. With CX as in Theorem 3.7.5, we have V(X) ⊂ CX because X is complete (see The-
orem 3.3.28). Since V(X) is full-dimensional, we see that C⊥X = 0, so the desired short exact
sequence is the exact sequence of Theorem 3.7.5. Moreover, it follows from the definitions
that for any piecewise linear function (`Y )Y ∈ PL(X), if n · (`Y )Y ∈ L(X) for some n ∈ Z,
then (`Y )Y ∈ L(X). In other words, the quotient PL(X)/L(X) is torsion-free and hence is
a free finitely generated abelian group. It follows that Pic(X) is free and finitely generated
as well.

Remark 3.7.8. As our terminology suggests, we view an element (`Y )Y ∈ PL(X) as a
piecewise linear function on the set ∪YDY . The elements of L(X) are then the piecewise
linear functions on ∪YDY which are in fact “linear.” (This also explains the notation PL(X)
and L(X).) On the other hand, recall that for any G-orbit Y , the cone CY is generated by the
ϕD for D ∈ DY . Since the definition of linear functions on DY uses the maps ϕD rather than
the divisors D themselves, it is tempting to think of an element (`Y )Y ∈ PL(X) as a piecewise
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linear function on the cones CX = ∪Y CY . Indeed, this is the approach taken in both [Per18,
Section 3.3] and [Bri97, Section 5.2]. This approach is equivalent to our approach when the
cones CY form a fan (e.g. when X is toroidal or horospherical, see Remark 3.3.23). In general,
however, when we tried to define elements of PL(X) as “piecewise linear functions on ∪Y CY ”
as in [Per18] and [Bri97], we were not able to verify that all B-stable Cartier divisors have
the form given in (3.7.1), though both [Per18] and [Bri97] assert that they do.

For these various definitions of a piecewise linear function ` = (`Y )Y , the difference
between using functions `Y : DY → Z and using functions `Y : CY → Z is very subtle.
However, it becomes clearer when we consider situations stemming from the two pathological
behaviors of colored cones mentioned in Remark 3.3.23:

(1) It is possible that for some G-orbits Y, Y ′ ⊂ X, the intersection F = CY ∩ CY ′ is a face
of both CY and CY ′ , but we have F ◦∩V(X) = ∅. Then, F contains the cone generated
by the ϕD for D ∈ DY ∩DY ′ . So, if we wish to use functions `Z : CY → Z and still have
`(D) be well-defined in (3.7.1), we need to ensure that `Y (ϕD) = `Y ′(ϕD) for every
D ∈ DY ∩ DY ′ . However, because F ◦ ∩ V(X) 6= ∅, there is no G-orbit Y ′′ such that
CY ′′ = F , so there is no nice way to state the condition that `Y (ϕD) = `Y ′(ϕD) for the
necessary choices of D except to say that `Y |F = `Y ′ |F . In particular, the definition
in [Bri97] only asserts that `Y and `Y ′ agree on CY ′′ for any Y ′′ such that Y, Y ′ ⊂ Y ′′.
Since there is not necessarily any such choice of Y ′′ with F ⊂ CY ′′ , it seems that under
the definition of (`Y )Y ∈ PL(X) given in [Bri97], the value of `(D) in (3.7.1) may
not be well-defined. The definition in [Per18] avoids this issue by requiring that the
functions `Z glue to a map ` : ∪Y CY → Z.

(2) It is possible that the intersection CY ∩CY ′ is not even contained in a face of either cone,
i.e. that C◦Y ∩ C◦Y ′ 6= ∅. In this case, there may be some D ∈ DY such that ϕD ∈ C◦Y ′ ,
and D need not contain Y ′ in this situation. If Y ′ 6⊂ D, then there is no reason that
`Y (ϕD) and `Y ′(ϕD) should be equal. Indeed, in the situation of Lemma 3.7.2, the
coefficient of D in the divisor E is given by ϕD(µE,Y ) but not necessarily by ϕD(µE,Y ′).
Moreover, it is possible to construct examples of a B-stable divisor E such that weights
µE,Z as in Lemma 3.7.2 do exist, so E is Cartier, but for any choice of the µE,Z as
in the lemma, we have ϕD(µE,Y ) 6= ϕD(µE,Y ′). For such an example, the family of
functions `Z : CZ → Z determined by the weights µE,Z has `Y (ϕD) 6= `Y ′(ϕD), so the
`Z do not glue to a function ∪Y CY → Z. However, the definition of (`Z)Z ∈ PL(X)
given in [Per18] requires the `Z to glue like this. It follows that for certain examples,
the definition in [Per18] will not allow us to associate an element (`Z)Z ∈ PL(X) to
every B-stable Cartier divisor. In other words, there may be some B-stable Cartier
divisors E which do not have the form in (3.7.1) for some ` ∈ PL(X).

We remark that these concerns are not new in the literature; in fact, an explicit example
like the one described in (2) above can be found in [Tim11, Example 17.7], and this example
is mentioned in the context of showing that the weights µE,Y ∈ Λ(X) from Lemma 3.7.2
need not generally define a function ∪Y CY → Z. Also, by taking different choices of cones in
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[Tim11, Example 17.7], one can obtain an explicit example of the situation described in (1)
above. The workaround that [Tim11] uses for these issues is to think of PL(X) as a family
of functions `Y : CY → Q such that `Y = `Z |CY whenever CY is a face of CZ . Our discussion
surrounding (3.7.1) indicates that the definition we have given in Definition 3.7.3 is another
suitable solution.

These technicalities aside, we note that all of the arguments and intuition are correct in
both [Per18] and [Bri97], provided we use a definition of a piecewise linear function (`Y )Y
such that the B-stable Cartier divisors of X are precisely the divisors of the form in (3.7.1).

Another nice consequence of Lemma 3.7.2 is the following combinatorial criterion for
when a spherical variety is locally factorial.

Proposition 3.7.9 ([Per18, Theorem 3.2.3]). Let X be a spherical variety. Then, X is
locally factorial if and only if for every G-orbit Y ⊂ X, the valuations ϕD for all D ∈ DY
form part of a basis for the dual lattice Λ(X)∨ ⊂ N(X).

Proof. Since X is normal, X is locally factorial if and only if every Weil divisor is Cartier.
(see e.g. [Sta20, Tag 0BE9]). Since every Weil divisor is linearly equivalent to a B-stable
divisor (Proposition 3.7.1) and sums of Cartier divisors are Cartier, we see that X is locally
factorial if and only if every D ∈ DG,X is Cartier. By Lemma 3.7.2, a B-divisor D is Cartier
if and only if for every G-orbit Y contained in D, there exists some µY ∈ Λ(X) such that
ϕD(µY ) = 1 and ϕD′(µY ) = 0 for every D′ ∈ DY \{D}. The existence of such a µY for every
D ∈ DY is equivalent to the statement that the ϕD for D ∈ DY form part of a basis for
Λ(X)∨.

Theorem 3.7.5 gives us a nice combinatorial description of the Cartier divisors on a spher-
ical variety X. We are interested in using this description to characterize when a Cartier
divisor is either globally generated or ample. It is not too difficult to give a general charac-
terization of being globally generated (see [Per18, Theorem 3.3.6]), but this characterization
involves picking weights µY ∈ Λ(X) such that `Y = (µY ◦ ϕ)|DY for a given piecewise linear
funtion (`Y )Y ∈ PL(X). For any G-orbit Y , such a choice of µY does determine the linear
function `Y : DY → |Z, but `Y does not uniquely determine a choice of the µY in general,
because the valuations ϕD for D ∈ DY may not span N(X).

If X is complete, we can avoid this ambiguity in the choice of µY thanks to the following
lemma.

Lemma 3.7.10. Let X be a complete spherical variety. For any closed G-orbit Y ⊂ X, the
cone CY is full-dimensional.

sketch of proof. By Proposition 3.5.8, there exists a projective G-equivariant birational mor-
phism π : X̃ → X with X̃ toroidal. Since π is G-equivariant, dominant, and complete,
any closed G-orbit Y of X is the image of some closed G-orbit Ỹ of X̃. It follows that
π(G · X̃B,Ỹ ) ⊂ G · XB,Y , so Theorem 3.3.28 (applied to the restriction of π to a morphism

https://stacks.math.columbia.edu/tag/0BE9


182

G · X̃B,Ỹ → G ·XB,Y ) implies that CỸ ⊂ CY . Thus, it will suffice to prove the statement for

X̃. After replacing X by X̃, we may assume that X is toroidal.
In this case, the set F = {CY | Y a G-orbit of X} forms a strictly convex fan, and the

cone CX =
⋃
Y CY contains V(X) and hence is full-dimensional (see Theorems 3.5.6, 3.3.28

and 3.4.1). Moreover, the closed G-orbits Y are precisely the G-orbits such that CY is
maximal in F with respect to the partial order given by one cone being a face of another
(see Proposition 3.3.24). We have thus reduced the question to the following statement: for
any fan F such that the cone CF =

⋃
C∈F C is full-dimensional, every maximal cone in F is

full-dimensional. This can be proven using standard topological arguments about cones.

Let X be a spherical variety, and let (`Y )Y ∈ PL(X). Then, every G-orbit Y ′ of X
contains some closed orbit Y in its closure, and DY ′ ⊂ DY implies that `Y ′ = `Y |DY ′ . Thus,
the piecewise linear function (`Y )Y is completely determined by the functions `Y for closed
G-orbits Y . When X is complete and Y is closed, Lemma 3.7.10 implies that the ϕD for
D ∈ DY span N(X); it follows that for any linear function `Y : DY → Z, there is a unique
µY ∈ Λ(X) such that

`Y = (µY ◦ ϕ)|DY .

Since `Y determines µY , we may identify `Y with the function µY ◦ ϕ and so view `Y as a
function on all of DG,X . This identification allows us to state relatively clean criteria for
when a Cartier divisor is globally generated or ample.

Definition 3.7.11. Let X be a complete spherical variety. We say that a piecewise linear
function (`Y )Y ∈ PL(X) is convex if for any two closed G-orbits Y and Y ′ and any D ∈ DY ′ ,
we have

`Y ′(D) ≥ `Y (D).

(Here we define `Y (D) by viewing `Y as a function on all of DG,X , as discussed above.) If
this inequality is strict for all D ∈ DY ′ \ DY , then we say that (`Y )Y is strictly convex .

Remark 3.7.12. In [Per18] and [Bri97], the definition of “convex” and “strictly convex” is
the same as in the above definition, except that the orbit Y ′ is not assumed to be closed.
However, as noted above, the value of `Y ′ is always equal to that of `Y ′′ for any closed G-
orbit Y ′′ ⊂ Y ′. This implies that our definition is equivalent to the one given in [Per18] and
[Bri97].

Theorem 3.7.13 ([Per18, Corollary 3.3.8], [Bri97, Corollary 5.2.1]). Let X be a complete
spherical variety, and let

E =
∑

D∈DG,X\∆◦(X)

`(D)D +
∑

D∈∆◦(X)

nDD

be a B-stable Cartier divisor on X for some (`Y )Y ∈ PL(X) and some nD ∈ Z.
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(a) The divisor E is globally generated if and only if (`Y ) is convex and for any closed
G-orbit Y ⊂ X and any D ∈ ∆◦(X), we have `Y (D) ≤ nD.

(b) The divisor E is ample if and only if (`Y ) is strictly convex and for any closed G-orbit
Y ⊂ X and any D ∈ ∆◦(X), we have `Y (D) < nD.

Proof. For the proof of statement (a), see [Per18, Theorem 3.3.6] or [Bri97, Theorem 5.2(iii)].
There is also a proof of statement (b) in these references (see [Per18, Corollary 3.3.8] and
[Bri97, Corollary 5.2.1]). The proofs in these references rely on certain technical arguments
about divisors; alternately, we give a proof of (b) here that relies instead on certain facts
about the sets XB,Y for closed G-orbits Y .

Suppose that E is ample, and let Y be a closed G-orbit. There exists some f ∈
H0(X,OX(E)) such that Xf = XB,Y (see Theorem 3.2.7). Let E ′ = div(f). Since E
and E ′ are B-stable and linearly equivalent, we have

E ′ = E + div(µY ) (3.7.2)

for some µY ∈ Λ(X) (see Proposition 3.7.1). Moreover, the divisor E ′ is effective, and
Supp(E ′) = X \ XB,Y is the set of B-divisors of X which do not contain Y . So, for any
D ∈ DY , comparing coefficients of D in (3.7.2) gives us

0 = `Y (D) + ϕD(µY ).

This implies that `Y = (−µY ) ◦ ϕ as functions on DG,X , or equivalently, that

`Y (D) = −ϕD(µY ) (3.7.3)

for all D ∈ DG,X . On the other hand, any D ∈ DG,X \ DY lies in Supp(E ′), so comparing
coefficients of D in (3.7.2) gives

`Y ′(D) + ϕD(µ) > 0

if D ∈ DY ′ for some Y ′ 6= Y and
nD + ϕD(µ) > 0

otherwise. In the latter case, the equation for `Y (D) in (3.7.3) gives us the inequality on nD
in (b), and in the former case, the equation for `Y (D) in (3.7.3) implies that (`Y ) is strictly
convex.

Conversely, suppose that (`Y )Y is strictly convex and that `Y (D) ≤ nD for all closed
G-orbits Y and D ∈ ∆◦(X). Recall that OX(E) is ample if and only if X is covered by
affine open subsets of the form Xf , where f ∈ H0(X,OX(nE)) for some n ≥ 1. (This is
the definition of ampleness used in both EGA and the Stacks Project, and it is equivalent
to all other standard definitions under mild hypotheses; see [Sta20, Tag 01PR] and [Sta20,
Tag 02NO] for details.) On the other hand, X is covered by the open subsets of the form
G ·XB,Y for Y a closed G-orbit. (Proof: every G-orbit Y ′ of X has Y ⊂ Y ′ for some closed

https://stacks.math.columbia.edu/tag/01PR
https://stacks.math.columbia.edu/tag/02NO
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G-orbit of Y , and Theorem 3.2.7 then implies that Y ′ ⊂ G · XB,Y .) Thus, it will suffice
to show that each such set G · XB,Y is covered by affine open subsets of the form Xf for
some f ∈ H0(X,OX(E)). For this, we only need to find some f ∈ H0(X,OX(E)) such that
Xf = XB,Y ; then, Xf is affine by Theorem 3.2.7, and G ·XB,Y is covered by the affine open
subsets g ·Xf = Xgf for any g ∈ G.

So, let Y ⊂ X be a closed G-orbit, and let µY ∈ Λ(X) be the weight determined by the
function `Y . Consider the divisor E − div(µY ). For any B-divisor D such that D ⊃ Y , the
coefficient of D in E is `Y (D) = ϕD(µY ) by definition, so the coefficient of D in E−div(µY )
is 0. On the other hand, suppose D 6⊃ Y . If D contains some other G-orbit, then D contains
a closed G-orbit Y ′. The fact that (`Y )Y is strictly convex then gives us

`Y ′(D) > `Y (D) = ϕD(µY ),

so the coefficient of D in E − div(µY ) is positive (by definition of E). If instead D contains
no G-orbit, then our assumptions give us

nD > `Y (D) = ϕD(µY ),

so the coefficient of D in E − div(µY ) is again positive. This proves that E − div(µY ) is an
effective Cartier divisor whose support is the union of the B-divisors not containing Y . In
other words, we have Supp(E− div(µY )) = X \XB,Y . By Lemma 2.5.3, the effective divisor
E − div(µY ) corresponds to a section f ∈ H0(X,OX(E)) such that div(f) = E − div(µY ).
Then, we have

Supp(div(f)) = Supp(E − div(µY )) = X \XB,Y .

This implies that Xf = XB,Y , so f is the desired global section of OX(E).

Corollary 3.7.14. Let X be a complete spherical variety. Then, X is projective if and only
if there exists a strictly convex element of PL(X).

Proof. Because X is a complete variety, X is projective if and only if it is quasi-projective, i.e.
if and only if there exists an ample (Cartier) divisor on X. By Proposition 3.7.1, every divisor
is linearly equivalent to a B-stable one, so X is projective if and only if there exists a B-
stable ample divisor on X. By Theorem 3.7.13, giving a B-stable ample divisor is equivalent
to giving a strictly convex piecewise linear function (`Y )Y ∈ PL(X) and coefficients nD for
each D ∈ ∆◦(X) such that nD > ϕD(`Y ) for all closed G-orbits Y . So, if a B-stable ample
divisor exists, there must exist a strictly convex element of PL(X); conversely, given a strictly
convex element (`Y )Y ∈ PL(X), all we have to do is choose the nD to be large enough, and
we will obtain a B-stable ample Cartier divisor.

Remark 3.7.15. In analogy with the above corollary, is also possible to use Theorem 3.7.13
to prove a combinatorial criterion for when a simple spherical variety is affine. See [Bri97,
Corollary 5.2.2] or [Per18, Theorem 3.3.14] for details.



185

Chapter 4

Weight Monoids on Smooth
Projective Spherical Varieties

In the previous chapter, we introduced many different invariants on spherical varieties and
saw how these invariants classify spherical varieties up to G-isomorphism (specifically, see
Theorem 3.3.26, Theorem 3.3.28, and Theorem 3.6.21 for the main classification statements).
The invariants used in this classification are primarily related to divisors (and the simple
roots that move them) and valuations (either G-invariant valuations or valuations of colors).
There is another interesting type of invariant we can consider: namely, the monoid of weights
of B-eigenvectors Λ+(X,L) for a G-linearized line bundle L on X (or the monoid Λ+(X),
which is just a special case of Λ+(X,L)). These weight monoids are representation-theoretic
in nature, so it is interesting to ask how we might relate weight monoids to the more geometric
invariants that classify spherical varieties.

In this chapter, we focus on the following question: to what extent (and under what
conditions) does a weight monoid Λ+(X,L) determine the invariants on X that arise from
the classification of spherical varieties? When X is affine, this question is answered by the
so-called Knop conjecture, which was proven by Losev in [Los09a]. In Section 4.1, we phrase
the classification of spherical varieties from the previous chapter in terms that are more
suitable for discussing these types of questions. We then discuss some basic background to
the Knop conjecture in Section 4.2. In Section 4.3, we prove a projective analog of a result
that Losev used in his proof of the Knop conjecture (see Corollary 4.3.5). In Section 4.4, we
use the Knop conjecture and the local structure theorem to obtain a “local isomorphism”
result (Theorem 4.4.6), which will allow us to compare combinatorial invariants on spherical
varieties provided they can be captured locally, in an appropriate sense. In Sections 4.5, 4.6,
and 4.7, we use this “local isomorphism” to attempt to compare each relevant type of combi-
natorial invariant in turn. Our main results are Theorem 4.5.5, which gives us an “equality”
on the combinatorial data of B-divisors under certain conditions, and Theorem 4.6.8, which
gives us an equality on “most” spherical roots. Finally, in Section 4.9, we give some examples
in which the weight monoid Λ+(X,L) does not determine certain combinatorial invariants.
These examples show that our results in Sections 4.5, 4.6, and 4.7 are relatively optimal.
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4.1 Reworking the Classification of Spherical

Varieties

We are interested in viewing the classification of spherical varieties as a way to tell when
two spherical varieties are G-equivariantly isomorphic by looking at combinatorial data. In
this section, we reframe the classification of spherical varieties in order to better use it for
this purpose. In order to do this, we will need to make precise what it means to have an
“equality” of the combinatorial data of two spherical varieties.

Everything in this section is almost certainly known to experts. For instance, the main
notion of “equality” that we need to introduce has already been mostly established in Losev’s
proof that homogeneous spherical data classify homogeneous spherical varieties up to G-
equivariant isomorphism (compare the discussion preceding [Los09c, Theorem 1] with our
definition of a “D-equivalence” in Definition 4.1.1 below). However, we are not aware of
anywhere in the literature where the classification of spherical varieties has been written out
as a criterion for being G-equivariantly isomorphism in a precise way, as it is in Theorem 4.1.9
below. Our goal in this section is to provide a reference for these facts and to introduce some
terminology for certain “equalities” of combinatorial data that will be useful to us later.

4.1.a D-Equivalences

We have seen in Section 3.6 that the classification of homogeneous spherical varieties hinges
on data related to B-divisors (more precisely, their valuations and the simple roots that
move them). Because we are interested in using this classification to tell when two spherical
varieties are isomorphic, it will be useful to formalize what is means for two spherical varieties
to have “the same” data on their B-divisors. The following definition provides this formalism.

Definition 4.1.1. Let X1 and X2 be spherical G-varieties such that Λ(X1) = Λ(X2). A D-
equivalence is a bijection ι : DG,X1 → DG,X2 such that for all D ∈ DG,X1 , we have ϕD = ϕι(D),
and a root α ∈ ΠG moves D if and only if α moves ι(D). If a D-equivalence exists, we say
that X1 and X2 are D-equivalent.

The notion of D-equivalence will be essential in much of what follows. As such, we use
this section to collect a few basic results about D-equivalences. To begin, we note that
D-equivalences automatically allow us to match up types of simples roots.

Lemma 4.1.2. Let X1 and X2 be D-equivalent spherical varieties. Then, every root α ∈ ΠG

has the same type for X1 as it does for X2.

Proof. We have α ∈ Πa
X1

if and only if α moves no B-divisor of X1, and α ∈ Πb
X1

if and only if

α moves exactly 2 B-divisors of X1. But any D-equivalence induces a bijection DG,X1(α)
∼→

DG,X1(α), so we immediately get Πa
X1

= Πa
X2

and Πb
X1

= Πb
X2

. Now let α ∈ Πc
X1
∪ Πd

X1
.

Then, α ∈ Πc
X2
∪ Πd

X2
, so for i ∈ {1, 2}, we know that α moves a unique B-divisor Di of

Xi. Moreover, we have α ∈ Πc
Xi

if and only if ϕDi = 1
2
α∨|Λ(Xi), and α ∈ Πd

Xi
if and only if
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ϕDi = α∨|Λ(Xi). Any D-equivalence will map D1 to D2 and preserve valuations, so it follows
that α ∈ Πc

X1
if and only if α ∈ Πc

X2
, and α ∈ Πd

X1
if and only if α ∈ Πd

X2
.

In general, a D-equivalence need not be unique. However, the following lemma describes
the extent to which two D-equivalences can differ.

Lemma 4.1.3. Let X1 and X2 be spherical varieties, and let ι, ι′ : DG,X1

∼→ DG,X2 be two
D-equivalences. If D ∈ DG,X1 satisfies ι(D) 6= ι′(D), then D is moved by a unique root
α ∈ Πb

X1
. Moreover, if D′ is the other B-divisor of X1 moved by α, then α is also the unique

root moving D′, and we have ϕD = ϕD′, ι(D) = ι′(D′) and ι(D′) = ι′(D).

Proof. Let D ∈ DG,X1 . Then, ι(D) and ι′(D) are both moved by precisely the same roots as
D. We consider 3 cases, based on which roots move D.

1. If D is G-stable, then ι(D) and ι′(D) are also G-stable. But a G-divisor of X2 is
determined by its valuation as an element of N(X2) (see Corollary 3.1.14). So, the
equality

ϕι(D) = ϕD = ϕι′(D)

implies that ι(D) = ι′(D)

2. Suppose D is moved by a root α of type c or d for X1. Then, α has type c or d for X2

as well (Lemma 4.1.2). So, both ι(D) and ι′(D) are the unique B-divisor of X2 moved
by α, which implies that ι(D) = ι′(D).

3. The only remaining option is that D is moved by a root α ∈ Πb
X1

= Πb
X2

. In this case,
write DG,X1(α) = {D,D′}. Since both ι and ι′ preserve the property of being moved
by α, we have

DG,X2(α) = {ι(D), ι(D′)} = {ι′(D), ι′(D′)}.
So, if ι(D) 6= ι′(D), then the only possibility is that ι(D) = ι′(D′) and that ι(D′) =
ι′(D). Moreover, since ι and ι′ preserve valuations, we have

ϕD = ϕι(D) = ϕι′(D′) = ϕD′ .

Remark 4.1.4. We note that the above lemma has a natural converse, which follows im-
mediately from the definition of a D-equivalence. Let X1 and X2 be spherical varieties,
and suppose we have a D-equivalence ι : DG,X1

∼→ DG,X2 . Let α ∈ Πb
X1

, and write
DG,X1(α) = {D,D′}. If ϕD = ϕD′ and D and D′ are moved by no root other than α,
then we can define another D-equivalence ι′ : DG,X1

∼→ DG,X2 by setting ι′(D) = ι(D′),
ι′(D′) = ι(D), and ι = ι′ on every B-divisor besides D and D′. Combined with the above
lemma, this shows that we can construct all D-equivalences between X1 and X2 from a single
D-equivalence ι just by swapping the values of ι on pairs of divisors D and D′ satisfying the
conditions mentioned in the lemma statement.
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We will be interested in understanding the relationship between D-equivalences and
weight monoids of G-linearized invertible sheaves. However, we run into the problem that
not every invertible sheaf is G-linearizable until we replace G by G̃ for some central isogeny
G̃ → G (see Theorem 2.6.11). This replacement is typically safe thanks to the following
lemma.

Lemma 4.1.5. Let X1 and X2 be spherical varieties, and let π : G̃ → G be an isogeny of
reductive groups. Then, there exists a Borel subgroup B̃ ⊂ G̃ and a maximal torus T̃ ⊂ B̃
such that the following hold.

(a) X1 and X2 are spherical G̃-varieties (with G̃ acting via its image in G).

(b) X1 and X2 are D-equivalent as spherical G-varieties if and only if X1 and X2 are
D-equivalent as spherical G̃-varieties.

(c) The valuation cones V(Xi) and the colored fans FXi are the same regardless of whether
we view the Xi as spherical G-varieties or spherical G̃-varieties.

(d) For any G-linearized divisorial sheaf OXi(D) on Xi, there exists a G̃-linearization on
OXi(D) such that Λ+(Xi,OXi(D)) is the same whether we use the G-linearization or
the G̃-linearization.

Proof. We can pick a Borel subgroup B̃ of G̃ and a maximal torus T̃ ⊂ B̃ such that B̃
and T̃ map surjectively onto B and T , respectively (see e.g. [Mil17, Proposition 17.20]). In
particular, the B̃-orbits of Xi are precisely the B-orbits, so the Xi are spherical G̃-varieties.
Moreover, passing from the action of G to the action of G̃ does not change any of the
following data:

• Which divisors of the Xi are B-stable or G-stable, (hence also which divisors are
colors). More precisely: any divisor D ⊂ Xi is B̃-stable (resp. G̃-stable) if and only if
it is B-stable (resp. G-stable).

• The lattices Λ(X1) and Λ(X2) (as subgroups of ΛG ⊂ ΛG̃).

• The valuation ϕD for any B-divisor D of X1 or X2 (as a function on Λ(X1) or Λ(X2)).

• The set of simple roots ΠG. This follows from the classification of reductive groups,
since π : G̃ → G is a central isogeny (for an explanation of why π is central, see
Remark 2.2.10).

• Which simple roots move a given B-divisor of X1 or X2. This follows from the defini-
tions and the fact that π(P̃α) = Pα for any simple root α. Alternately, it can be proven
using the fact that the valuations ϕD do not change, along with certain combinatorial
facts about the ϕD (cf. Lemma 4.4.2 and Corollary 4.4.3).
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• The valuation cones V(X1) and V(X2). This is because G̃ acts on the G̃-module K(Xi)
via its image in G, so any valuation is G̃-equivariant if and only if it is G-equivariant.

• The colored fans FX1 and FX2 . This is because the G̃-orbits of Xi are precisely the
G-orbits, along with the fact that the B-divisors and G-divisors are the same and have
the same valuations (as noted above).

This already proves (a), (b), and (c). As for (d), we note that pulling back any G-
linearization by the map (π, idXi) : G̃×Xi → G×Xi induces a G̃-linearization on OXi(D).
Since G̃ acts onXi via its image under π, the resulting G̃-module structure on Γ∗(Xi,OXi(D))
will be given by letting G̃ acts via its image under π. It follows that the G̃-linearization will
have the same weight monoid as the G-linearization.

4.1.b Combinatorial Data and Isomorphisms

The notion of a D-equivalence will make it easy for us to describe when the classification of
spherical varieties gives us G-equivariant isomorphisms between two spherical varieties. We
first describe the homogneous case.

Theorem 4.1.6. Let G/H1 and G/H2 be two homogeneous spherical varieties. The following
are equivalent.

(i) G/H1
∼= G/H2 as G-varieties (i.e. H1 and H2 are conjugate subgroups of G).

(ii) G/H1 and G/H2 are D-equivalent, and ΨG,G/H1 = ΨG,G/H2.

Moreover, if these conditions hold, then for any D-equivalnece ι : DG,G/H1

∼→ DG,G/H2,

there exists a G-equivariant isomorphism i : G/H1
∼→ G/H2 such that ι(D) = i(D) for all

D ∈ DG,G/H1.

Proof. If i : G/H1
∼→ G/H2 is a G-equivariant isomorphism, then i induces a G-equivariant

isomorphism on function fields, and this isomorphism identifies the valuation cones V(G/H1)
and V(G/H2) (it identifies all valuations because it is a ring isomorphism and identifies the
G-invariant ones because it is G-equivariant). This gives us Λ(G/H1) = Λ(G/H2) and
ΨG,G/H1 = ΨG,G/H2 . Moreover, the map D 7→ i(D) defines a D-equivalence ι : DG,G/H1

∼→
DG,G/H2 .

Conversely, suppose that (ii) holds. Let (Λi,Π
a
i ,Ψi,Dbi ) be the homogeneous spherical

datum of G/Hi. We show that these homogeneous spherical data are equal, so that G/H1

and G/H2 are G-equivariantly isomorphic by Theorem 3.6.21. Let ι : DG,G/H1

∼→ DG,G/H2

be a D-equivalence. The definition of a D-equivalence gives us Λ(G/H1) = Λ(G/H2), i.e.
Λ1 = Λ2, and Lemma 4.1.2 gives us Πa

1 = Πa
2. Also, we have Ψ1 = Ψ2 by assumption.

Finally, we also have Πb
G/H1

= Πb
G/H2

by Lemma 4.1.2, and ι induces a bijection on colors

moved by roots of type b, hence a bijection ιb : Db1
∼→ Db2. The maps Dbi → HomZ(Λi,Z) in



190

the homogeneous spherical data are the maps D 7→ ϕD, so ιb identifies these maps with one
another because ϕD = ϕι(D) for all D.

For the “moreover” statement, we note that there exists some G-equivariant isomorphism
i0 : G/H1

∼→ G/H2, and we can then define a D-equivalence ι0 : DG,G/H1

∼→ DG,G/H2 by
setting ι0(D) = i0(D) for all D. Thus, it suffices to show that for any other D-equivalnece
ι : DG,G/H1

∼→ DG,G/H2 , there exists some automorphism a : G/H2
∼→ G/H2 such that ι(D) =

a(ι0(D)) for all D. This is a (nontrivial) consequence of Losev’s proof that homogeneous
spherical data determine homogeneous spherical varieties up to G-isomorphism (see e.g. the
discussion following [Los09b, Theorem 3]).

Recall that the classification of all spherical varieties is simply a combination of the
classification of homogeneous spherical varieties and Luna–Vust theory, which classifies open
embeddings of spherical varieties of the form G/H ↪→ X. Thus, to upgrade the above
theorem into a statement about all spherical varieties, we need to understand what should
be meant by an “equality” on the combinatorial invariants of Luna–Vust theory, i.e. colored
fans. The following definition gives us this notion of equality.

Definition 4.1.7. Let X1 and X2 be spherical varieties. We say that a D-equivalence
ι : DG,X1

∼→ DG,X2 preserves colored fans if

FX2 = {(C, ι(∆)) | (C,∆) ∈ FX1}.

Remark 4.1.8. We would like to make explicit an implicit identification made in the above
definition. Given a colored fan (C,∆) ∈ FXi , the set ∆ contains colors of the open G-
orbit G/Hi of Xi, so we cannot literally apply ι to elements of ∆. However, the map
D 7→ D ∩G/Hi is a bijection DG,Xi → DG,G/Hi whose inverse is D0 7→ D0 (with the closure
taken in Xi ⊃ G/Hi). Thus, we will typically identify colors of G/Hi with their closures
in Xi and so view them as colors of Xi. This explains what we mean by ι(∆) in the above
equation.

We are now ready to formulate precisely what the classification of spherical varieties has
to say about when two spherical varieties are G-equivariantly isomorphic.

Theorem 4.1.9. Let X1 and X2 be spherical varieties. The following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) There exists a D-equivalence ι : DG,X1

∼→ DG,X2 that preserves colored fans, and
ΨG,X1 = ΨG,X2.

Proof. Let G/Hi be the open G-orbit of Xi. Any G-equivariant isomorphism i : X1
∼→ X2

restricts to a G-equivariant isomorphism G/H1
∼→ X2, so ΨG,X1 = ΨG,X2 by Theorem 4.1.6.

Moreover, setting ι(D) = i(D) defines a D-equivalence ι : DG,X1

∼→ DG,X2 , and one can check
from the definitions that this D-equivalence preserves colored fans.
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Conversely, suppose that (ii) holds, and let ι : DG,X1

∼→ DG,X2 be a D-equivalence
preserving colored fans. Then, ι induces a D-equivalence ι0 : DG,G/H1

∼→ DG,G/H2 (explicitly,
we set ι0(D0) = ι(D0)∩G/H2, see Remark 4.1.8 above). Thus, Theorem 4.1.6 gives us a G-
equivariant isomorphism i0 : G/H1

∼→ G/H2 such that ι(D0) = ι(D0) for all D0 ∈ DG,G/H1 .
The statement that ι preserves colored fans is thus the statement that the isomorphism i0
identifies the two colored fans FX1 and FX2 . It follows from Theorem 3.3.26 that X1 and
X2 are G-equivariantly isomorphic. Or, more precisely: since ι preserves colored fans, we
see that i0 maps FX1 into FX2 and that i−1

0 maps FX2 into FX1 . So, i0 and i−1
0 extend to

G-equivariant morphisms i : X1 → X2 and i−1 : X2 → X1 (respectively) by Theorem 3.3.28,
and i−1 ◦ i and i ◦ i−1 are both equal to the identity morphism because they agree with
the identity on a dense open subset (namely, the open G-orbit) and because X1 and X2 are
separated and reduced (see e.g. [Har77, Chapter II, Exercise 2.4.2]).

In this chapter, we investigate to what extent weight monoids of the form Λ+(X,L)
determine these pieces of combinatorial data. Theorem 4.1.9 is the key starting point for this
task, for two reasons: first, the theorem summarizes which pieces of combinatorial data show
up in the classification of spherical varieties; and second, the theorem gives us the language
and formalism needed in order to understand what an “equality” on this combinatorial data
really means.

4.2 On Losev’s Proof of the Knop Conjecture

In this section, we provide some introductory background to the Knop Conjecture and its
proof by Losev in [Los09a]. This is provided for the benefit of the reader and can be skipped
without any loss of continuity. In what follows, the only material from this section that will
be necessary is Theorem 4.2.2, Definition 4.2.4, and Question 4.2.5. The reader who wishes
to skip this section can either read through these statements briefly now or refer back to
them as they arise later on.

We first recall some notation from Section 2.5. For any G-variety X, we denote by Λ+(X)
the set of all weights of B-eigenvectors of the global sections Γ(X,OX). Note that Λ+(X)
is a commutative monoid; we will refer to it as the weight monoid of X. Similarly, given
a G-linearized invertible sheaf L on X, we denote by Λ+(X,L) the monoid of all weights
of (B × Gm)-eigenvectors in the ring Γ∗(X,L) =

⊕
n≥0H

0(X,L⊗n) (with B acting via the
G-linearization on L×n and Gm acting according to the grading). We will refer to Λ+(X,L)
as the weight monoid of the pair (X,L). We remark that when OX has the canonical
G-linearization of Lemma 2.4.13a, we get

Λ+(X,OX) = Λ+(X)× N.

Thus, the weight monoid Λ+(X,L) is in some sense a generalization of Λ+(X).
Consider the case where X is an affine spherical G-variety and G = T is a torus. Then, X

is by definition a toric variety for a quotient T ′ of T (namely, T ′ = T/Gx, where x is any point
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in the open T -orbit of X). We claim that the weight monoid Λ+(X) completely determines
X up to T -equivariant isomorphism. Note that Λ(X) = Λ+(X)gp (Proposition 2.5.9), so
Λ+(X) determines the lattice Λ(X) as a subgroup of Λ(T ). By standard facts about tori
(see e.g. [Mil17, Theorem 12.9]), the inclusion Λ(X) = Λ(T ′) ⊂ Λ(T ) determines the torus T ′

and the quotient map T → T ′ up to T -equivariant isomophism. Moreover, the global sections
Γ(X,OX) are T ′-equivariantly isomorphic to the k-algebra k[−Λ+(X)] (see Proposition 3.3.5
and the preceding discussion), so the weight monoid determines X up to T ′-equivariant
isomorphism, hence also up to T -equivariant isomorphism.

Thus, in the toric case, the weight monoid Λ+(X) completely classifies X. Even better,
one can impose nice combinatorial conditions such that any monoid in a given lattice Λ
satisfying those conditions is Λ+(X) for some toric variety X such that the torus T ⊂ X
has Λ(T ) ∼= Λ (see e.g. [Ful93, Section 1.3, Exercise 3]). In the general spherical case, one
cannot hope for quite such a nice statement. For starters, the weight monoid does not even
classify all affine spherical varieties up to G-isomorphism, as the following example shows.

Example 4.2.1. Let A = k[x1, x2, x3], and let q = 2x1x3 + x2
2 ∈ A. Then, G = SO3 is the

subgroup of SL3 that fixes the quadratic form q, so we obtain actions of G on the varieties

X = Spec(A/(1− q)), Y = Spec(A/(q)).

Both X and Y are spherical varieties. Moreover, X and Y are both fibers of the flat family

Spec(A[t]/(t− q))→ Spec(k[t]),

and weight monoids are locally constant in flat families, so we have Λ+(X) = Λ+(Y ). (This
is a consequence of a “sheafified” version of semisimplicity of G-modules, along with coho-
mology and base change; see [AB06, Section 3.1] for details). However, X and Y are not
G-isomorphic, because X is smooth and Y is not (as a Jacobian calculation will show).

We can also see that X and Y are not G-isomorphic by looking at valuation cones. For
this, note that the maximal torus of G is 1-dimensional, and x1 is a B-eigenvector of both
A/(q) and A/(1 − q) (a Borel subgroup for G with our choice of q is given by the upper
triangular matrices in G). So, we have

Λ(Y ) = Λ(X) = ΛG = Z

and hence N(X) = N(Y ) = N = Q. Moreover, Since G contains the automorphism of A
that fixes x2 and swaps x1 and x3, any G-invariant valuation v of either X or Y must have
v(x1) = v(x3). In the case of Y , we can define a G-invariant valuation v : K(Y )× → Q
by setting v(x1) = v(x2) = v(x3) = 1, and v(k×) = 0, then extending to all of K(Y )× by
defining v(ab) = v(a)+v(b) and v(a+b) = min{v(a)+v(b)} for all a, b ∈ K(Y )×. Noting that
K(Y ) ∼= k(x1, x3,

√
x1x3), we see that K(Y ) is a Z-graded ring (taking deg(

√
x1x3) = 1), and

for any a ∈ K(Y )×, the value of v(a) is the smallest integer d such that the homogeneous
part of a in degree d is nonzero. This is certainly a valuation, since G acts by graded ring
homomorphisms on K(Y ) and v is constant on each homogeneous part of K(Y ), we see
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that v is G-invariant. We have thus found a nonzero element v ∈ V(Y ). In fact, the same
argument would have worked if we set v(x1) = v(x2) = v(x3) to be any value in Q, so we see
that V(Y ) = N(Y ) = Q. In other words, Y is a horospherical variety.

As for X, let v : K(X)× → Q be a G-invariant valuation. As noted above, we must have
v(x1) = v(x3). Since 2x1x3 = 1− x2

2 on X, this implies that

2v(x1) = v(x1) + v(x3) = v(2x1x3) = v(1− x2
2) ≥ min{v(1), 2v(x2)},

with equality if v(1) 6= 2v(x2) (this “with equality” statement is a general fact about valu-
ations which follows from the fact that v(a + b) ≥ min{v(a), v(b)} for all a and b). So, we
have three cases:

1. If v(x2) > v(1) = 0, then we have v(x1) = v(x3) = 0 by the above and hence

2v(x2) = v(1− 2x1x3) ≥ min{v(1), v(x1x3)} = 0.

One can check that the k-linear map sending x1 7→ x1, x2 7→ x1 + x2, and x3 7→
−1

2
x1 − x2 + x3 is an element of G. Since v is G-invariant, this implies that

v(x2) = v(x1x2) = v(x1(x1 + x2)) = v(x2
1 + x1x2) ≥ min{2v(x1), v(x1x2)},

with equality if v(x1x2) 6= 2v(x1). Since we have v(x1) = 0 and we have assumed
v(x1x2) = v(x2) ≥ 0, this implies that v(x2) = min{2v(x1), v(x1x2)} = 0, a contradic-
tion.

2. If v(x2) = 0, then the above equation gives us 2v(x1) ≥ 0 and hence v(x1) = v(x3) ≥ 0.
Suppose that v(x1) 6= 0. Then, we have

v(x1 + x2) ≥ min{v(x1), 0},

and since v(x1) 6= 0, we get v(x1 + x2) = 0. Using the element of G given in case 1,
which sends x3 7→ −1

2
x1 − x2 + x3, we then get

v(x3) = v(−x1/2− x2 + x3) ≥ min{v(x1 + x2), v(x3)} = min{0, v(x3)},

and since v(x3) 6= 0, we have equality, i.e. v(x3) = 0, which is a contradiction. So in
fact, v(x1) 6= 0 is impossible, which means v must be the trivial valuation.

3. If v(x2) < 0, then the above inequality gives us 2v(x1) = 2v(x2) and hence v(x1) =
v(x2) = v(x3). On the other hand, V(X) is a full-dimensional cone in N(X) (The-
orem 3.4.1), so in particular, we cannot have V(X) = {0}. Since the above cases
only gave us the trivial valuation, there must exist some G-invariant valuation v with
v(x1) = v(x2) = v(x3) < 0.

It follows that V(X) = Q≤0 ⊂ N = Q. In particular, we have V(X) 6= V(Y ). (Alternately,
one can explicitly compute the G-orbits of X to show that X is a wonderful variety. Since
wonderful varieties are standard embeddings, their valuation cones must be strictly convex,
so this is another way to see that V(X) 6= V(Y ).)
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In the above example, the variety X is smooth, but Y is not. Knop conjectured that the
weight monoid actually does classify smooth affine spherical varieties up to G-equivariant
isomorphism. This was proven by Losev, who in fact proved a somewhat stronger statement:
affine spherical varieties are determined by their weight monoid and their valuation cone,
and smooth affine spherical varieties with the same weight monoid have the same valuation
cone.

Theorem 4.2.2 (Knop Conjecture; [Los09a, Theorems 1.2, 1.3]). Let X1 and X2 be two
affine spherical G-varieties.

(a) If Λ+(X1) = Λ+(X2) and V(X1) = V(X2) (as cones in N(X1) = N(X2)), then X1 and
X2 are G-isomorphic.

(b) If X1 and X2 are smooth and Λ+(X1) = Λ+(X2), then X1 and X2 are G-isomorphic.

Remark 4.2.3. As with toric varieties, Pezzini and van Steirteghem [PV19] have given
a combinatorial characterization of the monoids that occur as the weight monoid of some
smooth affine spherical variety.

Losev’s proof of Theorem 4.2.2 hinges on his proof in [Los09c] that homogeneous spherical
varieties are classified by their homogeneous spherical data, which is part of the classification
statement in Theorem 3.6.21. Indeed, given two affine spherical varieties X1 and X2 such
that Λ+(X1) = Λ+(X2), if both X1 and X2 have the same open G-orbit G/H, then both
Γ(X1,OX1) and Γ(X2,OX2) are G-submodules of K(G/H). Since G-modules are determined
by their B-eigenvectors and K(G/H) is multiplicity-free (because K(G/H)B = k, see The-
orem 3.1.4), the statement that Λ+(X1) = Λ+(X2) says that Γ(X1,OX1) and Γ(X2,OX2)
are the same submodule of K(G/H), i.e. that X1

∼= X2 as G-varieties. Thus, the difficulty
in the proof is showing that X1 and X2 have the same open G-orbit, which Losev does by
showing that the two open orbits have the same homogeneous spherical data.

We are interested in investigating to what extent a weight monoid of the form Λ+(X,L)
classifies the spherical variety X in cases besides the smooth affine case. The most natural
other case to consider is the case where X is projective and where we consider Λ+(X,L) for
a fixed G-linearized ample invertible sheaf L. To this end, we make the following definition.

Definition 4.2.4. A polarized spherical variety is a pair (X,L), where X is a projective
spherical variety and L is a G-linearized ample invertible sheaf on X. A morphism of
polarized spherical varieties (X,L)→ (Y,M) is a G-equivariant morphism f : X → Y such
that f ∗M ∼= L.

Motivated by Losev’s proof of the Knop conjecture, we ask the following question.

Question 4.2.5. Let (X,L) and (Y,M) be two polarized spherical varities.

(a) If Λ+(X,L) = Λ+(Y,M) and V(X) = V(Y ), is it the case that (X,L) ∼= (Y,M) as
polarized G-varieties (i.e. is there a G-equivariant isomorphism i : X → Y such that
i∗M ∼= L?)
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(b) If Λ+(X,L) = Λ+(Y,M) and X and Y are smooth, is it the case that (X,L) ∼= (Y,M)
as polarized spherical varieties?

We will see that the answer to Question (a) is “yes.” The proof revolves around passing
to the affine cone of X. The main challenge is to pass the statement that V(X) = V(Y ) to
the affine cone, for which we will need an understanding of G-invariant valuations on affine
cones. Once this is done, we will be able to reduce Question (a) to Theorem 4.2.2a. This is
the subject of Section 4.3; specifically, the proof of Question (a) is Corollary 4.3.5.

Question (b) is significantly more subtle. There is no easy reduction to the affine case
here, because the affine cones in question need not be smooth. Ultimately, we will see that
Question (b) is not true as stated: we will give an explicit counterexample in Examples 4.9.1
and 4.9.2 in which the spherical varieties are even rank-1 and toroidal, as well as other
counterexamples in Examples 4.9.3 and 4.9.4. So instead, we rephrase Question (b) as
follows:

Question 4.2.6. Let (X,L) and (Y,M) be two polarized spherical varities.

(b’) If Λ+(X,L) = Λ+(Y,M) and X and Y are smooth, are there any other combinatorial
invariants of the spherical varieties X and Y that must be equal?

Our main strategy for answering Question (b’) will be to use the local structure theorem
to obtain affine varieties which we can apply the Knop conjecture to. This will allow us
to “match up” pieces of combinatorial data between two spherical varieties X and Y as in
Quetion (b’), provided that this combinatorial data can be detected locally. Specifically, we
will be interested in the three pieces of combinatorial data specified in Theorem 4.1.9, which
yields three different questions:

1. Does there exist a D-equivalence ι : DG,X
∼→ DG,Y ?

2. If a D-equivalence exists, does there exist a D-equivalence that preserves colored fans?

3. Do we have ΨG,X = ΨG,Y ?

In attempting to answer these questions, we will prove several interesting results, which have
already been discussed at length in Section 1.2.

We note that both smoothness and projectivity are essential conditions in Question (b’).
Indeed, the following two examples show that it is relatively easy to pick at least some
combinatorial invariants of X and Y to be unequal when either smoothness or projectivity
is dropped.

Example 4.2.7. To show that smoothness is necessary in Question (b), we give what is
essentially a projective version of Example 4.2.1. Let G = SO3 be the subgroup of GL3

stabilizing q = 2x1x3 + x2
2 in k[x1, x2, x3], and let

X = Proj(k[w, x1, x2, x3]/(w2 − q), Y = Proj(k[w, x1, x2, x3]/(q)),
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with G acting on k[x1, x2, x3] in the natural way and fixing w. As before, X is smooth, and
Y is smooth except at [1 : 0 : 0 : 0] by a Jacobian calculation. In particular, X and Y
are both regular in codimension 1, hence normal. Also, X and Y contain the varieties of
Example 4.2.1 above as the G-stable open subset D+(w). So, X and Y are spherical because
they contain an open subset which is spherical.

As in Example 4.2.1, we have a flat family

Proj(k[t, w, x1, x2, x3]/(tw2 − q))→ Spec(k[t])

in which X and Y appear as fibers, and this implies that Λ+(X,OX(1)) = Λ+(Y,OY (1)).
However, we know that X 6∼= Y , since X is smooth and Y is not, so we cannot possibly have
(X,OX(1)) ∼= (Y,OY (1)). In fact, the valuation cones of X and Y are the same as those of
Example 4.2.1 (because the valuation cone of X is that of its G-stable open subset D+(w),
and likewise for Y ). So we again have V(X) 6= V(Y ).

Example 4.2.8. The following example shows that projectivity is necessary in Question
(b). Let X be a smooth projective spherical variety, and let L be a G-linearized ample
invertible sheaf on X. Let Y ⊂ X be the union of all G-orbits of codimension ≤ 1, and
set M = L|Y . Since there are finitely many closures of orbits of codimension > 2, and Y is
the complement of the union of these orbit closures, so Y is a G-stable open subset of X.
Moreover, since the inclusion i : Y ↪→ X is G-equivariant, the G-linearization on L induces
a G-linearization on M = i∗L. In particular, Y is smooth because X is, and pulling back by
i induces a G-equivariant isomorphism H0(X,L⊗d) ∼= H0(Y,M⊗d) for all d ≥ 0 (because X
is normal and codim(X \ Y ) ≥ 2). This implies that Λ+(X,L) = Λ+(Y,M).

On the other hand, note that Y will not be projective unless we have X = Y . (If Y is
projective, then the inclusion i is a projective morphism and hence closed, so Y is open and
closed in X.) It follows that X ∼= Y as G-varieties if and only if X = Y , which is rarely
the case. Indeed, let ϕ1, . . . , ϕm be the valuations of G-divisors of X (viewed as elements of
N(X)). Note that the open G-orbit G/H of Y is the same as that of X, and the codimension-
1 G-orbits of X are precisely the orbits which are dense in the G-divisors of X. It follows
that Y is the embedded of G/H corresponding to the colored fan

FY = {(Q≥0ϕ1,∅), . . . , (Q≥0ϕm,∅)}.

The colored cones in this colored fan are necessarily also in the colored fan FX (they are the
colored cones corresponding to the same G-orbits of Y , just viewed as G-orbits of X). To
ensure that X = Y , we just need to pick FX to have at least one other colored cone besides
those in FY . For instance, note that Y is toroidal, i.e. no colored cone in FY contains a
color. Thus, if X is any smooth projective spherical variety which is not toroidal, then FX

contains a colored cone which has a color and hence is not in FY , so we have X 6= Y and
hence X 6∼= Y .
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4.3 Valuations on Affine Cones

In this section, we analyze the relationship between the valuation cone V(X) of a projec-
tive spherical variety X and the valuations on the affine cone of X. This will culminate in
Corollary 4.3.5, which is the projective equivalent of Theorem 4.2.2a and so answers Ques-
tion 4.2.5a in the affirmative. At the end of Section 4.5, we will give an alternate proof
of Corollary 4.3.5 that makes use of the local structure theorem instead of affine cones.
Throughout the rest of this chapter, our focus will be on the approach using the local struc-
ture theorem rather than the approach using affine cones. As such, the reader who is not
interested in valuations on affine cones can safely skip this section.

We begin by recalling a few facts about affine cones (see Appendix A). Given a polarized
G-variety (X,L), we let G act on Γ∗(X,L) via the G-linearization on L, and we let Gm act
on the degree-d part of Γ∗(X,L) via the character d ∈ Z ∼= X (T ). Writing G̃ = G×Gm, this
gives us an action of G̃ on the affine cone X̃ = Spec(Γ∗(X,L)). As discussed in Section 2.5,
we use the Borel subgroup B̃ = B×Gm of G̃ and the maximal torus T̃ = T ×Gm ⊂ B̃, and
these give us

ΛG̃
∼= ΛG × Z and Λ+(X,L) = Λ+(X̃).

Write A = Γ∗(X,L), so that X ∼= Proj(A) and X̃ = Spec(A). Since X is a projective variety
and k = k, we have Γ(X,OX) = k, so the vertex of the affine cone X̃ is a single point 0.
Moreover, we have a principal Gm-bundle

π : X̃ \ {0} → X

which is given locally by the morphism of affine schemes X̃f → Xf corresponding to the
inclusion (Af )0 ↪→ Af for any homogeneous element f ∈ A. Note that if f ∈ A1, then the
map

(Af )0 ⊗k k[t±]→ Af (4.3.1)

given by g/fd ⊗ tn 7→ g/fd−n is an isomorphism of graded rings with inverse given by
g/fm 7→ g/fdeg g⊗td−m. We thus have X̃f

∼= Gm×Xf . This gives us a nice local trivialization
of the principal Gm-bundle π whenever A is generated in degree 1 (which always holds after
replacing L by some suitable power L⊗n).

Now, if X is a spherical G-variety, then Corollary A.6 implies that X̃ is a spherical G̃-
variety. Our goal is to relate the valuation cone V(X) to the valuation cone V(X̃). Note
that π is surjective and so gives an inclusion on function fields K(X) ↪→ K(X̃). Since π is
also G-equivariant, we may view K(X) as a G-submodule of K(X̃). A G̃-invariant valuation
v : K(X̃)× → Q is one which is both G-invariant and Gm-invariant, so the restriction v|K(X)×

is a G-invariant valuation of K(X)/k. To understand the relationship between V(X) and
V(X̃), then, we want to know which elements of V(X) we get by restricting in this way, and
to what extent this restriction determines the original valuation v.

Since we know that X̃ is Zariski-locally isomorphic to Gm×X, and since v must be Gm-
invariant, the first step is to characterize the Gm-invariant valuations of Gm×X. We do this
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algebraically, by proving that Gm-invariance forces valuations on K(Gm×X) ∼= K(X)(t) to
have a particularly nice form.

Proposition 4.3.1. Let k be an infinite field, and let K0/k be a field extension.

(a) For any Gm,k-invariant valuation v : K0(t)× → Q over k and any element
∑n

i=−m ait
i ∈

K(t) (here ai ∈ K0 for each i), we have

v

(
n∑

i=−m

ait
i

)
= min

i
{v(ait

i)} = min
i
{v(ai) + iv(ti)}.

(b) The map

{Gm,k-invariant valuations v : K0(t)× → Q} →
{

(v0, r)
∣∣∣ r∈Q, v0:K×0 →Q

a valuation of K0/k

}
given by v 7→ (v|K×0 , v(t)) is a bijection.

Proof. Note that (a) immediately implies that the map in (b) is injective; conversely, given
any (v0, r) in the image of this map, one can check that defining v according to the rule in
(a) and setting v|K0 = v0 and v(t) = r gives a Gm-invariant valuation. Thus, (b) will follows
directly from (a). To prove (a), we note that since

v

(
n∑

i=−m

ait
i

)
= −mv(t) + v

(
m+n∑
i=0

ai−mt
i

)
,

(just factor out t−m from the element of K0(t) on the lefthand side), we may assume that
m = 0. The proof is by induction on n. The base case n = 0 is trivial, so assume the
statement holds for 0 ≤ n < N , and write f =

∑N
i=0 ait

i. Then, the definition of a valuation
gives us

v(f) = v

(
N∑
i=0

ait
i

)
≥ min

i
{v(ait

i)},

so we just need to prove the opposite inequality. The idea is to use Gm-invariance of v
to cancel out first the constant term a0 and then the highest-power term aN t

N . After
each cancellation, we will be able to use the induction hypothesis to get an inequality, and
combining these two inequalities will give us the inequality we want.

For any c ∈ k× such that c 6= 1, the action of Gm is multiplication by ci on ti. Since v is

Gm-invariant, we have v(f) = v(c · f) = v
(∑N

i=0 c
iait

i
)

, so that

v

(
N∑
i=0

(ciait
i − aiti)

)
≥ min

{
v

(
N∑
i=0

ciait
i

)
, v
(
ait

i
)}

= min{v(c · f), v(f)} = v(f).
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But
N∑
i=0

(ciait
i − aiti) =

N∑
i=1

(ci − 1)ait
i = t

N−1∑
i=0

(ci+1 − 1)ai+1t
i,

so the above two equations and the induction hypothesis give us

v(f) ≤ v

(
N∑
i=0

(ciait
i − aiti)

)
= v(t) + v

(
N−1∑
i=0

(ci+1 − 1)ai+1t
i

)
= v(t) + min

0≤i≤N−1
{v((ci+1 − 1)ai+1t

i)}

= min
0≤i≤N−1

{v(t) + v(ai+1t
i)}

= min
1≤i≤N

{v(ait
i)}.

(4.3.2)

(Note that we have used c ∈ k× here to conclude that v(ci+1 − 1) = 0.)
This is almost the inequality that we want, except that the v(a0) term is missing. To get

it back, we make an analogous computation but cancel out aN t
N this time instead of a0. We

may assume that aN 6= 0 (otherwise we are done by induction hypothesis), and we may pick
some c such that cN 6= 1 (there are only finitely many c ∈ k× such that cN = 1, and k is
infinite, so some such c exists). By acting by c again and then multiplying by c−N , we have

v(f) = v(c−Nf) = v(c · (c−Nf)) = v

(
N∑
i=0

ci−Nait
i

)
,

so that

v(f) = min{v(f), v(c · (c−Nf))} = min{v

(
N∑
i=0

ait
i

)
, v

(
N∑
i=0

(ci−Nait
i

)
}

≤ v

(
N∑
i=0

ai(1− ci−N)ti

)

= v

(
N−1∑
i=0

ai(1− ci−N)ti

)
= min

0≤i≤N−1
{v(ai(1− ci−N ti)}

= min
0≤i≤N−1

{v(ait
i)}.

(Here, the penultimate equality follows from the induction hypothesis.) Combining this with
(4.3.2) gives us

v(f) ≤ min
0≤i≤N

{v(ait
i)},

as desired.
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Write A = Γ∗(X,L) and K0 = K(X). The above proposition tells us what the Gm-
invariant valuations on K(X̃) ∼= K(Gm×X) ∼= K0(t) are. To understand what the (G×Gm)-
invariant valuations are, the main issue is to find an appropriate local trivialization of the
principal Gm-bundle π : X̃ \ {z} → X. We already have a good local trivialization most of
the time: namely, the isomorphism X̃f

∼= Xf × Gm of (4.3.1) for any f ∈ A1. If we pick

f ∈ A(B)
1 to be a B-eigenvector, we can also keep track of the B̃-eigenvectors of Af under

this trivialization. Eigenvectors for Gm are homogeneous elements, so the B̃-eigenvectors of
Af are just the B-eigenvectors of the homogeneous parts of Af . Since the local trivialization
X̃f
∼= Xf × Gm defined by (4.3.1) identifies f with t, we see that the B̃-eigenvectors in

(Af )0⊗k k[t±] ∼= (Af )0[t±] are the elements of the form f0t
n for some f0 ∈ (Af )

(B)
0 and some

n ∈ Z. Moreover, if λ ∈ Λ(X) (resp. λ0 ∈ Λ(X)) is the character corresponding to f (resp.
f0), then f0t

n has corresponding character

(λ0 + nλ, n) ∈ Λ(X̃) ⊂ ΛG̃ = ΛG × Z.

In summary, we can drop locally on X and X̃ to get a trivialization X̃f
∼= Xf×Gm in such

a way that we can keep track of B-eigenvectors and their weights. We have characterized
above what it means to be a Gm-invariant valuation on Xf ×Gm above, and a Gm-invariant
valuation will turn out to be G̃-invariant if and only if its restriction to K0 = K(X) is
G-invariant. Since we can keep track of B-eigenvectors, we can then trace out what each
G̃-invariant valuation on X̃ is and what its image in N(X̃) is. Putting this all together
allows us to characterize V(X̃) in terms of V(X).

There is just one more technicality: in general, we will not be able to pick f to have degree
1, because A = Γ∗(X,L) may not be generated in degree 1. For f of higher degree, the above
trivialization will not work, but we can generalize it to keep track of all the B-eigenvectors
in degrees dividing f . Since any valuation must satisfy v(td) = dv(t), where d = deg(f), the
values of the valuation on degrees dividing f will actually uniquely determine the valuation
everywhere, so the arguments above will still go through (just with a little more work to
translate between valuations on K(X̃) and those on K0(t)).

Putting this all together (and with one more minor scheme-theoretic lemma first), we are
now ready to characterize V(X̃) in terms of V(X). For this statement, we will frequently
switch between viewing V(X) as a set of valuations and viewing it as a subset of N(X) =
HomZ(Λ(X),Z) (this identification is allowed by Corollary 3.1.14).

Lemma 4.3.2. Let X = Proj(A), let v0 : K(X)× → Q be a valuation whose center on X is
the closed subscheme Zv0 ⊂ X, and let f1, f2 ∈ A be homogeneous elements. Suppose that

Zv0 ∩Xf1 6= ∅.

Then, we have Zv0∩Xf2 6= ∅ if and only if v0(f
deg(f1)
2 /f

deg(f2)
1 ) = 0 (here viewing f

deg(f1)
2 /f

deg(f2)
1

as an element of K(X) ∼= Frac(A)0).

Proof. Write di = deg(fi), and let p ⊂ A be the homogeneous prime ideal corresponding to
the generic point η ∈ Zv0 . Then, we have f1 6∈ p by assumption, and p0 = pAf1 ∩ (Af1)0 is
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the prime ideal of (Af1)0 corresponding to η ∈ Xf1
∼= Spec((Af1)0). We have

OX,x ∼= ((Af1)0)p0 ,

so we see that v0(fd12 /fd21 ) = 0 if and only if fd12 /fd21 6∈ p0, which is true if and only if
fd12 /fd21 6∈ pAf and hence if and only if f2 6∈ p. But f2 6∈ p is equivalent to η ∈ Xf2 , which in
turn is equivalent to Zv0 ∩Xf1 6= ∅.

Theorem 4.3.3. Let (X,L) be a polarized spherical variety, and let X̃ = Spec(Γ∗(X,L)) be

the affine cone over X. Let f ∈ Γ∗(X,L)(B̃) be an element of positive degree (i.e. f is in
H0(X,L⊗d)(B) for some d ≥ 1).

(a) We have
Λ(X̃) = (Λ(X)× {0}) + Zλf

as subgroups of ΛG̃
∼= ΛG × Z.

(b) A valuation v : K(X̃)× → Q is G̃-invariant if and only if it is Gm-invariant and its
restriction v|K(X)× : K(X)× → Q is G-invariant.

(c) The map
ρf : V(X̃)→ V(X)×Q

given by v 7→ (v|K(X)× , v(f)) is a bijection. Its inverse is the map which assigns to any

pair (v0, r) ∈ V(X) × Q the element v ∈ V(X̃) which, as a map Λ(X̃) → Q, is given
by

v(µ) =
1

deg(f)
[v0 (deg(f)µ− deg(µ)λf ) + deg(µ)r] ,

where for any µ ∈ Λ(X̃) ⊂ ΛG ×Z, we write deg(µ) for the projection of µ to {0} ×Z
(and deg(f) is the degree of f in the graded ring Γ∗(X,L), which is equal to deg(λf )).

Proof. Notice that Z ·λf ⊂ Λ(X̃) because K(X̃) = Frac(Γ∗(X,L)), and Λ(X)×{0} ⊂ Λ(X̃)

because K(X)(B) ⊂ K(X̃)(B̃) is the set of B̃-eigenvectors fixed by Gm. Conversely, for

any h ∈ K(X̃)(B̃), we have h′ = h/fdeg(h) ∈ K(X)(B) and λh′ = λh − deg(h) · λf , with
λh′ ∈ Λ(X)× {0}. This proves (a).

Now, write A = Γ∗(X,L) and K0 = K(X), and let d = deg(f). The map

ϕf : (Af )0 ⊗k k[t±d]→ A
(d)
f =

⊕
n∈Z

(Af )nd

given by g/fdeg(g)/d ⊗ tdn 7→ g/f (deg(g)/d−n) is an isomorphism of graded rings with inverse
given by g/fm 7→ g/fdeg(g)/d ⊗ tdeg(g)−md. Note that the inclusion

A′ = (Af )0 ⊗k k[t±d] ∼= (Af )0[t±d] ↪→ (Af )0[t±]
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gives us an inclusion

Frac(A′) = K0(td) ⊂ K0(t) = Frac((Af )0[t±])

Similarly, the inclusion A
(d)
f ↪→ Af gives an inclusion

Frac(A
(d)
f ) = K(X̃)(d) ⊂ K(X̃) = Frac(Af ).

(Here, K(X̃)(d) denotes the subfield of K(X̃) consisting of all elements whose degree is nd
for some n ∈ Z.) We define an action of G on K0(td) by the rule

g · (atdn) = (g · a)

(
g · fn

fn

)
tdn

for any g ∈ G, any a ∈ K0, and any n ∈ Z. (Note that this action makes sense because g
acts on each graded piece of A separately, so that deg(g · fn) = deg(fn). Also, g · a denotes
the usual action of G on K0 = K(X), and g · fn denotes the action of G on H0(X,L⊗d).)
With this definition and the above inclusions, ϕf induces an isomorphism

ι : K0(td)
∼→ K(X̃)(d)

which is G̃-equivariant (ι is Gm-equivariant because ϕf is graded and is G-equivariant by

our definition of the G-action on K0(t), since ϕf (t
d) = f ∈ (Af )

(d)
1 .)

We claim that ι induces a canonical bijection between valuations v ofK(X̃) and valuations
v′ of K0(t) in such a way that

1. v|K(X)× = v′|K×0 and v(f) = 1
d
v(t), and

2. v is Gm-invariant if and only if v′ is, and

3. v is G-invariant if and only if the restriction of v′ to K0(td) is.

Given any valuation v : K(X̃)× → Q, we note that v restricts to a valuation vd of K(X̃)(d).
Conversely, given a valuation vd of K(X̃)(d), we can define a valuation v on K(X̃) as follows.
For any a ∈ K(X̃)×, let n ∈ N be the minimal number such that afn has positive degree
in K(X̃) ∼= Frac(Af ) (with the Z-graded induced by the usual grading on Af , i.e. any
a/b ∈ K(X̃) with a, b ∈ Af has degree deg(a)− deg(b)). We define

v(a) =
1

d
vd((af

n)d)− dvd(fn).

This definition makes sense because the fact that afn has positive degree gives us (afn)d ∈
K(X̃)(d). Moreover, one can check formally that the map v really is a valuation whose
restriction to K(X̃)(d) is vd, and that any such v can be recovered from vd = v|K(X̃)(d)

using this formula. Thus, we have a bijection between valuations of K(X̃) and valuations



203

of K(X̃)(d), and one can check that v|K(X)× = vd|K(X)× and that v is Gm-invariant (resp.
G-invariant) if and only if vd is. Then, the isomorphism ι identifies vd with a valuation v′d
of K0(td) in a way that preserves the restriction to K(X) = K0 and preserves the notions of
Gm-invariance and G-invariance (because ι is G̃-equivariant). Moreover, since ϕf (t

d) = f ,
we see that v′d(t

d) = vd(f). Finally, arguing as with K(X̃)(d) above, valuations on K0(td)
can be identified with valuations on K0(t) in a way that preserves the necessary properties,
and our construction of v from vd above tells us that the valuation v′ : K0(t)× → Q induced
by v′d satisfies

v′(t) =
1

d
v′d(t

d)− dv′d(1) =
1

d
vd(f)− 0 =

1

d
v(f).

So, putting all these identifications together gives us the claim.
Now, suppose for the moment that Statement (b) holds. We prove Statement (c). First,

the above claim allows us to think of V(X̃) as the set of G̃-invariant valuations of K0(t), which
is a subset of the Gm-invariant valuations of K0(t). We can thus consider the restriction ρ
of the bijection in Proposition 4.3.1b to V(X̃), which is a bijection onto its image. The
image of ρ is precisely the set of pairs (v0, r), where v0 is the restriction of some element
of V(X̃) and r ∈ Q. Any such v0 lies in V(X) by (b). Conversely, for any G-invariant
valuation on v0 ∈ V(X), Proposition 4.3.1b says that there exists some extension of v0 to a
Gm-invariant valuation v of K0(t) (in fact, there is such an extension for any possible value
of v(t)). By the above claim, we may view v as a Gm-invariant valuation on K(X̃). Since
v0 is G-invariant, we see that v ∈ V(X̃) by (b), so v0 is in the image of ρ. Thus the image
of ρ is precisely V(X) × Q, and ρ is simply the map ρf of (c). On the other hand, for any
v ∈ V(X̃) and any µ ∈ Λ(X̃), write v0 = v|Λ(X). The inclusion Λ(X) ⊂ Λ(X̃) identifies Λ(X)

with Λ(X)× {0} ⊂ Λ(X̃), so we have deg(f)µ− deg(µ)λf ∈ Λ(X) and hence

v(µ) =
1

deg(f)
v(deg(f)µ) =

1

deg(f)
v(deg(f)µ− deg(µ)λf + deg(µ)λ(f))

=
1

deg(f)
[v0(deg(f)µ− deg(µ)λf ) + deg(µ)v(λf )] .

Since ρf maps v to the pair (v0, v(λf )), this is the description of the inverse of ρf given in
(c).

It remains to prove (b). For this, let v : K(X̃)× → Q be any valuation, and let v0 =
v|K(X)× . One direction is immediate, so we assume that v is Gm-invariant and that v0 is G-

invariant, and we prove that v is G-invariant (hence also invariant under G̃ = G×Gm). Since
X is complete, the center Zv0 ⊂ X of v0 on X exists. v0 is G-invariant of v is G̃-invariant;
conv is G-invariant. In this case, Zv0 is G-stable closed subscheme, so there exists some
B-eigenvector f0 ∈ A(B) of positive degree such that Zv0 ∩ Xf0 6= ∅ (by arguing similarly
to the proof of Lemma 3.2.6; see e.g. [Kno91, Theorem 1.3]). Since nothing in Statement
(b) depends on f in any way, we may as well replace f by f0. Then, we can use the claim
above to view v as a valuation on K0(t) in such a way that v is G-invariant if and only
if its restriction vd to K0(td) is G-equivariant (using the G-action on K0(t) defined above).
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Moreover, since v is Gm-invariant, the equality in Proposition 4.3.1a holds for v and hence
also for vd. It follows that vd is G-invariant if and only it is G-invariant on monomials in
K0(td), i.e. if and only if vd(g · (atdn)) = vd(at

dn) for all g ∈ G, a ∈ K0 and n ∈ Z. By
definition of the G-action on K0(td) given above, we have

vd(g · (atnd)) = vd

(
(g · a)

(
g · f
f

)
tnd
)

= v0(g · a) + v0

(
g · f
f

)
+ vd(t

nd).

Becuase v0 is G-invariant, we have v0(g · a) = v0(a). Moreover, since Zv0 is G-stable and
Zv0 ∩Xf 6= ∅, we see that

Zv0 ∩Xgf = g · Zv0 ∩ g ·Xf = g · (Zc0 ∩Xf ) 6= ∅.

Lemma 4.3.2 then gives us v0((g · f)/f) = 0, so the above equation becomes

vd(g · (atnd)) = vd(a) + vd(t
nd) = vd(at

nd).

Thus, vd is G-invariant, as desired.

Remark 4.3.4. The assumptions of the above theorem are general enough for our purposes.
However, it seems possible that these assumptions could be weakend in a few different ways:

1. We have only used the assumption that X is spherical to make sense of V(X) and to say
that V(X) injects into N(X) (i.e. that G-invariant valuations are determined by their
values on B-eigenvectors). Thus, some appropriate generalization of Theorem 4.3.3
may hold for more general X if we replace V(X) by a suitable more general invariant
(for instance, the cone of “central valuations,” see [Tim11, Section 21]).

2. We have used the assumption that X is projective in only one place, to claim that every
valuation has a center on X. If X is instead only quasi-projective, we might be able to
replace X by Proj(Γ∗(X,L)) to reduce to the projective case. This replacement would
require Γ∗(X,L) to be of finite type, so that Proj(Γ∗(X,L)) is a projective variety.
However, we suspect (though we have not checked it) that this might be true for any
spherical variety X, for instance because spherical varieties have finitely generated class
groups (see Proposition 3.7.1).

3. We have only used the assumption that k is algebraically closed to apply Proposi-
tion 4.3.1. Spherical varieties are almost always considered over algebraically closed
fields, anyway, but if some suitable generalization called for it, taking k to be any
infinite field would most likely be good enough (since Proposition 4.3.1 still applies in
this setting).

The above theorem allows us to apply Losev’s results to affine cones to obtain a projective
analog of Theorem 4.2.2a
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Corollary 4.3.5. Let (X1, L1) and (X2, L2) be polarized spherical varieties. If Λ+(X1, L1) =
Λ+(X2, L2) and V(X1) = V(X2) (as cones in N(X1) = N(X2)), then (X1, L1) ∼= (X2, L2),
i.e. there exists a G-equivariant isomorphism i : X1

∼→ X2 such that i∗L2
∼= L1 as G-linearized

invertible sheaves.

Proof. First, we note that Λ+(X1, L1) = Λ+(X2, L2) implies that Λ(X1) = Λ(X2) as sub-
groups of ΛG (by Proposition 2.5.2) and Λ(X̃1) = Λ(X̃2) (by the same proposition, applied
to affine schemes and the ample line bundles OXi). So, it will suffice to show that the
affine cones X̃1 and X̃2 have the same valuation cone. If this is true, then Theorem 4.2.2a
implies that X̃1

∼= X̃2. This isomorphism corresponds to a G-equivariant isomorphism
Γ∗(X1, L1) ∼= Γ∗(X2, L2), which induces a G-equivariant isomorphism

X1
∼= Proj(Γ∗(X1, L1)) ∼= Proj(Γ∗(X2, L2)) ∼= X2

that identifies L1 with L2.
To prove that V(X̃1) = V(X̃2), it will suffice to show that the sets of valuations extending

a given valuation v0 ∈ V(X1) = V(X2) are equal. Pick any f1 ∈ Γ∗(X1, L1)(B) and any f2 ∈
Γ∗(X2, L2)(B) of positive degrees which have the same weight λ in Λ+(X1, L1) = Λ+(X2, L2).
By Theorem 4.3.3c, the G̃-invariant valuations v on K(X̃1) extending v0 are uniquely deter-
mined by v(λ), and any choice of v(λ) ∈ Q will work. Moreover, viewing v as an element of
N(X̃1), Theorem 4.3.3c explicitly describes v as an element of N(X̃1) = N(X̃2) in terms of
v0 and v(λ). The same exact description holds for valuations of K(X̃2) extending v0, so we
conclude that the elements of N(X̃1) = N(X̃2) extending v0 are the same for both X1 and
X2, as desired.

In particular, the above corollary gives us the Knop conjecture for projective varieties in
a very special case.

Corollary 4.3.6. Let (X1, L1) and (X2, L2) be polaried spherical varieties. Suppose that X1

and X2 are smooth, that Λ+(X1, L1) = Λ+(X2, L2), and that there is some element (λ, d) ∈
Λ+(X1, L1) such that the weight λ extends to a nontrivial character of G (equivalently, the
simple G-module V (λ) has dimension 1). Then, we have (X1, L1) ∼= (X2, L2) as polarized
G-varieties.

Proof. For any i ∈ {1, 2}, let fi ∈ H0(Xi, L
⊗d
i ) be an element whose weight is λ. Then fi

generates a simple G-module isomorphic to V (λ), which by assumption is a character. In
other words, for all g ∈ G, the section g · fi is just a scalar multiple of fi. It follows that

g · (Xi)fi = (Xi)gfi = (Xi)fi

for all g ∈ G, i.e. that (Xi)fi is G-stable.
Now, the G-varieties Yi = (Xi)fi are are smooth (because the Xi are), affine (because

Xi
∼= Proj(Γ∗(Xi, Li))), and spherical (because (Xi)fi contains the open B-orbit of Xi).

Write Ai = Γ∗(Xi, Li). Then, we have Yi ∼= Spec(((Ai)fi)0), and the B-eigenvectors of
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((Ai)fi)0 are the elements of the form h/fni , where h ∈ A(B)
i and h/fni has degree 0 in (Ai)fi .

We then have
Λ(X1) = {(µ, 0) ∈ Λ+(X1, L1)gp} = Λ(X2)

and

Λ+((X1)f1) = {µ ∈ Λ(X) | (µ+ nλ, nd) ∈ Λ+(X,L) for some n ≥ 0} = Λ+((X2)f2)

(see Lemma 4.4.4 below). By the Knop conjecture (Theorem 4.2.2b), we conclude that
(X1)f1

∼= (X2)f2 as G-varieties. In particular,

V(X1) = V((X1)f1) = V((X2)f2) = V(X2),

so Corollary 4.3.5 gives us (X1, L1) ∼= (X2, L2).

4.4 The Local Structure Theorem and the Knop

Conjecture

In the previous section, the key idea was to utilize the Knop conjecture (or more precisely,
Losev’s related statement in Theorem 4.2.2a) on affine cones to deduce new statements in the
(quasi)-projective case. In this section, we discuss a different way to make use of the Knop
conjecture. This time, we will use the local structure theorem to obtain affine varieties to
which we can apply Theorem 4.2.2. To do this, we will also require a few more general facts
about the local structure theorem and about combinatorial invariants on spherical varieties.

To begin, we already know (Proposition 3.2.3) that most nice invariants of a spherical
variety X are passed along to the variety Z obtained from the local structure theorem.
However, there are a few invariants arising from the classification of homogeneous spherical
varieties that we have not yet discussed in the context of the local structure theorem. The
following proposition says that these are passed along to Z in a nice way as well.

Proposition 4.4.1 ([Los09a, Proposition 5.3]). Let X be a spherical variety, and let U ⊂ X
be a B-stable open subset. Let P = {g ∈ G | g · U = U}, and let M be the standard Levi
subgroup of P . Suppose that, as in the local structure theorem (Theorem 3.2.2), there exists
some M-stable closed subvariety Z ⊂ U such that the morphism

Ru(P )× Z → U

given by (u, z) 7→ uz is a P -equivariant isomorphism.

(a) Let D ⊂ DG,X be the B-divisors in the complement X \U , and let ι : DM,Z → DG,X \D
be the bijection of Proposition 3.2.3e. For any D ∈ DM,Z and any α ∈ ΠM ⊂ ΠG, the
root α moves D if and only if α moves ι(D).

(b) We have ΨM,X = ΨG,X ∩ SpanQ(ΠM)
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(c) If U is affine, then

ΠM = {α ∈ ΠG | D ∩ U 6= ∅ ∀ D ∈ DG,X(α)}.

Proof. Note that the parabolic subgroup of M associated to the set {α} is Pα ∩M (by the
construction of standard parabolic subgroups). Moreover, α ∈ ΠM implies that Pα ⊂ P (by
the construction of standard Levi subgroups), so we have Ru(P ) · (Pα ∩M) = Pα (because
P = RuM and Ru(P ) ⊂ Pα). So, if α does not move D, i.e. (Pα ∩M) · D = D, then the
product Ru(P )×D ⊂ Ru(P )×Z is stable under Pα. Since ι(D) = Ru(P )×D, we conclude
that α does not move ι(D). Conversely, if α does not move ι(D), then D = ι(D) ∩ Z is the
intersection of two sets that are stable under Pα ∩M , so D is also stable under Pα ∩M . In
other words, D is not moved by α.

Statement (c) also boils down to a fact about standard parabolic subgroups and their
standard Levi subgroups: namely, that P = PΠM . Since Pα ⊂ PI for any subset I ⊂ ΠG if
and only if α ∈ I, this gives us

ΠM = {α ∈ ΠG | Pα ⊂ P}.

Now, Pα ⊂ P if and only if U is stable under Pα (by definition of P ). Since U is B-stable
affine and open, its complement is a union of B-divisors (cf. the proof of Lemma 3.1.17a),
so U is stable under Pα if and only if every B-divisor in X \ U is stable under Pα. This is
equivalent to saying that every element of DG,X(α) intersects U .

For (b), Losev gives a proof in [Los09c, Lemma 3.5.5] when X is smooth and quasi-
projective by reducing to an existing argument in the analytic setting of Hamiltonian man-
ifolds. On the other hand, in [Gag15, Proposition 3.2], Gagliardi gives an argument in a
more general setting using the algebraic theory of spherical varieties. We sketch Gagliardi’s
argument here. Let G/H ⊂ X be the open G-orbit, and consider the wonderful embedding
G/H ↪→ Y , where H is the very sober hull of H. Let I ⊂ ΠG be such that P = PI , and
consider the localization Y I of Y at I. The composition

G/H → G/H 99K YI
πI→ Y I

induces a rational map Z 99K Y I which is defined on the open M -orbits of Z and Y I .
Let M/H1 and M/H2 be the open M -orbits of Z and Y I (respectively), and consider the
morphism f : M/H1 → M/H2 just described. Then, f is an M -equivariant morphism of
homogeneous spherical M -varieties. Moreover, the retraction map πI : YI → Y I induces
a bijection between colors of Y I and P -unstable colors of Y (Proposition 3.6.6), and the
inclusion map i : Z ↪→ X induces a bijection between colors of Z and P -unstable colors of
X (because the inverse to the bijection ι is D′ 7→ D′ ∩ Z = i−1(D′), see Proposition 3.2.3).
It follows that f induces a bijection on colors of M/H1 and colors of M/H2 An algebraic
characterization of the spherical closure as a subgroup of M now implies that H1 = H2.
On the other hand, the localization Y I is wonderful because Y is (cf. Proposition 3.6.3), so
H2 = H2, and f is the usual quotient map M/H1 →M/H1.
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Now, the spherical roots of M/H1 (which are the spherical roots of Z) are all multiples
of M/H1 and are indivisible elements of the lattice Λ(Z) = Λ(M/H1); these two statements
completely determine ΨM,Z in terms of ΨM,M/H1

= ΨM,Y I . Theorem 3.6.4 can be used to
show that

ΨM,Y I = ΨG,Y ∩ SpanQ(ΠM)

as subsets of Λ(Y ). On the other hand, the spherical roots of Y and those of X have the
same relationship as those of Z and Y I . Putting all of these identifications together and
using the fact that Λ(X) = Λ(Z) now gives the desired result.

We will also need a couple more combinatorial results about roots moving divisors. These
could just as easily have been proven in Section 3.6, but we have deferred their proofs until
now because they were not needed for the classification of homogeneous spherical varieties
in that section.

Lemma 4.4.2 ([Los09a, Lemma 3.3]). Let X be a spherical G-variety, and let D ∈ DG,X .

(a) For any α ∈ Πb
X such that α does not move D, we have ϕD(α) ≤ 0.

(b) For any αinΠc
X such that α does not move D, we have ϕD(2α) ≤ 0.

(c) Let α1, α2 ∈ Πd
X be such that 〈α⊥1 , α2〉 = 0 and α1 + α2 = γ or 2γ for some γ ∈ ΨG,X .

If D is not the unique element of DG,X(α1) = DG,X(α2) (see Proposition 3.6.12), then
ϕD(γ) ≤ 0.

Proof. There are 3 cases, depending on the divisor D:
Case 1: If D is a G-divisor, then ϕD ∈ V(X). In Statements (a), (b), and (c), we

are considering ϕD applied to a spherical root, so the statements are immediate from the
definition of spherical roots.

Case 2: If D is moved by a root β of type c or d, then ϕD is proportional to the dual root
α∨. It it is a standard fact about root systems that 〈β∨, β′〉 ≤ 0 for all simple roots β′ 6= β.
In Statements (a), (b), and (c), we are considering ϕD applied to a sum of simple roots not
equal to β with positive coefficients, so this implies the result.

Case 3: Suppose that D is moved by a root of type b. Then we are applying ϕD to a
spherical root not moving D in all three statements (note that α1 and α2 cannot move D
in Statement (c) by Proposition 3.6.12). Thus, the statement is immediate from Proposi-
tion 3.6.18.

Corollary 4.4.3. Let X be a spherical variety, let D be a color of X, and let α ∈ Π be a
root moving D.

(a) If α ∈ Πb
X , then any root β ∈ Π moves D if and only if β ∈ Πb

X and ϕD(β) = 1.

(b) If α ∈ Πc
X , then α is the unique root moving D.
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(c) Suppose α ∈ Πd
X . If α is not the unique root moving D, then there is one other root β

moving D. In this case, we have α + β ∈ Λ(X). Moreover, D is the unique B-divisor
of X such that ϕD(α + β) > 0, and we have ϕD(α + β) = 2.

Proof. For (a), given any β ∈ Π moving D, we have ϕD(β) = 1 by Proposition 3.6.13, and
β ∈ Πb

X by Proposition 3.6.12. Conversely, if β ∈ Πb
X and ϕD(β) = 1, then β must move D

because we would otherwise have ϕD(β) ≤ 0 by Lemma 4.4.2.
Statement (b) is immediate from Proposition 3.6.12. As for (c), suppose that another

root β moving D exists. We first show that α and β are the only roots moving D. Suppose
γ is a third root moving D. Then, DG,X(α) = DG,X(β) = DG,X(γ), so Proposition 3.6.12
gives us

〈α∨, β〉 = 〈α∨, γ〉 = 〈β∨, γ〉 = 0.

The same proposition implies that β+γ ∈ Λ(X) (because this sum is a multiple of a spherical
root), so we have

〈α∨ − β∨, β + γ〉 = 〈β∨, β〉 = 2 6= 0,

contradicting the fact that α∨ = β∨ on Λ(X) (by Proposition 3.6.12 again).
Now, much as above, Proposition 3.6.12 implies that α+β ∈ Λ(X), and that proposition

also says that D is the unique element of DG,X(α) = DG,X(β). So, if D′ 6= D is any other
B-divisor of X, then we have ϕD′(α + β) ≤ 0 by Lemma 4.4.2. On the other hand, since
ϕD = α∨|Λ(X) (by Proposition 3.6.13) and 〈α∨, β〉 = 0 (by Proposition 3.6.12), we have

ϕD(α + β) = 〈α∨, α〉+ 〈α∨, β〉 = 2 + 0 = 2.

From the perspective of the Knop conjecture, we are interested in determining geometric
data from the combinatorial data of a monoid of the form Λ+(X,L). The following lemma
helps us do that in the situation of the local structure theorem. To state it, we first recall
that for any G-linearized invertible sheaf L on a spherical variety X and any B-eigenvector
f ∈ H0(X,L) of weight µ, we denote by Xµ the open subset Xf , or equivalently, the
complement X \ div(µ) (see the discussion preceding Proposition 3.7.1).

Lemma 4.4.4. Let X be a spherical variety, Let L be a G-linearized globally generated
invertible sheaf on X, and let f ∈ H0(X,L⊗d)(B) for some d ≥ 1. Let µ be the weight of f ,
and let P , M , and Z be as in the local structure theorem (Theorem 3.2.2) applied to Xµ.
Suppose that Xµ (hence also Z) is affine.

(a) P and M are uniquely determined (as subgroups of G) by Λ+(X,L) and the element
(µ, d) ∈ Λ+(X,L), and Z is determined up to M-equivariant isomorphism by X, L,
and (µ, d).

(b) We have

Λ+(Z) = {λ ∈ Λ(X) | (λ+ nµ, nd) ∈ Λ+(X,L) for some n ≥ 0}.
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Proof. By Corollary 2.5.5, P is the subgroup of G fixing the line k · f ⊂ Γ∗(X,L), so P
depends only on the G-module structure of Γ∗(X,L) (which is determined by Λ+(X,L)) and
the line k · f (which is determined by the pair (µ, d) because H0(X,L⊗d) is multiplicity-free,
see Remark 3.1.5). Then, M is determined from P as the unique Levi subgroup containing
T . As for Z, the data of X and L determines Λ+(X,L), and as above, this monoid along
with (µ, d) determines the line k · f ⊂ Γ∗(X,L). The line k · f determines Xµ, and the data
of X, L, and (µ, d) determine P (hence also Ru(P )) by our above arguments; thus, this data
also determines the quotient Xµ/Ru(P ) ∼= Z. This proves (a).

Write A = Γ∗(X,L). It is a general fact (see e.g. [Sta20, Tag 01PW]) that Γ(Xf ,OX) =
(Af )0; since Xµ = Xf is affine, this gives us Xµ

∼= Spec((Af )0). In particular, we have
Λ+(Xµ) ⊂ Λ+(Xµ)gp = Λ(X) (see Proposition 2.5.9). Now, the B-eigenvectors of (Af )0 are
the elements of the form h/fn, where h ∈ A(B) and deg(h) = nd. For any such h/fn, let
λ (resp. µh) be the weight of h/fn (resp. h). Then, we have (λ + nµ, nd) = (µh, deg(h)) ∈
Λ+(X,L). Conversely, suppose λ ∈ Λ(X) is such that (λ+nµ, nd) ∈ Λ+(X,L). Let h ∈ A(B)

nd

be a B-eigenvector of weight λ + nµf . Then, we see that h/fn has degree 0 in Af and is a
B-eigenvector of weight λ. This proves that

Λ+(Xf ) = {λ ∈ Λ(X) | (λ+ nµ, nd) ∈ Λ+(X,L) for some n ≥ 0}.

On the other hand, the isomorphism Z ∼= Xµ/Ru(P ) identifies the inclusion Z ↪→ Xµ with a
section of the quotient map Xµ → Xµ/Ru(P ). It follows that restriction from Xµ to Z gives
a bijection between B-eigenvectors in Γ(Xµ,OX) and (B ∩M)-eigenvectors in Γ(Z,OZ) (see
the proof of Proposition 3.2.3 for details). It follows that Λ+(Xf ) = Λ+(Z), and this along
with our above arguments implies (b).

Statement (a) in the above lemma will allow us to compare the local structure theorem
on two spherical varieties with the same weight monoid Λ+(X,L) in a very useful way. We
now define some notation to help us make such a comparison.

Definition 4.4.5. In the situation of the above lemma, we denote by Pµ (resp. Mµ, Xµ,
X(µ)) the subgroup P (resp. the subgroup M , the subvariety Xf , the subvariety Z).

The following theorem is the main application of the Knop conjecture that we will use in
the context of the local structure theorem. It is stated in a somewhat general way, in order
to cover all the use cases that will be interesting to us.

Theorem 4.4.6. Let X1 and X2 be two spherical varieties, and let L1 and L2 be G-linearized
globally generated sheaves on X1 and X2 (respectively). Suppose that

1. Λ+(X1, L1) = Λ+(X2, L2),

2. µ ∈ Λ+(X1, L1) is such that (X1)µ and (X2)µ are both affine, and

3. either V(X1) = V(X2) or X1 and X2 are smooth.

https://stacks.math.columbia.edu/tag/01PW
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Then, we have X1(µ) ∼= X2(µ) as Mµ-varieties and (X1)µ ∼= (X2)µ as Pµ-varieties

Proof. The Xi(µ) are spherical Mµ-varieties (see Proposition 3.2.3) and are affine because
they are closed subvarieties of the (Xi)µ. Moreover, Assumption 1 gives us Λ(X1) = λ(X2)
(see Proposition 2.5.2), and Lemma 4.4.4 then implies that Λ+(X1(µ)) = Λ+(X2(µ)). We
conclude that that X1(µ) ∼= X2(µ) as Mµ-varieties by the Knop conjecture (see Theo-
rem 4.2.2, which contains one statement for the smooth case and one statement for the
V(X1) = V(X2) case). The local structure theorem then gives us

(X1)µ ∼= Ru(Pµ)×X1(µ) ∼= Ru(Pµ)×X2(µ) ∼= (X2)µ,

and all of these isomorphisms are Pµ-equivariant.

4.5 Comparing B-Divisors

Let (X1, L1) and (X2, L2) be two polarized spherical varieties such that Λ+(X1, L1) =
Λ+(X2, L2). In this section, we will use Theorem 4.4.6 repeatedly to compare all combi-
natorial invariants related to divisors of X1 and X2.

To begin, we can deduce that X1 and X2 have the same open B-orbits, which implies that
several of their combinatorial invariants must be the same. To state this, recall that given
a spherical variety X, we write PX for the parabolic subgroup {g ∈ G | gX◦B = X◦B}, where
X◦B ⊂ X is the dense B-orbit. Equivalently, PX is the parabolic subgroup PΠaX

corresponding
to the set of all roots of type a for X.

Lemma 4.5.1. Let X1 and X2 be two spherical varieties, and let L1 and L2 be G-linearized
ample invertible sheaves on X1 and X2 (respectively).

1. Λ+(X1, L1) = Λ+(X2, L2), and

2. either V(X1) = V(X2) or X1 and X2 are smooth.

Then, the following hold.

(a) Πa
X1

= Πa
X2

, or equivalently, PX1 = PX2.

(b) The open B-orbits of X1 and X2 are PX1-equivariantly isomorphic. In particular,
dim(X1) = dim(X2).

Proof. Let Yi be the open G-orbit of Xi. Then, the subset (X1)B,Y1 of Theorem 3.2.7 is
precisely the open B-orbit of X1. In particular, since L1 is ample, that theorem states that
there exists some weight µ of a B-eigenvector of Γ∗(X1, L1) such that (X1)B,Y1 = (X1)µ.
By Theorem 4.4.6, we have (X1)µ ∼= (X2)µ as Pµ-varieties. In particular, B ⊂ Pµ implies
that (X2)µ is a B-orbit. In fact, (X2)µ is the open B-orbit of X2 (since (X2)µ is open by
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definition). Moreover, for any i ∈ {1, 2} the definition of Pµ via the local structure theorem
(Theorem 3.2.2) applied to Xi tells us that

Pµ = {g ∈ G | g(Xi)µ = (Xi)µ} = PXi ,

so we have PX1 = Pµ = PX2 . Finally, the equality on dimensions in (b) comes from the fact
that dim((Xi)µ) = dim(Xi).

Now that we know Πa
X1

= Πa
X2

, it is interesting to ask whether the same is true for roots
of other types. We will see that roots of types b and c are easier to compare than roots of
type d. This is in large part thanks to Lemma 4.4.2, from which we obtain the following
lemma.

Lemma 4.5.2 (cf. [Los09a, Proposition 6.4]). Let X be a spherical variety, let L be a G-
linearized invertible sheaf on X such that H0(X,L) 6= 0, and let α ∈ Π. Under any one of
the following 3 assumptions, there exists some B-eigenvector f ∈ H0(X,L⊗n)(B) for some
1 ≤ n ≤ 2 such that D ∩Xf 6= ∅ for some D ∈ DG,X(α).

(a) α ∈ Πb
X .

(b) α ∈ Πc
X .

(c) α ∈ Πd
X and there exists another root β ∈ Πd

X such that DG,X(α) = DG,X(β).

Proof. Consider first the case where α ∈ Πb
X . Since H0(X,L) is a nontrivial G-module, it

contains some B-eigenvector f0. Since X is a variety, f0 cuts out an effective Cartier divisor
E of X. Since X is normal, E is also an effective Weil divisor, so we may ask about the
coefficients c+ and c− of the B-divisors D+

α and D−α (respectively) in E. The support of E
is the complement of Xf , so we have D ∩ Xf 6= ∅ for any B-divisor D if and only if the
coefficient of D in E is 0. Thus, our goal is to pick f such that one of c+ and c− is 0.

For this, after swapping D+
α and D−α if necessary, we may assume that c+ ≤ c−. Because α

is a spherical root and in particular lies in Λ(X), there exists a B-eigenvector f−α ∈ K(X)(B)

whose weight is −α. By Proposition 3.6.13 and Lemma 4.4.2, the principal Cartier divisor
div(f−α) has coefficient −1 for D+

α and D−α and has nonnegative coefficients for every other
B-divisor. It follows that E+div(f

c+
−α) is effective (because c+ ≤ c−) and has coefficient 0 for

D+
α . So, there exists some B-eigenvector f ∈ H0(X,L)(B) such that div(f) = E + div(f

c+
−α)

(explicitly, f is determined by the equation f/f0 = f−α in the function field K(X); see
Lemma 2.5.3 for details). Since the coefficient of D+

α in div(f) is 0, we have D+
α ∩Xf 6= ∅.

The case where α ∈ Πc
X is almost identical. We pick f0 and E as above. There is a single

divisor Dα moved by α; let c be its coefficient in E. After replacing f0 by f0⊗f0 ∈ H0(X,L⊗2)
(which replaces E by 2E), we may assume that c is even. Let f−2α ∈ K(X)(B) be a B-
eigenvector of weight−2α (which exists because 2α is a spherical root). By Proposition 3.6.13
and Lemma 4.4.2, we see that the divisor div(f−2α) has nonnegative coefficients on every
B-divisor except Dα, and the coefficient of Dα is

ϕDα(−2α) =
1

2
〈α∨,−2α〉 = −〈α∨, α〉 = −2.
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Thus, E + div(f
c/2
−2α) is an effective Cartier divisor with coefficient 0 for Dα. As above,

Lemma 2.5.3 gives us a B-eigenvector f ∈ H0(X,L⊗2) such that div(f) = E + div(f
c/2
−2α),

and we then have Dα ∩Xf 6= ∅.
Finally, consider the case of Statement (c). Let D be the unique element of DG,X(α) =

DG,X(β). Corollary 4.4.3 tells us that D is the unique B-divisor of X such that ϕD(α+β) > 0,
and that ϕD(α+ β) = 2. So, pick f0 and E as above, let c be the coefficient of D in E, and
let f−α−β ∈ K(X)(B) be a B-eigenvector of weight −α − β. After replacing f0 by f0 ⊗ f0

as in the case α ∈ Πc
X above, we may assume that c is even. Then, E + div(f

c/2
−α−β) is an

effective Cartier divisor with coefficient 0 on D, and Lemma 2.5.3 again gives us the desired
section f ∈ H0(X,L⊗2).

Remark 4.5.3. The above lemma is an analog of [Los09a, Proposition 6.4], which Losev
used in his proof of the Knop conjecture. As stated, the above lemma does allow for the
trivial behavior of Xf = X. In this case, one of L or L⊗2 has a global section which vanishes
nowhere, hence it is the trivial line bundle. This is important to deal with in the case where
X is affine and L = OX (which is essentially the case Losev considers). However, our main
application will be when X is projective and L is ample, so if L ∼= OX , then everything is
trivial: X is quasi-affine because OX is ample, and the only quasi-affine complete variety
over k is Spec(k).

The following lemma is the most fundamental technical tool that we will use for comparing
divisors on spherical varieties.

Lemma 4.5.4. Let (X1, L1) and (X2, L2) be polarized spherical varieties. Suppose that

1. Λ+(X1, L1) = Λ+(X2, L2), and

2. either V(X1) = V(X2) or X1 and X2 are smooth.

Let (µ, n) ∈ Λ+(X1, L1) be such that n > 0. There exists a bijection

ιµ : {B-divisors of Xi intersecting (X1)µ} → {B-divisors of Xi intersecting (X1)µ}

such that for any D in the domain of ιµ, the following hold.

(a) We have ϕD = ϕιµ(D).

(b) For any α ∈ ΠMµ ⊂ ΠG moves D if and only if α moves ιµ(D). If Πb
X1

= Πb
X2

, then
the same holds for any α ∈ ΠG.

(c) For any isomorphism f : X1(µ)
∼→ X2(µ), the map ιµ can be taken to be the composition

ι2 ◦ f∗ ◦ ι−1
1 , where f∗ : DMµ,X1 → DMµ,X2 is the map D 7→ f(D) and ι1 and ι2 are the

bijections given by Proposition 3.2.3e.
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Proof. Since theXi are projective and the Li are ample, the (Xi)µ are affine, so Theorem 4.4.6
gives us an isomorphism of Mµ-varieties f : X1(µ)

∼→ X2(µ). In particular, this isomorphism
gives us a bijection

f∗ : DMµ,X1(µ) → DMµ,X2(µ), D 7→ f(D).

Since f is an Mµ-equivariant isomorphism, for all D ∈ DMµ,X1(µ), we have ϕD = ϕf∗(D), and
any α ∈ ΠMµ movesD if and only if it moves f∗(D). On the other hand, for i ∈ {1, 2}, we have
bijections ιi between DMµ,Xi(µ) and the set of B-divisors of Xi intersecting (Xi)µ which satisfy
the same conditions on the ϕD and the roots moving D as f∗ does (see Proposition 3.2.3e
and Proposition 4.4.1). Putting all these bijections together, we obtain a bijection

ιµ : {B-divisors of Xi intersecting (X1)µ} → {B-divisors of Xi intersecting (X1)µ}

such that for all D, we have ϕD = ϕιµ(D), and any α ∈ ΠMµ moves D if and only if α moves
ιµ(D).

This proves everything except for the “moreover” statement in (b). So, suppose that
Πb
X1

= Πb
X2

, let D be in the domain of ιµ, and let α ∈ ΠG. We show that if α moves D,
then α moves ιµ(D); the reverse implication follows by the same argument with X1 and X2

swapped. If α ∈ Πc
X1
∪ Πd

X1
, then we have DG,X1(α) = {D}. In particular, every element

of DG,Xi(α) intersects (Xi)µ for some i, so Proposition 4.4.1 gives us α ∈ ΠMµ . For such a
choice of α, we already know that (b) holds. Suppose instead that α ∈ Πb

X1
= Πb

X2
. Since α

moves D, Proposition 3.6.13 gives us

ϕιµ(D)(α) = ϕD(α) = 1,

and since α ∈ Πb
X2

, this implies that α moves ι(D) (see Corollary 4.4.3).

With the above results in hand, we can now match up not only root types of X1 and X2

but also all B-divisors. Losev proved a similar statement as a stepping stone to the proof of
the Knop conjecture, and his method of proof was very similar to ours. The theorem below
can thus be thought of as an analog of Losev’s result in the projective case.

Theorem 4.5.5 (cf. [Los09a, Theorem 4.8]). Let (X1, L1) and (X2, L2) be polarized spherical
varieties. Suppose that

1. Λ+(X1, L1) = Λ+(X2, L2), and

2. either V(X1) = V(X2) or X1 and X2 are smooth.

Then, the following hold.

(a) We have Πc
X1

= Πc
X2

.

(b) If Πb
X1

= Πb
X2

, then X1 and X2 are D-equivalent.
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Remark 4.5.6. Notice that V(X1) = V(X2) is equivalent to saying ΨG,X1 = ΨG,X2 . In
particular, since the roots of type b are exactly the elements of ΠG which are spherical roots,
it follows that Πb

X1
= Πb

X2
. So if we use the hypothesis V(X1) = V(X2) in the above theorem,

then the hypothesis Πb
X1

= Πb
X2

in Statement (b) automatically holds.

Remark 4.5.7. In our proof of this theorem, the only place we have used that the Xi

are projective and the Li are ample is to claim that sets of the form (Xi)f for some f ∈
H0(X,L⊗n) are always affine. This is of course also true when the Xi are affine and Li = OXi ,
which is essentially the case that Losev considers in [Los09a, Theorem 4.8]. The primary
difference between our argument here and Losev’s argument is that Losev had to use an
induction argument along with the local structure theorem, which required quite a bit of
extra care in the case where X1 and X2 are smooth. By constrast, we are using the Knop
conjecture in conjunction with the local structure theorem, as in Theorem 4.4.6, so we do
not need to deal with the same technicalities.

Proof. For any (µ, n) ∈ Λ+(X1, L1) be such that n > 0, let

ιµ : {B-divisors of Xi intersecting (X1)µ} → {B-divisors of Xi intersecting (X1)µ}

be the bijection of Lemma 4.5.4. We will use ιµ for different choices of µ repeatedly through-
out the proof.

We first prove (a) using this construction. Let α ∈ Πc
X1

; we show that α ∈ Πc
X2

. Swapping
X1 and X2 and applying the same argument will then give us statement (a). By Lemma 4.5.2,
we may pick (µ, n) ∈ Λ+(X1, L1) such that the divisor D1 moved by α satisfies D1∩ (X1)µ 6=
∅. Since D1 is the only element of DG,X1(α), we have α ∈ ΠMµ by Proposition 4.4.1, and
the same proposition implies that every element of DG,X2(α) intersects (X2)µ. It follows that
the image of ιµ contains every element of DG,X2(α), so ιµ restricts to a bijection DG,X1(α)→
DG,X2(α). In particular, the set DG,X2(α) has a unique element D2, and D2 = ιµ(D1)
implies that ϕD1 = ϕD2 . Since there is exactly one divisor moved by α in X2, we must have
α ∈ Πc

X2
∪ Πd

X2
. On the other hand, we have

ϕD2 = ϕD1 =
1

2
α∨|Λ(X1),

but the valuation of a divisor moved by a root of type d would be α∨|Λ(X2) (Proposi-
tion 3.6.13). We conclude that α ∈ Πc

X2
, which proves (a).

Now, assume that Πb
X1

= Πb
X2

. Since Πa
X1

= Πa
X2

by Lemma 4.5.1 and Πc
X1

= Πc
X2

by (a),
we also have Πd

X1
= Πd

X2
. As such, we will mainly refer to roots in this proof as being “of

type b” (or c or d), by which we mean of type b (or c or d) for both X1 and X2, and we will
write Πa, Πb, Πc, and Πd (dropping the subscripts X1 and X2) for the sets of roots of type
a, b, c, and d (respectively).

We will define the desired bijection ι of Statement (b) by splitting the sets DG,Xi for
i ∈ {1, 2} into three disjoint subsets:
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1. The set Di1 of B-divisors that are either G-stable or moved by multiple roots of type
d.

2. The set Di2 of B-divisors that are moved by a root of type b.

3. The set Di3 of B-divisors that are either moved by a root of type c or are moved by a
unique root of type d.

We define ι on each of these three subsets in three different steps.
Step 1: We define ι on the set D1

1 of B-divisors D1 of X1 such that either (1) D1 is
G-stable, or (2) D1 is moved by multiple roots of type d. In either case, we claim that there
exists some (µ, n) ∈ Λ+(X1, L1) such that n > 0 and (X1)µ ∩ D1 6= ∅. If D1 is moved by
multiple roots of type d, this is Lemma 4.5.2c. If instead D1 is G-stable, then D1 contains
some G-orbit Y1 ⊂ X1. By Theorem 3.2.7a, we have (X1)B,Y1 = (X1)µ for some weight µ of
a B-eigenvector of Γ∗(X,L), so (µ, n) ∈ Λ+(X1, L1) for some n. The definition of (X1)B,Y1
gives us D1 ∩ (X1)µ 6= ∅. As for the statement that n > 0, suppose instead that n = 0.
Since Γ(X1,OX1) = k only has sections which vanish nowhere, this implies that (X1)µ = X1.
On the other hand, (X1)B,Y1 is always affine, so X1 is both affine and projective, hence
X1 = Spec(k). It follows that L1

∼= OX1 , so that

Λ+(X2, L2) = Λ+(X1, L1) = {(0, d) | d ∈ N}

(here 0 denotes the trivial character in ΛG). There is only one k-algebra Γ∗(X2, L2) yielding
this weight monoid: namely, Γ∗(X2, L2) ∼= k[x], with G acting trivially on X. Thus X2

∼=
Proj(k[x]) ∼= Spec(k) as well, so everything is trivial. In particular, X1

∼= X2 as G-varieties,
and the bijection ι of Statement (b) certainly exists. So, we may assume that n > 0, in
which case (µ, n) is as claimed.

Our choice of (µ, n) implies that D1 is in the domain of the bijection ιµ constructed
above. So, we set ι(D1) = ιµ(D1). The construction of ιµ immediately gives us ϕD1 = ϕι(D1),
and we showed above that any α ∈ ΠG moves D1 if and only if α moves ι(D1). In particular,
ι(D1) is G-stable (i.e. moved by no roots of α) if and only if D1 is, and ι(D1) is moved by
multiple roots of type d if and only if D1 is. Thus, we have defined ι as a map D1

1 → D2
1

satisfying the necessary properties. It remains to check that ι is a bijection on these sets.
Injectivity on G-divisors follows from the fact that any G-invariant valuation is determined
by its image under the map ϕ (see Corollary 3.1.14). More explicitly: if ι(D1) = ι(D′1) for
two G-divisors D1 and D′1, then we have

ϕD1 = ϕι(D1) = ϕι(D′1) = ϕD′1 .

This gives us vD1 = vD′1 , and the valuative criterion of separatedness then implies that
D1 = D′1. Injectivity on divisors moved by multiple roots of type d is analogous, but instead
using the fact that such a divisor is the unique B-divisor D satisfying ϕD(α+ β) > 0, where
α and β are the two roots moving D (see Corollary 4.4.3. Surjectivity follows from the
symmetry in X1 and X2 of our construction of ι(D1). That is, for any D2 ∈ D2

1, we can
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repeat our construction of ι(D1) but with X1 and X2 swapped to obtain a divisor D1 ∈ D1
1

such that ϕD1 = ϕD2 and D1 is moved by the same roots as D2. Then, we have ϕι(D1) = ϕD2 ,
and the arguments we used to prove injectivity then imply that ι(D1) = D2.

Step 2: We define ι on the set D1
2 of B-divisors of X1 moved by some root α of type b.

We will do this by defining ι on DG,X1(α) for each α ∈ Πb in turn. For such a root α, write
DG,X1(α) = {D1, D

′
1}. By Lemma 4.5.2, there exists some (µ, n) ∈ Λ+(X1, L1) with n ≥ 1

such that either (X1)µ∩D1 6= ∅ or (X1)µ∩D′1 6= ∅. After swapping D1 and D′1 if necessary,
we may assume that D1 ∩ (X1)µ 6= ∅. We define ι(D1) = ιµ(D1). This immediately gives us
that ϕD1 = ϕι(D1) and that any root β moves D1 if and only if β moves ι(D1). We further
define ι(D′1) to be the unique B-divisor of X2 moved by α that is not equal to ι(D1). In this
case, Proposition 3.6.13 gives us

ϕD1 + ϕD′1 = α∨|Λ(X1) = ϕι(D1) + ϕι(D′1).

Since ϕD1 = ϕι(D1), we see that ϕD′1 = ϕι(D′1). Moreover, for any B-divisor D of Xi moved
by a root of type b, the set of roots moving D is completely determined by the set Πb

Xi
and

the valuation ϕD, see Corollary 4.4.3. Since Πb
X1

= Πb
X2

and ϕD′1 = ϕι(D′1), it follows that
any root β moves D′1 if and only if β moves ι(D′1).

We claim that our definition of the DG,X1(α) here glues to a definition on all of D1
2.

We just need to check that if either D1 or D′1 is moved by another root β, then defining
ι(D1) or ι(D′1) using β instead of α gives us the same divisor. After swapping D1 and D′1 if
necessary, we may assume that D1 is moved by β. Whether we use α or β to define ι(D1),
the B-divisor ι(D1) will be moved by both α and β. But there is at most one such divisor,
see Proposition 3.6.12. So, ι(D1) is the same whether we define it using α or β. We remark
that our definition of ι may depend on the choice of (µ, n). That is, if there exists some
(µ, n) and some (µ′, n′) such that (X1)µ ∩D1 6= ∅ and (X1)µ′ ∩D′1 6= ∅, then it is possible
that choosing (µ′, n′) instead of (µ, n) will swap ι(D1) and ι(D′1). However, this choice does
not affect whether ι is well-defined.

It remains to check bijectivity of the map ι : D1
2 → D2

2 we have defined. Surjectivity is
immediate from the construction, because ι maps DG,X1(α) surjectively onto DG,X1(α) for
all α ∈ Πb. On the other hand, for any divisors D and D′ moved by roots of type b such
that ι(D) = ι(D′), both D and D′ must be moved by the same root α of type b (namely,
α is a root moving both ι(D) and ι(D′)). If D 6= D′, then DG,X1(α) = {D,D′} and, by
construction, ι(D) 6= ι(D′) are the two distinct elements of DG,X2(α). But we know that
ι(D) = ι(D′), so D and D′ must be the same element of DG,X1(α).

Step 3: We define ι on the set D1
3 of B-divisors D1 of X1 such that either (1) D1 is

moved by a root of type c, or (2) D1 is moved by a unique root of type d. In either case,
D1 is the unique B-divisor of X1 moved by some root α, so we set ι(D1) to be the unique
B-divisor of X2 moved by α, and this is well-defined because α is the unique root moving
D1 (see Corollary 4.4.3). The valuations of D1 and ι(D1) are completely determined by the
coroot α∨ (see Proposition 3.6.13), so we have ϕD1 = ϕι(D1). We claim that α is the only
root moving moving ι(D1). If α ∈ Πc, this is Corollary 4.4.3b. On the other hand, suppose
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that α ∈ Πd and that ι(D1) is moved by some other root β. Then, β ∈ Πd, and by Step 1,
ι(D1) is the image under ι of some divisor D′1 which is moved by both α and β. But D1 is
the unique divisor moved by α, so D1 = D′1, which contradicts the fact that D1 is moved by
a unique root of type d. Thus, no such β can exist.

It remains to check bijectivity of the map ι : D1
3 → D2

3 we have defined. Injectivity
follows from the fact that any divisor D1 ∈ D1

3 is moved by a unique root α and is mapped
to the unique divisor in D2

3 moved by α. As for surjectivity, any D2 ∈ D2
3 moved by a root

of type c is the image of the unique B-divisor of X1 moved by the same root. So, suppose
that D2 ∈ D2

3 is moved by a unique root α of type d, and let D1 be the unique divisor of X1

moved by α. If D1 is moved by another root β, then in Step 1, we have already shown that
there exists a divisor D′2 of X2 moved by both α and β. But D2 is the unique divisor of X2

moved by α, so D2 = D′2, contradicting the fact that D2 ∈ D2
3. Thus, D1 is moved only by

α, so we have D1 ∈ D1
3 and ι(D1) = D2.

Remark 4.5.8. The assumption Πb
X1

= Πb
X2

is essential in part (b) of Theorem 4.5.5. Indeed,
we will see an explicit counterexample to the theorem without Πb

X1
= Πb

X2
in Examples 4.9.1

and 4.9.2. In other words, the sets Πb
X1

and Πb
X2

are actually not entirely captured by the
weight monoids Λ+(X1, L1) and Λ+(X2, L2), even in the smooth projective setting. However,
there are ways to obtain the conclusion of Theorem 4.5.5b just using the data of weight
monoids, without having to keep track of the set of roots of type b. We will study these
alternatives in Chapter 5.

As an application of Theorem 4.5.5, if we take the assumption V(X1) = V(X2) in the
theorem and add in a small argument about affine cones, we can give an alternate proof of
Corollary 4.3.5 that does not use any of our our results about valuations on affine cones from
Section 4.3.

Alternate proof of Corollary 4.3.5. By Theorem 4.5.5, we know that X1 and X2 are D-
equivalent. This implies that the open G-orbits of X1 and X2 are D-equivalent (cf. the
proof of Theorem 4.1.9), so Theorem 4.1.6 implies that the open G-orbits of X1 and X2

are G-equivariantly isomorphic. In particular, there is a G-equivariant ring isomorphism
K(X1) ∼= K(X2). Pick B-eigenvectors fi ∈ H0(Xi, Li)

(B) of the same weight µ for i ∈ {1, 2},
and write Ai = Γ∗(Xi, Li) and Ki = K(Xi). We have seen in (4.3.1) (see also the our general
discussion in Section 4.3) that the principal Gm-bundle X̃i \{0} → Xi admits a local trivial-
ization (X̃i)fi

∼= (Xi)fi×Gm which maps t ∈ Γ(Gm,OGm) ∼= k[t±] to fi ∈ Γ((X̃i)fi ,OX̃i). On

function fields, this trivialization gives a G-equivariant isomorphism K(X̃i) ∼= Ki(t) which
maps fi to t. In particular, t is a B-eigenvector of weight µ. Since Gm acts on Ki(t) according
to the grading, it follows that the B̃-eigenvectors of Ki(t) are the monomials atn for some

a ∈ K(B)
i and n ∈ Z, and such a monomial has weight µa + nµ.

Now, the G-equivariant ring isomorphism K1
∼= K2 induces a ring isomorphism

ι : K1(t)
∼→ K2(t)
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by setting t 7→ t. By our above arguments, ι and its inverse map B-eigenvectors to B-
eigenvectors of the same weight. It follows that ι is G-equivariant, and since ι is graded,
it is even G̃-equivariant. Since the X̃i are spherical G̃-varieties, the function fields Ki(t)
are multiplicity-free (because Ki(t)

B = k, see Theorem 3.1.4). Thus, the weight monoid
Λ+(Xi, Li) determines the ringAi as aG-submodule ofKi(t). Since Λ+(X1, L1) = Λ+(X2, L2),
we see that ι restricts to a G̃-equivariant isomorphism A1

∼= A2. This implies that X̃1
∼= X̃2

as G̃-varieties, and arguing as in the proof of Corollary 4.3.5, we obtain (X1, L1) ∼= (X2, L2)
as polarized spherical G-varieties.

Corollary 4.3.5 is essentially as nice a result as possible under the assumption that
ΨG,X1 = ΨG,X2 ; in particular, it is a direct projective analog of the behavior in the affine case
proven by Losev, see Theorem 4.2.2a. In the remainder of this chapter, then, we will mainly
concern ourselves with the case where X1 and X2 are smooth, in the hopes of proving some
projective analogs of Theorem 4.2.2b.

4.6 Comparing Spherical Roots

Let (X1, L1) and (X2, L2) be two polarized spherical varieties such that Λ+(X1, L1) =
Λ+(X2, L2). In this section, we will use Theorem 4.4.6 repeatedly to attempt to equate
spherical roots of X1 with those of X2. This seems like a reasonable task, because Propo-
sition 4.4.1 tells us that we can sometimes detect spherical roots of X1 and X2 using the
local structure theorem. The main issue is: can we find an open subset of X1 such that a
given spherical root γ ∈ ΨG,X1 will be detected by the local struture theorem? Or, more
precisely: does there exist (µ, d) ∈ Λ+(X1, L1) such that, writing (X1)µ ∼= Ru(P ) × Z and
P = Ru(P ) ·M as in the local structure theorem, we have γ ∈ ΨM,Z? In order to answer
this question, we will first need a few more combinatorial facts about spherical roots.

4.6.a Spherical Roots and Root Systems

We begin with a couple useful definitions.

Definition 4.6.1. Let X be a spherical variety, and let γ ∈ ΨG,X .

1. We define the support of γ to be the subset Supp(γ) ⊂ ΠG consisting of simple roots
whose coefficients in γ are positive. This is well-defined because simple roots are always
linearly independent, and Supp(γ) 6= ∅ because γ is a linear combination of simple
roots with nonnegative coefficients, see Remark 3.4.8.

2. We say that any α ∈ ΠG is adjacent to Supp(γ) if α is adjacent to any simple root in
Supp(γ) (in the sense of Definition 2.2.18).

3. For any D ∈ DG,X , we say that D is moved by Supp(γ) if D is moved by some element
of Supp(γ) (i.e. if D ∈ DG,X1(α) for some α ∈ Supp(γ)).
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The following lemma gives us some general behavior of spherical roots and simple roots
of G.

Lemma 4.6.2. Let X be a spherical variety, let γ ∈ ΨG,X be a spherical root, and let α ∈ ΠG.

(a) We have 〈α∨, γ〉 ≤ 0 if and only if ϕD(γ) ≤ 0 for all D ∈ DG,X(α) and 〈α∨, γ〉 = 0 if
and only if ϕD(γ) = 0 for all D ∈ DG,X(α).

(b) If α 6∈ Supp(γ), we have 〈α∨, γ〉 ≤ 0.

(c) If α ∈ Πa
X , either α ∈ Supp(γ) or α is not adjacent to Supp(γ).

Proof. By definition, γ is a positive linear combination of the elements of Supp(γ). Moreover,
it is a general fact about root systems that 〈α∨, β〉 ≤ 0 for any simple roots α 6= β. In
particular, it follows that α 6∈ Supp(γ) implies 〈α∨, γ〉 ≤ 0, which is statement (b).

As for statement (c), let α ∈ Πa
X . If α 6∈ Supp(γ), then our above arguments give us

〈α∨, β〉 ≤ 0 for all β ∈ Supp(γ). If in addition α is adjacent to Supp(γ), then 〈α∨, β〉 < 0 for
some β ∈ Supp(γ), which implies that 〈α∨, γ〉 < 0. This contradicts the fact that 〈α∨, γ〉 = 0
by Lemma 3.6.14.

For statement (a), we argue as in Lemma 4.4.2. There are 3 cases, depending on the type
of the root α for X.

1. Suppose α ∈ Πa
X . Then, DG,X(α) = ∅, and 〈α∨, γ〉 = 0 by Lemma 3.6.14, so all the

conditions in (a) are always true.

2. Suppose α ∈ Πc
X ∪ Πd

X , and write DG,X(α) = {D}. We have ϕD = cα∨|Λ(X) for some
c ∈ {1, 1/2} (see Proposition 3.6.13). Since γ ∈ Λ(X) and c > 0, statement (a) follows
immediately.

3. Suppose α ∈ Πb
X , and write DG,X(α) = {D,D′}. Note that α is a spherical root of

X and that 〈α∨, α〉 = 2 > 0. In particular, if 〈α∨, α〉 ≤ 0, then γ 6= α, so we have
ϕD(γ), ϕD′(γ) ≤ 0 by Proposition 3.6.18. ϕD(γ), ϕD′(γ) ≤ 0, then Proposition 3.6.13
gives us

〈α∨, γ〉 = ϕD(γ) + ϕD′(γ) ≤ 0.

The above equation also gives us 〈α∨, γ〉 = 0 if ϕD(γ) = ϕD′(γ) = 0. On the other
hand, if 〈α∨, γ〉 = 0, then we already saw that ϕD(γ), ϕD′(γ) ≤ 0. But the above
equation gives us ϕD(γ) + ϕD′(γ) = 0, so in fact we must have ϕD(γ) = ϕD′(γ) = 0.

The next lemma gives us a useful combinatorial characterization of certain “nice” types
of spherical roots. These types of spherical roots are relatively easy to “match up” between
two (nice enough) spherical varieties, so generally, we will use this lemma to separate out
this “nice” case from the more difficult possibilities for spherical roots.
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Lemma 4.6.3. Let X be a spherical variety, let γ ∈ ΨG,X , and let α ∈ ΠG be such that
〈α∨, γ〉 > 0.

(a) If α ∈ Πb
X , then γ = α.

(b) If α ∈ Πc
X , then γ = 2α.

(c) If α ∈ Πd
X and there exists some β 6= α with DG,X(α) = DG,X(β), then γ = c(α + β)

for some c ∈ {1, 1/2}.

Remark 4.6.4. Lemma 4.4.2 is a sort of converse to the above lemma. Indeed, combined
with Lemma 4.6.2a above, Lemma 4.4.2 implies that whenever γ is as in (a), (b), or (c) of the
above lemma, then α (and β in statement (c)) is the only simple root such that 〈α∨, γ〉 > 0.

Proof. Statement (b) is the contrapositive of Proposition 3.6.18b, and part (a) of the same
proposition along with Lemma 4.6.2a gives us (a). As for (c), Proposition 3.6.12 gives us
〈α∨, β〉 = 0 (i.e. α and β are not adjacent) and α∨|Λ(X) = β∨|Λ(X). In particular, we have

〈β∨, γ〉 = 〈α∨, γ〉 > 0,

so Lemma 4.6.2b implies that α, β ∈ Supp(γ).
Now, we will need to consult the list of possible spherical roots. More precisely, Corol-

lary 3.6.17 gives us some semisimple simply connected group G′ with ΠG′ ⊂ ΠG and some
prime rank-1 wonderful G′-variety X ′ such that ΨG′,X′ = {γ} and Πa

X′ ⊂ Πa
X . The possible

choices for G′ and X ′ can be found in Table 1 of [Was96]. In particular, notice that any
element of Supp(γ) must be an element of ΠG′ , so the combinatorial properties of roots
in Supp(γ) are determined by Table 1. We remark that while Table 1 does not explicitly
describe the set Πa

X′ , we can find it using this table in the following way: for each color D,
of X ′, there is a tuple in Column 4 of the table, and the first element of this tuple is the
weight µD of Proposition 5.2.5. In particular, this element will be linear combination of the
fundamental weights whose corresponding roots move D. So, checking the first element of
each tuple in Column 4 of the table tells us every simple root of G′ that moves some color
of X ′, and every root other than those is a root of type a for X ′.

Now since α, β ∈ Supp(γ)\Πa
X , the fact that Πa

X′ ⊂ Πa
X gives us α, β ∈ ΠG′ \Πa

X′ . So, X ′

is an entry in Table 1 of [Was96] with 2 roots not of type a whose coroots are both > 0 on
the single spherical root γ. There are only 3 entries in the table satisfying these conditions:

1. ΠG′ = An for some n ≥ 2 and γ = α1 + · · · + αn, in which case {α, β} = {α1, αn} are
the two roots not of type a.

2. ΠG′ = A1 × A1 and γ = c(α1 + α′1) for some c ∈ {1, 1/2}, in which case {α, β} =
{α1, α

′
1}.

3. ΠG′ = Bn for some n ≥ 2 and γ = α1 + ·+αn, in which case {α, β} = {α1, αn} are the
two roots not of type a.
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4. ΠG′ = D3 and γ = α1 +α2 +α3, in which case {α, β} = {α2, α3} are the two roots not
of type a.

All we need to do is show that Case 2 is the only possible one. Notice that in Cases 1 and 3,
we must have n ≥ 3, as otherwise α and β would be adjacent. So, in cases 1, 3, or 4, there
must exist some α0 ∈ Πa

X′ ∩Supp(γ) which is adjacent to α. In particular, we have α0 ∈ Πa
X .

On the other hand, Proposition 3.6.12 tells us that γ′ = c(α + β) is a spherical root of X
for some c ∈ {1, 1/2}. So, α0 is adjacent to Supp(γ′) but α0 6∈ Supp(γ′), which contradicts
Lemma 4.6.2.

We now turn to classifying the possible behavior of spherical roots.

Proposition 4.6.5. Let X be a spherical variety, and let γ ∈ ΨG,X be a spherical root.

(a) We have
1 ≤ #(Supp(γ) ∩ (ΠG \ Πa

X)) ≤ 2.

Moreover, there is at least one α ∈ Supp(γ) ∩ (ΠG \ Πa
X) such that 〈α∨, γ〉 > 0.

(b) If Supp(γ) is not connected, then γ = c(α+ α′) for some c ∈ {1, 1/2}, and α, α′ ∈ Πd
X

both move the same color of X.

(c) If Supp(γ) is connected and #(Supp(γ) ∩ (ΠG \ Πa
X)) = 2, then viewing Supp(γ) as a

root subsystem of ΠG, exactly one of the following possibilities occurs.

(1) Supp(γ) ∼= An for some n ≥ 2, γ = α1 + · · · + αn, and Supp(γ) ∩ Πa
X =

{α2, . . . , αn−1}.
(2) Supp(γ) ∼= Bn for some n ≥ 2, γ = α1 + · · · + αn, and Supp(γ) ∩ Πa

X =
{α2, . . . , αn−1}.

(3) Supp(γ) ∼= Cn for some n ≥ 2, γ = α1 + αn + 2
∑n−1

i=2 αi, and Supp(γ) ∩ Πa
X =

{α3, . . . , αn}.
(4) Supp(γ) ∼= G2, γ = α1 + α2, and Supp(γ) ∩ Πa

X = ∅.

Proof. We will need to consult the list of possible spherical roots. More precisely, Corol-
lary 3.6.17 gives us some semisimple simply connected group G′ with ΠG′ ⊂ ΠG and some
prime rank-1 wonderful G′-variety X ′ such that ΨG′,X′ = {γ} and Πa

X′ ⊂ Πa
X . The possible

choices for G′ and X ′ can be found in Table 1 of [Was96]. In particular, notice that any
α ∈ Supp(γ) must be an element of ΠG′ , so we can read off combinatorial properties of
α and γ from Table 1. We remark that while Table 1 does not explicitly describe the set
Πa
X′ , we can find it using this table in the following way: for each color D, of X ′, there is

a tuple in Column 4 of the table, and the first element of this tuple is the weight µD of
Proposition 5.2.5. In particular, this element will be linear combination of the fundamental
weights whose corresponding roots move D. So, checking the first element of each tuple in
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Column 4 of the table tells us every simple root of G′ that moves some color of X ′, and every
root other than those is a root of type a for X ′.

Now, inspecting Table 1 of [Was96], we immediately see that Supp(γ) contains either 1
or 2 roots not of type a for X ′. Since Πa

X′ ⊂ Πa
X , this implies that Supp(γ) contains at most

2 roots not of type a for X. On the other hand, the table also shows that there is at least
one α ∈ Supp(γ) with 〈α∨, γ〉 > 0. By Lemma 3.6.14, we have α 6∈ Πa

X , so Supp(γ) contains
at least one root not of type a. These observations prove (a). Moreover, if there are 2 roots
in Supp(γ) that are not of type a for X, then these must both be not of type a for X ′ as
well (because Πa

X′ ⊂ Πa
X). By inspecting Table 1 of [Was96], one finds that the 4 options in

(c) are the only possibilities for Supp(γ) and γ such that Supp(γ) is connected. (There is
actually a 5th entry in the table that would work, namely Row 1D, in which Supp(γ) ∼= D3

and γ = α1 + α2 + α3; but since D3
∼= A3, this case has exactly the same combinatorial

properties as the case where Supp(γ) ∼= An and γ = α1 + · · · + αn when n = 3.) In any of
these cases, we have

Supp(γ) ∩ (ΠG′ \ Πa
X′) = Supp(γ) ∩ (ΠG \ Πa

X) = 2,

and since Supp(γ) ⊂ ΠG′ and Πa
X′ = Πa

X , this implies that Supp(γ) ∩ Πa
X = Supp(γ) ∩ Πa

X′ .
So, the set Supp(γ) ∩ Πa

X can also be read off from the form of γ in Table 1 of [Was96].
As for (c), the only possibilities with Supp(γ) not connected in [Was96, Table 1] are

G′ = SL2× SL2 and γ = c(α1 + α′1) for some c ∈ {1, 1/2} (these are Rows 3 or 4 of
Wasserman’s table). In this case, Proposition 3.6.12 implies that both α1 and α′1 are roots
of type d moving the same divisor D.

The following is a sort of “classification” result for spherical roots satisfying some very
particular conditions. These conditions may seem ad hoc, but they will arise naturally once
we consider all the information that we can easily match up using the local structure theorem.

Proposition 4.6.6. Let X1 and X2 be spherical varieties, and let γh ∈ ΨG,X1 and γ2 ∈ ΨG,X2

be spherical roots. Suppose that the following conditions hold.

1. We have Πa
X1

= Πa
X2

.

2. The intersection Supp(γh) ∩ Supp(γ2) contains some root α such that 〈α, γh〉 > 0 and
〈α, γ2〉 > 0.

3. The pair (α, γ2) is not the pair (α, γ) in any of the statements from Lemma 4.6.3
applied to X2. (In other words, α ∈ Πd

X2
, and there does not exist any β 6= α with

DG,X2(α) = DG,X2(β).)

4. We have #(Supp(γh) ∩ (ΠG \ Πa
X1

)) = 2, and Supp(γh) is connected.

5. We have γ2 6= γh.
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Then, we have α ∈ Πd
X1
∩Πd

X2
and #(Supp(γh)∩(ΠG\Πa

X1
)) = 2, and Supp(γh) is connected.

Moreover, viewing Supp(γh)∪Supp(γ2) as a root subsystem of ΠG, one of the four following
possibilities holds.

(1) Supp(γh) ∪ Supp(γ2) ∼= A3, γ2 = α1 + α2, γh = α2 + α3, α = α2.

(2) Supp(γh) ∪ Supp(γ2) ∼= Dn for some n ≥ 4, γ2 = α1 + · · · + αn−2 + αn−1, γh =
α1 + · · ·+ αn−2 + αn, α = α1.

(3) Supp(γh) ∪ Supp(γ2) ∼= B3, γ2 = α1 + α2, γh = α2 + α3, α = α2.

(4) Supp(γh) ∪ Supp(γ2) ∼= B3, γ2 = α2 + α3, γh = α1 + α2, α = α2.

Proof. As in the proof of Lemma 4.6.3, we check the possibilities for γh given in Table 1
of [Was96]. Corollary 3.6.17 gives us a semisimple simply connected group G′h and a prime
rank-1 wondervul G′h-variety X ′h with ΨG′h,X

′
h

= {γh} and Πa
X′h
⊂ Πa

X1
. Using Assumption 4

to apply Proposition 4.6.5c, there are only 4 possibilities for G′h, Πa
X′h

, and γh.

(A) ΠG′h
= An, γh = α1 + · · ·+αn, Πa

X′h
= {α2, . . . , αn−1}. Since there is an automorphism

of An given by αi 7→ αn+1−i, it does not affect any of the conclusions of the proposition
to assume that α = α1 in this case.

(B) ΠG′h
= Bn, γh = α1 + · · ·+ αn, Πa

X′h
= {α2, . . . , αn−1}. In this case, 〈α∨n , γh〉 = 0, so we

must have α = α1.

(C) ΠG′h
= Cn, γh = α1 + αn + 2

∑n−1
i=2 αi, Πa

X′h
= {α3, . . . , αn}. In this case, 〈α∨1 , γh〉 = 0,

so we must have α = α2.

(G) ΠG′h
= G2, γh = α1 + α2, Πa

X′h
= ∅.

Step 1: We make a few preliminary observations about the root α. First, Assumption 2

(along with Lemma 3.6.14) gives us α 6∈ Πa
X1

= Πa
X2

, so Assumption 3 implies that α ∈ Πd
X2

.
In particular, we have Supp(γ2) 6= {α} (otherwise γ2 is either α or 2α and α is either type
b or c for X2, see Theorem 3.6.10). Similarly, we have α 6∈ Πb

X1
∪ Πc

X1
(otherwise γh is

either α or 2α by Lemma 4.6.3, contradicting the fact that Supp(γh) has at least 2 roots
by Assumption 4). Thus, we also have α ∈ Πd

X1
. In particular, α is one of the elements of

Supp(γh) which is not of type a for X1. By Assumption 2, there is another such element
α′ ∈ Supp(γh) \ Πa

X1
.

Step 2: We show that

Supp(γ2) ∩ Πa
X2

= Supp(γh) ∩ Πa
X1

= Supp(γh) ∩ Πa
X′h
. (4.6.1)

For the equality on the right, we note that Πa
X′h
⊂ Πa

X1
immediately gives Supp(γh)∩Πa

X′h
⊂

Supp(γh) ∩ Πa
X1

and hence

Supp(γh) \ Πa
X1
⊂ Supp(γh) \ Πa

X′h
.
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On the other hand, the set Supp(γh) \ Πa
X′h

has 2 elements in each of Cases (A), (B), (C),

and (G), and there are exactly 2 elements of Supp(γh) \Πa
X1

(namely, α and α′). So in fact,
we have Supp(γh) \ Πa

X1
= Supp(γh) \ Πa

X′h
and hence Supp(γh) ∩ Πa

X1
= Supp(γh) ∩ Πa

X′h
.

As for the left equality in (4.6.1), note that in each of Cases (A), (B), (C), and (G), the
set

Sα = {α′}
⋃

(Supp(γh) ∩ Πa
X′h

is connected. We claim that
Sα ⊂ Supp(γ2).

Suppose this is false. Since α ∈ Sα ∩ Supp(γ2) and Sα is connected, must exist some
α0 ∈ Sα \ Supp(γ2) which is adjacent to Supp(γ2). But then α0 6= α, so the definition of Sα
gives us

α0 ∈ Πa
X′h
⊂ Πa

X1
= Πa

X2
,

which contradicts Lemma 4.6.2c. Thus, we have shown that

Supp(γh) ∩ Πa
X′h
⊂ Sα ⊂ Supp(γ2).

An analogous argument will also give us

Supp(γ2) ∩ Πa
X2
⊂ Supp(γh)

if Supp(γ2) is connected and #(Supp(γ2)∩ (ΠG \Πa
X2

)) = 2 (so that γ2 satisfies Assumption
4 and hence also comes from one of Cases (A), (B), (C), or (G).) Note that Lemma 4.6.2b
and Assumption 3 imply that Supp(γ2) is connected, so the only other possibility (see
Lemma 4.6.2a) is #(Supp(γ2) ∩ (ΠG \ Πa

X2
)) = 1. In this case, α is the unique root not

of type a in Supp(γ2), so we have

Supp(γ2) ∩ Πa
X2

= Supp(γ2) \ {α}.

Since Supp(γ2) is connected, the set on the righthand side here has at most 2 connected
components, and α is adjacent to each of them. So, repeating the above arguments with
these connected components in place of Sα will give the desired result.

Step 3: The root γ2 comes from Table 1 of [Was96] as well. Indeed, Corollary 3.6.17 again
gives us a semisimple simply connected group G′2 and a prime rank-1 wondervul G′2-variety
X ′2 with ΨG′2,X

′
2

= {γ2} and Πa
X′2
⊂ Πa

X2
. We claim that the only possibility with ΠG′2

∼= An′

for some n′ is Row 1A of the table, where γ2 = α′1 + · · · + α′n and Πa
X′2

= {α′2, . . . , α′n−1}.
(This is the same as Case (A) above, but for γ2 instead of γh.) Indeed, notice that for every
choice of group G′ and spherical root γ in Table 1 of [Was96], we have Supp(γ) = ΠG′ .
It follows that if ΠG′2

∼= An′ , then G′ is a group of type A (the only other group on the
table with root system isomorphic to An′ is Sp6 in Row 1D of the table, which is isomorphic
to Row 1A of the table with n = 3, see our comments on Case (D) above). Besides Row
1A, the only other entries in the table for groups of type A are Rows 2, 3, 4, 5A, and 6A.
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Row 2 has γ2 = 2α1, which forces α = α1 and hence α ∈ Πc
X2

, contradicting Assumption
3. Rows 3 and 4 have γ = c(α + β) for some c ∈ {1, 1/2} and some β ∈ ΠG′2

⊂ ΠG such
that 〈α∨, β〉 = 0. It follows from Proposition 3.6.12 that DG,X2(α) = DG,X2(β) in this case,
contradicting Assumption 3. Finally, in Rows 5A and 6A, the only root not of type a in
Supp(γ2) (which is α by Assumption 2) is adjacent to two roots of type a. By (4.6.1), both
of these roots of type a are in Supp(γh). However, none of the Cases (A), (B), (C), (D), or
(G) for γh has any possibility for α (or indeed any root not of type a) adjacent to two roots
of type a. So this is also impossible.

Step 4: We claim that
Supp(γ2) 6⊂ Supp(γh).

Suppose instead that Supp(γ2) ⊂ Supp(γh). We will check that Cases (A), (B), (C), and
(G) are all impossible, so that there is no possible choice of γh. Note that

Supp(γh) = {α, α′}
⋃

(Supp(γh) ∩ Πa
X1

).

Since α ∈ Supp(γ2), Assumption 5 along with (4.6.1) gives us

Supp(γ2) = {α} ∪ (Supp(γh) ∩ Πa
X1

).

Moreover, we have Supp(γ2) 6= {α}, so there must exist some roots of type a in Supp(γh).
This immediately rules out Case (G) (which has no roots of type a). In Case (C), we
have Supp(γh) ∼= Cn for some n > 2 and Supp(γ2) = {α2, . . . , αn} ∼= Cn−1, so X ′2 must
come from Rows 7C or 8C of [Was96, Table 1]. But for either of these rows, we would get
α2 ∈ Πa

X′2
⊂ Πa

X2
is type a, contradicting the fact that α2 = α is type d for X2. Finally, in

Cases (A) and (B), we have Supp(γh) ∼= An for n > 2 and Supp(γ2) = {α1, . . . , αn−1} ∼= An−1.
By Step 3, this implies that γ2 = α1 + · · ·+αn−1, so that 〈α∨n−1, γ2〉 = 1 6= 0. This contradicts
the fact that

αn−1 ∈ Πa
X′h
⊂ Πa

X1
= Πa

X2
.

Step 5: In light of Step 4, there exists some β ∈ Supp(γ2) \ Supp(γh), and (4.6.1) (plus
the fact that Πa

X′2
⊂ Πa

X2
) gives us β 6∈ Πa

X′2
. In particular, both α and β are elements of

Supp(γ2) which are not of type a for X2. We noted in Step 2 that Supp(γ2) is connected, so
the conditions of Assumption 4 also hold for γ2. Thus, γ2 must also come from one of Cases
(A), (B), (C), (D), or (G). As with γh, we need not consider Case (D) separately, since it is
isomorphic to Case (A) with n = 3. Moreover, we can now rule out Case (G) for both γh
and γ2. Indeed, the union Supp(γ2) ∪ Supp(γh) is now a connected root subsystem of ΠG

containing at least three distinct simple roots (namely, α, α′, and β). If either γ2 or γh comes
from Case (G), then Supp(γ2) ∪ Supp(γh) contains a copy of G2. But G2 is not properly
contained in any connected Dynkin diagram, so we must have Supp(γ2) ∪ Supp(γh) ∼= G2.
This contradicts the fact that G2 has only 2 simple roots. We conclude that each of γ2 and
γh must come from either Cases (A), (B), or (C). For clarity, when viewing these cases for
γ2, we will write n′ in place of n and α′i in place of αi.
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Step 6: We are left with 3 cases for each of γ2 and γh, hence 9 total possibilities for the
pair (γ2, γh). We will go through each of these in turn. First, we make a couple observations
that will simplify this casework. Notice that Assumption 4 now applies to γ2 (see Step 5)
and Assumption 3 holds for γh (by Assumption 4, Proposition 4.6.5, and Lemma 4.6.3).
Thus, all of our assumptions and conditions on γh and γ2 are completely identical now, so
swapping the cases for γh and γ2 will give us all the same combinatorial possibilities, just
with γ2 and γh swapped. This cuts the number of cases we have to consider in half: for
instance, if we take all the possibilities with γh in Case (A) and γ2 in Case (B) and swap γ2

and γh, we will get all the the possibilities with γh in Case (B) and γ2 in Case (A). Also,
note that each of Supp(γh) and Supp(γ2) consists of type a roots along with 2 roots not
of type a. Since the type a roots are the same in both cases by (4.6.1), we conclude that
# Supp(γh) = # Supp(γ2). In all three possible cases, the number n (resp. n′) is precisely
# Supp(γh) (resp. # Supp(γ2)). Thus, we will have n = n′ no matter which cases we are in.
Finally, we remark that Cases (B) and (C) are isomorphic when n = 2. We will see that n
must be 2 whenever one of γh or γ2 is in Case (B) or (C). This implies, for instance, that the
possibilities for γh in Case (A) and γ2 in Case (B) must be isomorphic to the possibilities
for γh in Case (A) and γ2 in Case (C).

Step 7: We go through each of the remaining cases one by one.

(A) Suppose that γh is in Case (A) for some n ≥ 2. Then, γh = α1 + · · ·+αn, and we may
take α = α1.

(AA) Suppose that γ2 is in Case (A). Then, γ2 = α′1 + · · · + α′n, and we may take
α = α′1. Comparing the root systems Supp(γh)∩Πa

X1
and Supp(γ2)∩Πa

X2
(which

are equal by (4.6.1)), we see that α′i = αi for all 1 ≤ i ≤ n− 1. Thus, both α′ and
β are adjacent to αn−1. This gives us possibility (1) of the proposition statement
if there are no roots of type a in either Supp(γh) or Supp(γ2) and possibility (2)
of the proposition statement otherwise.

(AB) Suppose that γ2 is in Case (B). Then, we have γ2 = α′1 + · · · + α′n and α = α′1.
Suppose that n > 2. As in (AA) above, comparing the root systems Supp(γh) ∩
Πa
X1

and Supp(γ2) ∩ Πa
X2

, we obtain α′i = αi for all 1 ≤ i ≤ n − 1. Thus, both
α′ = αn and β = α′n are adjacent to αn−1, and αn−1 is also adjacent to αn−2 (which
exists because n > 2). So, the Dynkin diagram of Supp(γh)∪Supp(γ2) is connected
but not simply laced (which only occurs for the diagrams of Bm, Cm, F4, and G2)
and yet has a node (corresponding to αn−1) which is adjacent to 3 other nodes
(which only occurs for the diagrams of Dm, E6, E7, and E8). No such Dynkin
diagram exists, so we must have n = 2. In this case, the only roots appearing
in Supp(γ2) ∪ Supp(γh) are α, α′, and β, and we know that Supp(γh) ∼= A2 and
Supp(γ2) ∼= B2. So, we obtain possibility (4) of the proposition statement.

(AC) Suppose that γ2 is in Case (C). Then, we have γ2 = α′1 + 2α′2 + · · ·+ 2α′n−1 + αn
and α = α′2. Suppose that n > 2. Then, we have

Supp(γ2) ∩ Πa
X2

= Supp(γ2) ∩ Πa
X′2
∼= Cn−2.
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(For the first equality here, one can argue just as we did with γh in Step 2 to get
the right equality in (4.6.1).) But Supp(γh)∩Πa

X1
∼= An−2, which is not isomorphic

to Cn−2, so this contradicts (4.6.1). We conclude that n = 2, so as noted in Step
6, we must get a possibility isomorphic to that for (AC) above.

(B) Suppose that γh is in Case (B) for some n ≥ 2. Then, γh = α1 + · · ·+ αn and α = α1,
so we must have α′ = αn.

(BA) By Step 6, this is the same as (AB) above but with γ2 and γh swapped. Since (AB)
gave us possibility (4) in the proposition statement, this will give us possibility
(3) in the proposition statement.

(BB) In this case, the Dynkin diagram for Supp(γ1) ∪ Supp(γh) is connected, and has
2 edges between α′ and αn−1 and 2 edges between β and α′n−1. Since {β, α′n−1} 6=
{α′, αn−1} (both sets contain only one root of type a, and we know that β 6=
α′), these are two distinct intances of multiple edges, which never occurs on a
connected Dynkin diagram. Thus, this case is impossible.

(BC) The same argument as in (BB) shows that this case is impossible. Alternately,
using Step 6, any possibility here would have to be isomorphic to a possibility for
(BB), and no such possibilities exist.

(C) Suppose that γh is in Case (C) for some n ≥ 2. Using our arguments in Step 6, there is
almost nothing to do here. If γ2 is in Case (A), then by Step 6, we obtain a possibility
isomorphic to (AC) above, but with γ2 and γh swapped. Since (AC) gave us possibility
(4) of the proposition statement, this gives us possibility (3). If γ2 is in Case (B),
then we obtain the same as (BC) above but with γh and γ2 swapped. Since (BC) is
impossible, we conclude that γ2 cannot be in Case (B) here. The only remaining option
is γ2 in Case (C). For this, we can argue exactly as we did in (BB) to see that this case
is impossible.

4.6.b Matching up Spherical Roots

We are now ready to prove our main results in this section.

Proposition 4.6.7. Let (X1, L1) and (X2, L2) be polarized spherical varieties. Suppose that
X1 and X2 are smooth and that Λ+(X1, L1) = Λ+(X2, L2). Let γ ∈ ΨG,X1, and suppose that
γ 6∈ Πb

X1
. If either Supp(γ) is disconnected or

#(Supp(γ) ∩ (ΠG \ Πa
X)) = 1,

then we have γ ∈ ΨG,X2.
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Proof. We reduce to the case where there is a unique color D0 moved by Supp(γ), and that
ϕD0(γ) > 0. This condition is immediate from Proposition 4.6.5b if Supp(γ) is not connected.
Suppose instead that there is a unique α ∈ Supp(γ) not of type a. Proposition 4.6.5a tells
us that 〈α∨, γ〉 > 0, and Lemma 4.6.3 implies that either α ∈ Πd

X or Supp(γ) = {α}. In the
former case, the color D0 moved by α is the unique color moved by Supp(γ) (since every
element of Supp(γ) other than α moves no colors), and we have ϕD0(γ) = 〈α∨, γ〉 > 0. If
instead Supp(γ) = {α}, then we have either α ∈ Πb

X1
and γ = α or α ∈ Πc

X1
and γ = 2α (see

Theorem 3.6.10). The former case is impossible by assumption, and in the latter case, we
have Πc

X1
= Πc

X2
by Theorem 4.5.5, so α ∈ Πc

X2
implies that γ = 2α ∈ ΨG,X2 . In summary,

we are done in the case Supp(γ) = {α}, and the desired color D0 exists in every other case.
Now, Corollary 5.5.11 gives us some G-linearized ample invertible sheaves L1 and L2 on

X1 and X2 (respectively) such that Λ+(X1, L1) = Λ+(X2, L2). Let D1 be a B-stable ample
effective divisor of Xi such that OXi(D1) = L1 (equivalently, let D1 be the divisor cut out
by some B-eigenvector of H0(X1, L1)), and let and let n0 be the coefficient of D0 in D1. For
any B-divisor D ∈ DG,X1 , if D is G-stable, then ϕD ∈ V(X1) implies that ϕD(−γ) ≥ 0.
If instead D is a color and D 6= D0, then D is moved by some root but is not moved by
any element of Supp(γ), so Lemma 4.6.2c implies that ϕD(−γ) ≥ 0 as well. On the other
hand, we know that ϕD0(−γ) < 0. Since the valuation vD0 is a discrete valuation, we have
ϕD0(−γ) ∈ Z. After replacing L1, L2, and D1 by some positive multiple, we may assume
that

nα = −mϕDα(−γ)

for some m ∈ N. It follows that D′1 = D1 +m div(−γ) is an effective divisor whose coefficient
of D0 is 0. Then, D′1 corresponds to a B-eigenvector in H0(X1, L1) of some weight µ, and
(X1)µ ∩ D0 6= ∅. Since Λ+(X1, L1) = Λ+(X2, L2), we know that µ is a weight of a B-
eigenvector in H0(X2, L2) as well. Moreover, we have X1(µ) ∼= X2(µ) by Theorem 4.4.6.
On the other hand, the only color moved by Supp(γ) is D0, which intersects (X1)µ, so
Proposition 4.4.1 implies that Supp(γ) ⊂ ΠMµ . The same proposition then implies that

γ ∈ ΨMµ,X1(µ) = ΨMµ,X2(µ) ⊂ ΨG,X2 .

Theorem 4.6.8. Let (X1, L1) and (X2, L2) be polarized spherical varieties. Suppose that X1

and X2 are smooth and that Λ+(X1, L1) = Λ+(X2, L2). Let γ ∈ ΨG,X1. One of the following
possibilities must hold.

(1) γ ∈ ΨG,X2.

(2) γ ∈ Πb
X1

.

(3) Supp(γ) and γ are given by one of the 4 possibilities in Proposition 4.6.5c.

Proof. In light of Proposition 4.6.5c, this is just a rephrasing of Proposition 4.6.7.
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If we are willing to assume that X1 and X2 have “the same” colored fans, we can make
a slight improvement on the above theorem.

Theorem 4.6.9. Let (X1, L1) and (X2, L2) be polarized spherical varieties. Suppose that
X1 and X2 are smooth, that Λ+(X1, L1) = Λ+(X2, L2), and that there exists a D-equivalence
ι : DG,X1

∼→ DG,X2 that preserves colored fans. For any γh ∈ ΨG,X1, one of the following
holds.

(1) γh ∈ ΨG,X2.

(2) There exists some γ2 ∈ ΨG,X2 such that γh and γ2 satisfy the assumptions of Proposi-
tion 4.6.6, so γh and γ2 are given by one of the 4 possibilities in that proposition.

Proof. By Corollary 4.3.5 then, it suffices to show that V(X1) = V(X2), or equivalently, that
ΨG,X1 = ΨG,X2 . Let γh ∈ ΨG,X1 , and suppose that γh 6∈ ΨG,X2 .

Step 1: We claim that there exists some colored cone in FX2 containing a color moved
by Supp(γh). Since γh 6∈ ΨG,X2 , there exists some v ∈ V(X2) such that v(γh) > 0. Because
X2 is complete, we have v ∈ C for some colored cone (C,∆) ∈ FX2 (see Theorem 3.3.28).
The cone C is generated by the ϕD for D in some subset of DG,X2 . It follows that there must
be some choice of D such that ϕD(γh) > 0. If D is G-stable, then ι−1(D) is also G-stable, so
ϕD = ϕι−1(D) ∈ V(X1) and γ ∈ ΨG,X1 implies that ϕD(γh) ≤ 0. So D must be a color of X2,
and if α is any root moving D, then Lemma 4.6.2 implies that 〈α∨, γ〉 > 0 and hence that
α ∈ Supp(γ).

Step 2: We claim that α ∈ Πd
X2

and that α is the unique root moving D. If this is not

the case, then we have either α ∈ Πb
X2
∪ Πc

X2
, or α ∈ Πd

X2
and there exists some β 6= α also

moving D. In the former case, then we have γh = cα for some c ∈ {1, 2} by Lemma 4.6.3.
But Lemma 4.1.2 tells us that Πb

X1
= Πb

X2
and Πc

X1
= Πc

X2
, so we would have γh ∈ ΨG,X2 ,

contradicting our assumptions. If instead α ∈ Πd
X2

and there exists some β 6= α also moving
D, then Lemma 4.6.3 gives us γh = c(α + β) for some c ∈ {1, 1/2}. In particular, Supp(γh)
is not connected, so Proposition 4.6.7 implies that γh ∈ ΨG,X2 again.

Step 3: We claim that there exists some γ2 ∈ ΨG,X2 such that ϕD(γ2) > 0. If this is
not the case, then ϕD ∈ V(X2) implies that (Q≥0ϕD, {D}) is a face of the colored cone
(C,∆), so we have (Q≥0ϕD, {D}) ∈ FX2 . Since ι preserves colored fans, it follows that
(Q≥0ϕD, {ι−1(D)}) ∈ FX1 . In particular, (Q≥0ϕD, {ι−1(D)}) is a colored cone for the open
G-orbit of X1, which implies that Q>0ϕD ∩ V(X1) 6= ∅, or equivalently, ϕD ∈ V(X1). So,
we must have ϕD(γ) ≤ 0 for all γ ∈ ΨG,X1 , contradicting the fact that ϕD(γh) > 0.

Step 4: To complete the proof, we check that the assumptions of Proposition 4.6.6 apply

to γ2 and γh. Since X1 and X2 are D-equivalent, we see that Πa
X1

= Πa
X2

, that α ∈ Πd
X1

,
and that α is the unique root moving ι−1(D). In other words, Assumptions 1 and 3 of the
proposition are satisfied. If Assumption 4 of the proposition did not hold, then Proposi-
tion 4.6.7 would imply that γh ∈ ΨG,X2 , and Assumption 5 also holds, because otherwise
γ2 = γh would give γh ∈ ΨG,X2 . Finally, Assumption 2 of the proposition holds for α by
Lemma 4.6.2a,b along with the fact that ϕD(γh) > 0 and ϕD(γ2) > 0.



231

4.7 Comparing Colored Fans

In this section, we consider using our proof techniques involving the local structure theorem
and the Knop conjecture to compare the colored fans of two smooth polarized spherical
varieties. Unfortunately, these techniques do not get us very far for this task, because the
colored cones in the colored fan of a spherical variety are typically not detectable using the
local structure theorem.

More precisely, let X be a spherical variety, and let Y ⊂ X be a G-orbit corresponding
to the colored cone (C,∆). We can apply the local structure theorem to XB,Y to get an
isomorphism XB,Y

∼= Ru(P ) × Z, where P ⊂ G is a parabolic subgroup, M ⊂ P is the
standard Levi subgroup, and Z ⊂ XB,Y is an M -stable closed subvariety. One can show
that Z has a unique closed M -orbit Y ′, and that every (B ∩M)-divisor of Z contains Y ′ (cf.
the proof of Proposition 4.7.1 below). By Proposition 3.2.3, the map D 7→ D ∩ Z gives a
bijection between B-divisors of X intersecting XB,Y (i.e. B-divisors of X containing Y , see
Theorem 3.2.7) and the (B ∩M)-divisors of Z, and this bijection preserves ϕD. It follows
that (C,∆′) ∈ FZ is the colored cone corresponding to Y ′, where

∆′ = {D ∩ Z | D ∈ ∆} \ DMM,Z .

(We note that removing elements of DMM,Z is necessary here, since some colors D of X
containing Y may actually be M -stable, in which case D ∩ Z contains Y ′ but is not a color
and so is not contained in ∆′ by definition.)

This shows that colored cones on X descend to colored cones on Z in a nice way. However,
the converse is not necessarily true. Indeed, given any M -orbit Y ′2 of Z corresponding to
a colored cone (C ′,∆′), the natural attempt to relate (C ′,∆′) to a colored cone of X is to
consider the G-orbit Y2 = G · Y ′2 (here viewing Y ′2 as a subscheme of X ⊃ Z). Every
(B ∩M)-divisor D′ of Z containing Y ′2 corresponds to a B-divisor D = Ru(P ) ·D′ of X (see
Proposition 3.2.3), but in general, there is no easy way to tell if D actually contains Y2. If
we knew that D was G-stable, then D′ ⊃ Y ′2 would imply that D ⊃ Y2, but it may well be
the case that D is not G-stable, even if D′ is M -stable.

Because of these issues, there is only one special case where we can use the local structure
theorem to “match up” a colored cone between two spherical varieties: namely, the case
where all the divisors we are dealing with are G-stable, or equivalently, when the colored
cone (C,∆) in question has ∆ = ∅.

Proposition 4.7.1. Let X1 and X2 be smooth spherical varieties such that Πb
X1

= Πb
X2

, and
let L1 and L2 be G-linearized ample invertible sheaves on X1 and X2 (respectively) such that
Λ+(X1, L1) = Λ+(X2, L2). For any colored cone (C,∆) ∈ FX1 such that ∆ = ∅, we have
(C,∅) ∈ FX2.

Proof. Let Y1 ⊂ X1 be the G-orbit corresponding to the colored cone (C,∅). By Theo-
rem 3.2.7, there exists some (µ, d) ∈ Λ+(X1, L1) with d > 0 such that (X1)µ = (X1)B,Y1 .
Since (X1)B,Y1 is affine, Theorem 4.4.6 gives us X1(µ) ∼= X2(µ) as Mµ-varieties.
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Now, let

ιµ : {B-divisors of Xi intersecting (X1)µ} → {B-divisors of Xi intersecting (X2)µ}

be the bijection of Lemma 4.5.4. Since Πb
X1

= Πb
X2

, any element D of the domain of ιµ is
a G-divisor if and only if ιµ(D) is. By the description of (X1)B,Y1 in Theorem 3.2.7, the
elements of the domain of ιµ are the B-divisors containing Y1, and since ∆ = ∅, these are all
G-divisors. It follows that the target of ιµ also consists entirely of G-divisors. On the other
hand, X1(µ) is affine and so has a unique closed Mµ-orbit Y ′1 (Lemma 2.5.8). By arguing as
in the proof of Theorem 3.2.7, we see that Y ′1 = Y1 ∩ X1(µ). Since the (B ∩Mµ)-divisors
of X1(µ) are precisely those of the form D ∩ X1(µ) for D ∈ DG,X1 (Proposition 3.2.3), it
follows that every (B ∩Mµ)-divisor of X1(µ) contains Y ′1 . The isomorphism X1(µ) ∼= X2(µ)
then tells us that every (B ∩Mµ)-divisor of X2(µ) contains the unique closed Mµ-orbit Y ′2
of X2(µ).

Let Y2 = G · Y ′2 (here viewing Y ′2 as a subscheme of X2). We claim that the B-divisors
of X2 containing Y2 are precisely those in the target of ιµ. For any D ⊃ Y2, we have

D ∩ (X2)µ ⊃ Y ′2 6= ∅. Conversely, if D ∩ (X2)µ 6= ∅, then D = Ru(Pµ) ·D′ for some
(B ∩Mµ)-divisor D′ ⊂ X2(µ) (see Proposition 3.2.3). We showed above that D′ ⊃ Y ′2 , so
D ⊃ Y ′2 . We also showed above that D is G-stable, so this implies that D ⊃ Y2.

Consider the colored cone (CY2 ,∆Y2) corresponding to Y2. Our above claim in particular
tells us that every B-divisor containing Y2 is G-stable, so ∆Y2 = ∅. Moreover, CY2 is the
cone in N(X1) = N(X2) generated by the ϕD for all D ⊃ Y2, i.e. for all D in the target of
ιµ. Since ϕD = ϕιµ(D) for all D, this is equal to the cone generated by ϕD for all D in the
domain of ιµ, which by the description of (X1)µ = (X1)B,Y1 in Theorem 3.2.7 is precisely the
cone C. Thus, we have

(C,∅) = (CY2 ,∆Y2) ∈ FX2 ,

as desired.

If X1 and X2 are toroidal in the situation of Proposition 4.7.1, then the proposition
immediately implies that any D-equivalence ι : DG,X1

∼→ DG,X2 must preserve colored fans
(if it exists). However, Xi being toroidal is equivalent to the condition that ∆ = ∅ for
all (C,∆) ∈ FXi . So, whenever one of the Xi is not toroidal, there is no way to use
Proposition 4.7.1 to obtain a D-equivalence that preserves colored fans. In other words, our
proof techniques have failed to give us the “equality” on colored fans that we were looking
for. We do not expect that any other proof techniques will fare better: indeed, we will see
in Examples 4.9.3 and 4.9.4 many examples of X1 and X2 as in Proposition 4.7.1 such that
no D-equivalence preserves colored fans. In fact, in these examples, Proposition 4.7.1 does
apply to some of the colored cones in the relevant colored fans (just not to all of the colored
cones), and the colored cones it does not apply to have just a single color in them (i.e. we
have #∆ = 1 instead of ∆ = ∅). Thus, while Proposition 4.7.1 is a relatively limited result,
we do not expect that a better result is possible.
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There is one other attempt at comparing colored fans that we have considered. Instead
of using the local structure theorem and the Knop conjecture, the idea is to use the com-
binatorial criterion for ampleness in Theorem 3.7.13. This criterion depends only on the
valuations of B-divisors of a spherical variety X and on the maximal colored cones in FX

(under the partial order given by the relation of “being a face”), so we obtain the following
corollary.

Corollary 4.7.2. Let X1 and X2 be spherical varieties, and let ι : DG,X1

∼→ DG,X2 be a
D-equivalence which preserves maximal colored cones, in the following sense: the maximal
colored cones of FX2 are precisely the pairs (C, ι(∆)), where (C,∆) is a maximal colored
cone of FX1. Let E1 =

∑
D∈DG,X1

nDD be a B-stable (Weil) divisor on X1, and let E2 =∑
D∈DG,X1

nDι(D).

(a) E1 is Cartier if and only if E2 is Cartier.

(b) If X1 and X2 are complete, then E1 is ample (and Cartier) if and only if E2 is ample
(and Cartier).

Remark 4.7.3. It may be the case that completeness is unnecessary in part (b) of the above
corollary. We have included it mainly because completeness allows for a clear presentation of
the combinatorial criterion for ampleness, and we have not attempted to remove it because
we are mainly interested in the projective case, anyway.

Proof. Suppose that E1 is Cartier. For each closed G-orbit Y1 ⊂ X1, let µE1,Y1 ∈ Λ(X1) =
Λ(X2) be as in Lemma 3.7.2 applied to the Cartier divisor E1. Since ι preserves maximal
colored cones, which are the ones corresponding to closed G-orbits (Proposition 3.3.24), for
every closed G-orbit Y2 ⊂ X2, there exists some closed G-orbit Y1 ⊂ X1 such that ι restricts
to a bijection

DY1
∼→ DY2 .

(To be precise: Y1 is the closed G-orbit such that (CY2 ,∆Y2) = (CY1 , ι(∆Y1)).) Set µE2,Y2 =
µE1,Y1 for all such Y2 and Y1. Then, for any G-orbit Y ⊂ X2, we define µE2,Y ∈ Λ(X2) by
picking any some closed G-orbit Y2 ⊂ X2 such that Y2 ⊂ Y and setting µE2,Y = µE2,Y2 .
Since DY ⊂ DY2 for such a choice of Y and Y2, it follows immediately that µE2,Y satisfies the
condition in Lemma 3.7.2 for E2 and any choice of G-orbit Y ⊂ X, so the lemma implies
that E2 is Cartier. The proof that E1 is Cartier if E2 is Cartier is the same, but with X1

and X2 swapped.
For the proof of (b), we may assume that E1 and E2 are both Cartier. In this case,

let (`Y ) ∈ PL(X1) be the piecewise linear function corresponding to E1. Since ι preserves
maximal colored cones and everyB-divisor in a colored cone is contained in a maximal colored
cone (say, by Proposition 3.3.24), we see that ι induces a bijection ∆◦(X1)

∼→ ∆◦(X2) on
divisors contained in no colored cone. Moreover, as above, for each closed G-orbit Y1 ⊂ X1,
there exists a closed G-orbit Y2 ⊂ X2 such that ι induces a bijection DY1

∼→ DY2 , and this
bijection identifies `Y1 with some linear function `Y2 : DY2 → Z. By arguing as in the proof
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of (a) above, we conclude that the `Y2 determine an element of PL(X2) which corresponds
to E2. Since ι identifies the families `Y1 with the families `Y2 and identifies ∆◦(X1) with
∆◦(X2), and all of these identifications preserve ϕD, the statement now follows immediately
from the ampleness criterion in Theorem 3.7.13.

We conjecture that the above corollary might admit a nice converse.

Conjecture 4.7.4. Let X1 and X2 be locally factorial complete spherical varieties, and
let ι : DG,X1

∼→ DG,X2 be a D-equivalence. Suppose that ι preserves ample cones, in the
following sense: for any B-stable divisor E1 =

∑
D∈DG,X1

nDD on X1, the divisor E2 =∑
D∈DG,X1

nDι(D) on X2 is ample if and only if E1 is ample. Then, ι preserves maximal

colored cones.

The main content of Corollary 4.7.2 is that the maximal colored cones of a complete
spherical variety X determine the ample cone of X; conversely, Conjecture 4.7.4 asserts
that the ample cone determines the maximal colored cones. Since we have assumed X1

and X2 are locally factorial in the conjecture, every Weil divisor is Cartier. Thus, under
the assumptions of the conjecture, the ampleness criterion in Theorem 3.7.13 gives many
combinatorial conditions that must “match up” for X1 and X2. The main difficulty is
that what these conditions are actually depends on which divisors are contained in the
same (maximal) colored cone, so it is a subtle combinatorial question to ask whether these
constraints actually force the maximal cones on X1 and X2 to be equal.

As far as examples go, we know of know conterexample to Conjecture 4.7.4. However, we
will see in Example 4.9.3 that even for two smooth polarized spherical varieties (X1, L1) and
(X2, L2) such that X1 and X2 are D-equivalent and Λ+(X1, L1) = Λ+(X2, L2), it may be the
case that no D-equivalence preserves ample cones. Moreover, we will see in Example 4.9.4
that even if a D-equivalence that preserves ample cones does exist, it may be the case that
this D-equivalence preserves maximal colored cones but does not preserve colored fans. In
summary, while Conjecture 4.7.4 would, if true, be an interesting way to “equate” some
colored cones on X1 and X2, the conjecture still would not give us an “equality” on the
entire colored fans, and the conjecture would not even necessarily apply in the situations of
interest to us.

4.8 Proving Two Spherical Varieties Are Isomorphic

Now that we have considered each of the combinatorial invariants in the classification of
spherical varieties, we are ready to combine our results to prove certain results about when
two spherical varieties (or polarized spherical varieties) are isomorphic. These results will
largely parallel Theorem 4.1.9, which tells us what the general classification of spherical
varieties says about when two spherical varieties are isomorphic. The difference in our
results is that we will replace some of the equalities on combinatorial data in Theorem 4.1.9
with an equality on weight monoids of the form Λ+(X1, L1) = Λ+(X2, L2).
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We have actually already seen a result of this form: namely, Corollary 4.3.5, which tells
us that the weight monoid Λ+(X,L) and the valuation cone V(X) determine a polarized
spherical variety (X,L) up to G-equivariant isomorphism. When X is smooth, we can actu-
ally detect some spherical roots of X from the weight monoid Λ+(X,L) using Theorem 4.6.8,
which leads to a slightly nicer statement than that of Corollary 4.3.5.

Corollary 4.8.1. Let X1 and X2 be smooth projective spherical varieties, and let Ψexc
G,Xi
⊂

ΨG,Xi be the set of all γ ∈ ΨG,Xi such that either γ ∈ Πb
Xi

or γ satisfies one of the 4
possibilities in Proposition 4.6.5c. The following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) Ψexc
G,X1

= Ψexc
G,X2

, and there exist G-linearized invertible sheaves L1 and L2 on X1 and
X2 (respectively) such that L1 and L2 are both ample and Λ+(X1, L1) = Λ+(X2, L2).

Proof. Given a G-equivariant isomorphism i : X1
∼→ X2, we may pick any G-linearized

ample invertible sheaf L2 on X2 (which exists by Theorem 2.6.11), and then L1 = i∗L2 is
a G-linearized ample invertible sheaf with Λ+(X1, L1) = Λ+(X2, L2). Moreover, we have
ΨG,X1 = ΨG,X2 , and since the subset Ψexc

G,Xi
⊂ ΨG,Xi is just the subset of spherical roots that

satisfy certain combinatorial conditions, this implies that Ψexc
G,X1

= Ψexc
G,X2

.
Conversely, suppose that (ii) holds. Theorem 4.6.8 implies that

ΨG,X1 \Ψexc
G,X1

= Ψg,X2 \Ψexc
G,X2

,

so we have ΨG,X1 = ΨG,X2 , or equivalently, V(X1) = V(X2). Then, Corollary 4.3.5 implies
that (X1, L1) ∼= (X2, L2) as polarized spherical varieties, which in particular means that
X1
∼= X2 as G-varieties.

As discussed in Section 1.2, Corollary 4.8.1 is essentially optimal, in the following sense:
for any γ that lies in Ψexc

G,X for some X, there exists some choice of smooth polarized spherical
varieties (X1, L1) and (X2, L2) with Λ+(X1, L1) = Λ+(X2, L2) such that γ ∈ Ψexc

G,X1
but

γ 6∈ ΨG,X2 . For the case where γ = α ∈ ΠG (so that γ is necessarily a root of type b), see
Examples 4.9.1 and 4.9.2. For the case where γ has any of the forms in Proposition 4.6.5c,
see Example 4.9.4. In the first two examples, we see that X1 and X2 are not D-equivalent,
and in the third example, we see that X1 and X2 are D-equivalent, but that no D-equivalence
preserves colored fans. Thus, there is some piece of combinatorial data besides the spherical
roots ΨG,Xi that is unequal in all of these examples, which suggests that Corollary 4.3.5 is
also relatively optimal.

In the remainder of this section, we consider a few special cases in which we can improve
on Corollary 4.8.1. Since the main issue in Corollary 4.8.1 is the possibility that Ψexc

G,X1
6=

Ψexc
G,X2

, these special cases will be ones in which we can get the equality ΨG,X1 = ΨG,X2

some other way. We first do this for a couple of standard “nice” types of spherical varieties
(namely, horospherical, and toroidal varieties).
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Theorem 4.8.2. Let (X1, L1) and (X2, L2) be polarized spherical varieties, and suppose that
Λ+(X1, L1) = Λ+(X2, L2).

(a) If X1 and X2 are horospherical, then (X1, L1) ∼= (X2, L2) as polarized G-varieties.

(b) If X1 and X2 are toroidal and D-equivalent, then (X1, L1) ∼= (X2, L2) as polarized
G-varieties.

(c) If X1 and X2 are smooth and toroidal and Πb
X1

= Πb
X2

, then (X1, L1) ∼= (X2, L2) as
polarized G-varieties.

Remark 4.8.3. The statement on horospherical varieties in the above theorem is in some
sense a generalization of a result on projective toric varieties (which are a particular type of
horospherical variety, see the discussion following Definition 3.4.11). It is a standard result
that projective toric varieties are classified by a convex polytope, which is an invariant of the
variety (see e.g. [Oda88, Theorem 2.22]). One can generalize the construction of a convex
polytope from a toric variety to the case of projective spherical varieties, see [Bri97, Section
5.3], and in this generalization, the polytope is completely determined by a weight monoid
Λ+(X,L) for some G-linearized ample invertible sheaf L on X. Thus, the the statement in
Theorem 4.8.2 that horospherical varieties are determined up to G-equivariant isomorphism
by a weight monoid Λ+(X,L) is essentially a generalization of this classification of projective
toric varieties by convex polytopes.

Proof. For (a), we have ΨG,X1 = ΨG,X2 = ∅, hence V(X1) = V(X2). So, Corollary 4.3.5
immediately gives us the result.

For (b), the fact that X1 and X2 are toroidal implies that the cones in their colored fan
are made up of their G-divisors. The valuations of these G-divisors are in bijection because
X1 and X2 are D-equivalent, and since X1 and X2 are complete, these divisors generate their
valuation cones (see Theorem 3.3.28). We conclude that V(X1) = V(X2). Corollary 4.3.5
now tells us that (X1, L1) and (X2, L2) are isomorphic.

The hypotheses of statement (c) imply that X1 and X2 are D-equivalent, see Theo-
rem 4.5.5. Thus, statement (c) follows immediately from (b).

Remark 4.8.4. The method of proof of (b) in the above theorem also shows that two
complete toroidal varieties which are D-equivalent are G-equivariantly birational.

We can also obtain slightly nicer results in low rank, primarily because Λ(X1) = Λ(X2)
greatly constrains what the spherical roots of X1 and X2 can be in this case.

Theorem 4.8.5. Let X1 and X2 be spherical varieties. Suppose that X1 and X2 are D-
equivalent.

(a) If r(X1) = 0 (equivalently, r(X2) = 0), then X1
∼= X2 as G-varieties.

(b) If r(X1) = 1 (equivalently, r(X2) = 1) and V(X1) and V(X2) are strictly convex, then
X1 and X2 are G-equivariantly birational.
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(c) If r(X1) = 1 (equivalently, r(X2) = 1), the Xi are complete, and there exists a D-
equivalence ι : X1

∼→ X2 preserving colored fans, then X1
∼= X2 as G-varieties.

Proof. Note that r(X1) = r(X2) because Λ(X1) = Λ(X2) (this is part of the definition of
a D-equivalence). If r(X1) = r(X2) = 0, then V(Xi) = N(Xi) = 0 in particular gives
V(X1) = V(X2). So X1 and X2 are G-equivariantly birational. Moreover, there is no
nontrivial colored fan for the open G-orbits of X1 and X2 (because N(Xi) = 0), so both X1

and X2 are equal to their own open G-orbit, and X1
∼= X2.

Now suppose that r(X1) = r(X2) = 1. Then, #ΨG,X ≤ 1. There are three possible cases:

1. If ΨG,X1 = ΨG,X2 = ∅, then V(X1) = N(X1) = N(X2) = V(X2), so X1 and X2 are
G-equivariantly birational. If in addition the assumptions of (c) hold, then X1 and
X2 also have the same colored fan, so they are G-equivariantly isomorphic. Note that
this case is impossible under the assumptions of (b), since neither V(X1) nor V(X2) is
strictly convex.

2. If ΨG,Xi 6= ∅ for i ∈ {1, 2}, then let γi be the unique spherical root of Xi. The γi are
indivisible elements of the rank-1 lattice Λ(X1) = Λ(X2), so we must have γ1 = ±γ2.
But spherical roots are always linear combinations of simple roots with nonnegative
coefficients (see Remark 3.4.8), so we can never have γ1 = −γ2. So γ1 = γ2 implies
that V(X1) = V(X2) and hence that X1 and X2 are G-equivariantly birational. Once
again, under the assumptions of (c), both X1 and X2 have the same colored fan, so we
get X1

∼= X2.

3. After swapping X1 and X2 if necessary, we are left with the case where ΨG,X1 6= ∅
but ΨG,X2 = ∅. Note that this case is impossible under the assumptions of (b), since
V(X2) = N(X2) is not strictly convex. So, suppose that the assumptions of (c) hold.
Since N(X1) = N(X2) ∼= Q, the cone V(X1) must be one of the rays Q≥0 or Q≤0.
Since X2 is complete and V(X2) = N(X2), there must exist some colored cone of the
form (−V(X1),∆) in the colored fan FX2 . Our assumptions then imply that −V(X1)
is a cone for some colored cone in FX1 . But −V(X1) contains no element of V(X1)
in its interior, so this contradicts the definition of a colored cone. Thus, this case is
impossible.

In summary: under the assumptions of (b), only Case 2 is possible, and in this case, X1

and X2 are G-equivariantly birational; and under the assumptions of (c), Cases 1 and 2 are
possible, and X1

∼= X2 as G-varieties in both cases under the assumptions of (c).

Corollary 4.8.6. Let (X1, L1) and (X2, L2) be polarized spherical varieties. Suppose that
X1 and X2 are smooth, that V(X1) and V(X2) are strictly convex, and that one of r(X1) and
r(X2) is ≤ 1. The following are equivalently.

(i) (X1, L1) ∼= (X2, L2) as polarized spherical varieties.

(ii) We have Λ+(X1, L1) = Λ+(X2, L2) and Πb
X1

= Πb
X2

.
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Proof. If (X1, L1) ∼= (X2, L2), then Πb
X1

= Πb
X2

because X1
∼= X2 as G-varieties, and

Λ+(X1, L1) = Λ+(X2, L2) because there exists a G-equivariant isomorphism i : X1 → X2

such that i∗L2
∼= L1 as G-linearized ample invertible sheaves. Conversely, if (ii) holds, then

Λ(X1) = Λ(X2) (see Proposition 2.5.2) implies that r(X1) = r(X2) ≤ 1. Moreover, X1 and
X2 are D-equivalent by Theorem 4.5.5, hence G-equivariantly birational by Theorem 4.8.5,
so V(X1) = V(X2). Then, Corollary 4.3.5 implies that (X1, L1) ∼= (X2, L2).

4.9 Counterexamples

In this section, we give a few examples of polarized spherical varieties (X1, L1) and (X2, L2)
such that X1 and X2 are smooth and Λ+(X1, L1) = Λ+(X2, L2), but where some of the
combinatorial invariants that classify spherical varieties (see Theorem 4.1.9) are not equal
for X1 and X2. These examples indicate that our results in this chapter are essentially the
best that one can hope for.

Recall from Theorem 4.1.9 that there are three pieces of combinatorial data which, to-
gether, classify a spherical variety up to G-equivariant isomorphism: the B-divisors (for
which “equality” of combinatorial data means a D-equivalence), the spherical roots (for
which equality is a literal equality of sets), and colored fans (for which “equality” means a
D-equivalence that preserves colored fans). If any of these pieces of data is not equal between
X1 and X2, then we must necessarily have ΨG,X1 6= ΨG,X2 , as otherwise (X1, L1) ∼= (X2, L2)
by Corollary 4.3.5. Moreover, it makes no sense to have colored fans be “equal” but B-
divisors not be “equal,” as our notion of “equality” on colored fans relies on the existence
of a D-equivalence. With these constraints in mind, we are left with the following possi-
bilities for examples in which (X1, L1) 6∼= (X2, L2) (or equivalently, in which some of the
combinatorial invariants in Theorem 4.1.9 are not equal):

1. An example in which X1 and X2 are not D-equivalent and ΨG,X1 6= ΨG,X2 .

2. An example in which X1 and X2 are D-equivalent, but ΨG,X1 6= ΨG,X2 and no D-
equivalence preserves colored fans.

3. An example in which there exsits a D-equivalence between X1 and X2 that preserves
colored fans, but ΨG,X1 6= ΨG,X2 .

Of these 3 possibilities, we will give examples satisfying possibilities 1 and 2.

4.9.a Examples With Different B-Divisors

We begin with examples in which the spherical varieties X1 and X2 are not D-equivalent.
These examples have #Πb

X1
= 1 and Πb

X2
= ∅, and X1 and X2 are even rank-1 toroidal

varieties. By contrast, we have seen in Theorem 4.5.5 that when Πb
X1

= Πb
X2

, then X1

and X2 are necessarily D-equivalent. Our examples thus indicate that, even for “very nice”
spherical varieties, the assumption Πb

X1
= Πb

X2
seems to be necessary in Theorem 4.5.5.
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Example 4.9.1. Let G = SL2 acting on X = P1 × P1 diagonally via the action on P1 given
in Example 2.4.19. In other words, the action of G on X is given by(

a b
c d

)
· ([x : y], [w : z]) = ([ax+ by : cx+ dy], [aw + bz : cw + dz]).

We take B ⊂ G to be the Borel subgroup of upper triangular matrices and T ⊂ B to be
the subgroup of diagonal matrices. We have seen that X is wonderful (Example 3.5.20).
Moreover, we calculated all the B-divisors of X and their valuations in Example 3.1.16. The
two colors of X are

D1 = P1 × {[1 : 0]} and D2 = {[1 : 0]} × P1,

and the two G-orbits of X are the diagonal Y and its complement. Moreover, we have
Λ(X) = Z·α1, where α1 ∈ ΠG is the unique simple root, and we have ϕD1(α1) = ϕD2(α1) = 1
but ϕY (α1) = −1. The colored fan of X contains a single colored cone with no colors in it
(because X is wonderful, hence simple and toroidal), and the cone in this fan is generated
by the valuations of G-divisors containing the unique closed G-orbit Y . But Y itself is the
only such divisor, so the colored fan of X is

FX = {(Q≥0ϕY ,∅)}.

Since X is a standard embedding, we must have V(X) = Q≥0ϕY . Also, X has two colors,
each of which must be moved by some simple root. But the only simple root of G is α1. So,
we have DG,X(α1) = {D1, D2}, which implies that Πb

X = {α1}.
For our example, we wish to construct a certain line bundle L on X and write down

the weight monoid Λ+(X,L). In fact, we will compute Λ+(X,L) for all G-linearized ample
invertible sheaves L on X. First, we determine what choices of L there are. Note that the
global sections of OP1(1) contain a B-eigenvector s ∈ H0(P1,OP1(1))(B) which vanishes at the
B-fixed point [1 : 0]. Write pr1, pr2 : P1 × P1 → P1 for the projections maps. The pullback
pr∗1 s is a global section of pr∗1OP1(1) which vanishes on D2, so we have OX(D2) = pr∗1OP1(1).
Considering pr2 instead in this argument, we get OX(D1) = pr∗2OP1(1). It follows that every
line bundle on X is isomorphic to OX(aD1 + bD2) for some a, b ∈ Z. Such a line bundle
is ample if and only if its pullbacks to D1 and D2 are ample, and since these pullbacks
are OP1(a) and OP1(b) (respectively), this holds if and only if a, b > 0. For i ∈ {1, 2}, the
map pri is G-equivariant, so the G-linearization of OP1(n) given in Example 2.4.19 induces
a G-linearization on pr∗i OP1(n) for any n such that pulling back global sections defines a
G-equivariant map

pr∗i : H0(P1,OP1(n))→ H0(X, pr∗i OP1(n)).

This, in turn, induces a G-linearization onOX(aD1+bD2) for all a, b ∈ Z (see Lemma 2.4.13b.
Because no nontrivial character of G exists, Corollary 2.6.9 implies that any line bundle on
X has at most one G-linearization, so this is the unique G-linearization of OX(aD1 + bD2).
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Now, the isomorphism T ∼= Gm given by diag(t, t−1) 7→ t induces an isomorphism ΛG
∼= Z

which identifies α1 with 2 ∈ Z. We will think of weights of B-eigenvectors as elements of Z
using this isomorphism. Fix a, b > 0. The section

f0 = pr∗2(s⊗a)⊗ pr∗1(s⊗b) ∈ H0(X,OX(aD1 + bD2))

is a B-eigenvector of weight a + b whose vanishing locus is the divisor aD1 + bD2. On the
other hand, there is a natural bijection between global sections H0(X,OX(aD1 + bD2)) and
effective divisors linearly equivalent to aD1 + bD2 (given by sending a global section f to the
divisor aD1 + bD2 + div(f/f0)), and this bijection identifies B-eigenvectors with B-stable
divisors, see Lemma 2.5.3 and Corollary 2.5.5. To find these B-stable divisors, the same
proposition gives us a split short exact sequence

0→ Λ(X)→
⊕

D∈D(X)

Z ·D → Cl(X)→ 0,

where the first map is given by λ 7→
∑

D∈D(X) ϕD(λ)D and the second map is given by taking

the divisor class of a given Weil divisor. By our above arguments, we have Λ(X) = Z · α1

and Cl(X) ∼= Z · D1 ⊕ Z · D2. It follows that the B-stable divisors linearly equivalent to
aD1 + bD2 are those of the form aD1 + bD2 + div(fnα1

), where n ∈ Z and fα1 ∈ K(X)(B) is
an eigenvector with character α1. Our above computations give us

div(fα1) = ϕD1(fα1)D1 + ϕD2(fα1)D2 + ϕ∆(fα1)∆ = D1 +D2 −∆,

so the divisors linearly equivalent to aD1 + bD2 are

(a+ n)D1 + (b+ n)D2 − n∆

for any n ∈ Z. This divisor is effective precisely when n ≤ 0 and a + n, b + n ≥ 0, and for
any such choice of n, the corresponding B-eigenvector in H0(X,OX(aD1 + bD2)) has weight
a+ b+ 2n. Thus, the highest weights of the G-representation H0(X,OX(aD1 + bD2)) are

Λ+(H0(X,OX(aD1 + bD2))) = {a+ b, a+ b− 2, . . . , a+ b− 2 min{a, b}}.

These are just the elements of Λ+(X,OX(aD1 + bD2)) in degree 1. However, the elements in
degree d are given by the above equation with ad and bd in place of a and b. It follows that

Λ+(X,OX(aD1+bD2)) =
⋃
d≥1

{(da+ db, d), (da+ db− 2, d), . . . , (dmax{a, b} − dmin{a, b}, d)} .

Example 4.9.2. As in the above example, let G = SL2, let B ⊂ G to be the Borel subgroup
of upper triangular matrices, and let T ⊂ B to be the subgroup of diagonal matrices. We
consider the ruled surface Y = P(E), where E = OP1 ⊕OP1(−e) for some e > 0. We saw in
Example 3.5.4 that Y can be given a G-action in such a way that Y is a toroidal G-variety
and the structure morphism π : Y → P1 is G-equivariant (where G acts on P1 via the action
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of Example 2.4.19). We also computed all B-divisors of Y in Example 3.5.4; we summarize
their description here. The unique color of Y is the fiber C = π−1([1 : 0]). As for G-divisors,
writing P1 \ {[1 : 0]} ∼= A1, we have π−1(A1) ∼= A1 × P1. Under this isomorphism, the two
G-divisors of Y are given by

E1 = A1 × [1 : 0], E2 = A1 × [0 : 1].

We will also need to compute Λ(Y ) and the valuations ϕE1 , ϕE2 , and ϕC . For this, we
will use the isomorphism T ∼= Gm given by diag(t, t−1) 7→ t to identify ΛG with Z. The
isomorphism π−1(A1) ∼= A1×P1 above induces the following B-action on A1×P1: the action
on A1 is given by the action on A1 ⊂ P1, and the action on P1 ∼= Proj(k[w, z]) is given
by letting w be fixed by B and z be a B-eigenvector of weight −e. (This follows from the
definition of the G-action on Y , which was induced by G-linearizations on OP1 and OP1(−e);
cf. the arguments in Example 3.5.4.) In particular, fe = w/z ∈ K(Y )(B) is a B-eigenvector
of weight e which has a zero at [0 : 1] and a pole at [1 : 0], so we have ϕE1(e) = −1 and
ϕE2(e) = 1. Also, since fe ∈ K(Y ) is an eigenvector of weight e, we have Z · e ⊂ Λ(Y ). On
the other hand, we have Λ(Y ) = Z · ` for some 1 ≤ ` ≤ e. Since ϕE1(`) = `/e must be an
integer, we conclude that ` = e and hence that Λ(Y ) = Z · e.

We claim that ϕC(e) = e. We can compute this using intersection numbers. First, we have
an isomorphism π∗OP(E)(1) ∼= E , and under this isomorphism, the section 1⊕ 0 ∈ H0(P1, E)
has vanishing locus on P(E) equal to E2. It follows that OY (E2) = OP(E)(1), and a standard
result about ruled surfaces then tells us that E2

2 = −e (see [Har77, Chapter V, Proposition
2.9]). On the other hand, since E1 and E2 are the images of sections of π and C is a fiber
of π, so another general fact about ruled surfaces (see e.g. [Har77, Chapter V, Proposition
2.3]) gives us

C.E1 = C.E2 = 1, C2 = E1.E2 = 0.

Since div(fe) is a B-stable divisor, the only prime divisors with nonzero coefficient in div(fe)
are B-divisors. Thus, we have

div(fe) = ϕC(e)C + ϕE1(e)E1 + ϕE1(e)E2 = ϕC(e)C − E1 + E2.

Taking intersections of both sides with E2, we see that 0 = ϕC(e) − e and hence that
ϕC(e) = e, as claimed.

We can now also compute all the other combinatorial invariants of Y that interest us.
First, since E1 and E2 are both G-orbits and each Ei is the only B-divisor of Y containing
itself, the colored fan corresponding to Y is

FY = {(Q≥0ϕE1 ,∅), (Q≥0ϕE2)} = {(Q≤0,∅), (Q≥0,∅)}.

We know that Y is complete and toroidal, so the union of the cones in this fan is precisely
V(Y ). Hence V(Y ) = Q = N(Y ), which implies that ΨG,Y = ∅ (in other words, Y is
horospherical). In particular, we have Πb

Y = ∅. Notice that with X = P1 × P1 as in
Example 4.9.1 above, we have FX 6= FY , V(X) 6= V(Y ), and Πb

X 6= Πb
Y . However, we will
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see that there do exist G-linearized ample invertible sheaves L on X and M on Y such that
Λ+(X,L) = Λ+(Y,M).

As in Example 4.9.1 above, we have a split short exact sequence

0→ Λ(Y )→
⊕

D∈D(Y )

Z ·D → Cl(Y )→ 0.

Using the fact that div(fe) = eC −E1 +E2, we see that Cl(Y ) ∼= Z ·C ⊕Z ·E2 and that the
divisors linearly equivalent to the divisor mC + nE2 are the divisors

mC + nE2 − r div(fe) = (m− er)C + rE1 + (n− r)E2.

This is an effective divisor precisely when n ≥ r ≥ 0 and m ≥ er. In particular, it follows
that any divisor of the form mC + nE2 is effective if and only if m,n ≥ 0.

As in Example 4.9.2, we will compute the weight monoid Λ+(Y,M) for every G-linearized
ample line bundle M on Y . First, we identify the possible choices of M . It is a general fact
about ruled surfaces that Pic(Y ) is freely generated by OY (C) and OY (E2) (see e.g. [Har77,
Chapter 5, Proposition 2.3]). For any m,n ∈ Z, we claim that OY (mC + nE2) is ample if
and only if m > ne > 0. Since the ample cone is the interior of the nef cone for projective
varieties, it will suffice to show that mC + nE2 is nef if and only if m ≥ ne ≥ 0. As noted
above, the effective divisors on Y are of the form aC + bE2 with a, b ≥ 0, so mC + nE2 is
nef if and only if

0 ≤ (aC + bE2).(mC + nE2) = an+ bm− bne = an+ b(m− ne)

for all a, b ≥ 0. If m ≥ ne ≥ 0, this equation certainly holds; conversely, if the equation
holds, taking a = 0 and b = 1 gives us m ≥ ne, and taking b = 0 and a = 1 gives us n ≥ 0
and hence ne ≥ 0. (Alternately, one can deduce the ample cone from a general numerical
criterion for ampleness on spherical varieties, see e.g. [Per18, Theorem 3.3.8].)

Now, assumingm > ne > 0, we compute Λ+(Y,OY (mC+nE2)). First, if s ∈ H0(P1,OP1(1))(B)

is a nonzero B-eigenvector, it vanishes at the B-fixed point [1 : 0] ∈ P1, so π∗s⊗m cuts out
the divisor mC. In particular, OY (mC) = π∗OP1(m). On the other hand, we have an iso-
morphism π∗OP(E)(d) ∼= Symd(E) for any d ≥ 1. Since 1 ⊕ 0 ∈ H0(P1, E) ∼= H0(Y,OP(E)(1)
vanishes on E2, as noted above, we have a section

t = (1⊕ 0)⊗ · · · ⊗ (1⊕ 0) ∈ H0(P1, Symn(E)) ∼= H0(Y,OP(E)(n))

which is fixed by G and cuts out the divisor nE2. It follows that

f0 = π∗s⊗m ⊗ t ∈ π∗OP1(m)⊗OP(E)(n) ∼= OY (mC + nE2)

is a B-eigenvector of weight m which cuts out the divisor mC + nE2. As noted above, the
effective divisors linearly equivalent to mC+nE2 are those of the form mC+nE2−r div(fe),
where n ≥ r ≥ 0 and m ≥ er. Since m > ne, the inequality m ≥ er follows from n ≥ r,
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so the only inequality on r that we need is n ≥ r ≥ 0. On the other hand, Lemma 2.5.3
(plus the fact that Γ(Y,OY ) = k) implies that the effective divisors linearly equivalent to
mC + nE2 are in bijection with lines of B-eigenvectors in H0(Y,OY (mC + nE2)), with the
divisor mC + nE2 − r div(fe) corresponding to a line of B-eigenvectors of weight m − re.
Putting this all together, we have

Λ+(H0(Y,OY (mC + nE2))) = {m,m− e, . . . ,m− ne}.

Replacing m and n by md and nd for any d ≥ 1 in this equation gives us the B-eigenvectors
of OY (mC + nE2)⊗d, so we see that

Λ+(Y,OY (mC + nE2)) =
⋃
d≥1

{(dm, d), (dm− e, d), . . . , (dm− dne, d)}.

Comparing this with our equation for Λ+(X,OX(aD1 + bD2)) in Example 4.9.1, we see
that

Λ+(X,OX(aD1 + bD2)) = Λ+(Y,OY (mC + nE2))

if and only if e = 2, m = a + b and n = min{a, b}. Since a, b > 0, this choice of m
and n defines an ample line bundle on Y if and only if a 6= b (otherwise, we have m =
2n, not m > 2n = en). However, we have X 6∼= Y as varieties, so we certainly cannot
have (X,OX(aD1 + bD2)) ∼= (Y,OY (mC + nE2)) as polarized G-varieties. Since X and
Y are smooth projective spherical G-varieties, this in particular provides a counterexample
to Question 4.2.5b, but only when a 6= b. On the other hand, when a = b, there is no
G-linearized ample line bundle M on Y such that Λ+(X,OX(aD1 + bD2)) = Λ+(Y,M).

4.9.b Examples with Different Spherical Roots and Colored Fans

Next, we give examples where X1 and X2 are D-equivalent, but ΨG,X1 6= ΨG,X2 , and there
does not exist a D-equivalence between X1 and X2 that preserves colored fans. These
examples show that our above results on comparing spherical roots and comparing colored
fans (namely, Theorem 4.6.8 and Proposition 4.7.1) are relatively optimal. The work in these
examples also seems to intuitively indicate that the only thing that being D-equivalent and
have Λ+(X1, L1) = Λ+(X2, L2) controls is the maximal colored cones of the colored fans FX1

and FX2 . This informs our discussion of ample cones in Section 4.7, and it indicates that the
weight monoid Λ+(X,L) is most closely related to the existence of a D-equivalence, which
motivates our study of weight monoids and divisors in Chapter 5.

Example 4.9.3. Let γ be any of the spherical roots in [Was96, Table 1] such that Supp(γ)
is connected and contains two roots not of type a, and let G be the corresponding group.
(See Proposition 4.6.5 for a list of all such choices of γ; each choice comes from a unique
entry in [Was96, Table 1].) Let Λ = Z · γ, let Πa be the set of roots of type a in Supp(γ),
and set

Ψ1 = {γ}, Ψ2 = ∅.
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The tuples S1 = (Λ,Πa,Ψ1,∅) and S2 = (Λ,Πa,Ψ2,∅) both satisfy the definition of a
homogeneous spherical datum for G. Indeed, axioms (B1-3) and (Ψ1-2) are vacuous, and
(Π1-2) follows immediately from the fact that Λ is generated by γ and that we chose γ and
Πa to be that of a wonderful rank-1 variety. So, the classification of homogeneous spherical
varieties (see Theorem 3.6.21) gives us two homogeneous spherical varieties G/H1 and G/H2

corresponding to S1 and S2 (respectively). We remark that G/H1 is precisely the open G-
orbit of the wonderful variety in [Was96, Table 1] that γ comes from, since they both have
the same homogeneous spherical data. By contrast, G/H2 is horospherical, since it has no
spherical roots.

Let γ∗ : Λ→ Z be the map determined by γ 7→ 1, so that N(G/H1) = N(G/H2) = Q ·γ∗.
Let α, β ∈ ΠG be the two simple roots not of type a for the variety that gives γ in [Was96,
Table 1]. By our definition of Πa = Πa

G/H1
= Πa

G/H2
, both α and β are not of type a for either

G/H1 or G/H2, and since the G/Hi have no type b or c roots, we must have α, β ∈ Πd
G/Hi

.

By inspecting the possibilities in [Was96, Table 1], we see that after swapping α and β
if necessary, we may assume that 〈α∨, γ〉 = 1, in which case 〈β∨, γ〉 is either 1, 0, or -1,
depending on the choice of γ. For i ∈ {1, 2}. Let Di,α and Di,β be the colors of G/Hi moved
by α and β (respectively). Proposition 3.6.13 gives us ϕDi,α = α∨|Λ(X) and ϕDi,β = β∨|Λ(X).
The following diagram summarizes the combinatorial data of G/Hi appearing in N(G/Hi)
(except for ϕDi,β , which depends on our choice of γ).

−γ∗ 0 γ∗

ϕDi,α
V(G/H1)

V(G/H2)

Consider the following strictly convex colored fans F1 and F2 for G/H1 and G/H2

respectively:

F1 = {(Q≤0γ
∗,∅), (0,∅)}, F2 = {(Q≤0γ

∗,∅), (Q≥0γ
∗, {D2,α}), (0,∅)}.

By Theorem 3.3.26, the colored fan Fi determines an open embedding G/Hi ↪→ Xi for some
spherical G-variety Xi. We claim that the Xi are smooth and complete. In fact, X1 is
the standard embedding of G/H1 and hence is the wonderful variety that γ comes from in
[Was96, Table 1], so X1 is in particular smooth and projective. As for X2, since the union of
the cones in F2 covers V(G/H2), Theorem 3.3.28 tells us that X2 is complete, and we will
see below that there exists an ample line bundle on X2, so X2 is in fact projective. Moreover,
the structure of the cones in F2 implies that X2 is locally factorial, see Proposition 3.7.9.
For horospherical varieties, one can add an extra condition to this criterion for being locally
factorial to obtain a criterion for smoothness. This was first done in certain cases by Pauer
[Pau83] and then generalized by Pasquier [Pas06, Theorem 2.6] (see also [Tim11, Theorem
28.10] for a treatment of the generalization due to Pasquier). The extra condition (beyond
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being locally factorial) in this smoothness criterion is: for each colored cone (C,∆) in the
colored fan of X2, every connected component of the Dynkin diagram for the root subsystem

Πa
X2
∪ {β ∈ ΠG | β moves an element of ∆} ⊂ ΠG

appears among a certain list of admissible Dynkin diagrams. For the cone (Q≤0γ,∅) ∈ F2,
this root subsystem consists entirely of roots of type a, and any such diagram is in the list of
admissible ones. For the cone (Q≥0γ, {D2,α}), no matter which option for γ we choose, one
can check that this root subsystem is isomorphic to An for some n ≥ 1 in such a way that
α = α1 and αi ∈ Πa

X2
for all i > 1. This is also in the list of admissible Dynkin diagrams.

So, this smoothness criterion for horospherical varieties implies that X2 is smooth.
Next, we consider the ample line bundles on X1 and X2 and their weight monoids. By

definition of the colored fan Fi, the only B-divisors of Xi are the colors Di,α and Di,β

and a single G-divisor Ei such that ϕEi = −γ∗. Evidently, we can define a D-equivalence
ι : DG,X1

∼→ DG,X2 by setting

ι(D1,α) = D2,α, ι(D1,β) = D2,β, ι(E1) = E2.

For any B-divisor D1 = mαD1,α+mβD1,β+mEE1 on X1, let D2 = mαD2,α+mβD2,β+mEE2.
Then, Corollary 5.4.3 (plus the fact that Pic(G) = 0) implies that there exist G-linearizations
on L1 = OX1(D1) and L2 = OX2(D2) such that Λ+(X1, L1) = Λ+(X2, L2).

We claim that we can pick m, q, r ∈ Z such that both L1 and L2 are ample. For this,
we use the criterion for ampleness in Theorem 3.7.13 to compute the ample cones of X1 and
X2. By definition of F1, the variety X1 consists of one open G-orbit and one closed G-orbit,
which is contained in (in fact equal to) the G-divisor E1. Since the open G-orbit is contained
in no divisors, a piecewise linear function in PL(X1) is given by a single weight ` ∈ Λ, and
for the function corresponding to D1 (see Lemma 3.7.2 and the discussion that follows it),
we have

mE = ϕE1(`) = −γ∗(`),
or equivalently, ` = −mEγ. Since both D1,α and D1,β contain no G-orbits, Theorem 3.7.13
implies that D1 is ample if and only if

mα > ϕD1,α(`) = −mE andmβ > ϕD1,β
(`) = −mE〈β∨, γ〉.

As for X2, the definition of F2 implies that there are two non-open G-orbits of X2, one
contained in E2 and the other contained in D2,α. So, a piecewise linear function in PL(X2)
is given by two weights `α, `E ∈ Λ, and for the function corresponding to D2, we have

mα = ϕD2,α(`α) = γ∗(`α), mE = ϕE2(`E) = −γ∗(`E),

or equivalently, `α = mαγ and `E = −mEγ. By definition, the piecewise linear function
consisting of `α and `E is strictly convex if and only if

ϕD2,α(`α) > ϕD2,α(`E) and ϕE2(`E) > ϕE2(`α).
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Plugging everything into these equations gives us

mα > −mE and mE > −mα,

which are equivalent inequalities. So, Theorem 3.7.13 implies that D2 is ample if and only
if mα > −mE and we have

mβ > ϕD1,β
(`α) = mα〈β∨, γ〉 and mβ > ϕD1,β

(`E) = −mE〈β∨, γ〉.

We remark that two of these inequalities are the precisely the two inequalities we got for
ampleness of D1 above, but the third inequality here does not arise for D1. Wading through
the combinatorial data here, one can check that one of the inequalities that arises for both
X1 and X2 comes from the fact that (Q≥0γ,∅) is a colored cone in both F1 and F2, and the
other inequality that arises for both X1 and X2 comes from the fact that Di,β contains no
G-orbit of Xi for both i = 1 and i = 2. On the other hand, the only difference between F1

and F2 is that the latter has an extra colored cone in it, and this extra cone is essentially
where the additional third inequality for D2 comes from.

In summary, we see that both D1 and D2 are ample if and only if we pick mα,mβ,mE ∈ Z
such that the following inequalities hold.

mα > −mE

mβ > −mE〈β∨, γ〉
mβ > mα〈β∨, γ〉

On the other hand, we noted above that 〈β∨, γ〉 ∈ {1, 0,−1}. No matter which value 〈β∨, γ〉
takes, one can check that there exists some choice of mα, mβ, and mE such that all of the
above inequalities hold. For instance, choosing mE = 0 and mβ > mα > 0 works for every
possibility on 〈β∨, γ〉.

In summary, we have shown that there exist ample invertible sheaves L1 = OX1(D1)
and L2 = OX2(D2) and G-linearizations on L1 and L2 such that Λ+(X1, L1) = Λ+(X2, L2).
Moreover, X1 and X2 are smooth and projective, and we even know that X1 is wonderful
and that X2 is horospherical. However, by construction, we see that

ΨG,X1 = {γ} 6= ∅ = ΨG,X2 .

Moreover, is no reasoable way to “identify” FX1 = F1 and FX2 = F2, since one of these fans
contains two colored cones and the other contains only one. In particular, no D-equivalence
between X1 and X2 preserves colored fans.

Example 4.9.4. This time, we give an example similar to that of Example 4.9.3, but in
which the entire ample cones of X1 and X2 are identified. Let γ be any of the spherical roots
in [Was96, Table 1] such that Supp(γ) is connected and contains two roots not of type a, and
let G0 be the corresponding group, and let G = G0 × SL2. (See Proposition 4.6.5 for a list
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of all such choices of γ; each choice comes from a unique entry in [Was96, Table 1].) Note
that ΠG = ΠG0 ∪ {α′1}, where α′1 is the unique simple root of SL2. Let Λ = Z · γ ⊕Z ·α′1, let
Πa be the set of roots of type a in Supp(γ), and set

Ψ1 = {γ}, Ψ2 = ∅.

As in Example 4.9.3, it is almost trivial to check that the tuples (Λ,Πa,Ψ1,∅) and (Λ,Πa,Ψ2,∅)
both satisfy the definition of a homogeneous spherical datum for G. By Theorem 3.6.21,
these homogeneous spherical data correspond to homogeneous spherical varieties G/H1 and
G/H2 for G (respectively).

Let α, β ∈ ΠG be the two simple roots not of type a for the variety that gives γ in
[Was96, Table 1]. As in Example 4.9.3, we have α, β ∈ Πd

G/Hi
for both i, and after swapping

α and β if necssary, we may assume that 〈α∨, γ〉 = 1 and that 〈β∨, γ〉 is either 1, 0, or -1,
depending on the choice of γ. For i ∈ {1, 2}. Let Di,α and Di,β be the colors of G/Hi moved
by α and β (respectively). Proposition 3.6.13 gives us ϕDi,α = α∨|Λ(X) and ϕDi,β = β∨|Λ(X).
Let γ∗ : Λ → Z (resp. (α′1)∗ : Λ → Z) be the map sending γ to 1 (resp. 0) and α′1 to
0 (resp. 1). Then, γ∗ and (α′1)∗ form a basis for N(G/H1) = N(G/H2). To define an
embedding G/Hi ↪→ Xi, we intend to use G-divisors Ei,+, Ei,0, and Ei,− whose valuations
are −γ∗ + (α′1)∗, −γ∗, and −γ∗ − (α′1)∗, respectively. The following diagram summarizes all
of this combinatorial data that appears in N(G/Hi) (except for ϕDi,β , which depends on our
choice of γ).

γ∗

(α′1)∗

V(G/H2) = N(G/Hi)

V(G/H1)
−1 1

ϕDi,α

ϕEi,+

ϕEi,0

ϕEi,−

To define the embeddings G/Hi ↪→ Xi, consider the set

Fi,max = {(Cone(ϕDi,α , ϕEi,+), {Di,α}), (Cone(ϕDi,α , ϕEi,−), {Di,α}),
(Cone(ϕEi,+ , ϕEi,0),∅), (Cone(ϕEi,0 , ϕEi,−),∅)}.

Note that Fi,max is a set of strictly convex colored cones for G/Hi. So, we can define a strictly
convex colored fan Fi for G/Hi by taking Fi by taking Fi,max and repeatedly adding in all
faces of colored cones until every face of every element of Fi is contained in Fi. Explicitly,
this gives us

F1 = F1,max

⋃
{(Cone(ϕE1,+),∅), (Cone(ϕE1,0),∅), (Cone(ϕE1,−),∅), (0,∅)}
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and

F2 = F2,max

⋃
{(Cone(ϕE2,+),∅), (Cone(ϕE2,0),∅), (Cone(ϕE2,−),∅), (0,∅)}⋃
{(Cone(ϕD2,α), {D2,α})}.

Since the Fi are strictly convex colored fans for G/Hi, they define G-equivariant em-
beddings G/Hi ↪→ Xi. Since the cones in Fi,max cover V(G/Hi), the spherical varieties
Xi are complete (Theorem 3.3.28). We will see below that both X1 and X2 admit ample
line bundles, so they are in fact projective. We claim that the Xi are also smooth. Since
the maximal colored cones in Fi are those in Fi,max, the variety Xi is covered by the open
subsets (Xi)G,Y = G · (Xi)B,Y for Y an orbit corresponding to a colored cone in Fi,max (see
Theorem 3.2.7 and Proposition 3.3.24). It thus suffices to show that each such (Xi)B,Y is
smooth. Fix any colored cone (C,∆) ∈ Fi,max, and let Y ⊂ Xi be the corresponding G-orbit.
Applying the local structure theorem to (Xi)B,Y gives us an isomorphism

(Xi)B,Y ∼= Ru(P )× Z,

where P is the parabolic subgroup of G given in Theorem 3.2.2, M ⊂ P is the standard
Levi subgroup, and Z ⊂ (Xi)B,Y is some M -stable closed subvariety. Since Ru(P ) is an
affine algebraic group in characteristic 0, it is smooth, so it will suffice to show that Z is
smooth. Now, Z is a spherical M -variety (see Proposition 3.2.3), and since β ∈ Supp(γ)
but no choice of (C,∆) has Di,β ∈ ∆, Proposition 4.4.1 tells us that ΨM,Z = ∅. In other
words, Z is horospherical, so we may use the same criterion for smoothness on horospherical
varieties used in Example 4.9.3 above.

Note that Z is affine (since (Xi)B,Y is affine, see Proposition 3.2.3), and by arguing as
in the proof of Theorem 3.2.7, one can show that the unique closed M -orbit of Z is Z ∩ Y .
It follows from the description of the (B ∩M)-divisors of Z in Proposition 3.2.3 that the
unique maximal cone in the colored fan FZ is (C,∆′), where ∆′ is the set of all D∩Z, where
D ∈ ∆ and D ∩ Z is M -unstable. For the cones in Fi,max, Proposition 4.4.1 tells us that if
Di,α ∈ ∆, then Di,α∩Z is M -unstable (because α ∈ ΠM in this case, and α moves Di,α∩Z).
So, ∆′ = {Di,α ∩ Z} if Di,α ∈ ∆, and ∆′ = ∅ if ∆ = ∅. Moreover, V(Z) = N(Z) = N(Xi),
every face of the cone C determines a face of the colored cone (C,∆′), so the colored cones
in FZ are in bijection with the faces of C. In particular, for every (C0,∆0) ∈ FZ , we have
either ∆0 = {Di,α ∩ Z} or ∆0 = ∅. In the former case, the Dynkin diagram for the root
subsystem

Πa
Z ∪ {α′ ∈ ΠG | α′ moves an element of ∆0} ⊂ ΠG

is isomorphic to An for some n ≥ 1 in such a way that α = α1 and αi ∈ Πa
Z for all i > 1.

In the case where ∆0 = ∅, this Dynkin diagra minstead only has roots of type a for Z.
This is exactly the same behavior we saw in Example 4.9.3, so the criterion for smoothness
referenced in that example implies that Z is smooth. This proves the claim that Xi is
smooth.
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Now, we consider the combinatorial data on X1 and X2. By definition of the colored fans
Fi, the B-divisors of Xi are the colors Di,α and Di,β and the G-divisors Ei,+, Ei,0, and Ei,−.
So, we can define a D-equivalence ι : DG,X1

∼→ DG,X2 by:

ι(D1,α) = D2,α, ι(D1,β) = D2,β,

ι(E1,+) = ι(E2,+), ι(E1,0) = E2,0, ι(E1,−) = E2,−.

It follows immediately that for every colored cone (C,∆) ∈ F1, we have (C, ι(∆)) ∈ F2, and
in fact that

F2,max = {(C, ι(∆)) | (C,∆) ∈ F1,max}.

However, since ϕD2,α ∈ V(G/H2) \ V(G/H1), we have (Cone(ϕD2,α), {D2,α}) ∈ F2 but
(Cone(ϕD1,α), {D1,α}) 6∈ F1. So, we see that

F2 = {(Cone(ϕD2,α), {D2,α})}
⋃
{(C, ι(∆)) | (C,∆) ∈ F1}.

So, ι does not preserve colored fans, but ι does preserve the maximal colored cones of
these colored fans. In particular, since the combinatorial criterion for ampleness in Theo-
rem 3.7.13 depends only on maximal colored cones, we conclude that any B-stable divisor
D1 =

∑
D∈DG,X1

nDD is ample if and only if the divisor D2 =
∑

D∈DG,X1
nDι(D) is ample.

For any such choice of D1 and D2, Corollary 5.4.3 tells us that there exist G-linearizations
on the sheaves Li = OXi(Di) such that Λ+(X1, L1) = Λ+(X2, L2). (Note that Pic(G) = 0
because G is a product of two affine varieties whose picard groups are trivial, see e.g. [Isc74,
Theorem 1.7].) In summary, ι is a D-equivalence which preserves all maximal colored cones
and hence “preserves” ample cones (in a sense made precise above), but ι does not preserve
colored fans, and moreover, we have V(X1) 6= V(X2).

It remains to check that there actually exists a choice of D1 and D2 as above which are
ample, or equivalently, that X1 and X2 are actually quasi-projective (hence projective). By
Corollary 3.7.14, it will suffice to show that there exists a strictly convex piecewise linear
function (`Y )Y ∈ PL(Xi). Let Y1, Y2, Y3, and Y4 be the closed G-orbits of Xi correspond-
ing to the maximal colored cones whose cones are Cone(ϕDi,α , ϕEi,+), Cone(ϕDi,α , ϕEi,−),
Cone(ϕEi,+ , ϕEi,0), and Cone(ϕEi,0 , ϕEi,−), respectively. Given any piecewise linear function
(`Y )Y ∈ PL(Xi), we write `j = `Yj , and we set `j = (xj, yj) in the basis of Λ given by γ
and α′1, i.e. xj, yj ∈ Z are such that `j = xjγ + yjα

′
1. By definition, any choice of the `j (or

equivalently, of the xj and yj) constitutes a piecewise linear function if and only if for any j
and j′ and any D ∈ DG,Xi containing both Yj and Yj′ , we have `j(D) = `j′(D). Considering
the maximal colored cones in Fi,max, these equalities for each choice of D, j, and j′ are

x1 = x4, y1 − x1 = y2 − x2, −x2 = −x3, −x3 − y3 = −x4 − y4,

or equivalently,

x1 = x4, x2 = x3, y2 = y1 + x2 − x1, y4 = y3 + x2 − x1. (4.9.1)
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The equalities `j(D) = `j′(D) in this situation also imply that, in the definition of “strictly
convex” for (`Y )Y (see Definition 3.7.11), we only need to consider the inequalities arising
from one choice of Yj ⊂ D for each D ∈ DG,Xi . So, the piecewise linear function (`Y )Y is
strictly convex if and only if the following inequalities hold:

`1(Di,α) > `2(Di,α), `1(Di,α) > `3(Di,α), `1(Ei,+) > `3(Ei,+), `1(Ei,+) > `4(Ei,+)
`2(Ei,0) > `1(Ei,0), `2(Ei,0) > `4(Ei,0), `3(Ei,−) > `1(Ei,−), `3(Ei,−) > `2(Ei,−),

Plugging in `i = (xi, yi) and the various valuations of divisors here, these equalities become
the following:

x1 > x2, x1 > x3, −x1 + y1 > −x3 + y3, −x1 + y1 > −x4 + y4

−x2 > −x1, −x2 > −x4, −x3 − y3 > −x1 − y1, −x3 − y3 > −x2 − y2

Coincidentally, several of these inequalities turn out to be redundant, thanks to the
particular valuations we are using here. More precisely, we have x1 = x4 and x2 = x3 from
(4.9.1), so the inequalities x1 > x2, x1 > x3, −x2 > −x1, and −x2 > −x4 are all equivalent.
Substituting the other equalities in (4.9.1) into the other 4 inequalities as well, we are left
with the following 5 inequalities:

x1 > x2, −x1 + y1 > −x2 + y3, −x1 + y1 > −x1 + y3 + x2 − x1

−x2 − y3 > −x1 − y1, −x2 − y3 > −x2 − (y1 + x2 − x1).

Simplifying each of these inequalities gives us

x1 > x2, y1 > y3 + x1 − x2, y1 > y3 + x2 − x1

y1 > y3 + x2 − x1, y1 > y3 + x1 − x2
.

Note that two more of these inequalities are redundant, so we are left with only 3 inequalities:

x1 > x2, y1 > y3 + x1 − x2, y1 > y3 + x2 − x1. (4.9.2)

In summary, picking a strictly convex piecewise linear function (`Y )Y ∈ PL(Xi) amounts
to picking integers xi, yi ∈ Z for i ∈ {1, 2, 3, 4} satisfying the equalities in (4.9.1) (so that
the xi and yi determine an element of PL(Xi)) and the inequalities in (4.9.2) (so that the
element of PL(Xi) that we get is strictly convex). One can check directly that there are
choices of the xi and yi satisfying these conditions. For instance, to satisfy the inequalities
in (4.9.2), we may take x1 = 1, x2 = 0, y1 = 2, and y3 = 0, and the equalities in (4.9.1) then
give us:

`1 = (x1, y1) = (1, 2), `2 = (x2, y2) = (0, 1),
`3 = (x3, y3) = (0, 0), `4 = (x4, y4) = (1,−1).

This choice of the `i thus determines a strictly convex piecewise linear function in PL(Xi),
so Corollary 3.7.14 implies that Xi is quasi-projective. Translating back into the language of
ample divisors (cf. the proof of Corollary 3.7.14), the strictly convex function (`Y )Y ∈ PL(Xi)
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that we have given, along with any choice of coefficient m ∈ Z for Di,β, determines a B-stable
(Cartier) divisor

Di = ϕDi,α(`1)Di,α + ϕEi,+(`1)Ei,+ + ϕEi,0(`2)Ei,0 + ϕEi,−(`3)Ei,− +mDi,β

= Di,α + Ei,+ +mDi,β.

(For details on this equation, see Lemma 3.7.2 and the discussion that follows it.) If we
choose m to be large enough (more precisely, to be greater thatn ϕDi,β(`j) for all j), then
the divisor Di will be ample by the criterion for ampleness in Theorem 3.7.13.
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Chapter 5

Weight Monoids and D-Equivalences

In the previous chapter, we set out to understand what combinatorial data of a spherical
variety X is controlled by a weight monoid Λ+(X,L) of a G-linearized ample invertible sheaf
L on X. We found that Λ+(X,L) need not determine the colored fan of X (see Section 4.7),
and while Λ+(X,L) can determine many spherical roots of X, it cannot generally determine
the elements α ∈ ΨG,X ∩ ΠG (i.e. the elements α ∈ Πb

X) or certain other “exceptional
types” of spherical roots (see Theorem 4.6.8). As for the data of B-divisors on X, we
saw in Theorem 4.5.5 that the data of Λ+(X,L) and Πb

X together determines all of the
combinatorial information about B-divisors on X. Including Πb

X in with this data is essential,
as counterexamples to Theorem 4.5.5 do exist when Πb

X1
6= Πb

X2
, see Examples 4.9.1 and 4.9.2.

These results suggest that, if we could somehow capture the data of both Λ+(X,L) and
Πb
X using weight monoids, then we would be able to use those weight monoids to better

determine the combinatorial invariants of a spherical variety (especially those invariants
pertaining to B-divisors). In this chapter, we consider a couple different ways to do that.
In Section 5.1, we show that if we choose a “nice” ample line bundle L, then the weight
monoid Λ+(X,L) actually does determine the set Πb

X . Such a nice line bundle does not
always exist, but it does in many cases. In Section 5.2, we introduce an alternative idea,
which is to use the weight monoids Λ+(X,L) for every line bundle L at once. This leads
to the notion of a Λ+-equivalence between X1 and X2. In Sections 5.3 and 5.4, we show
that, under some technical not terribly restrictive assumptions, two spherical varieties X1

and X2 are Λ+-equivalent if and only if they are D-equivalent. In other words, the data
of all the Λ+(X,L) is actually equivalent to the combinatorial data of B-divisors on X. In
order to translate the results about spherical roots in Chapter 4 to this perspective of “using
all weight monoids at once,” we need some notion of compatibility with ample line bundles
(because ampleness is a key assumption for our results in Chapter 4). In Section 5.5, we
introduce such a compatibility condition in the form of a strong Λ+-equivalence, and we use
it to combine our results in Chapter 4 with our results in this chapter.
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5.1 Level Line Bundles

Motivated by Examples 4.9.1 and 4.9.2 from the previous section, we define a certain nice
condition on line bundles which rules out the undesirable behavior in those examples.

Definition 5.1.1. Let X be a spherical variety, and let L be a G-linearized ample invertible
sheaf on X. Let α ∈ Πb

X be a simple root of type b for X (see Definition 3.6.11). and write
DG,X(α) = {D1, D2}.

1. We say that L is level with respect to α if there exists a B-stable effective Cartier divisor
D =

∑
E∈DG,X nEE such that OX(D) ∼= L⊗d for some d ≥ 1 and nD1 = nD2 .

2. We say that L is level if L is level with respect to every simple root of type b for X.

Example 5.1.2. In the notation of Examples 4.9.1 and 4.9.2, we have Πb
X = {α1} and

DG,X(α1) = {D1, D2}, while Πb
Y = ∅. It follows that every line bundle on Y is trivially

level, and since div(fα1) = D1 + D2 −∆ on X, we see that a line bundle L on X is level if
and only if every B-stable divisor D = aD1 + bD2 + c∆ such that OX(D) = L has a = b.
Thus, the line bundle OX(aD1 + bD2) on X is level if and only if a = b. Our computations
of weight monoids in these examples thus show that Λ+(X,L) 6= Λ+(Y,M) for any choices
of L and M which are both ample and level.

To understand level line bundles, we are first of all interested in when they exist. The
following results tells us that we can find a G-linearized ample invertible sheaf which is level
with respect to “many” roots of type b.

Lemma 5.1.3. Let X be a spherical G-variety, and let L be a G-linearized ample invertible
sheaf on X. Let α ∈ Πb

X , and write DG,X(α) = {D1, D2}. If both D1 and D2 contain a
G-orbit of X, then L is level with respect to α.

Proof. Let D be a B-stable effective Cartier divisor of X such that OX(D) = L (for instance,
takeD to be the divisor cut out by anyB-eigenvector inH0(X,L)). Let Y1 ⊂ D1 and Y2 ⊂ D2

be G-orbits. After replacing D by some positive multiple if necessary, we may find some
B-eigenvectors s1, s2 ∈ H0(X,L)(B) such that XB,Yi = Xsi (see Theorem 3.2.7a). Then, s1

and s2 cut out effective Cartier divisors δ1 and δ2, and Di is not in the support of δi (by
definition of XB,Yi). Let n1 (resp. n2) be the coefficient of D2 (resp. D1) in δ1 (resp. δ2).
Then, the divisor n2δ1 +n1δ2 has coefficient n1n2 for both D1 and D2, and since δ1 ≡ δ2 ≡ D,
we have

OX(n2δ1 + n1δ2) ∼= OX((n1 + n2)D) ∼= L⊗(n1+n2).

This proves that L is level with respect to α.

Proposition 5.1.4. Let X be a quasi-projective spherical G-variety, and define

Π̃b
X = {α ∈ Πb

X | ∀D ∈ DG,X(α), D contains no G-orbit of X}
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There exists a G-linearized ample invertible sheaf L on X which is level with respect to every
element of Π̃b

X .

Proof. Let L be any G-linearized ample invertible sheaf on X (one exists by Theorem 2.6.12),
and let δ =

∑
D∈DG,X nDD be any B-stable effective Cartier divisor on X such that OX(δ) ∼=

L. We will repeatedly “adjust” the coefficients nD until L has the desired properties. The
main subtlety is that for any root α ∈ Π̃b

X , it may be that some divisor moved by α is moved
by β, and that some divisor moved by β is also moved by some simple root γ ∈ Π̃b

X , etc. In
order to deal with this phenomenon more clearly, we write α ⊥ β if α, β ∈ Π̃b

X are simple
roots such that DG,X(α)∩DG,X(β) 6= ∅, and we write α ∼ β if either α ⊥ β or if there exist
α1, . . . , αn ∈ Π̃b

X for some n ≥ 1 such that

α ⊥ α1 ⊥ · · · ⊥ αn ⊥ β.

Then, ∼ is an equivalence relation on Π̃b
X ; for any α ∈ Π̃b

X , we denote by Π̃α the equivalence
class of α. By definition of ∼, if we change any coefficient in D of any B-divisor moved by
an element of Π̃α, this cannot affect whether L is level with respect to any element of Π̃β

for any β 6∼ α (because no such β moves any divisor moved by an element of Π̃α). Our
plan is to“adjust” the coefficients of δ to make L level with respect to every element of Π̃α.
Repeating this process for each choice α ∈ Π̃b

X in turn will then yield a choice of L which is
level with respect to every element of Π̃b

X .
Fix α ∈ Π̃b

X , and define

D̃α = {D ∈ DG,X | D is moved by an element of Π̃α}.

Notice that by definition of Π̃α, the sheaf L is level with respect to every element of Π̃α if
and only if there exists a B-stable effective Cartier divisor δ′ such that OD(δ′) = L⊗n for
some n ≥ 1 and every element D̃α has the same coefficient in δ′. In light of this, define
n = maxD∈D̃α nD, and set

δ′ = δ +
∑
D∈D̃α

(n− nD)D.

Then, every element of D̃α has the same coefficient in δ′. Moreover, every element D ∈ D̃α
contains no G-orbit of X (by definition of Π̃b

X), so D is an effective Cartier divisor, and
OX(D) is globally generated (Proposition 3.1.20). Thus, the sheaf

L′ = OX(δ′) ∼= L⊗
⊗
D∈D̃α

OX(D)

is ample. There exists some m ≥ 1 such that (L′)⊗m is G-linearizable (see Theorem 2.6.11).
Pick a G-linearization on (L′)⊗m; then, (L′)⊗m is a G-linearized ample invertible sheaf, and
(L′)⊗m ∼= OX(mδ′) implies that (L′)⊗m is level with respect to every element of Π̃α.
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Corollary 5.1.5. Any quasi-projective toroidal variety admits a level line bundle.

Proof. This is immediate from the above proposition, since any divisor moved by a root must
be a color and no color contains a G-orbit on a toroidal variety.

Remark 5.1.6. Let X be a quasi-projective spherical variety. Combining Lemma 5.1.3 and
Proposition 5.1.4, we see that there exists an ample line bundle which is level with respect
to all α ∈ Πb

X such that either (1) both elements of DG,X(α) contain a G-orbit, or (2) neither
element of DG,X(α) contains a G-orbit. On the other hand, write DG,X(α) = {D+

α , D
−
α },

and suppose that D+
α contains a G-orbit but D−α does not. Let L be any G-linearized ample

invertible sheaf, and let δ be a B-stable effective Cartier divisor such that L = OX(δ).
Suppose that X is complete, and consider the combinatorial descriptions of ampleness and
Cartier divisors on X given by Lemma 3.7.2 and Theorem 3.7.13. Lemma 3.7.2 implies that
the coefficient of D+

α in δ is ϕD+
α

(µ) for some µ ∈ Λ(X), and since L is ample, Theorem 3.7.13
implies that the coefficient of D−α in δ is > ϕD−α (µ). In particular, if ϕD−α = ϕD+

α
, then no

matter what δ and µ are, it is impossible for D1 and D2 to have the same coefficient in δ. It
follows that for projective spherical varieties X, there is no ample line bundle that is level
for any α such that (1) ϕD−α = ϕD+

α
, and (2) exactly one of D+

α and D−α contains a G-orbit.
Such choies of X and α do exist.

Remark 5.1.7. It seems likely that if X is complete, the situation of Remark 5.1.6 is the
only situation in which there does not exist a line bundle that is level for α. More precisely,
we expect that the combinatorial characterization of ampleness in Theorem 3.7.13 can be
used to show that there does exist a line bundle which is level with respect to α whenever
ϕD−α 6= ϕD+

α
. After a few reductions, one can boil this down to a completely combinatorial

question of whether there exists a strictly convex piecewise linear function (`Y )Y ∈ PL(X)
(see Definitions 3.7.3 and 3.7.11) satisfying the following condition: for some (equivalently,
for any) closed G-orbit Yα contained in D+

α , we have

ϕD−α (`Y ) < ϕD+
α

(`Yα)

for all G-orbits Y . (Here we assume that D+
α is the element of DG,X(α) containing some

G-orbit, and D−α is the element that contains no G-orbit.)
That a strictly convex piecewise linear function (`Y )Y exists is just the statement that

X is quasi-projective (see Corollary 3.7.14). It is not clear whether there exists some (`Y )Y
that is strictly convex and satisfies the above condition, but it seems likely that such a choice
of (`Y )Y exists in most cases, provided that ϕD−α 6= ϕD+

α
(as otherwise the above condition

would always fail for Y = Yα).

Remark 5.1.8. One possible way to cope with the non-existence of level line bundles in
the situation of Remark 5.1.6 is to replace X by another embedding of its open G-orbit
G/H. We sketch one conceivable such approach (with many details missing and perhaps not
actually possible). Suppose as above that D+

α contains a G-orbit but D−α does not. If one
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can show that there exists some colored cone (C,∆) in the colored fan FX of X such that
replacing (C,∆) by

(Q≥0C + Q≥0ϕ
−
Dα
,∆ ∪ {D−α }

still yields a colored fan F ′ for G/H, then F ′ determines an embedding G/H ↪→ X ′, and
since idG/H maps FX into F ′, we have a G-equivariant birational map f : X → X ′. Because
X and X ′ have all the same G-divisors (by our construction of F ′), it follows that f is an
isomorphism in codimension 1. Taking an open subset U of X whose codimension is ≥ 2, we
may be able to extend the line bundle f∗(L|U) to a line bundle L′ on X ′ (this is for instance
possible if X ′ happens to be smooth by Hartog’s extension theorem, but it might work in
general using arguments similar to Proposition 3.1.20, since f also induces a bijection on
G-orbits). In this case, since sections of line bundles on normal schemes are determined by
a codimension-1 subset, we should be able to define a G-linearization of L′ such that f ∗

induces a G-equivariant isomorphism H0(X,L)
∼→ H0(X ′, L′). Then, L′ with be level with

respect to any β ∈ Πb
X if L is. However, since both colors of X ′ moved by α contain a closed

G-orbit, the line bundle L′ is also level with respect to α.

As the above remarks suggest, there is still a lot of room for further study regarding the
existence of level line bundles. For the remainder of this section, we turn to the main reason
that we have introduced these types of line bundles: in order to “avoid” the behavior of
Examples 4.9.1 and 4.9.2. In fact, we will show that in the presence of level line bundles
Li on complete spherical varieties Xi, the condition Λ+(X1, L1) = Λ+(X2, L2) implies that
Πb
X1

= Πb
X2

, so that X1 and X2 are D-equivalent by Theorem 4.5.5. This is much nicer than
the behavior of the varieties X and Y of Examples 4.9.1 and 4.9.2, where we have Πb

X 6= Πb
Y ,

and where X has only 1 G-divisor but Y has 2.
Our proof techniques here will largely resemble those of Theorem 4.5.5a, which says that

Πc
X1

= Πc
X2

under certain conditions. The main reason that this argument does not also
generally give Πb

X1
= Πb

X2
is that the auxiliary Lemma 4.5.2 gives some (µ, n) ∈ Λ+(X1, L1)

such that (X1)µ intersects the unique element of DG,X(α) when α ∈ Πc
X1

, but when α ∈ Πb
X1

,
the same lemma only tells us that (X1)µ intersects one of the two elements of DG,X(α). In
the case where L1 is level, we can actually get (X1)µ to intersect both elements of DG,X(α)
(which we do in Lemma 5.1.9 below). With this fact, the proof of Theorem 4.5.5a goes
through just fine for roots of type b.

Lemma 5.1.9. Let X be a spherical variety, let L be a G-linearized ample invertible sheaf on
X, and let α ∈ Πb

X . If L is level with respect to α, then there exists some f ∈ H0(X,L⊗n)(B)

for some n ≥ 1 such that Xf intersets both elements of DG,X(α).

Proof. The proof is almost identical to that of Lemma 4.5.2, except that we pick a divisor
using levelness of L with respect to α. Write DG,X(α) = {D+

α , D
−
α }. Since L is level with

respect to α, there exists some f0 ∈ H0(X,L⊗n)(B) for some n ≥ 1 such that the effective
Cartier divisor D cut out by f0 has the same coefficient c for both D+

α and D−α . Because α is
a spherical root and in particular lies in Λ(X), there exists a B-eigenvector f−α ∈ K(X)(B)
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whose weight is −α. By Proposition 3.6.13 and Lemma 4.4.2, the principal Cartier divisor
div(f−α) has coefficient −1 for D+

α and D−α and has nonnegative coefficients for every other
B-divisor. It follows that D′ = D + div(f c−α) is effective and has coefficient 0 for both
D+
α and D−α . The divisor D′ is B-stable and linearly equivalent to D, so it corresponds

to a B-eigenvector f ∈ H0(X,L⊗n)(B), and since the support of D′ is X \ Xf , we have
D±α ∩Xf 6= ∅.

With the above lemma in hand, we now give a refinement of Theorem 4.5.5 for the case
of level line bundles.

Theorem 5.1.10. Let X1 and X2 be smooth projective spherical G-varieties. Let α ∈ Πb
X1

,
and suppose there exists some G-linearized ample line bundles L1 on X1 and L2 on X2 such
that L1 is level with respect to α and Λ+(X1, L1) = Λ+(X2, L2). Then, α ∈ Πb

X2
.

Proof. We argue as in the proof of Theorem 4.5.5a. By Lemma 5.1.9, there exists some
(µ, n) ∈ Λ+(X1, L1) such that n > 0 and both elements of DG,X1(α) intersect (X1)µ. Since
the Xi are projective and the Li are ample, the (Xi)µ are affine, so Theorem 4.4.6 gives us
an isomorphism of Mµ-varieties X1(µ) ∼= X2(µ). In particular, this isomorphism gives us a
bijection

ι0 : DMµ,X1(µ) → DMµ,X2(µ)

such that for all D, we have ϕD = ϕι0(D), and any α ∈ ΠMµ moves D if and only if it moves
ι0(D). On the other hand, for i ∈ {1, 2}, we have bijections ιi between DMµ,Xi(µ) and the set
of B-divisors of Xi intersecting (Xi)µ which satisfy the same conditions on the ϕD and the
roots moving D as ι0 does (see Proposition 3.2.3e and Proposition 4.4.1). Putting all these
bijections together, we obtain a bijection

ιµ : {B-divisors of Xi intersecting (X1)µ} → {B-divisors of Xi intersecting (X1)µ}

such that for all D, we have ϕD = ϕιµ(D), and any α ∈ ΠMµ moves D if and only if α moves
ιµ(D).

Now, since both elements of DG,X1(α) intersect (X1)µ, we have α ∈ ΠMµ by Proposi-
tion 4.4.1, and the same proposition then implies that every element of DG,X2(α) intersects
(X2)µ. It follows that ιµ contains every element of DG,X2(α) in its image and so restricts to
a bijection DG,X1(α)→ DG,X2(α). In particular, there must be two elements of DG,X2(α), so
α ∈ Πb

X2
.

Corollary 5.1.11. Let (X1, L1) and (X2, L2) be polarized spherical varieties. Suppose that

1. Λ+(X1, L1) = Λ+(X2, L2),

2. X1 and X2 are smooth, and

3. L1 and L2 are level.

Then, X1 and X2 are D-equivalent.
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Proof. Since L1 is level with respect to every α ∈ Πb
X1

, we have Πb
X1
⊂ Πb

X2
by Theo-

rem 5.1.10. On the other hand, L2 is also level with respect to every α ∈ Πb
X2

, so the theorem
also gives us Πb

X2
⊂ Πb

X1
. So Πb

X1
= Πb

X2
, and now we conclude by Theorem 4.5.5.

We can also use Theorem 5.1.10 to provide a refinement of Corollary 4.8.1 for the case
of level line bundles.

Corollary 5.1.12. Let (X1, L1) and (X2, L2) be smooth polarized spherical varieties, and
let Ψexc

G,Xi
⊂ ΨG,Xi be the set of all γ ∈ ΨG,Xi such that either γ ∈ Πb

Xi
or γ satisfies one of

the 4 possibilities in Proposition 4.6.5c. Suppose that L1 and L2 are level. The following are
equivalent.

(i) There exists a G-equivariant isomorphism i : X1 → X2 such that i∗L2
∼= L1 as G-

linearized invertible sheaves.

(ii) Ψexc
G,X1
\ Πb

X1
= Ψexc

G,X2
\ Πb

X2
and Λ+(X1, L1) = Λ+(X2, L2).

Remark 5.1.13. We note that the above corollary is stated for a fixed choice of L1 and
L2, whereas Corollary 4.8.1 is not. This is primarily due to the fact that level line bundles
need not exist in general, which makes the phrasing of Corollary 4.8.1 less convenient for
the level case. However, one could rephrase the above corollary in a way that more closely
resembles Corollary 4.8.1 by adding in the assumption that one of X1 and X2 admits a level
line bundle.

Proof. If (i) holds, then i∗L2
∼= L1 implies that Λ+(X1, L1) = Λ+(X2, L2). Moreover, we

have ΨG,X1 = ΨG,X2 , and since the subset Ψexc
G,Xi
⊂ ΨG,Xi is just the subset of spherical roots

that satisfy certain combinatorial conditions, this implies that Ψexc
G,X1

= Ψexc
G,X2

.
Conversely, suppose that (ii) holds. Theorem 5.1.10 implies that Πb

X1
= Πb

X2
, and Theo-

rem 4.6.8 implies that
ΨG,X1 \Ψexc

G,X1
= Ψg,X2 \Ψexc

G,X2
,

so we have ΨG,X1 = ΨG,X2 , or equivalently, V(X1) = V(X2). Corollary 4.3.5 then implies
that (X1, L1) ∼= (X2, L2) as polarized spherical varieties.

5.2 Λ+-Equivalences

As we saw in Corollary 5.1.11, the assumption that line bundles are level implies that Πb
X1

=
Πb
X2

and hence gives us a D-equivalence. However, we also saw in Remark 5.1.6 that level
line bundles need not exist. Moreover, for some applications, one may not wish to choose a
line bundle at all. In this section, we introduce an alternative condition on weight monoids,
which we will see also yields a D-equivalence. The essential idea is to consider all the weight
monoids Λ+(X,L) for every G-linearized invertible sheaf L at once.

For the theory, it is convenient to consider not just invertible sheaves but rather so-
called divisorial sheaves, which are a slight generalization. Indeed, to study the relationship
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between D-equivalences and weight monoids, it is crucial for us to be able to translate
between divisors and sheaves. Cartier divisors correspond to invertible sheaves in great
generality (for instance, on any Noetherian reduced scheme, see [Liu02, Corollary 7.1.19]),
but Weil divisors do not necessarily correspond to invertible sheaves in general. However, it
turns out that any Weil divisor D on a normal variety X does have an associated divisorial
sheaf OX(D). When X is locally factorial, every Weil divisor D is Cartier, and the divisorial
sheaf OX(D) is isomorphic to the usual invertible sheaf associated to a Cartier divisor.
Working with divisorial sheaves thus allows us to make all the arguments we wish to make
with divisors and invertible sheaves, even without assuming that X is locally factorial.

An overview of the theory of divisorial sheaves is provided in Appendix B. The upshot
is that all of the data we are interested in (G-linearizations, weight monoids, divisors cut
out by global sections, etc.) work the same for divisorial sheaves as they do for invertible
sheaves. As such, the reader uninterested in divisorial sheaves will lose very little by simply
imagining that X is locally factorial and that all of the sheaves OX(D) are invertible. The
only material from Appendix B that is essential is the “G-equivariant class group” ClG(X),
whose definition we repeat here.

Definition 5.2.1 (cf. Definition B.16). Let X be a normal G-variety.

1. We denote by ClG(X) the abelian group of G-equivariant isomorphism classes of G-
linearized divisorial sheaves on X.

2. We denote by DivB(X) the group of all B-stable Weil divisors of X. In other words:
DivB(X) =

⊕
D∈DG,X Z ·D.

3. We denote by DivGB(X) the subgroup of DivB(X) consisting of the divisors D such
that OX(D) is G-linearizable.

Our primary object of study for the next couple sections will be a notion of “equality on
all weight monoids,” which we now define.

Definition 5.2.2. Let X1 and X2 be G-varieties with finitely many orbits. A Λ+-equivalence
from X1 to X2 is an isomorphism of abelian groups θ : ClG(X1)

∼→ ClG(X2) such that for
any G-linearized divisorial sheaf F on X1, we have

Λ+(X1,F) = Λ+(X2, θ(F)).

If a Λ+-equivalence from X1 to X2 exists, we say that X1 and X2 are Λ+-equivalent.

Remark 5.2.3. The notion of Λ+-equivalence can also be expressed using the so-called
G-equivariant total coordinate ring introduced by Brion in [Bri07]. More precisely, given a
spherical variety X, we define

R(X) =
⊕

OX(D)∈ClG(X)

Γ(X,OX(D)).



260

Note that R(X) comes equipped with a G-module structure induced by that on the global
sections Γ(X,OX(D)) for a G-linearized divisorial sheaf OX(D). Brion showed ([Bri07,
Proposition 4.2.2]) that R(X) has the natural ring structure such that multiplication com-
mutes with the G-action. Thus, we may view R(X) as a ClG(X)-graded algebra with a
compatible G-module structure. One can check from the definitions that two spherical vari-
eties X1 and X2 are Λ+-equivalent if and only if there is an isomorphism ClG(X1) ∼= ClG(X2)
such that R(X1) and R(X2) are isomorphic as ClG(X1)-graded G-modules, or equivalently,
if the monoids

Λ+(Xi) = {(µ,F) | F ∈ ClG(X1) ∼= ClG(X2), µ ∈ Γ(Xi,F)}

are equal for i ∈ {1, 2}.

Our primary goal in the following sections is to relate Λ+-equivalences to D-equivalences.
One of the key elements of this relationship is understanding how the data of simple roots
moving certain colors (which is part of the data of a D-equivalence) relates to the weight
monoids of divisorial sheaves. Proposition 5.2.5 below will give us this relationship between
simple roots and weight monoids. In order to prove this proposition, we first need a technical
lemma.

Lemma 5.2.4. Let X be a spherical variety, let G/H ⊂ X be the open G-orbit, and
let D ∈ DG,X be a B-divisor. If OX(D) is G-linearizable, then there exists some f ∈
Γ(G/H,OG/H)(B) such that D ∩G/H is the vanishing locus of f .

Proof. The lemma is essentially a combination of several standard facts about Γ(G,OG) and
Γ(G/H,OG/H). Any G-linearization of OX(D) induces a G-linearization of OX≤1(D ∩X≤1)
(see Appendix B). Thus, after replacing X by X≤1 and D by D∩X≤1, we may assume that
D is Cartier (or equivalently, that OX(D) is invertible).

Now, let σ ∈ H0(X,OX(D)) be the canonical section, and consider the map π : G→ X
given by the composition

G→ G/H ↪→ X

of the quotient map followed by the inclusion. Since D is Cartier, the pullback D′ of D by
π is well-defined: it is the vanishing locus of the section π∗σ ∈ H0(G, π∗OX(D)). On the
other hand, π factors as

G
j
↪→ G×X ρ→ X,

where ρ is the action morphism and j is given by g 7→ (g, x) for some x ∈ G/H ⊂ X. Any
G-linearization on OX(D) gives us an isomorphism ρ∗OX(D) ∼= pr∗X OX(D), and pulling
this isomorphism back by j gives us an isomorphism π∗OX(D) ∼= OX . This isomorphism
identifies π∗σ with a global section f ∈ Γ(G,OG) whose vanishing locus is D′. Since π is
G-equivariant, we see that D′ is B-stable, hence f ∈ Γ(G,OG)(B).

Now, the quotient map q : G → G/H gives a map of sheaves q# : OG/H → q∗OG
which, on global sections, identifies Γ(G/H,OG/H) as the subring of Γ(G,OG) consisting of
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all sections that are H-eigenvectors under the right regular representation (i.e. under the
action of H on G given by right multiplication by H). So, if we can show that f is an
H-eigenvector, then we have f ∈ Γ(G/H,OG/H), and f will be the desired section. When
H is connected, this follows from Proposition 2.5.4, since D′ = q−1(D ∩ G/H) is stable
under right multiplication by H. In general, we instead need a certain characterization of
G-linearized line bundles on G/H in terms of characters of H; see [Tim11, Remark 13.4 and
discussion following Proposition 2.4] for details.

Proposition 5.2.5 ([Bri07, Section 4.1], [Tim11, Lemma 30.24]). Let X be a spherical
variety, and let D ∈ DG,X be a B-divisor. Let α1, . . . , αr be the simple roots of G, and for
each i, let ωi be the fundamental weight corresponding to αi (i.e. ωi is the element of ΛG

dual to α∨i ).

(a) If D is a G-divisor, then there exists a canonical G-linearization of OX(D) such that
the canonical section has weight 0.

(b) Suppose that OX(D) is G-linearizable. There exists a canonical G-linearization of
OX(D) such that the canonical section has weight µD, where

µD =

{∑
D∈DG,X(αi)

ωi, D moved by a root of type b or d ,

2ωi, D moved by αi ∈ Πc
X1

(Note that the sum in Case 1 is over all roots αi ∈ ΠG such that D is moved by αi.)

Proof. First, suppose that D is a G-divisor. By our discussion on G-linearizations of divi-
sorial sheaves at the end of Appendix B, it will suffice to define a G-linearization on the
restriction of OX(D) to X≤1, which is simply OX≤1(D). Thus, after replacing X by X≤1, we
may assume that OX(D) is invertible. In this case, OX(−D) is the ideal sheaf corresponding
to the closed subscheme D of X. Since D is G-stable, then sections of OX(−D) define a
G-submodule of the sections of OX , and one can check that the canonical G-linearization
of OX restricts to a G-linearization of OX(−D), and this induces a G-linearization of the
sheaf OX(−D)−1 ∼= OX(D) (see Lemma 2.4.13). The isomorphism OX(−D)⊗OX(D) ∼= OX
induces a map

m : H0(X,OX(−D))⊗k H0(X,OX(D))→ H0(X,OX),

and the G-linearizations we’ve defined here are such that m is G-equivariant (again by
Lemma 2.4.13). But writing OX(D) ∼= HomOX (OX(−D),OX), the map m is just given by
evaluation of sheaf morphisms OX(−D)→ OX on global sections of OX(−D). The canonical
section corresponds to the inclusion i : OX(−D) ↪→ OX , so G-equivariance of m implies that
for any s ∈ H0(X,OX(−D)) and any g ∈ G(k), the element g · i ∈ H0(X,OX(D)) is given
by

(g · i)(g · s) = g · i(s) = i(g · s).
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(Here we have also used the fact that i isG-equivariant, which follows from theG-linearization
we defined on OX(−D).) So, we have g · i = i, whence i is invariant under G(k). It now
follows formally that i is G-invariant (see e.g. [Mil17, Proposition 4.6]).

Next, suppose that D is a color and that OX(D) is G-linearizable. To define a G-
linearization of OX(D), we follow a somewhat standard construction, see e.g. [Bri07, Section
4.1]. By Lemma 5.2.4, the divisor D ∩G/H ⊂ G/H is trivial, and there exists some section
f ∈ Γ(G/H,OG/H)(B) whose vanishing locus is D ∩ G/H. Let N be the G-submodule of
Γ(G/H,OG/H) generated by f . Note that N is a finite-dimensional vector space, generated
over k by f and finitely many translates g1f, . . . , gnf for some gi ∈ G(k). Since D ∩G/H is
trivial, we have

OX(D)|G/H = OG/H(D ∩G/H) ∼= OG/H ,

so we may view f and the gif as sections of OX(D)|G/H . Moreover, if σ ∈ H0(X,OX(D) is
the canonical section, then the above isomorphism identifies σ|G/H with f .

Now, f and the gif determine a G-equivariant morphism ϕ : U → P(N) such that
ϕ∗OP(N)(1) ∼= π∗OX(D)|U , where U ⊂ G/H is the locus on which not all of f and the gif
vanish. On the other hand, the set of points in G/H where f and all of the gif vanish is G-
stable (it is the vanishing locus of the G-submodule N ⊂ Γ(G/H,OG/H)) and contains no G-
orbit (since G/H is itself a single G-orbit), so this locus is empty. In other words, U = G/H.
Moreover, σ does not vanish anywhere in X except on D. In particular, σ does not vanish
on every codimension-1 G-orbit, so the morphism ϕ extends to a G-equivariant morphism
ϕ′ : X≤1 → P(N). Since ϕ′ is G-equivariant, the natural G-linearization on OP(N)(1) (see
Proposition 2.4.17) induces a G-linearization on (ϕ′)∗OP(N)(1) ∼= OX(D)|X≤1 , and this G-
linearization induces a G-linearization on OX(D). This is the canonical G-linearization on
OX(D) that we wanted.

It remains to check what the weight of the canonical section σ is. For this, we follow the
argument of [Tim11, Lemma 30.24]. We begin with a few reductions to a nice case. Since
π∗σ = f and π is G-equivariant, the weight of σ is the same as the weight of f . In particular,
this weight depends only on G/H, and the type of every root for X also only depends on
G/H. By definition of the very sober hull H, the quotient map G/H → G/H induces a
bijection on colors. It follows that the image D of D′ in G/H is cut out by a B-eigenvector
of the same weight as f . Also, every simple root has the same type for G/H as it does for
G/H (see [Lun01, Section 7.1]). So, we may replace X by the wonderful embedding of G/H
to reduce to the case where X is wonderful. Moreover, note that any very sober hull contains
the center Z(G) by construction. It follows that Z(G) acts trivially on G/H and hence on
X. So, the G/Z(G) acts on X, and since G/Z(G) is a reductive group with trivial center,
G/Z(G) is actually semisimple (see Proposition 2.2.21). Note that replacing σ has the same
weight for G/Z(G) as it does for G, hence it has the same weight for the universal cover G̃
of G/Z(G) (acting on X via the covering map G̃→ G/Z(G)), and it is a general fact about
universal covers that Pic(G̃) = 0 (see e.g. [Mil17, Corollary 18.24]). Thus, after replacing G
by G̃, we may assume that G is semisimple and simply connected.

In particular, since G is semisimple, the lattice ΛG is generated by the simple roots αi
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of G, hence also by the fundamental weights ωi. Our plan is to use the localization Xαi at
the simple root αi to compute the coefficient of ωi in µD. For any αi ∈ ΠG, let P = Pαi , let
M be the standard Levi subgroup of P , and let S = [M,M ]. Then, Theorem 3.6.10 tells us
that S ∼= SL2 or PSL2 and and that Xαi is a toroidal S-variety; moreover, the theorem gives
a list of all possible toroidal varieties that Xαi could be. Let D′ = D ∩ Xαi , and consider
the restriction

σ|Xαi ∈ H0(Xαi ,OX(D)|Xαi ).

The G-linearization of OX(D) induces an S-linearization of OX(D)|Xαi (via pullback along
the S-equivariant inclusion morphism Xαi ↪→ X), and since ΛS = Z ·ωi, the weight of σ|Xαi

under this S-linearization is the projection of µD to Z · ωi ⊂ ΛG.
In particular, supposeD′ = ∅. Then, we haveOX(D)|Xαi

∼= OXαi . SinceXαi is complete,
this implies that H0(Xαi ,OX(D)|Xαi ) ∼= k as G-modules, so S acts on σ|Xαi by a character.
But SL2 and PSL2 have no nontrivial characters, so σ|Xαi has weight 0, hence the coefficient
of ωi in µD is 0. Since D is a color and intersection with Xαi induces a bijection between
colors of Xαi and colors of X moved by αi (Proposition 3.6.6), we see that D′ = ∅ if and
only if αi does not move D. Thus, the coefficient of ωi in µD is 0 whenever αi does not move
D.

On the other hand, suppose that αi does move D. Then, D′ is a color of Xαi such that
OXαi (D′) ∼= OX(D)|Xαi , and the canonical section of D′ is σ|Xαi . All possible options for
the S-variety Xαi are listed in Theorem 3.6.10, and which one we get is determined by the
type of αi. Also, since S has no nontrivial characters, the S-linearization on OXαi (D′) here
is the unique S-linearization on this sheaf (see Corollary 2.6.9). Thus, one can simply take
each of the possible choices of Xαi from Theorem 3.6.10, compute any S-linearization of
OXαi (E) for any color E of this variety, then compute the weight of the canonical section
under this S-linearization, and this will be the weight of σ|Xαi . We have already done these
computations for almost all the possibilities. More specifically:

1. The case Xαi ∼= P1 × P1 follows from our computations in Example 4.9.1.

2. The case Xαi ∼= S ×B∩S P1 follows from our computations in Example 4.9.2. Actually,
the variety in Example 4.9.2 is the ruled surface P(OP1 ⊕ OP1(−e)) for some e > 0.
However, one can show that this variety is S-equivariantly isomorphic to S ×B∩S P1.
One way to do this is to check that the ruled surface satisfies the universal property of
the homogeneous fiber bundle S ×B∩S P1. Alternately, one can check that these two
spherical S-varieties have the same homogeneous spherical data and the same colored
fans.

3. In the case Xαi ∼= P1, the unique color is the B-fixed point [1 : 0] ∈ P1, and the
corresponding line bundle is O1

P(1) with the G-linearization given in Example 2.4.19,
so everything for this case follows from that example.

4. Since we know that Xαi has at least one color, the only remaining case is Xαi ∼= P(sl2),
which is the case where αi ∈ Πc

X . We omit the verification in this case.
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Finally, we remark that only the case Xαi ∼= P1 × P1 has more than one color, and in that
case, both colors turn out to have the same weight for their canonical sections, so there is
no need to worry about which color is D′ in these computations.

Corollary 5.2.6. For any toroidal variety X, we have DivGB(X) = DivB(X).

Proof. The above proposition say that OX(D) is G-linearizable when D ∈ DGG,X . On the
other hand, any color D of X contains no G-orbit, so OX(D) is G-linearizable by Proposi-
tion 3.1.20. Taking tensor products and inverses of the OX(D) then induces G-linearizations
on every divisorial sheaf.

One key use of the above proposition is the following corollary, which allows us to detect
which G-linearization is the canonical one

Corollary 5.2.7. Let X be a spherical variety, and let D0 =
∑

D∈DG,X nDD be a B-stable

(Weil) divisor on X, and let σ0 ∈ H0(X,OX(D0)) be the canonical section. Suppose that
Pic(G) = 0. There exists a unique G-linearization of OX(D0) such that the weight of σ0 is
a linear combination of fundamental weights of G. For this G-linearization, the weight of σ0

is
µD0 =

∑
D∈DG,X

nDµD,

where µD is as in Proposition 5.2.5 for any color D and µD = 0 for any D ∈ DGG,X .

Proof. Since Pic(G) = 0, every divisorial sheaf on X is G-linearizable (see Theorem 2.6.11).
So, the G-linearization of Proposition 5.2.5 exists for every D ∈ DG,X . Taking tensor prod-
ucts of these G-linearizations gives us a G-linearization on D0. Since σ0 is the tensor prouct
of the canonical sections of the OX(D) for D ∈ DG,X , the weight µD0 of σ0 can be read
off from the weights µD of the canonical sections of the OX(D), which are given by Propo-
sition 5.2.5. Every other G-linearization of OX(D) is obtained by tensoring by OX(λ) for
some λ ∈ X (G), and in that G-linearization, the weight of σ0 will then be µD0 +λ (see Corol-
lary 2.6.8). Since the fundamental weights of G are linearly independent from the characters
of G (see Lemma 2.2.25) and µD0 is a linear combination of fundamental weights, we cannot
possibly have µD0 + λ be a linear combination of fundamental weights for any λ 6= 0.

5.3 From Λ+-Equivalences to D-Equivalences

In this section, we start with a Λ+-equivalence and attempt to construct a D-equivalence. It
turns out that this is possible under some relatively mild assumptions (which are satisfied, for
instance, whenever X1 and X2 are projective). The main idea is to use equalities on weight
monoids to “lift” the Λ+-equivalence from the level of isomorphism classes of divisorial
sheaves to the level of divisors, i.e. to take our isomorphism θ : ClG(X1) → ∼→ ClG(X2) and
“lift” it to an isomorphism θ̃ : DivGB(X1)

∼→ DivGB(X2). The isomorphism θ̃ will satisfy some
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nice compatibility properties, and these properties along with the essential Proposition 5.2.5
will allow us to construct a bijection DG,X1

∼→ DG,X2 and show that this bijection is a
D-equivalence.

First of all, a D-equivalence between X1 and X2 by definition only exists in the situation
where Λ(X1) = Λ(X2) (otherwise we cannot compare the ϕD for D ∈ DG,Xi). So if we want
to get a D-equivalence from a Λ+-equivalence, we first of all need to get Λ(X1) = Λ(X2).

Lemma 5.3.1. Let X1 and X2 be quasi-projective normal G-varieties with finitely many
orbits. If X1 and X2 are Λ+-equivalent, then Λ(X1) = Λ(X2).

Proof. LetOX1(D1) be any G-linearized ample invertible sheaf on X1, and let D2 ∈ DivGB(X2)
be such that θ([OX1(D1)]) = [OX2(D2)]. Any element of Λ(X1) has the form µ − µ′,
where µ, µ′ ∈ ΛG and (µ, n), (µ′, n) ∈ Λ+(X1,OX1(D1)) for some n ≥ 0. Then, we have
(µ, n), (µ′, n) ∈ Λ+(X2,OX2(D2)) as well, so we may pick nonzero B-eigenvectors f, f ′ ∈
H0(X2,OX2(nD2)) of weights µ and µ′ (respectively). Then, we have an isomorphism
O(X2)f ′

∼→ OX2(nD2)|(X2)f ′
given by sending 1 7→ f ′. The G-linearization on OX2(nD2)

then induces a G-linearization on O(X2)f ′
such that f |(X2)f ′

is identified with a nonzero B-
eigenvector of weight µ − µ′ in Γ((X2)f ′ ,OX2). The restriction of this B-eigenvector to the
function field K(X2) is again a B-eigenvector of weight µ − µ′, so that µ − µ′ ∈ Λ(X2).
This proves that Λ(X1) ⊂ Λ(X2), and swapping the roles of X1 and X2 and repeating this
argument gives us the opposite containment.

Recall that, given any character λ ∈ X (G), we denote by OX(λ) the structure sheaf
equipped with the G-linearization induced by λ. By Theorem 2.6.5 (applied to divisorial
sheaves instead of invertible sheaves, which is allowed by our arguments in Appendix B), we
have an exact sequence

X (G)
σX→ ClG(X)

τX→ Cl(X),

where σX is given by λ 7→ OX(λ) and τX is the “forgetful map,” i.e. the map that sends the
G-equivariant isomorphism class of a G-linearized divisorial sheaf OX(D) to the isomorphism
class of OX(D) (ignoring the G-linearization). Moreover, by Theorem 2.6.11 the image of
τX has finite index in Cl(X), and there exists an isogeny of algebraic groups G̃ → G such
that the “forgetful map” ClG(X)→ Cl(X) is surjective.

Using these facts, we first show that a Λ+-equivalence induces an isomorphism Cl(X1)
∼→

Cl(X2).

Lemma 5.3.2. Let X1 and X2 be normal G-varieties with finitely many G-orbits, and let
θ : ClG(X1)→ ClG(X2) be a Λ+-equivalence. Suppose that Γ(X1,OX1) = Γ(X2,OX2) = k.

(a) For any λ ∈ Ĝ, we have α([OX1(λ)]) = [OX2(λ)].
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(b) There exists an isomorphism θ : Cl(X1)
∼→ Cl(X2) such that the following diagram

commutes:
ClG(X1) ClG(X2)

Cl(X1) Cl(X2)

τX1

θ

τX2

θ

If X2 is a complete spherical variety (or more generally, if Cl(X2) is free), then θ is
the unique isomorphism fitting into this diagram.

Proof. First, we claim that θ induces a bijection between classes containing OX1 and those
containing OX2 . Since any D ∈ DivB(Xi) is effective if and only if Λ+(Xi,OXi(D)) 6=
{(0, d) | d ∈ N}, we see that θ is a bijection between classes of divisorial sheaves of the form
OXi(D) for some effective divisor D. Since θ is a group homomorphism, it also induces a
bijection on sheaves OXi(D) such that such that D is effective and OXi(−D) ∼= OXi(E) for
some effective divisor E (equivalently, −D is linearly equivalent to some effective divisor E).
To prove the claim, then, it suffices to show that if D ∈ DivB(Xi) is effective and −D+div(f)
is effective for some f ∈ K(X), then D = 0. For this, we note that the divisor

D −D + div(f) = div(f)

is a sum of effective divisors and so is effective. In other words, for every point x ∈ Xi such
that {x} has codimension 1, we have f ∈ OXi,x. Because X is normal, we have

Γ(Xi,OXi) =
⋂

codim({x})=1

OXi,x.

So, we have f ∈ Γ(Xi,OXi) = k and hence div(f) = 0. In other words, both D and −D are
effective, which implies that D = 0.

Now, for any λ ∈ X (G), we have

Λ+(Xi,OXi(λ)) = {(dλ, d) | d ∈ N}.

In particular, the class [OXi(λ)] ∈ ClG(Xi) is uniquely determined among classes containing
some G-lienarization of OXi by its weight monoid Λ+(Xi,OXi(λ)). Statement (a) now follows
immediately from this fact, the above claim, and the definition of a Λ+-equivalence. As for
(b), we have

ker(τi) = {[OXi(λ)] | λ ∈ Ĝ}.

So, Statement (a) is exactly the statement that θ(ker(ρ1)) = ker(ρ2), and (b) follows formally
from this fact. Finally, let I1 of τ1. Then, θ|I1 is determined by commutativity of the diagram
in Statement (b). On the other hand, we noted above that I1 is a subgroup of finite index in
Cl(X1). It follows that θ is completely determined by its restriction to I1. More explicitly:
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for any [D] ∈ Cl(X1), we have n[D] ∈ I1 for some n > 0. Since θ is a homomorphism of
abelian groups, the image θ([D]) = [D′] is an element of Cl(X2) such that

n[D′] = θ|I1(n[D]).

If X2 is complete, then Cl(X2) is free by Proposition 3.7.1, so there is at most one such
choice of D′ (namely: writing Cl(X2) ∼= Zr for some r and θ|I1(n[D]) = (m1, . . . ,mr) ∈ Zr,
we have [D′] = (m1/n, . . . ,mr/n).)

Next, we lift the isomorphism on class groups Cl(X1)
∼→ Cl(X2) in the above lemma to

an isomorphism on the level of divisors.

Proposition 5.3.3. Let X1 and X2 be normal G-varieties with finitely many orbits such
that Γ(X1,OX1) = Γ(X2,OX2) = k, and let θ : ClG(X1)

∼→ ClG(X2) be a Λ+-equivalence.
There exists an isomorphism θ̃ : DivGB(X1)

∼→ DivGB(X2) such that the following hold.

(a) For all D1 ∈ DivGB(X1) and any G-linearization on OX1(D1), we have θ([OX1(D1)]) =
[OX2(θ̃(D1))] for some G-linearization on OX2(θ̃(D1)). In particular, for these G-
linearizations, we have

Λ+(X1,OX1(D1)) = Λ+(X2,OX2(θ̃(D1))).

(b) Any D1 ∈ DivGB(X1) is effective if and only if θ̃(D1) is. Moreover, if D1 and θ̃(D1)
are effective, then for any G-linearizations on OX1(D1) and OX2(θ̃(D1)) as in (a), the
canonical sections of OX1(D1) and OX2(θ̃(D1)) are B-eigenvectors of the same weight.

(c) We have the following commutative diagram:

DivGB(X1) Cl(X1)

DivGB(X2) Cl(X2)

θ̃ θ

Here, the horizontal arrows send a B-stable divisor to its linear equivalence class, and
θ is the isomorphism of Lemma 5.3.2.

Proof. We first define θ̃ on effective divisors. Let D ∈ DivGB(X1) be an effective divisor,
and let s1 ∈ H0(X1,OX1(D)) be the canonical section. Pick any G-linearization of OX1(D).
Then, s1 is a B-eigenvector (because D is B-stable). So, we may pick some B-eigenvector
s2 ∈ H0(X2, θ([OX1(D)])) of the same weight as s2. We define θ̃(D) = div(s2). We will check
in a moment that this is well-defined. First, however, we note that this definition of θ̃ on
effective divisors commutes with addition: that is, for any D,D′ ∈ DivGB(X1) both effective,
we have

θ̃(D +D′) = θ̃(D) + θ̃(D′).
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Indeed, if s1 and s′1 are the canonical sections of OX1(D) and OX1(D
′), respectively, then

s1 ⊗ s′1 is the canonical section of OX1(D +D′), and the weight of s1 ⊗ s′1 is the sum of the
weights of s1 and s′1. It follows that s2⊗ s′2 is a B-eigenvector of the same weight as s1⊗ s′1,
so we have

div(s2 ⊗ s′2) = div(s2) + div(s′2) = θ̃(D) + θ̃(D′).

We claim that the above construction of θ̃ on effective divisors is well-defined. Note that
for any i ∈ {1, 2}, any D′ ∈ DivGB(Xi), and any G-linearization of OX1(D

′), the G-module
H0(Xi,OXi(D′)) is multiplicity-free. (This follows immediately from Theorem 3.1.4 applied
to the restriction of OXi(D′) to the open subset X≤1 from Appendix B.) In particular, under
our chosen G-linearization, s1 is the unique (up to scalar) B-eigenvector of some weight, say
µ, and s2 is the unique (up to scalar) B-eigenvector of H0(X2, θ([OX1(D)])) of weight µ. So,
we just need to check that the line k · s2 does not depend on the choice of G-linearization
on OX1(D). The exact sequence of Theorem 2.6.5 tells us that any other G-linearization of
OX1(D) can be obtained as the G-linearization of OX1(D)⊗OX1(λ) for a unique λ ∈ X (G),
and for this G-linearization, the proof of Corollary 2.6.8 implies that s1 has weight µ+λ On
the other hand, Lemma 5.3.2 gives

θ([OX1(D)⊗OX1(λ)]) = θ([OX1(D)])⊗ [OX2(λ)].

Using Corollary 2.6.8 again, we see that the unique line of B-eigenvectors of weight µ +
λ in H0(X2, θ([OX1(D1) ⊗ OX1(λ)])) is the unique line of B-eigenvectors of weight µ in
H0(X2, θ([OX1(D1)]), which is precisely k · s2 by definition. This proves the claim.

We now extend our definition of θ̃ from effective divisors in DivGB(X1) to all of DivGB(X1).
Any divisor D ∈ DivGB(X1) can be written in a unique way as a difference D = E+ − E−
for some effective divisors E+, E− ∈ DivB(X1). Let m be the smallest positive integer
such that mE− ∈ DivGB(X1) (such an integer exists by Theorem 2.6.11). Then, we have
D + mE− ∈ DivGB(X1) as well, and D + mE− = E+ + (m − 1)E− is effective, so we have
already defined θ̃ on both mE− and D +mE−. We can thus define θ̃(D) by

θ̃(D) = θ̃(D +mE−)− θ̃(mE−). (5.3.1)

This definition of θ̃ agrees with our original definition of θ̃ on effective divisors (since E− = 0
if D is effective). Moreover, since θ̃ commutes with addition on effective divisors, it is formal
to check that the above definition commutes with addition on all of DivGB(X1). Thus, we
have defined a homomorphism θ̃ : DivGB(X1)→ DivGB(X2).

Now, we can define an inverse to θ̃ by repeating the same construction but with X1

and X2 swapped (which amounts to replacing θ by θ−1. So, θ̃ is in fact an isomorphism.
Since θ̃ sends effective divisors to effective divisors by construction, and likewise for θ−1, we
immediately see that θ̃(D1) is effective if and only if D1 is. The rest of (b) is immediate from
the way we constructed θ̃ on effective divisors.

As for (c), using (5.3.1) and the fact that all maps in the given diagram are homo-
morphisms, one sees that it will suffice to check commutativity of the diagram on effective
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divisors. So, let D ∈ DivGB(X1) be an effective divisor. For any G-linearization on OX1(D),
our construction of θ̃ for effective divisors gives us

θ([OX1(D)]) = [OX2(θ̃(D))]

for some G-linearization on OX2(θ̃(D)). On the other hand, the commutative diagram for θ
in Lemma 5.3.2 tells us that every G-linearization of the sheaf θ(OX1(D)) lies in the class
θ([OX1(D)]) ∈ ClG(X2). It follows that

θ(OX1(D)) ∼= OX2(θ̃(D)),

which is exactly the statement that the diagram in (c) commutes for D.
Finally, we prove (a). Fix any G-linearization on OX1(D1). Statement (c) tells us that

OX2(θ̃(D1)) is in the isomorphism class θ(OX1(D1)) in Cl(X2). The commutative diagram
for θ in Lemma 5.3.2 then tells us that θ([OX1(D1)]) is the class of some G-linearization on
OX2(θ̃(D1)), as desired.

There is one more property of the isomorphism θ̃ in the above proposition that we will
want.

Lemma 5.3.4. Let X1 and X2 be spherical varieties. Suppose that

1. DivGB(Xi) = DivB(Xi) for i ∈ {1, 2},

2. Λ(X1) = Λ(X2), and

3. Γ(X1,OX1) = Γ(X2,OX2) = k.

Let θ : ClG(X1)
∼→ ClG(X2) be a Λ+-equivalence, and let θ̃ : DivGB(X1)

∼→ DivGB(X2) be the
isomorphism of Proposition 5.3.3. For any µ ∈ Λ(X1), if fi ∈ K(Xi)

(B) is a B-eigenvector
of weight µ, then θ̃(div(f1)) = div(f2).

Proof. By Assumption 1, the isomorphsim θ̃ is a map DivB(X1)
∼→ DivB(X2) and so restricts

to an isomorphism on monoids of effective divisors. The (unique) minimal sets of generators
for these monoids of effective divisors are DG,X1 and DG,X2 (respectively). It follows that
θ̃ induces a bijection between DG,X1 and DG,X2 . So, for i ∈ {1, 2}, we may write DG,Xi =
{Di,1, . . . , Di,ri} in such a way that θ̃(D1,j) = D2,j for all j. With µ and the fi as in the
lemma statement, Write div(fi) =

∑
jmi,jDi,j for some mi,j ∈ Z. We will use the properties

of θ̃ given in Proposition 5.3.3 to show that m1,j = m2,j for all j.
Fix any j. Define

E1 =
∑
j′ 6=j

max{|m1,j′ |, |m2,j′ |}D1,j′ , E2 = θ̃(E1) =
∑
j′ 6=j

max{|m1,j′ |, |m2,j′|}D2,j′ .

Notice that mi,j ≥ 0 if and only if Ei is effective. Since θ̃ induces a bijection on effective
divisors, it follows that m1,j ≥ 0 if and only if m2,j ≥ 0. Thus, either mi,j ≥ 0 for all i or
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mi,j ≤ 0 for all i. After replacing the fi by f−1
i (which amounts to replacing all the mi,j′ by

−mi,j′), we may assume that mi,j ≤ 0. In this case, we have

mi,j = −min{m ∈ N | Ei +mDi,j + div(fi) ≥ 0}.

So, it will suffice to show that for any m ≥ 0, the divisor E1 +mD1,j + div(f1) is effective if
and only if E2 +mD2,j + div(f2) is effective.

For this, write E ′i = Ei + mDi,j. Since θ̃(E ′1) = E ′2, we we may pick G-linearizations on
the OXi(E ′i) as in Proposition 5.3.3a. Then, statement (b) of the proposition says that the
canonical sections of OX1(E

′
1) and OX2(E

′
2) are B-eigenvectors of the same weight, say µ′.

The divisor E ′1+div(f1) is effective, so the G-module H0(X1,OX1(E
′
1)) contains a nonzero B-

eigenvector of weight µ+µ′. It follows (again from Proposition 5.3.3a) that H0(X2,OX2(E
′
2))

also contains a nonzero B-eigenvector of weight µ + µ′, so that E ′2 + div(f) is effective for
some eigenvector f ∈ K(X)(B) of weight µ. But f must be proportional to the eigenvector
f2 (because both have weight µ), so we have div(f) = div(f2). Thus, the sum E ′2 + div(f2)
is effective. Swapping X1 and X2 and repeating this argument gives the converse, that
E ′2 + div(f2) effective implies E ′1 + div(f1) effective.

We now use the isomorphism θ̃ from the above proposition, along with the relationship
between simple roots and weights of canonical sections in Proposition 5.2.5, to construct a
D-equivalence.

Definition 5.3.5. Let X1 and X2 be spherical varieties. Let θ : ClG(X1)
∼→ ClG(X2) be

a Λ+-equivalence, and let ι : DG,X1

∼→ DG,X2 be a D-equivalence. We say that ι and θ
are compatible if for any B-stable divisor D1 =

∑
D∈DG,X1

nDD and any G-linearization of

OX1(D1), there exists a G-linearization on OX2(D2) for D2 =
∑

D∈DG,X1
nDι(D) such that

θ([OX1(D1)]) = [OX2(D2)].

Theorem 5.3.6. Let X1 and X2 be spherical varieties, and suppose that

1. Pic(G) = 0,

2. Λ(X1) = Λ(X2), and

3. Γ(X1,OX1) = Γ(X2,OX2) = k.

For any Λ+-equivalence θ : ClG(X1)
∼→ ClG(X2), there exists a D-equivalence ι : DG,X1

∼→
DG,X2 which is compatible with θ.

Proof. Since Pic(G) = 0, we have DivGB(Xi) = DivB(Xi) (see Theorem 2.6.11). So, the
isomorphism of Proposition 5.3.3 is a map θ̃ : DivB(X1)

∼→ DivB(X2) that restricts to an
isomorphism on monoids of effective divisors, and the (unique) minimal sets of generators
for these monoids of effective divisors are DG,X1 and DG,X2 (respectively). It follows that
θ̃ restricts to a bijection ι : DG,X1

∼→ DG,X2 . We will show that ι is a D-equivalence. The
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statement that ι and θ are compatible is then almost immediate from Proposition 5.3.3a.
Indeed, for any B-stable divisor D1 =

∑
D∈DG,X1

nDD on X1, since θ̃ is a homomorphism and

θ̃(D) = ι(D) for all D ∈ DG,X1 , the divisor D2 =
∑

D∈DG,X1
nDι(D) satisfies D2 = θ̃(D1).

Thus, the definition of compatibility for D1 is precisely the statement of Proposition 5.3.3a.
First, we claim that for any D1 ∈ DG,X1 , we have ϕD1 = ϕι(D1) (as maps from Λ(X1) =

Λ(X2) to Z). Let µ ∈ Λ(X1). Lemma 5.3.4 tells us that θ̃(div(f1)) = div(f2), where
fi ∈ K(X)(B) is a B-eigenvector of weight µ. This gives us

∑
D∈DG,X2

ϕD(µ)D = div(f2) = θ̃

 ∑
D∈DG,X1

ϕD(µ)D

 =
∑

D∈DG,X1

ϕD(µ)ι(D).

The coefficient of ι(D1) on the lefthand side of this equation is ϕι(D1)(µ), and the coefficient
of ι(D1) on the righthand side of the equation is ϕD1(µ). Thus, we have ϕD1(µ) = ϕι(D1)(µ)
for any µ ∈ Λ(X1), as desired.

Next, we claim that for any D1 ∈ DG,X1 and any α ∈ ΠG, we have D1 ∈ DG,X1(α) if and
only if ι(D1) ∈ DG,X2(α). Write D2 = ι(D1). Since ι is the restriction of θ̃, Proposition 5.3.3
implies that, for any G-linearization on OX1(D1), there exists a G-linearization on OX2(D2)
such that

Λ+(X1,OX1(D1)) = Λ+(X2,OX2(D2)),

and moreover, that the canonical sections of OX1(D1) and OX2(D2) have the same weight.
Consider the G-linearization on OX1(D1) given by Corollary 5.2.7. This is the unique G-
linearization such that the weight µ of the canonical section of OX1(D1) is a linear combina-
tion of fundamental weights of G. By applying the same corollary to D2 (whose canonical
section also has weight µ), we conclude that the G-linearization on OX2(D2) satisfying the
above conditions must also be that of Corollary 5.2.7. In other words, we have we have
µD1 = µ = µD2 , where µD1 and µD2 are the weights given in the corollary. Since the Di are
prime divisors, the weights µDi in this case are precisely given by Proposition 5.2.5. More
precisely, we have:

µDi =


∑

D∈DG,X(αj)
ωj, Di moved by a root of type b or d ,

2ωi, Di moved by αj ∈ Πc
Xi

0, D is G-stable

(Here, ωj denotes the fundamental weight corresponding to the simple root αj, and the sum
in Case 1 is over all roots αj ∈ ΠG such that D is moved by αj.) In particular, for any
α ∈ ΠG, the fundamental weight ω corresponding to α has nonzero coefficient in µDi if and
only if α moves Di. Since µD1 = µD2 , we conclude that α moves D if and only if it moves
ι(D).

Corollary 5.3.7. Let X1 and X2 be projective spherical varieties, and suppose that Pic(G) =
0. For any Λ+-equivalence θ : ClG(X1)

∼→ ClG(X2), there exists a D-equivalence ι : DG,X1

∼→
DG,X2 which is compatible with θ.
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Proof. Since X1 and X2 are complete, we have Γ(X1,OX1) = Γ(X2,OX2) = k, and since X1

and X2 are quasi-projective and Λ+-equivalent, we have Λ(X1) = Λ(X2) by Lemma 5.3.1.
Thus, the corollary is immediate from Theorem 5.3.6.

Remark 5.3.8. Assumptions 1-3 in Theorem 5.3.6 seem to be necessary for the theory of
Λ+-equivalences to work as well as one might hope. Indeed, we will see more key results
below that require similar assumptions (e.g. Theorem 5.4.1 and Corollary 5.4.2). As the
above corollary indicates, only Assumption 1 (that Pic(G) = 0) is essential in the projective
case. In general, all three assumptions are sometimes necessary, but they are both standard
and not terribly restrictive, see Remark 1.3.5. Moreover, there is some hope for weakening
these assumptions for certain applications: for instance, see Corollary 5.4.3 below.

The above theorem allows us to replace D-equivalences by Λ+-equivalences in our phras-
ing of the classification of spherical varieties. However, our definition of “equality on colored
fans” is a D-equivalence that preserves colored fans. So, to remove D-equivalences entirely,
we need to define what an “equality on colored fans” means in the context of Λ+-equivalences

Definition 5.3.9. Let X1 and X2 be spherical varieties, and let θ : ClG(X1)
∼→ ClG(X2) be

a Λ+-equivalence. Suppose that Γ(X1,OX1) = Γ(X2,OX2) = k.

1. For any B-divisors D1 ∈ DG,X1 and D2 ∈ DG,X2 , we say that θ maps D1 to D2 if there
exists some m > 0 such that mDi ∈ DivGB(Xi) and θ̃(mD1) = mD2 (where θ̃ is the
map of Proposition 5.3.3).

2. Let Y1 ⊂ X1 be a G-orbit with corresponding colored cone (C1,∆1) ∈ FX1 . Suppose
that every B-divisor D1 ∈ DG,X1 containing Y1 maps to some B-divisor of X2. We
denote by θ(∆1) the set

θ(∆1) = {D2 ∈ DG,X2 | ∃D1 ⊃ Y1 such that θ maps D1 to D2}.

3. We say that θ preserves colored fans if for every (C,∆) ∈ FX , the set θ(∆) is defined,
and

FX2 = {(C, θ(∆)) | (C,∆) ∈ FX1 .

Following arguments as in proof of Theorem 5.3.6 above, we saw that when Pic(G) = 0,
the map θ̃ induces a bijection DG,X1

∼→ DG,X2 . In particular, this implies that every B-divisor
of X1 maps to some B-divisor of X2 (and in fact, we may take m = 1 in the above definition
of “maps to”). This readily implies the following lemma.

Lemma 5.3.10. In the situation of Theorem 5.3.6, the Λ+-equivalence θ preserves colored
fans if and only if the D-equivalence ι preserves colored fans.

Proof. Our above comments imply that the set θ(∆) is defined for all (C,∆) ∈ FX1 . More-
over, our construction of ι is as the restriction of θ̃. It follows that for any choice of (C,∆),
the set θ(∆) is precisely the set ι(∆) in the definition of a D-equivalence “preserving colored
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fans” (see Definition 4.1.7 and the remark that follows). The lemma now follows immediately
from the definitions.

We now give two variations on the classification of spherical varieties using Λ+-equivalences
in place of D-equivalences. The first variation is as general as possible, while the second vari-
ation assumes projectivity to give a nicer statements. Both statements are made in analogy
to our statement of the classification of spherical varieties in Theorem 4.1.9

Corollary 5.3.11. Let X1 and X2 be spherical varieties. Suppose that

1. Pic(G) = 0 and

2. Γ(X1,OX1) = Γ(X2,OX2) = k.

Then, the following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) Λ(X1, L1) = Λ+(X2, L2), ΨG,X1 = ΨG,X2, and there exists a Λ+-equivalence between
X1 and X2 that preserves colored fans.

Proof. That (i) implies (ii) is formal, since everything in (ii) is essentially an “equality” on
a combinatorial invariant. If (ii) holds, then Theorem 5.3.6 and Lemma 5.3.10 imply that
there exists a D-equivalence between X1 and X2 that preserves colored fans, so (i) follows
from Theorem 4.1.9.

Corollary 5.3.12. Let X1 and X2 be projective spherical varieties, and suppose that Pic(G) =
0. The following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) ΨG,X1 = ΨG,X2, and there exists a Λ+-equivalence between X1 and X2 that preserves
colored fans.

Proof. We have Γ(X1,OX1) = Γ(X2,OX2) = k because X1 and X2 are complete, and assum-
ing (ii), we have Λ(X1) = Λ(X2) because X1 and X2 are quasi-projective (see Lemma 5.3.1).
Thus, the statement follows immediately from Corollary 5.3.11 above.

5.4 From D-Equivalences to Λ+-Equivalences

In the previous section, we saw how to obtain a D-equivalence from a Λ+-equivalence. In this
section, we aim to obtain a Λ+-equivalence from a D-equivalence. Recall from Lemma 2.5.3
that for any B-stable Weil divisor D on a spherical variety X whose canonical section on
OX(D) has weight µ0 (for some G-linearization of OX(D)), we have

Λ+(H0(X,OX(D))) = {µ0 + µ ∈ Λ(X) | D + div(fµ) ≥ 0}.
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The question of whether D + div(fµ) ≥ 0 is entirely determined by the valuations ϕD′ of
B-divisors D′ ∈ DG,X . Thus, a D-equivalence should be able to equate all of the information
in the above equation except for the weight µ0 of the canonical section. Fortunately, for
the canonical G-linearization of Corollary 5.2.7, the weight of the canonical section can be
determined entirely by the data of which simple roots move which colors, which is another
piece of data that a D-equivalence can equate.

Theorem 5.4.1. Let X1 and X2 be spherical varieties, and suppose that

1. Pic(G) = 0 and

2. Γ(X1,OX1)
∼= Γ(X2,OX2) as G-modules.

For any D-equivalence ι : DG,X1

∼→ DG,X2, there exists a Λ+-equivalence θ : ClG(X1)
∼→

ClG(X2) which is compatible with ι.

Proof. The assumption Pic(G) = 0 implies that every divisorial sheaf on X1 and X2 is G-
linearizable, i.e. that DivGB(Xi) = DivB(Xi) (see Theorem 2.6.11). We will use this fact
throughout the proof without further mention.

To begin, we can define an isomorphism θ̃ : DivB(X1)
∼→ DivB(X2) from ι by setting

θ̃(D) = ι(D) for all D ∈ DG,X1 and extending linearly. Using the fact that ϕD = ϕι(D) for

all D, one can check that θ̃ fits into the following commutative diagram:

Λ(X1) DivB(X1) Cl(X1) 0

Λ(X2) DivB(X2) Cl(X2) 0

θ̃ θ

Here, the rows are the exact sequences of Proposition 3.7.1. Exactness of the rows (along
with commutativity) implies that θ̃ descends to an isomorphism θ.

We will define a Λ+-equivalence θ : ClG(X1)
∼→ ClG(X2) from θ in the following way.

Let F ∈ Cl(X1) be any divisorial sheaf, and let τi : ClG(Xi) → Cl(X) be the “forgetful”
map (i.e. the one that sends a G-linearized divisorial sheaf to the isomorphism class of that
sheaf). We will define a bijection

θF : τ−1
1 (F)→ τ 1

2 (θ(F))

such that Λ+(X1, c) = Λ+(X2, θF(c)) for every class c ∈ τ−1
1 (F). Since ClG(X1) (resp.

ClG(X2)) is the disjoint union of the preimages τ−1
1 (F) (resp. τ−1

2 (θ(F))) as F varies over
every element of Cl(X1), taking the θF for every choice of F will give us the desired Λ+-
equivalence θ.

Now, any F ∈ Cl(X1) is represented by a sheaf of the form OX1(E1), where E1 ∈
DivB(X1). Write E1 =

∑
D∈DG,X1

nDD. Proposition 5.2.5 gives us a canonicalG-linearizations
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of OX(D) for all D ∈ DG,X1 , and tensoring these together gives a G-linearization of OX1(E1)
such that the canonical section of OX1(E1) has weight

µ0 =
∑

D∈DG,X1

nDµD,

where µD is as in Proposition 5.2.5. Note in particular that µD depends only on the fun-
damental weights corresponding to simple roots (which are invariants of G) and on which
simple roots move D (which is a property preserved by ι). It follows that µD = µι(D) for all

D ∈ DG,X1 . Thus, Proposition 5.2.5 gives us a G-linearization of OX2(θ̃(E1)) whose canonical
section also has weight µ0.

Write E2 = θ̃(E1). We claim that

Λ+(X1,OX1(E1)) = Λ+(X2,OX2(E2)).

In degree 0, we have H0(X1,OX1)
∼= H0(X2,OX2) as G-modules by assumption. For any

n ≥ 1, Lemma 2.5.3 tells us that the weights of B-eigenvectors in H0(Xi,OXi(nEi)) are
precisely the weights nµ0 + µ, where µ ∈ Λ(X1) is such that nEi + div(fµ) is effective (here
fµ ∈ K(Xi)

(B) is an element of weight µ). Commutativity of the above diagram with θ̃
in it is precisely the statement that θ̃(nE1 + div(fµ)) = nE2 + div(fµ), and we know that
θ̃ restricts to a bijection on effective divisors. It follows that nE1 + div(fµ) is an effective
divisor on X1 if and only if nE2 +div(fµ) is an effective divisor on X2. So, H0(X1,OX1(nE1))
and H0(X2,OX2(nE2)) have the same weights of B-eigenvectors for all n, which proves the
claim.

We wish to define θF by sending by sending OX1(E1) to OX2(E2), both with the above
G-linearizations. Any other G-linearization on OXi(Ei) is obtained from this one by ten-
soring by OXi(λ) for some λ ∈ X (G), and the weight monoid for this G-linearization is
completely determined by λ and the weight monoid for our bove G-linearization of OXi(Ei),
see Corollary 2.6.8. So, we define θF by setting

OX1(E1)⊗OX1(λ) 7→ OX2(E2)⊗OX2(λ).

From the description of weight monoids of different G-linearizations in Corollary 2.6.8, one
can check that for any two characters λ, λ′ ∈ ΛG, we have

Λ+(Xi,OXi(Ei)⊗OXi(λ)) = Λ+(Xi,OXi(Ei)⊗OXi(λ′))

if and only if λ = λ′. It follows that θF is the unique bijection S1 → S2 such that Λ+(X1, s) =
Λ+(X2, θS1(s)) for every class s ∈ S1. In particular, θF must not depend on our choice of
divisor E1 such that F ∼= OX1(E1), so θF is well-defined and satisfies the necessary properties.

Finally, we note that by definition of θ̃, we have θ̃(E1) =
∑

D∈DG,X1
nDι(D) in the above

construction. Thus, the definition of θ and ι being compatible follows immediately from
the above construction (specifically, from the fact that we defined θ([OX1(E1)]) for any G-
linearization on OX1(E1) to be the class of some G-linearization on OX2(E2)).
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Corollary 5.4.2. Let X1 and X2 be spherical varieties, and suppose that

1. Pic(G) = 0,

2. Λ(X1) = Λ(X2), and

3. Γ(X1,OX1) = Γ(X2,OX2) = k.

(For instance, these 3 assumptions hold if Pic(G) = 0 and X1 and X2 are projective, cf.
Corollary 5.3.7.) Then, X1 and X2 are D-equivalent if and only if they are Λ+-equivalent, and
if this is true, then there exist a D-equivalence and a Λ+-equivalence which are compatible.

Proof. One direction is Theorem 5.3.6. The other direction is Theorem 5.4.1.

Since ι and θ are compatible in the above theorem, we can take any B-stable divisor
D1 on X1 that is interesting to us and obtain an equality on weight monoids of the form
Λ+(X1,OX1(D1)) = Λ+(X2,OX2(D2)). The ability to get this equality on weight monoids
can be very useful in practice. However, when we do this using Theorem 5.4.1, we do need to
assume that Pic(G) = 0. The following corollary allows us to get a nice equality on weight
monoids even without the assumption Pic(G) = 0, which can be useful for certain technical
applications.

Corollary 5.4.3. Let X1 and X2 be spherical varieties such that Γ(X1,OX1) = Γ(X2,OX2) =
k, and let ι : DG,X1

∼→ DG,X2 be a D-equivalence. Let D1 =
∑

D∈DG,X1
nDD be a B-stable

divisor on X1, and let D2 =
∑

D∈DG,X1
nDι(D). There exists some m > 0 and some G-

linearizations on OX1(mD1) and OX2(mD2) such that

Λ+(X1,OX1(mD1)) = Λ+(X2,OX2(mD2)).

Moreover, we may pick m to be any integer such that the sheaves OXi(mDi) are G-linearizable.

Proof. Let π : G̃ → G be a central isogeny such that Pic(G̃) = 0. Let mi > 0 be such that
OX1(miDi) is G-linearizable, and set m = m1m2. Then, both OX1(mD1) and OX2(mD2) are
G-linearizable, and pulling back any G-linearization of OXi(mDi) by the map ρi = (π, idXi) :
G̃ × Xi → G × Xi induces a G̃-linearization of OXi(mDi) with the same weight monoid
(see Lemma 4.1.5). Moreover, precomposing characters of G by π yields a homomorphism
ι : X (G)→ X (G̃) which is is injective because π is surjective, and for any λ ∈ X (G), pulling
back OXi(λ) by ρ yields the G̃-linearized sheaf OXi(ι(λ)). So, picking any G-linearization on
OXi(mDi), we see that the G̃-linearizations onOXi(mDi) that come fromG-linearizations are
precisely those of the form OXi(mDi)⊗OXi(ι(λ)) for some λ ∈ X (G), or equivalently, those
such that the degree-0 part of Λ+(Xi,OXi(mDi)) has a single weight which is a character
of G (see Corollary 2.6.8, and note that we are using the fact that the global sections of X1

and X2 are both k here).
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Now, pick a G-linearization on OX1(mD1), and consider the G̃-linearization induced by it.
Theorem 5.4.1 gives us a Λ+-equivalence θ : ClG̃(X1)

∼→ ClG̃(X2) such that θ(OX1(mD1)) =
OX2(mD2) for some G-linearization on the OX2(mD2). In particular, we have

Λ+(X1,OX1(mD1)) = Λ+(X2,OX2(mD2)).

Since the G̃-linearization onOX1(mD1) comes from aG-linearization, the monoid Λ+(X1,OX1(mD1))
has a single character of G in degree 0, hence so does Λ+(X2,OX2(mD2)). Thus, our
G̃-linearization on OX2(mD2) comes from a G-linearization. Since passing between G-
linearizations and G̃-linearizations does not change weight monoids, we now have

Λ+(X1,OX1(mD1)) = Λ+(X2,OX2(mD2))

using G-linearizations on these sheaves, which is exactly what we wanted.

5.5 Strong Equivalences

Let X1 and X2 be projective spherical varieties, and suppose that X1 and X2 are Λ+-
equivalent. If Pic(G) = 0, then X1 and X2 are D-equivalent by Theorem 5.3.6, which in
particular gives us Πb

X1
= Πb

X2
. We thus recover the conclusion of Theorem 4.5.5, our main

result on weight monoids and D-equivalences from Chapter 4, and we avoid having to make
the extra assumption that Πb

X1
= Πb

X2
in that theorem. In other words, working with a

Λ+-equivalence instead of with a single equality Λ+(X1, L1) = Λ+(X2, L2) avoids the main
technical issue we had in Theorem 4.5.5 and gives us as nice a statement as we could hope
for.

We are thus interested in translating the other results of Chapter 4 to the setting of Λ+-
equivalences. At face value, this seems easy: a Λ+-equivalence is essentially like having many
equalities Λ+(X1, L1) = Λ+(X2, L2), which seems better than only having one such equality.
However, our proof techniques in Chapter 4 hinged on being able to take both L1 and L2

to be ample: indeed, ampleness guarantees that when we apply the local structure theorem,
we get affine varieties, so we can apply the Knop conjecture to them (see Theorem 4.4.6).
One might hope that another proof technique would circumvent this need for ampleness.
However, the data of a Λ+-equivalence is actually equivalent to that of a D-equivalence
under our assumptions here (see Corollary 5.4.2). So, we would not expect any other proof
technique to allow us to use a Λ+-equivalence to obtain results about other combinatorial
data, such as our results on spherical roots in Theorem 4.6.8. Intuitively, it seems that
having L1 and L2 be ample is a critical piece of data in most of our results of Chapter 4,
and a Λ+-equivalence has no way of capturing that data.

To rectify this issue and relate our results in Chapter 4 to the setting of Λ+-equivalences,
we want to consider Λ+-equivalences which also carry some information about ampleness.
To this end, we make the following definition.

Definition 5.5.1. Let X1 and X2 be quasi-projective spherical varieties.
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1. Let ι : DG,X1

∼→ DG,X2 be a D-equivalence, and let F1 and F2 be G-linearized
divisorial sheaves on X1 and X2 (respectively). We say that ι maps F1 to F2 if
there exists an effective B-stable Weil divisor

∑
D∈DG,X1

nDD on X1 and isomorphisms

F1
∼= OX1(

∑
D nDD) and F2

∼= OX2(
∑

D nDι(D)) such that the canonical sections
of OX1(

∑
D nDD) and OX2(

∑
D nDι(D)) have the same weights (under the given G-

linearizations on F1 and F2).

2. We say that a D-equivalence ι : DG,X1

∼→ DG,X2 is strong if there exist G-linearized
ample invertible sheaves L1 and L2 on X1 and X2 (respectively) such that Λ+(X1, L1) =
Λ+(X2, L2) and ι maps L1 to L2. If a strong D-equivalence exists, we say that X1 and
X2 are strongly D-equivalent.

3. We say that a Λ+-equivalence θ : ClG(X1)
∼→ ClG(X2) is strong if there exists a G-

linearized ample invertible sheaf L1 such that θ(L2) is also invertible and ample. If a
strong Λ+-equivalence exists, we say that X1 and X2 are strongly Λ+-equivalent.

Corollary 5.4.2 tells us that D-equivalences and Λ+-equivalences are “often” the same.
It follows almost immediately that strong D-equivalences and strong Λ+-equivalences are
equivalent under the same conditions.

Corollary 5.5.2. Let X1 and X2 be spherical varieties. Suppose that

1. Pic(G) = 0,

2. Λ(X1) = Λ(X2), and

3. Γ(X1,OX1) = Γ(X2,OX2) = k.

(For instance, this conditions hold if Pic(G) = 0 and X1 and X2 are projective, cf. Corol-
lary 5.3.7.) Then, X1 and X2 are strongly D-equivalent if and only if they are strongly
Λ+-equivalent. Moreover, in this case, there exists a strong D-equivalence and a strong Λ+-
equivalence which are compatible with each other (in the sence of general D-equivalences and
Λ+-equivalences).

Proof. Corollary 5.4.2 implies that X1 and X2 are D-equivalent if and only if they are Λ+-
equivalent, and if this is the case, then we have a D-equivalence ι : DG,X1

∼→ DG,X2 and
a Λ+-equivalence θ : ClG(X1)

∼→ ClG(X2) which are compatible. In other words, for any
B-stable divisor D1 =

∑
D∈DG,X1

nDD and any G-linearization on OX1(D1), we may pick

some G-linearization on OX2(D2) with D2 =
∑

D∈DG,X1
nDι(D) such that

θ([OX1(D1)]) = [OX2(D2)].

This equation (along with the fact that Di is Cartier if and only if OXi(Di) is invertible)
implies that ι is strong if and only if θ is strong.
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Suppose X1 and X2 are smooth, projective spherical varities. If X1 and X2 are strongly
Λ+-equivalent (or strongly D-equivalent), then there exist G-linearized ample invertible
sheaves L1 and L2 on X1 and X2 (respectively) such that Λ+(X1, L1) = Λ+(X2, L2), so
the assumptions of most of our main results in Chapter 4 are satisfied. These results thus
readily translate over to the setting of a strong (Λ+- or D-) equivalence. For instance, our
main “classification result,” Corollary 4.8.1, almost immediately yields the following state-
ment:

Corollary 5.5.3. Let X1 and X2 be smooth projective spherical varieties, and let Ψexc
G,Xi
⊂

ΨG,Xi be the set of all γ ∈ ΨG,Xi such that either γ ∈ Πb
Xi

or γ satisfies one of the 4
possibilities in Proposition 4.6.5c. The following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) Ψexc
G,X1

= Ψexc
G,X2

, and X1 and X2 are strongly D-equivalent.

(iii) Ψexc
G,X1

= Ψexc
G,X2

, and X1 and X2 are strongly Λ+-equivalent.

Proof. It is formal to check that any G-equivariant isomorphism induces a strong Λ+-
equivalence and a strong D-equivalence, so (i) implies both (ii) and (iii). Conversely, if
either (ii) or (iii) holds, then Condition (ii) of Corollary 4.8.1 holds by definition of a strong
(Λ+- or D-) equivalence, so that corollary implies (i).

We can alter the above corollary slightly by removing the condition on type b-roots, since
that condition is captured by a D-equivalence (or a Λ+-equivalence when Pic(G) = 0). A
similar alteration will also work for any other results in Chapter 4 that involve type b roots
(for instance, Theorem 4.6.8) when translating to the setting of strong equivalences.

Corollary 5.5.4. Let X1 and X2 be smooth projective spherical varieties, and let Ψexc
G,Xi
⊂

ΨG,Xi be the set of all γ ∈ ΨG,Xi such that either γ ∈ Πb
Xi

or γ satisfies one of the 4
possibilities in Proposition 4.6.5c. The following are equivalent.

(i) X1 and X2 are G-equivariantly isomorphic.

(ii) Ψexc
G,X1
\ Πb

X1
= Ψexc

G,X2
\ Πb

X2
, and X1 and X2 are strongly D-equivalent.

If Pic(G) = 0, these are also equivalent to the following condition.

(iii) Ψexc
G,X1
\ Πb

X1
= Ψexc

G,X2
\ Πb

X2
, and X1 and X2 are strongly Λ+-equivalent.

Proof. If either (i) or (ii) holds, we have Πb
X1

= Πb
X2

(see Lemma 4.1.2), so equivalence of
(i) and (ii) follows from Corollary 5.5.3. If Pic(G) = 0, then (ii) and (iii) are equivalent by
Corollary 5.5.2.
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In the remainder of this section, we seek to understand more directly what the relationship
is between the data of a strong (Λ+- orD-) equivalence and the data of twoG-linearized ample
invertible sheaves L1 and L2 such that Λ+(X1, L1) = Λ+(X2, L2). For this, we will work
primarily with D-equivalences, noting that Corollary 5.5.2 typically allows one to translate
between strong Λ+- and D-equivalences.

The key will be to understand what conditions allow us to conclude that a given D-
equivalence maps some G-linearized ample line bundle L1 to some G-linearized ample line
bundle L2. For this, we actually introduce another compatibility condition between D-
equivalences and G-linearized ample line bundles. Intuitively, this condition says that the
D-equivalence “plays nicely” with the sorts of arguments we made in Chapter 4 using the
local structure theorem and the Knop conjecture.

Definition 5.5.5. Let X1 and X2 be spherical varieties, and let L1 and L2 be G-linearized
ample invertible sheaves on X1 and X2 (respectively) such that Λ+(X1, L1) = Λ+(X2, L2).
We say that a D-equivalence ι : DG,X1

∼→ DG,X2 is adapted to L1 and L2 if for any (µ, n) ∈
Λ+(X1, L1) with n > 0 and any D ∈ DG,X1 , we have D ∩ (X1)µ 6= ∅ if and only if ι(D) ∩
(X2)µ 6= ∅.

We wish to prove that, under nice enough circumstances, we can always find some D-
equivalence that is adapted to L1 and L2. We will first need an auxiliary lemma.

Lemma 5.5.6. Let (X1, L1) and (X2, L2) be polarized spherical varieties, and let ι : DG,X1

∼→
DG,X2 be a D-equivalence. Suppose that X1 and X2 are smooth and that Λ+(X1, L1) =
Λ+(X2, L2). For any (µ, d) ∈ Λ+(X1, L1) such that d > 0 and any D ∈ DG,X1 such that
D ∩ (X1)µ 6= ∅, one of the following is true.

(1) We have ι(D) ∩ (X2)µ 6= ∅.

(2) D is moved by α ∈ Πb
X1

, and if D′ is the other B-divisor of X1 moved by α, then
ϕD = ϕD′ and ι(D′) ∩ (X2)µ 6= ∅. Moreover, neither D nor D′ is moved by any root
other than α.

Proof. Lemma 4.5.4 gives us a bijection

ιµ : {B-divisors of Xi intersecting (X1)µ} → {B-divisors of Xi intersecting (X2)µ}

such that for all D, we have ϕD = ϕιµ(D), and any α ∈ ΠMµ moves D if and only if α moves
ιµ(D). Let D ∈ DG,X1 be a B-divisor intersecting (X1)µ. Notice that if ι(D) = ιµ(D), then
ι(D) is in the target of ιµ(D), hence ι(D) ∩ (X2)µ 6= ∅. Thus, we can argue in essentially
the same way as the proof of Lemma 4.1.3, but with ιµ in place of ι′. There are three cases.

1. If D is G-stable, then ι(D) and ιµ(D) are both G-stable divisors of X2. But a G-divisor
of X2 is determined by its valuation as an element of N(X2) (see Corollary 3.1.14). So,
the equality

ϕι(D) = ϕD = ϕιµ(D)

implies that ι(D) = ιµ(D) and hence that possibility (1) in the lemma statement holds.
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2. Suppose D is moved by a root α of type c or d for X1. Then, α has type c or d for
X2 as well (Lemma 4.1.2). Moreover, since D is the only element of DG,X1(α) and
D ∩ (X1)µ 6= ∅, we have α ∈ ΠMµ (see Proposition 4.4.1). It follows that both ι(D)
and ιµ(D) are the unique B-divisor of X2 moved by α, so that ι(D) = ιµ(D).

3. The only remaining option is that D is moved by a root α ∈ Πb
X1

= Πb
X2

. In this
case, write DG,X1(α) = {D,D′}. Then, ι(D) and ι(D′) are the unique B-divisors of
X2 moved by α, hence the unique B-divisors of X2 whose valuations are > 0 on α (see
Proposition 3.6.13 and Lemma 4.4.2). On the other hand, we have

ϕιµ(D)(α) = ϕι(D)(α) = 1.

It follows that ιµ(D) is either ι(D) or ι(D′). If ιµ(D) = ι(D), then we have possibility
(1) again. If instead ιµ(D) = ι(D′), then we have ι(D′) ∩ (X2)µ 6= ∅ and

ϕD = ϕιµ(D) = ϕι(D′) = ϕD′ .

Finally, the roots moving D are precisely the elements α′ ∈ Πb
X1

such that ϕD(α′) = 1,
and likewise for D′ (see Corollary 4.4.3). So, ϕD = ϕD′ implies that any root α′ moves
D if and only if it moves D′. If this is the case, then DG,X(α′) ∩ DG,X(α) = {D,D′}
contains 2 elements, which is only possible if α′ = α (see Proposition 3.6.12).

Proposition 5.5.7. Let (X1, L1) and (X2, L2) be polarized spherical varieties, and suppose
that X1 and X2 are smooth and D-equivalent and that Λ+(X1, L1) = Λ+(X2, L2). There
exists a D-equivalence ι : DG,X1

∼→ DG,X2 which is adapted to L1 and L2.

Proof. Let ι : DG,X1

∼→ DG,X2 be any D-equivalence. We need to show that, for any (µ, n) ∈
Λ+(X1, L1) with n > 0 and any D ∈ DG,X1 , we have D ∩ (X1)µ 6= ∅ if and only if ι(D) ∩
(X2)µ 6= ∅. Lemma 5.5.6 tells us that the desired statement already holds for any (µ, n)
with n > 0 and any D ∈ DG,X1 not moved by a root of type b. Our plan is to change the
definition of ι on DG,X1(α) for each α ∈ Πb

X1
in turn to make the desired statement hold for

every D ∈ DG,X1(α).
Let α ∈ Πb

X1
= Πb

X2
be any root of type b. Write DG,X1(α) = {D+

1 , D
−
1 }, and let

D+
2 = ι(D+

1 ) and D−2 = ι(D−2 ). By Lemma 4.5.2, there exists some (µ, n) ∈ Λ+(X1, L1) such
that at least one of D+

1 and D−1 intersects (X1)µ. After swapping D+
1 and D−1 if necessary,

we may assume that D+
1 ∩ (X1)µ 6= ∅. If D+

2 = ι(D+
1 ) does not intersect (X2)µ, then

Lemma 5.5.6 tells us that D−2 does intersect (X2)µ, that ϕD+
i

= ϕD−i , and that D+
i and D−i

are moved by α and by no other simple root. Thus, redefining ι by setting ι(D+
1 ) = D−2 and

ι(D−1 ) = D+
2 still gives us a D-equivalence. After making this redefinition and swapping D+

2

and D−2 , we may assume that ι(D±1 ) = D±2 and that D+
i intersects (Xi)µ for i ∈ {1, 2}.

Now, we claim that the desired statement holds when D = D+
1 . Let (µ′, n′) ∈ Λ+(X1, L1)

be such that n′ > 0. For i ∈ {1, 2}, let Ei (resp. E ′i) be the B-divisor of Xi cut out by a
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nonzero B-eigenvector in H0(Xi, L
⊗n
i ) (resp. H0(Xi, L

⊗n′
i )) of weight µ (resp. µ′), and let

ni,+ (resp. n′i,+) be the coefficient of D+
i in Ei (resp. E ′i). The divisors n′Ei and nE ′i are cut

out by B-eigenvectors in H0(Xi, L
⊗nn′
i ) of weights n′µ and nµ′ (respectively). So, we have

nµ′ − n′µ ∈ Λ(Xi) (Proposition 2.5.2) and

nE ′i = n′Ei + div(nµ′ − n′µ).

Comparing coefficients of D+
i on both sides of this equation gives

n · n′i,+ = n′ · ni,+ + ϕD+
i

(n0µ− nµ0)

On the other hand, since Supp(Ei) = Xi \ (Xi)µ (and likewise for E ′i), we see that D+
i

intersects (Xi)µ (resp. (Xi)µ′) if and only if ni,+ = 0 (resp. n′i,+ = 0). In particular, since D+
i

intersects (Xi)µ, we have ni = 0, and since ϕD+
1

= ϕι(D+
1 ) = ϕD+

2
, the above equation implies

that
n · n′1,+ = n · n′2,+.

This gives us n′1,+ = 0 if and only if n′2,+ = 0, i.e. D+
1 intersects (X1)µ′ if and only if D+

2

intersects (X2)µ′ .
It remains to show that the desired statement holds when D = D−1 . As above, let

(µ′, n′) ∈ Λ+(X1, L1) be such that n′ > 0. We show that D−1 ∩ (X1)µ 6= ∅ implies D−2 ∩
(X2)µ 6= ∅; the reverse implication will then follow from the same argument with X1 and
X2 swapped. Suppose that D−1 intersects (X1)µ′ . There are two possible cases.

1. Suppose that D+
1 ∩ (X1)µ′ 6= ∅. Then, Both elements of DG,X1(α) intersect (X1)µ′ ,

so Proposition 4.4.1 implies that α ∈ Mµ′ and hence that every element of DG,X2(α)
intersects (X2)µ′ . In particular, since D−2 = ι(D−1 ) is moved by α, we see that D−2 ∩
(X2)µ′ 6= ∅, as desired.

2. Suppose that D+
1 ∩ (X1)µ′ = ∅. Then, our above arguments give us D+

2 ∩ (X2)µ′ = ∅.
But if D−2 does not intersect (X2)µ′ , then Lemma 5.5.6 implies that D+

2 must intersect
(X2)µ′ . Since this is impossible, we conclude that D−2 does intersect (X2)µ′ , as desired.

We now turn to the task of relating the notion of a D-equivalence ι : DG,X1

∼→ DG,X2

being adapted to two line bundles and the notion of ι mapping one line bundle to the other.
First of all, we show that mapping one ample line bundle to another is a stronger notion
than that of being adapted.

Lemma 5.5.8. Let X1 and X2 be spherical varieties, and let ι : DG,X1

∼→ DG,X2 be a
strong D-equivalence. Let L1 and L2 be G-linearized ample invertible sheaves on X1 and X2

(respectively) such that Λ+(X1, L1) = Λ+(X2, L2) and ι maps L1 to L2. Then, ι is adapted
to L1 and L2.



283

Proof. The proof is similar to part of our proof that adapted D-equivalences exist (see
Proposition 5.5.7). Since ι maps L1 to L2, we have B-stable effective Cartier divisors D1 =∑

D nDD and D2 =
∑

D nDι(D) and isomorphisms Li ∼= OXi(Di) such that the canonical
sections of the OXi(Di) have the same weight µ0. Let (µ, n) ∈ Λ+(X1, L1) be any element
with n > 0. Then, µ − nµ0 ∈ Λ(Xi) (see Proposition 2.5.2), and D′i = Di + div(µ − nµ0)
is the divisor cut out by an eigenvector in H0(Xi, L

⊗d
i ) of weight µ. In particular, we have

Supp(D′i) = Xi \ (Xi)µ, so for any D ∈ DG,X1 , the divisor D (resp. ι(D)) intersects (X1)µ
(resp. (X2)µ) if and only if the coefficient of D (resp. ι(D)) in D′1 (resp. D′2) is 0. By definition
of the Di and the D′i, these two coefficients are

nD + ϕD(µ− nµ0) and nD + ϕι(D)(µ− nµ0),

respectively. Since ϕD = ϕι(D), the statement of the lemma now follows.

Our main result about strong D-equivalences is the following theorem, which is essentially
a converse to the above lemma in the smooth projective case. The key idea is to utilize the
canonical G-linearizations given by Corollary 5.2.7, which allow us to read off coefficients of
B-divisors from the weight of the canonical section of their associated line bundles.

Theorem 5.5.9. Let (X1, L1) and (X2, L2) be polarized spherical varieties. Suppose that
X1 and X2 are smooth and D-equivalent and that Λ+(X1, L1) = Λ+(X2, L2). Then, any D-
equivalence ι : DG,X1

∼→ DG,X2 which is adapted to L1 and L2 maps L1 to L2. In particular,
ι is strong, and X1 and X2 are strongly D-equivalent.

Proof. Let ι : DG,X1

∼→ DG,X2 be a D-equivalence which is adapted to L1 and L2 (one
exists by Proposition 5.5.7), and let µ0 be any nonzero weight of a nonzero section f1 ∈
H0(X1, L1)(B). (If no such weight exists, then H0(X1, L1) ∼= k. Since L1 is ample, this
implies that H0(X1, L1) has a secton vanishing nowhere on X1, so that L1

∼= OX1 . So X1

is projective and quasi-affine, hence X1 = Spec(k). Since L2 has the same weight monoid
as L1, we likewise have X2 = Spec(k), and the whole proposition now becomes trivial.) By
assumption, µ0 is also the weight of some f2 ∈ H0(X2, L2)(B). Let Di be the divisor on Xi

cut out by fi, and write Di =
∑

D∈DG,Xi
ni,DD. It will suffice to prove that for all D ∈ DG,X1 ,

we have n1,D = n2,ι(D). If this is the case, then we have D2 =
∑

D∈DG,X1
n1,Dι(D). Moreover,

the definition of the Di gives us isomorphisms Li ∼= OXi(Di) which identify fi with the
canonical section of OXi(Di). In particular, these canonical sections both have weight µ0, so
ι maps L1 to L2 by definition.

First, Corollary 2.6.8 implies that everyG-linearization of Li is the canonicalG-linearization
of Corollary 5.2.7 tensored by OXi(λ) for some λ ∈ X (G), and the weight µ0 will be µDi + λ
for this G-linearization (here µDi is the weight given in Corollary 5.2.7). Letting λi be λ for
the given G-linearization on Li, we have

µD1 + λ1 = µ0 = µD2 + λ2.
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But µDi is a linear combination of fundamental weights of G, which are all linearly inde-
pendent from the characters of G (see Lemma 2.2.25). So, the above equation implies that
µD1 = µD2 and that λ1 = λ2. Writing out the weights µDi explicitly, we get

µ0 = µDi =
∑

D∈DG,X1

n1,DµD, (5.5.1)

where

µD =


∑

D∈DG,Xi (αj)
ωj, D moved by a root of type b or d ,

2ωj, D moved by αj ∈ Πc
Xi

0, D is G-stable

(Here, ωj denotes the fundamental weight corresponding to the simple root αj, and the sum
in Case 1 is over all roots αj ∈ ΠG such that D is moved by αj.)

Now, let D ∈ DG,X1 . We will show that n1,D = n2,ι(D). There are three cases to consider,
depending on what roots move D.

Case 1: Suppose that D is moved by a root α1 of type d. By Theorem 3.6.10 and
Corollary 4.4.3, D is moved by at most one other root α2, and D and ι(D) are the unique
B-divisors of X1 and X2 (respectively) that are moved by α1 (and likewise for α2, if it
exists). Let ω1 and ω2 be the fundamental weights corresponding to α1 and α2, respectively.
It follows from (5.5.1) that the coefficient of ω1 (or of ω1 + ω2 if ω2 exists) in µD1 (resp.
µD2) is n1,D (resp. n2,ι(D)). Since the fundamental weights are linearly independent, this
coefficient is uniquely determined by the weight µDi , so the fact that µD1 = µ0 = µD2 gives
us n1,D = n2,ι(D). We remark that one can also handle the case where D is moved by a root
of type c in the same manner. However, we will instead handle this possibility another way
in Case 2.

Case 2: Suppose that D is either G-stable or is moved by a root of type c. In this
case, our argument is similar to that of Lemma 5.5.8 above. If D is G-stable, then D
contains some G-orbit Y , and (X1)B,Y = (X1)µ for some (µ, d) ∈ Λ+(X1, L1) with d > 0 (see
Theorem 3.2.7). In particular, D ∩ (X1)µ 6= ∅. If instead D is moved by a root α of type c,
then we still obtain such a pair (µ, d) by Lemma 4.5.2. Since ι is adapted to L1 and L2, we
have ι(D) ∩ (X2)µ 6= ∅. Now, let D′i be the B-stable divisor of Xi cut out by some nonzero
B-eigenvector if H0(Xi, L

⊗d
i ) of weight µ. Note that H0(Xi, L

⊗d
i ) also has a B-eigenvector

of weight dµ0, and this section cuts out the divisor d ·Di. It follows that

D′i = d ·Di + div(µ− dµ0).

Let n1 (resp. n2) be the weight of D (resp. ι(D)) in D1 (resp. D2). Since D ∩ (X1)µ 6= ∅
and ι(D) ∩ (X2)µ 6= ∅, the coefficient of D (resp. ι(D)) in D′1 (resp. D′2) is 0. The above
equation thus gives us

dn1 = 0 + ϕD(dµ0/µ), dn2 = 0 + ϕι(D)(dµ0/µ).

Since ϕD = ϕι(D), we obtain dn1 = dn2 and hence n1 = n2, as desired.
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Case 3: It remains to consider the case where D is moved by a root α of type b. Let D′ be
the other B-divisor of X1 moved by α, and let ω be the fundamental weight corresponding
to α. Since D and D′ (resp. ι(D) and ι(D′)) are the only B-divisors of X1 (resp. X2) moved
by α, (5.5.1) implies that n1,D + n1,D′ and n2,ι(D) + n2,ι(D′) are both coefficient of ω in µ0.
This gives us

n1,D + n1,D′ = n2,ι(D) + n2,ι(D′). (5.5.2)

Now, by Lemma 4.5.2, there exists some (µ, d) ∈ Λ+(X1, L1) with d > 0 such that either
D ∩ (X1)µ 6= ∅ or D′ ∩ (X1)µ 6= ∅. After swapping D and D′ if necessary (which changes
nothing, since we intend to show that both n1,D = n2,ι(D) and n1,D′ = n2,ι(D′)), we may assume
that D ∩ (X1)µ 6= ∅. Since ι is adapted to L1 and L2, this implies that ι(D) ∩ (X2)µ 6= ∅
as well. So, we may argue exactly as in Case 2 to show that n1,D = n2,ι(D), and (5.5.2) then
gives n1,D′ = n2,ι(D′) as well.

The following result summarizes what we’ve proven about the relationship between being
adapted to two ample line bundles and mapping one ample line bundle to another.

Corollary 5.5.10. Let X1 and X2 be smooth projective spherical varieties, let ι : DG,X1

∼→
DG,X2 be a D-equivalence, and let L1 and L2 be G-linearized ample invertible sheaves on X1

and X2 (respectively) such that Λ+(X1, L1) = Λ+(X2, L2). Then, ι maps L1 to L2 if and
only if ι is adapted to L1 and L2.

Proof. One direction is Lemma 5.5.8, and the other direction is Theorem 5.5.9.

The above results also allow us to compare the data of a strong D-equivalence with the
combined data of a weight monoid Λ+(X,L) and the set Πb

X .

Corollary 5.5.11. Let X1 and X2 be smooth projective spherical varieties. The following
are equivalent:

(i) X1 and X2 are strongly D-equivalent.

(ii) Πb
X1

= Πb
X2

, and there exist G-linearized ample invertible sheaves L1 and L2 on X1 and
X2 (respectively) such that Λ+(X1, L1) = Λ+(X2, L2).

Proof. The implication (i)⇒ (ii) is immediate from the definition of a strong D-equivalnece
(and Lemma 4.1.2). The implication (ii)⇒ (i) follows immediately from Theorem 4.5.5 and
Theorem 5.5.9.

The above corollary tells us that in Theorem 4.5.5, the two assumptions Λ+(X1, L1) =
Λ+(X2, L2) and Πb

X1
= Πb

X2
are equivalent to saying that X1 and X2 are strongly D-

equivalent. This is interesting because the data of Λ+(Xi, Li) and Πb
Xi

is the main data
that appears everywhere in our results in Chapter 4. For instance, in the classification
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statement of Corollary 4.8.1 (cf. Corollary 5.5.3 above for the Λ+-equivalence setting), we
assume that Λ+(X1, L1) = Λ+(X2, L2), and we also assume Πb

X1
= Πb

X2
under condition (ii)

(because Πb
Xi
⊂ Ψexc

G,Xi
). Thus, Corollary 5.5.11 says that a strong D-equivalence (or when

Pic(G) = 0, a strong Λ+-equivalence, see Corollary 5.5.2 above) is actually equivalent to
the data needed for our main results in Chapter 4. This is somewhat surprising: earlier in
this section, we saw very readily that strong equivalences were sufficient to obtain our main
results in Chapter 4; but at first glance, it seems very possible that assuming the existence
of a strong equivalence might be stronger than the assumption on our results in Chapter 4.
However, Corollary 5.5.11 indicates that this is not the case. Put another way, the data of
a strong (Λ+- or D-) equivalence is essentially the same as the data we used for our results
in Chapter 4.
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Appendix A

Affine Cones over Projective Varieties

Here we briefly review the construction of an affine cone over a projective variety. This
construction is standard and appears in many places in the literature, but often without
proofs of certain elementary facts. For completeness, we provide proofs of some of these facts
here. Some of the material in this appendix involves G-linearizations, and one statement at
the end (Corollary A.6) involves the definition of a spherical variety. The reader unfamiliar
with these ideas may wish to consult Section 2.4 and Definition 3.1.1.

Let X be a projective k-scheme, and let L be an ample line bundle on X. Write A =
Γ∗(X,L). Recall that we have a canonical isomorphism X ∼= Proj(A). Indeed, since L is
ample, the canonical map f : X → Proj(A) is a dominant open immersion (see e.g. [Sta20,
Tag 01Q1]). On the other hand, f is proper (because X is proper over k and Proj(A) is
separated over k), so f is surjective and hence an isomorphism. Because of this, we will
frequently identify X with Proj(A) in what follows.

Now, let X̃ = Spec(A). For any homogeneous element f ∈ A, consider the morphism of
affine schemes

πf : X̃f
∼= Spec(Af )→ Xf

∼= Spec((Af )0)

which, on global sections, is given by the inclusion (Af )0 ↪→ Af of the degree-0 part of Af .
One can check that that the πf glue to a morphism

π : X̃ \ Z → X,

where Z ⊂ X̃ is the closed subscheme corresponding to the ideal A+ ⊂ A of positive-degree
elements.

Definition A.1. Let X be a projective k-scheme, and let L be an ample line bundle on X.

1. The affine cone over X with respect to L is the scheme X̃ defined above. When we
wish to consider the morphism π : X̃ \ Z → X constructed above, we sometimes say
that π : X̃ \ Z → X is “the affine cone over X” (by which we really mean that X̃ is
the affine cone and π : X̃ \ Z → X is the morphism constructed above).

https://stacks.math.columbia.edu/tag/01Q1
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2. If Γ(X,OX) = k (which occurs, for instance, if X is projective and geometrically
integral over k), then we have

A/A+
∼= A0 = H0(X,OX) = k.

It follows that Z is a single point. In this case, we denote the unique point in Z by 0
and call this point the vertex of the affine cone X̃.

Example A.2. When X = Pnk = Proj(k[x0, . . . , xn]), we have X̃ = Spec(k[x0, . . . , xn]) =
An+1
k . In this case, the vertex of X̃ is the point 0 corresponding to the maximal ideal

(x0, . . . , xn), and the map π : X̃ \ {0} → X is classically thought of as the “quotient map”

An+1
k \ {0} → (An+1

k \ {0})/k× ∼= Pnk .

The affine cone is essentially a generalization of this classifical construction. Indeed, the map
π : X̃ \ Z → X turns out to be a GIT quotient in general, see Theorem A.3 below.

With notation as above, we can define a Gm-module structure on Γ∗(X,L) as follows:
for any S = Spec(R) and any point r ∈ Gm(R) = R×, we let r act on H0(X,L⊗d)⊗k R via
multiplication by rd. In other words, Gm acts on the degree-d part H0(X,L⊗d) of Γ∗(X,L)
via the character d ∈ Z ∼= X (Gm). This Gm-module structure on Γ∗(X,L) induces an action
of Gm on X̃ (see Lemma 2.4.4). Moreover, the action of Gm fixes the ideal of positive-degree
elements of Γ∗(X,L), so the subscheme Z cut out by this ideal is Gm-stable. We may thus
consider the action of Gm on the complement X̃ \ Z. The following theorem gives us a few
important properties of this action.

Theorem A.3. Let X be a projective k-scheme, let L be an ample line bundle on X, and
let π : X̃ \ Z → X be the affine cone over X.

(a) π is affine, faithfully flat and of finite presentation.

(b) π is a principal Gm-bundle (see [Bri18, Definition 2.3.1]).

(c) π is the geometric GIT quotient of X̃ \ Z by the action of Gm.

sketch of proof. Write A = Γ∗(X,L). Then, π is locally given by the morphism of affine
schemes X̃f → Xf corresponding to the inclusion (Af )0 ↪→ Af for some homogeneous element
f ∈ A. This morphism is faithfully flat and finitely presented, which immediately implies
(a). Statement (b) can be checked locally as well: thanks to (a), we just have to show that
the morphism

X̃f ×Gm → X̃f ×Xf X̃f

given on rings by the map

Af ⊗(Af )0 Af → Af ⊗ k[t±], x⊗ y 7→ xy ⊗ tdeg(x)
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is an isomorphism. One can check that the inverse of this ring map is given by y ⊗ tn 7→
fn ⊗ y

fn
. Finally, it follows from the definition of the Gm-action on A that (Af )

Gm = (Af )0

for any f ∈ A homogeneous. So, π is Zariski-locally a categorical GIT quotient (see [MF82,
Theorem 1.1]), hence also globally a categorical GIT quotient (by some formal arguments
involving universal properties). One can then check from the definitions that π is in fact a
geometric GIT quotient.

Many nice properties of X can be transferred over to the affine cone X̃. For the sake of
brevity, we discuss this for only a couple important properties.

Proposition A.4. Let X be a projective variety over k, let L be an ample invertible sheaf
on X, and let π : X̃ \ Z → X be the affine cone over X.

(a) X̃ is a k-variety.

(b) X̃ is normal if and only if X is normal.

sketch of proof. Let A = Γ∗(X,L). We claim that A is a domain. It will suffice to prove
that for any s ∈ H0(X,L⊗m) and t ∈ H0(X,L⊗n) such that s ⊗ t = 0, one of s or t is
0. dropping to the stalk at any point x ∈ X and picking an isomorphism Lx ∼= OX,x, the
equality s ⊗ t = 0 becomes sxtx = 0 (here identifying sx and tx with their images in OX,x
under the isomorphisms L⊗mx

∼= L⊗nx
∼= OX,x). Since X is integral, we conclude that for all

x ∈ X, either sx = 0 or tx = 0. In other words, we have

X = (X \Xs) ∪ (X \Xt).

Since X is irreducible, this implies that X = X \ Xs or X = X \ Xt, so one of s and t
vanishes everywhere. In other words, we have s = 0 or t = 0, as desired.

This proves that A is a domain, so X̃ is integral. Moreover, X̃ is separated because it is
affine, so to prove (a), we just need to show that A is finitely generated. This fact was first
proven by Zariski (who in fact proved something much more general). The proof is rather
technical, so we omit it here; see [Laz04, Example 2.1.30] for a proof when X is normal and
[Băd01, Theorem 9.14] for a proof of Zariski’s original result. (Note that Zariski’s result
requires some tensor power of L to be globally generated, which is true here because L is
ample.) Finally, for a proof of (b), see [AB04, Lemma 2.1].

We are mainly interested in the case where X is a G-variety and L is a G-linearized
invertible sheaf on X. In this case, we can obtain a group action on the affine cone X̃ in the
following way. Let G̃ = G×Gm. The ring Γ∗(X,L) has the structure of a G̃-module, where
G acts via the given G-linearization on L and Gm acts as above. This G̃-module structure
induces a G̃-action on X̃ (see Lemma 2.4.4). Moreover, one can check that π : X̃ \ Z → X
is G-equivariant and Gm-invariant, in the sense that for any (g, t) ∈ G×Gm and any x̃ ∈ X̃,
we have

π((g, t) · x̃) = g · π(x̃).

It follows that π identifies G̃-orbits of X̃ \ Z with G-orbits of X. More precisely:
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Proposition A.5. Let G be an algebraic group, let X be a projective G-scheme, and let L
be a G-linearized ample invertible sheaf on X. Let π : X̃ \Z → X be the affine cone over X.

(a) The map O 7→ π(O) is a bijection between G-orbits of X and G̃-orbits of X̃ \ Z. Its
inverse is the map O 7→ π−1(O).

(b) Z is a G̃-stable subvariety of X̃.

(c) If Γ(X,OX) = k, then Z = {0} is the unique closed G̃-orbit of X̃.

Proof. Write A = Γ∗(X,L), so that X̃ = Spec(A) and X ∼= Proj(A). Given any G̃-orbit
O ⊂ X̃, the fact that π is G-equivariant implies that π(O) is a G-orbit of X̃. Conversely,
for any G-orbit O ⊂ X̃, the preimage π−1(O) is G̃-stable because π is G-equivariant and
Gm-invariant. More precisely: for any (g, t) ∈ G×Gm and any x̃ ∈ π−1(O), we have

π((g, t) · x̃) = g · π(x̃) ∈ O,

so (g, t) · x̃ ∈ π−1(O). On the other hand, For any x1, x2 ∈ π−1(O), we know that O is a
G-orbit, so there exists some g ∈ G such that π(x2) = gπ(x1) = π(gx1). Then, gx1 and x2

are in the same fiber of π and hence are in the same Gm-orbit (because π is a geometric
GIT quotient and all schemes are of finite-type over the algebraically closed field k, see
Theorem A.3 and [MF82, Definition 0.6]). It follows that x1 and x2 are in the same G̃-orbit,
so π−1(O) is a single G̃-orbit. One can check from the definitions that the maps O 7→ π(O)
and O 7→ π−1(O) are inverses, so this proves (a).

Now, the subscheme Z ⊂ X̃ corresponds to the maximal ideal A+ ⊂ A generated by all
homogeneous elements of positive degree. Since G̃ acts on each graded piece of A separately,
we immediately see that Z is G̃-stable, which proves (b). In particular, ifA0 = Γ(X,OX) = k,
then Z = {0} consists of a single G̃-stable point, so Z is a G̃-orbit. Moreover, for any G-orbit
O ⊂ X, the generic point of π−1(O) is the preimage of the generic point of O and hence is a
homogeneous prime ideal p ⊂ A. The fact that A0 = k gives us p ⊂ A+, which implies that
0 ∈ π−1(O). By (a), this means that none of the G̃-orbits in X̃ \ Z is closed, so Z = {0} is
the unique closed G̃-orbit.

Note that if G is reductive, then so is G̃ = G × Gm, and if B is a Borel subgroup of
G, then B̃ = G × Gm is a Borel subgroup of G̃. Our above results now readily imply the
following useful statement about spherical varieties.

Corollary A.6. Let G be a reductive group, let X be a projective G-variety, and let L be a
G-linearized ample invertible sheaf on X. Let X̃ be the affine cone over X. Then, X̃ is a
spherical G̃-variety if and only if X is a spherical G-variety.

Proof. Proposition A.4 implies that X̃ is a variety and that X̃ is normal if and only if X is.
Moreover, let π : X̃ \ Z → X be the affine cone over X. Proposition A.5 implies that Z is
B̃-stable, so any open B̃-orbit of X̃ would have to intersect the open set X̃ \ Z and hence
be contained in X̃ \Z. On the other hand, Proposition A.5 also implies that X̃ \Z contains
an open B̃-orbit if and only if X contains an open B-orbit.
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Remark A.7. For the reader who has already seen most of the theory of spherical vari-
eties, it may be interesting to ask whether any “special” types of spherical varieties have
correspondingly special affine cones. We briefly discuss this question for the various types of
spherical varieties considered throughout this thesis.

Suppose thatX is a projective spherical variety. The affine cone X̃ can never be wonderful
without being trivial, since X̃ is affine and wonderful varieties are projective. Moreover, X̃
is rarely toroidal. Indeed, since k is algebraically closed and X is projective and integral,
we have Γ(X,OX) = k and hence Z = {0}. So, Proposition A.5 implies that Z is a closed
G̃-orbit. On the other hand, by arguing as in the proof of that proposition, one can show
that every B̃-divisor of X̃ has the form π−1(D) for some B-divisor of X and that 0 ∈ π−1(D).
It follows that X̃ is not toroidal unless it has no colors (in which case it is a toric variety by
Proposition 3.1.19).

On the other hand, the affine cone is always simple, as are all affine spherical varieties (see
Lemma 2.5.8). As for horospherical varieties, one of our main results is Theorem 4.3.3, which
relates the valuation cone of X to that of X̃. Since horospherical varieties are characterized
by their valuation cones (see Corollary 3.4.10), one can use Theorem 4.3.3 to show that X̃
is horospherical if and only if X is.
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Appendix B

Divisorial Sheaves

Here we give an overview of the theory of divisorial sheaves. This theory generalizes the
usual correspondence between Cartier divisors and invertible sheaves to the setting of Weil
divisors on a normal variety. For our purposes, the most important parts of the theory are
the main results and the notion of G-linearizations of divisorial sheaves. As such, we omit
many technical proofs in what follows. The reader interested in these proofs may wish to
consult [Sta20, Tag 0EBK] and [Har80, Section 1].

We begin by recalling a few standard definitions for coherent sheaves.

Definition B.1. Let F be a coherent sheaf on a k-variety X.

1. We say that F is torsion-free if the stalk Fx is a torsion-free OX,x-module for all x ∈ X.

2. We define the dual sheaf of F to be F∨ = HomOX (F ,OX). We often write F∨∨ for
the dual of the dual sheaf, i.e. the sheaf (F∨)∨.

3. Note that evaluation of sheaf morphisms on sections defines a canonical map of co-
herent OX-modules F → F∨∨. We say that F is reflexive if this canonical map is an
isomorphism.

4. By generic freeness (see e.g. [Sta20, Tag 051S]), there exists a nonempty open subset
U ⊂ X such that F|U is a free OX-module of finite rank. We define the rank of F
to be the rank of this free OX-module. (This does not depend on the choice of U ,
because any two nonempty open subsets intersect, and the rank can be read off from
any stalk.)

Remark B.2. If X is projective, the rank of F can also be computed as aF/aOX , where aF
denotes the leading coefficient of the Hilbert polynomial of F .

Intuitively, we think of locally free sheaves of finite rank as an analog of vector bundles,
and we think of reflexive sheaves as “vector bundles with singularities.” In particular, every
locally free sheaf is reflexive (one can check this from the definitions by looking at the

https://stacks.math.columbia.edu/tag/0EBK
https://stacks.math.columbia.edu/tag/051S
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morphism F → F∨∨ on stalks, where it is a morphism of free modules). On the other hand,
if X is locally factorial, the converse is also true for rank-1 sheaves:

Proposition B.3 ([Har80, Proposition 1.9]). Let X be a locally factorial variety. Then, any
reflexive sheaf of rank 1 is invertible.

There is a whole algebraic theory of reflexive sheaves, which is interesting in its own right.
For a discussion of this theory, see [Har80, Section 1]. For our purposes, however, there are
only two key facts that we need about reflexive sheaves. The first is Proposition B.3 above;
the second is the following proposition.

Proposition B.4 ([Har80, Proposition 1.6]). Let F be a coherent sheaf on a normal variety
X. The following are equivalent.

(i) F is reflexive.

(ii) F is torsion-free, and for any open subset U ⊂ X and any closed subset Y ⊂ U of
codimension ≥ 2, we have i∗F|U\Y ∼= F|U , where i : U \ Y → U is the inclusion
morphism.

We will restrict our attention to reflexive sheaves of rank 1. These are important enough
to merit their own name.

Definition B.5. We say that a coherent sheaf F on a normal variety X is a divisorial sheaf
if F is reflexive and the rank of F is 1.

Our interest in divisorial sheaves is primarily due to the following theorem.

Theorem B.6 ([Sta20, Tags 0EBL, 0EBM]). Let X be a normal varietiy.

(a) The set of isomorphism classes of divisorial sheaves on X is an abelian group under
the operation F ∗G = (F ⊗G)∨∨. Moreover, the class of OX is the identity element in
this group, and the inverse of the class of a divisorial sheaf F in this group is the class
of the dual sheaf F∨.

(b) There exists a canonical isomorphism of abelian groups

α : {isomorphism classes of divisorial sheaves on X} ∼→ Cl(X)

sketch of proof. The proof of (a) is essentially a technical, sheaf-theoretic argument; see
[Sta20, Tag 0EBL] for details. As for (b), we explain the construction of the map α; the
proof that this map is an isomorphism can be found in [Sta20, Tag 0EBM]. Let U ⊂ X be
the regular locus of X. For any divisorial sheaf F , the restriction F|U is a reflexive rank-1
sheaf on the regular variety U , so Proposition B.3 impies that F|U is invertible. Thus, F|U
represents an element of Pic(U). On the other hand, we have Pic(U) ∼= Cl(U) (because U
is regular) and Cl(U) ∼= Cl(X) (proof: the Weil divisor class group depends only on K(X)

https://stacks.math.columbia.edu/tag/0EBL
https://stacks.math.columbia.edu/tag/0EBM
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and the stalks OX,x of any point x ∈ X such that codim({x}) ≤ 1; but any such x lies in
U because X is normal). Under these isomorphisms, the invertible sheaf F|U determines a
class [DF ] ∈ Cl(X). We define α by sending the isomorphism class of F to [DF ].

Let KX denote the constant sheaf of K(X) on X. Recall that for a Cartier divisor D on
X, we may view OX(D) as the subsheaf of KX defined by

Γ(V,OX(D)) = {f ∈ K(X) | V ∩ (D + div(f)) ≥ 0}. (B.0.1)

for any open subset V ⊂ X (cf. [GW10, Section 11.12]. Also, note that Γ(V,KX) = K(X)
for all V because X is irreducible.)

We can use the above fact to explicitly describe the inverse of the isomorphism α from
Theorem B.6. Let F be a divisorial sheaf, and let D be any Weil divisor in the class
α(F) ∈ Cl(X). Let U ⊂ X be the regular locus, and let i : U ↪→ X is the inclusion map.
The intersection D ∩ U is Cartier because U is regular, and it follows from the construction
of α that F|U ∼= OU(D ∩ U). Since X is normal, the complement X \ U has codimension
≥ 2, so Proposition B.4 (applied to the reflexive sheaf F and the closed subset X \ U ⊂ X)
implies that

i∗OU(D ∩ U) ∼= i∗F|U ∼= F .

For any open subset V ⊂ X, the above isomorphism gives us

Γ(V,F) ∼= Γ(U ∩ V,OU∩V (D ∩ U ∩ V ))
∼= {f ∈ K(X) | (D ∩ U ∩ V ) + div(f) ≥ 0}
∼= {f ∈ K(X) | V ∩ (D + div(f)) ≥ 0}.

(The second line here is (B.0.1) applied to the sheaf OU∩V (D ∩ U ∩ V ), and the third line
follows from the fact that U intersects every prime Weil divisor of X.) This equation tells us
exactly how to recover the sheaf F = α−1([D]) from the divisor D. In practice, we are much
more interested in this description of α−1 than we are in the map α. As such, we define some
notation to help us refer to this description of α−1.

Definition B.7. Let X be a normal variety, and let D be a Weil divisor on X. We define
a sheaf of OX-modules OX(D) by setting

Γ(V,OX(D)) = {f ∈ K(X) | V ∩ (D + div(f)) ≥ 0}

for any open subset V ⊂ X. (Here, the action of Γ(V,OX) is given by multiplication in
K(X) ⊃ Γ(V,OX).)

Remark B.8. Notice that our definition of OX(D) for a Weil divisor D is identical to the
description of OX(D) for a Cartier divisor D in (B.0.1). It follows that when a Weil divisor
D is actually Cartier, the divisorial sheaf OX(D) is invertible and is equal to the usual
invertible sheaf corresponding to a Cartier divisor.
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Our above discussion (along with a couple formal arguments) readily implies several nice
properties about the sheaf OX(D).

Corollary B.9. Let X be a normal variety, and let D1 and D2 be Weil divisors on X.

(a) D1 and D2 are linearly equivalent if and only if OX(D1) ∼= OX(D2).

(b) We have
OX(D1 +D2) ∼= (OX(D1)⊗OX(D2))∨∨,

and for any i, we have OX(−Di) ∼= OX(Di)
∨.

(c) The map

β : Cl(X)→ {isomorphism classes of divisorial sheaves on X}

given by [D] 7→ OX(D) is the inverse to the map α of Theorem B.6. In particular, β
is an isomorphism.

Proof. It follows immediately from the definitions (and the equation div(fg) = div(f) +
div(g) for any f, g ∈ K(X)) that D1 ≡ D2 implies OX(D1) ∼= OX(D2). This is one direction
of (a), and it also implies that the map β is well-defined. Our above discussion shows
that β ◦ α = id; since α is an isomorphism, this gives us β = α−1. In particular, β is a
homomorphism, which implies (b). Also, the fact that β is injective implies that if OX(D1) ∼=
OX(D2), then D1 and D2 are linearly equivalent, which is the other direction of (a).

Remark B.10. In light of the above corollary, we will typically think of divisorial sheaves as
being the sheaves which (up to isomorphism) have the form OX(D) for some Weil divisor D.
This is much more useful in practice than the (somewhat abstract and algebraic) definition
of a divisorial sheaf.

Remark B.8 above indicates that the sheaves OX(D) for Weil divisors D are a generaliza-
tion of the sheaves OX(D) for Cartier divisors D. The above corollary thus generalizes the
usual correspondence D ↔ OX(D) between Cartier divisors and invertible sheaves. Indeed,
when X is locally factorial, all Weil divisors are Cartier, and Remark B.8 implies that the
map β in the above corollary is precisely the usual correspondence between Cartier divisors
and invertible sheaves.

The relationship between a Weil divisor D and the divisorial sheaf OX(D) is generally
analogous to the relationship between Cartier divisors and their corresponding invertible
sheaves. For instance, we have the following lemma, which generalizes a standard fact about
OX(D) when D is an effective Cartier divisor (see e.g. [GW10, Remark 11.25]).

Lemma B.11. Let X be a normal variety, and let D be an effective Weil divisor.

(a) The sheaf OX(−D) is an ideal sheaf of OX .
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(b) The closed subscheme defined by OX(−D) has support equal to Supp(D).

(c) Viewing D as the closed subscheme defined by the ideal sheaf OX(−D), and letting
i : D → X be the inclusion map, we have the following short exact sequence of OX-
modules:

0→ OX(−D)→ OX → i∗OD → 0.

Proof. For any open subet V ⊂ X, the definition of OX(−D) gives us

Γ(V,OX(−D)) = {f ∈ K(X) | V ∩ (div(f)−D) ≥ 0}.

The righthand side of the above equation is contained in Γ(V,OX) for all V if and only if
div(f) − D ≥ 0 implies f ∈ Γ(X,OX). For any f ∈ K(X) such that div(f) − D ≥ 0, the
fact that D is effective gives us div(f) ≥ D ≥ 0 and hence f ∈ Γ(X,OX), so this proves
(a). Moreover, we have Γ(V,OX(−D)) = Γ(V,OX) if and only if 1 ∈ Γ(V,OX(−D)), or
equivalently, if and only if

V ∩ (−D) ≥ 0.

Since D is effective, this is equivalent to the condition D ∩ V = ∅. We conclude that the
closed subscheme cut out by OX(−D) has complement X \ Supp(D); in other words, the
underlying set of this closed subscheme is Supp(D). Finally, the short exact sequence in
(c) follows formally from the fact that OX(−D) is the ideal sheaf of the closed subscheme
D.

Corollary B.12. Let X be a normal variety, and let D be an effective Weil divisor on X.
Then, D is Cartier if and only if OX(D) is invertible.

Proof. We already know thatOX(D) is invertible ifD is Cartier, see Remark B.8. Conversely,
suppose that OX(D) is invertible. Then, the ideal sheaf OX(−D) ∼= OX(D)∨ is invertible as
well. Picking an open cover {Ui}i of X such that OX(−D)|Ui ∼= OUi for all i, we see that the
ideal sheaf OX(−D)|Ui is generated as a OUi-module by a single section fi ∈ Γ(Ui,OX(−D)).
In other words, D is a divisor which is locally cut out by a single equation, which is exactly
what it means for D to be Cartier. (More precisely, the data {(Ui, fi)}i defines an effective
Cartier divisor, and one can check that this divisor is precisely the divisor D.)

For our purposes, the main reason for using the divisorial sheaf OX(D) instead of the
divisor D is to consider the notion of a G-linearization of OX(D). Note that nothing in the
definition of a G-linearization depends on the sheaf being invertible; thus, we can define a
G-linearization of a divisorial sheaf in exactly the same way as for an invertible sheaf. More
precisely:

Definition B.13. Let X be a normal G-variety, let ρ : G×X → X be the action morphism,
and let F be a divisorial sheaf on X. A G-linearization of F is an isomorphism

φ : ρ∗F ∼→ pr∗X F

that satisfies the cocyle condition of Definition 2.4.9.
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Remark B.14. In the literature, the notion of a G-linearization on a general (i.e. not
necessarily invertible or even divisorial) sheaf is sometimes referred to as an “equivariant
sheaf.” We prefer to use the term “G-linearization” here in order to emphasize the analogy
between divisorial sheaves and invertible sheaves.

Let X be a normal variety, and suppose that X has finitely many G-orbits. Let U be
the union of all the G-orbits of X of codimension ≤ 1. Then, U is a G-stable open subset,
U is regular because X is normal, and X \ U has codimension ≥ 2. Let i : U → X be the
inclusion map. We claim that the pullback by i induces a bijection

i∗ :

{
isomorphism classes of

divisorial sheaves on X

}
∼−→
{

isomorphism classes of

invertible sheaves on U

}
whose inverse is the pushforward i∗. For any Weil divisor D on X, the pullback i∗OX(D) =
OX(D)|U is invertible by Proposition B.3, so the map i∗ is well-defined. Moreover, we have
i∗OX(D)|U ∼= OX(D) by Proposition B.4, so i∗ is injective, and i∗ is a left inverse of i∗. On
the other hand, every Cartier divisor on U is a Weil divisor and so has the form D ∩ U for
some Weil divisor D on X (see our discussion of the isomorphisms Pic(U) ∼= Cl(U) ∼= Cl(X)
in the proof of Theorem B.6 above). Comparing the definition of OX(D) with (B.0.1) then
gives us OX(D)|U ∼= OU(D∩U). This proves that i∗ is surjective, hence bijective, so the left
inverse i∗ is in fact the inverse of i∗.

We can use the bijection i∗ to relate G-linearizations of divisorial sheaves on X with G-
lineariations of invertible sheaves on U . Because i is G-equivariant, any G-linearization on
a divisorial sheaf OX(D) induces a G-linearization on the restriction OX(D)|U = i∗OX(D)
(via pullback by the map (idG, i) : G × U → G × X, see Lemma 2.4.12). On the other
hand, any G-linearization of OX(D)|U induces a G-linearization on i∗OX(D)|U ∼= OX(D)
(by pushing forward by (idG, i)). One can check that these constructsion of G-linearizations
are inverses, so the G-linearizations on OX(D) are in bijection with those on OX(D)|U . It
follows that all of our existence and uniqueness results in Section 2.6 apply just as well to
G-linearizations of divisorial sheaves on X, even when these sheaves are not invertible. This
fact will be very important for our purposes; as such, we define some notation for the subset
U to help us refer to this situation.

Definition B.15. Let X be a normal variety, and suppose that X has finitely many G-orbits.
We define X≤1 to be the union of all the G-orbits of X of codimension ≤ 1.

In summary, we may view Cl(X) as the abelian group of isomorphism classes of divisorial
sheaves, or equivalently, as the abelian group of isomorphism classes of sheaves of the form
OX(D) for some Weil divisor D. Moreover, G-linearizations work essentially the same way
on these sheaves as they do on invertible sheaves (at least when X has finitely many G-
orbits). We can even restrict (G-linearized) divisorial sheaves to X≤1 to obtain (G-linearized)
invertible sheaves, which allows us to work only with invertible sheaves if necessary.

Since G-linearizations on divisorial sheaves behave just like G-linearizations on invertible
sheaves, we can also generalize the G-equivariant Picard group PicG(X) to the setting of
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divisorial sheaves. Recall that PicG(X) is the abelian group of G-equivariant isomorphism
classes of invertible sheaves (see Definition 2.4.14). In order to define the group action
on PicG(X), the key fact is Lemma 2.4.13, which states that G-linearizations on invertible
sheaves induce G-linearizations on tensor products and inverses in a canonical way. The
entire proof of Lemma 2.4.13 also works for G-linearizations of divisorial sheaves, provided
we consider the dual sheaf F∨ in place of the inverse L−1 of an invertible sheaf. This allows
us to define an analog of PicG(X), but with divisorial sheaves instead of invertible sheaves.

Definition B.16. Let X be a normal G-variety. We define the G-equivariant class group
of X, denoted ClG(X), to be the abelian group of G-equivariant isomorphism classes of G-
linearized divisorial sheaves on X. Here a “G-equivariant isomorphism” means the same as
it does for G-linearized invertible sheaves (see Definition 2.4.14), and the group structure is
given by the analog of Lemma 2.4.13 discussed above.
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Index of Terminology

adjacent
to Supp(γ), 219
to a simple root, 29

affine cone
vertex of, 294

base of a root system, 28
B-divisor, 98
Bia lynicki-Birula decomposition, 161

big cell, 161
source, 161

Borel subgroup, 23
opposite, 40

canonical embedding, 150
central isogeny

of algebraic groups, 26
of root data, 26

characters, 23
color, 98
colored cone, 133

face of, 133
maps to, 138
strictly convex, 133

colored fan, 134
maps to, 138
strictly convex, 134
support of, 138

compatibility of a D-equivalence and a
Λ+-equivalence, 270

complexity, 91
cone, 119

dimension of, 119

dual, 119
extremal rays of, 119
face of, 119
polyhedral, 119
relative interior of, 119
strictly convex, 120

coroot, 25

D-equivalence, 186
adapted to L1 and L2, 280
maps OX1(D1) to OX2(D2), 278
preserves ample cones, 234
preserves colored fans, 190
preserves maximal colored cones, 233
strong, 278

D-equivalent, 186
strongly, 278

divisorial sheaf, 299
Dynkin diagram, 29

eigenvector, 41
weight of, 41

Equivariant Chow lemma, 86
Existence Theorem, 26

fan, 125
fundamental weights, 34

G-divisor, 98
G-equivariant total coordinate ring, 259
G-linearized invertible sheaf, 55
G-linearizable, 55
G-linearization, 54

canonical on OX , 60
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cocycle condition, 55
G-linearized invertible sheaf

G-equivariant morphism of, 61
G-module

irreducible, 41
multiplicity of, 45
multiplicity-finite, 46
multiplicity-free, 46
semisimple, 41
simple, 41

G–quasi-projective, 85
G-scheme, 15
G-variety, 15

highest weight, 44
homogeneous spherical datum, 172
horospherical variety, 143

invariant element, 41
isogeny of algebraic groups, 26
Isogeny Theorem, 26
Isomorphism Theorem, 26

Knop conjecture, 194

Λ+-equivalence, 259
maps D1 to D2, 272
preserves colored fans, 272
strong, 278

Λ+-equivalent, 259
strongly, 278

level line bundle, 253
with respect to α, 253

Lie–Kolchin theorem, 43
linear function on DY , 178
little Weyl group, 141
localization at simple roots, 163
localization at spherical roots, 170

maximal torus, 23
moving

a divisor by Supp(γ), 219
a divisor by a simple root, 164

one-parameter subgroup, 38
dominant, 39

parabolic subgroup, 23
opposite, 40

piecewise linear function, 178
convex, 182
strictly convex, 182
polarized spherical variety, 194
prime wonderful variety, 159

radical, 31
rank of a G-variety, 73
reductive group, 22

of type, 29
root system of, 29

reflexive sheaf, 298
root, 24

negative, 28
positive, 28
simple, 28

root datum, 25
reduced, 25

root system, 27
indecomposable, 27
reduced, 27

semisimple group, 31
simple G-variety, 130
simply connected, 32
sober subgroup, 150
solvable group, 22
spherical root

support of, 219
spherical roots, 142
spherical subgroup, 91
spherical system, 173
spherical variety, 91

homogeneous, 91
standard embedding, 150
standard Levi subgroup, 39
standard parabolic subgroup, 39
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tail, 139
toric variety, 91
toroidal variety, 144
torus, 22
type of a simple root, 167

unipotent group, 22
unipotent radical, 22
universal cover, 32

valuation, 95
center of, 96
discrete, 96

G-invariant, 96
variety, 15
very sober hull, 153
very sober subgroup, 153

weight, 41
dominant, 41

Weyl chamber, 36
antidominant, 41
dominant, 37

Weyl group, 24
wonderful variety, 154

rank of, 154
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Index of Notation

g, the Lie algebra of G, 15

α ∈ ΠG, simple root of G, 37
α∨, coroot of α, 25
αi, simple root of an indecomposable root

system, 30

B ⊂ G, a Borel subgroup, 23
B−, opposite Borel subgroup, 40
[G,G], derived subgroup of G, 15
∆Y , set of colors not containing Y , 131
BY , set of valuations of divisors

containing Y , 131
B̃ = B ×Gm, 65

C◦, relative interior of C, 119
C∨, cone dual to C, 119
cG(X), complexity of X, 91
X (G), character group of G, 23
ClG(X), the G-equivariant class group,

304
CG(H), centralizer of H in G, 15
CY , cone generated by ϕD for D ⊃ Y , 132

∆◦(X), set of colors of X which do not
contain a G-orbit, 178

∆(X), set of colors of X, 98
DivGB(X), set of D ∈ DivB(X) such that

OX(D) is G-linearizable, 259
DivB(X), group of B-stable Weil divisors

on X, 259
div(f), effective Cartier divisor cut out by

f ∈ H0(X,L), 67

div(f), principal Cartier divisor cut out
by f ∈ K(X), 67

div(µ), principal divisor cut out by some
f ∈ K(X)(B) of weight µ, 176

Dα, a B-divisor moved by α, 167
D±α , the two B-divisors moved by α, 167
DG,X , set of B-divisors on X, 98
DG,X(α), set of divisors of X moved by α,

164
DGG,X , set of G-divisors on X, 98
DY , set of B-divisors containing Y , 178

FX , the colored fan of X, 134

Ĝ, sheaf of characters on the étale site of
Spec(k), 75

G̃ = G×Gm, 65
G×H Z, homogeneous fiber bundle over

G/H with fiber Z, 15

I ⊂ ΠG, subset of simple roots, 39
ι : DG,X1 → DG,X2 , a D-equivalence, 186

Λ+(V ), set of dominant weights appearing
in V , 64

Λ+(X), set of dominant weights
appearing in Γ(X,OX), 65

Λ+(X,L), set of dominant weights
appearing in ⊕dH0(X,L⊗d), 65

ΛG, set of weights of G, 41
Λ(X), set of dominant weights appearing

in K(X), 65
Λ+
G, set of dominant weights of G, 41
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L(X), set of piecewise linear functions
(`Y )Y ∈ PL(X) that are “linear”,
178

`Y , linear function on DY , 178
(`Y )Y , piecewise linear function on ∪YDY ,

178

MI , standard Levi subgroup of PI , 39
Mλ, standard Levi subgroup of Pλ, 38
Mµ, standard Levi subgroup of Pµ, 210
µ, weight of a B-eigenvector, 41

N(X) = HomZ(Λ(X),Q), 98
NG(H), normalizer of H in G, 15

Ov, valuation ring corresponding to v, 96
OX(D), divisorial sheaf associated to the

Weil divisor D, 300
OX(λ), G-linearization of OX

corresponding to λ ∈ X (G), 82

Pα, parabolic subgroup corresponding to
{α} ⊂ Π, 164

Φ(G, T ), set of roots of (G, T ), 24
ϕD, homomorphism Λ(X)→ Z induced

by vD, 99
PI , parabolic subgroup corresponding to

I, 39
PicG(X), the G-equivariant Picard group,

62
Π
a/b/c/d
X , set of simple roots of type

a/b/c/d for X, 167
ΠG = ΠG(B, T ), the set of simple roots of

G, 37
Pλ, parabolic subgroup corresponding to

λ, 38
PL(X), set of piecewise linear functions

on ∪YDY , 178
P−, opposite parabolic subgroup, 40
ΨG,D, set of spherical roots of X, 142
Pµ, subgroup of G fixing Xµ, 210
PX , subgroup of G that fixes the open

B-orbit of X, 117

R(G), radical of G, 31
r(X), rank of X, 73
Ru(G), unipotent radical, 22

ΣG, set of all spherical roots of spherical
G-varieties, 170

Supp(F ), support of a colored fan F , 138
Supp(γ), set of simple roots with positive

coefficients in γ, 219

T ⊂ B, a maximal torus, 23
θ : ClG(X1)

∼→ ClG(X2), a Λ+-equivalence,
259

T̃ = T ×Gm, 65

Uλ, unipotent radical of Pλ, 38

V (H), submodule of H-eigenvectors of V ,
41

V H , submodule of H-invariant elements
of V , 41

V(X) ⊂ N(X), cone of G-invariant
valuations of X, 98

vD, valuation corresponding to D, 96

W (B, T ), dominant Weyl chamber for B,
37

(X,L), a polarized spherical variety, 194
XI , localization of X at the set I, 163
X≤1, union of G-orbits of codimension

≤ 1 in X, 303
X(µ), subvariety obtained by applying the

local structure theorem to Xµ, 210
XB,Y , the smallest B-stable affine open

subset of X intersecting Y , 113
XQ, the Q–vector space X ⊗Z Q (for a

lattice X), 15
X∨, dual of a lattice X, 15

Z(G), center of G, 15
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