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Abstract

Skill Learning for Industrial Robot Manipulators

by

Te Tang

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Masayoshi Tomizuka, Chair

Industrial robots have been kept upgraded for decades to achieve extraordinary accuracy,
speed, and repeatability. However, even the most advanced manipulator today is functioning
as a programmable machine, instead of an intelligent agent. This deficiency of intelligence
restricts robots from broader applications. To meet the increasing demand for automation,
it is essential to make industrial robots more skillful and intelligent. Under this background,
the objective of this dissertation is to develop generic and efficient methodologies to teach
robots novel skills. Three major approaches including model-based learning, model-free
learning and analogy-based learning are discussed and explored. A series of skills such as
assembly, grasping, tracking and motion planning, have been successfully taught to industrial
manipulators and evaluated by experiments.

As the name implies, model-based learning tries to formulate skills analytically based on
physical models. In Chapter 2, an auto-alignment skill is developed for robotic assembly
by constructing a novel contact model. Robots are enabled to predict tilt angles between
assembly parts from force/torque measurement and perform fine assembly from large mis-
alignment conditions. With this skill model, traditional procedures such as the installation
of positioning fixtures and manual alignment can be skipped, which saves tremendous prepa-
ration efforts for robotic assembly.

However, not always system models can be constructed, especially for those complicated
scenarios. The model-free approach is then developed to learn control policies by regressing
general parametric functions. In Chapter 3, a compliant robotic force controller is learned
from human demonstration. A human operator holds a specially-designed handle and demon-
strates to robots the compliant insertions. The Gaussian mixture regression is introduced
to fit motion patterns from measured data. This approach enables to transfer the compliant
assembly skill from humans to robots efficiently and intuitively.

Besides model-based and model-free learning, an analogy-based leaning approach is pro-
posed in Chapter 4. The distinct idea is that instead of pursuing a control policy either
constructed by models or regressed from data, we discover the correlation between scenarios,
i.e., analogy. The past scenario that bears a strong similarity with the current one will be
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identified, and a mapping function between these two scenes will be constructed. Applying
the mapping function, the past problem-solving action can be transferred to a new one that
is feasible for the current scenario. This analogy-based approach has been implemented in
multiple industrial tasks, and taught robots various skills such as grasping versatile objects
(Chapter 5), tracking and manipulating deformable objects (Chapter 6) and efficient motion
re-planning for similar scenarios (Chapter 7).
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Chapter 1

Introduction

1.1 Background of Robotic Skill Learning

Industrial robots have been applied in manufacturing and continuously upgraded for decades.
Over time, they are equipped with a variety of advanced hardware and software to enhance
accuracy, speed and repeatability, which are far beyond humans’ physiological limit. How-
ever, their application scenarios are still limited because of their high rigidity and low adap-
tivity [14]. As the demands for automation grow rapidly, it is essential to teach industrial
robots more skills to meet increasing task requirements, such as fine assembly [108], robust
tracking [110], versatile grasping [76] and dexterous manipulation [107], etc.

Under this background, the study of robot learning [2, 47, 87] upsurges in recent years,
trying to develop techniques that allow robots to acquire novel skills efficiently and robustly.
It is a research field at the intersection of robotics, controls and machine learning.

As shown in Fig. 1.1, the general objective of robot learning is to find a control policy
which produces suitable actions u corresponding to the observed system states x. Note that
states and actions here are macroscopic and task-dependent. For a grasping problem, states
might be the object point clouds, and actions are the inferred optimal grasping pose [67];
while for an assembly problem, states could be the sensed resistance force, and actions are
the compliant motion commands [111]. The control policy can be regarded as a quantitative
construction of the cognition or skills that robots possess.

There are multiple approaches to construct control policies. They can be categorized as
illustrated in Fig. 1.2. A straightforward approach is to model the policy mathematically
based on physical principles and deductions [7]. Some policies can be completely determined
offline without the need of online execution, such as classical control [29] and Markov de-
cision process [43]. Some policies are only partially constructed and need online data for
completion, for example, system parameters require online identification (adaptive control
[4]), reward function needs online approximation (model-based reinforcement learning [30])
or the embedded optimization needs online formulation and calculation (optimal control
[120], MPC [18]). Note that if the formulation has a closed-form solution, such as LQR,
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Control 
Policy

Environment

action
u
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x

Figure 1.1: Learn a control policy to schedule actions corresponding to states.
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Reinforcement Learning
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Learning
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• Learning from Demonstration

Data Size
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Figure 1.2: Classification of policy learning approaches.

then it still belongs to offline policy.
These model-based approaches build up the fundamentals of robotics. They have tremen-

dous advantages in the system transparency and interpretability. Since each element is ex-
plicitly modelled, the stability and robustness of the system can be analyzed analytically,
which is critical especially for industrial applications.

However, as robots are deployed to more sophisticated domains, such as grasping dex-
terous objects and manipulating deformable objects, a pure model-based approach runs into
its bottleneck. In these scenarios, the system complexity might go beyond our capability
to model, or the current constructed models cannot introduce satisfying results. On the
other hand, along with the development of machine learning, especially the breakthrough of
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Figure 1.3: Pipeline of traditional learning methods. (a) During training stage, construct
a control policy either by modelling or regressing from the training data. (b) During test
stage, apply the control policy to the test states to achieve actions.

deep learning in recent years [59], people realize that though the human cognition process
is complicated to model, it could be alternatively regressed by high dimensional parametric
functions given a large amount of training data [80]. With this observation, many model-free
approaches are proposed recently, trying to teach robots control policies which are learned
from data, instead of modelling from principle. In the training stage, thousands or even mil-
lions of state-action pairs (x, u) are collected either by offline expert demonstration (imitation
learning [9, 1], learning from demonstration [2, 6]), or by online trial and error (model-free
reinforcement learning [77, 101]). The collected samples are then utilized to fit an optimal
control policy f : u = f(x). These model-free approaches feature in the universal struc-
ture and common training process, thus they can be quickly deployed to various scenarios.
However, many of them are working in a black box manner, whose behavior is non-trivial to
interpret and the system stability cannot be evaluated. Therefore, usually they are deployed
for high-level tasks (e.g., vision detection) and the low-level implementation (e.g., motor
servoing) is still based on model-based approaches. This hierarchical structure achieves a
balance between performance and stability of the overall system. It is notable that for safety
non-critical scenarios, there is also a trend of end-to-end learning [63, 13], where the hierar-
chical structures of systems are embedded in a single framework of deep neural networks, in
which way the maximum potential of neural networks will be exploited.

The model-free approaches, together with the model-based approaches which need online
system identification, are called data-driven approaches in general (Fig. 1.2).

Though there are numerous approaches for robot learning, most of them follow a similar
pipeline as shown in Fig. 1.3. During training stage, the control policy is either constructed
by modelling or regressed from training data. The trained control policy is assumed to be
universal and applicable, therefore it is applied to test states to achieve corresponding test
actions.

However, cognitive science finds that this pipeline is not necessarily the only way for
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Figure 1.4: Pipeline of analogy learning. (a) During reminding stage, construct a transfor-
mation between the correlated training states and test states. (b) During transferring stage,
apply the transformation to the training actions to achieve the test actions.

human learning. Many studies showed that without understanding how the system progresses
or the relation between states and actions (policy), humans can still make decisions through
analogical reasoning [19, 88, 65]. Given a current scenario, human beings will try to find
the correlation between the past and current, and transfer previous problem-solving actions
to apply to the current situation. This analogy approach does not need to understand the
universal policy or causality behind the system. It also enables humans to learn efficiently
from small data samples.

Based on this observation, an analogy-based learning approach is proposed in this dis-
sertation. Unlike those traditional model-based or model-free approaches, which try to for-
mulate control policies, this new approach focuses on finding correlations between scenarios.
As shown in Fig. 1.4, this approach has two general stages, the reminding stage and the
transferring stage. During reminding stage, the similarity between the past scenarios and
the current scene will be calculated. The most similar pair will be selected and a mapping
function between the two scenarios will be constructed by non-rigid registration. During
transferring stage, the past actions will be transformed by the mapping function so as to
generate new actions which are feasible for the current situation. This approach is plausible
for those applications where the model cannot be constructed while data is also non-trivial
to collect. More properties and advantages of analogy-based learning will be introduced in
detail in Chapter 4.

1.2 Dissertation Outline

In general, the objective of this dissertation is to develop generic methodologies to teach
industrial robots novel skills. Three major approaches, including model-based learning,
model-free learning and analogy-based learning, are discussed and explored. A series of
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skills, such as assembly, grasping, tracking and motion planning, have been successfully
taught to industrial manipulators and evaluated by experiments. Experimental videos can
be found at the supplementary website for this dissertation [104]. Figure 1.5 shows the
structure overview of the dissertation. The chapter outline is as follows.

Robotics Assembly by Model-based Learning

In the past years, many methods have been developed for robotic peg-hole-insertion to
automate the assembly process. However, most of them are based on the assumption that
the peg and hole are well aligned before insertion starts. In practice, if there is a large pose
(position/orientation) misalignment, the peg and hole may suffer from a three-point contact
condition where traditional assembly methods cannot work. To deal with this problem,
Chapter 2 proposes a novel three-point contact model to estimate the pose misalignment
by force and geometric analysis. With the estimated values, the robot can autonomously
correct the misalignment before applying traditional assembly methods to perform insertions.
A series of experiments on a FANUC industrial robot and a H7h7 tolerance peg-hole testbed
validate the effectiveness of the proposed method. Experimental results show that the robot
is able to perform peg-hole insertion from unaligned conditions with 96% success rate. Part
of this work was published in [108].

Robotics Assembly by Model-free Learning

For the insertion phase of robotic assembly, designing a satisfying force controller usually re-
quires delicate parameter tuning, the procedure of which is unintuitive and time-consuming.
In contrast, humans may accomplish assembly tasks with much less time and fewer trials.
It will be a great benefit if robots can learn the humans’ inherent skill of compliant motion
and apply it to insertion. Chapter 3 proposes a model-free approach for learning a dynamic
admittance controller from human demonstration. The basic idea is to collect the force
and corrective velocity that humans apply during assembly, and then use Gaussian mixture
regression (GMR) to fit a paramatric function to serve as the controller. The contribution
of this work is that though as a model-free approach, a physical interpretation of GMR is
found from a mechanics point of view. The system’s closed-loop stability, therefore, can be
evaluated and proved. A series of peg-hole insertion experiments on a FANUC manipulator
validate the performance of the proposed learning method. Part of this work was published
in [105] and [111].

Robotic Grasping by Analogy Learning

Grasp planning is essential for industrial robots to execute manipulation tasks. Solving the
optimal grasps for various objects online, however, is challenging due to the heavy compu-
tation load during exhaustive sampling, and the difficulties to consider task requirements.
Chapter 5 proposes an analogy-based approach to teach robots grasping by retrieving past
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experience. The example grasps are taught by human demonstration and mapped to similar
objects by non-rigid registration. The mapped grasps are evaluated analytically and refined
by an orientation search to improve the grasp robustness and robot reachability. The pro-
posed approach is able to plan high-quality grasps, avoid collision, satisfy task requirements,
and achieve efficient online planning. The effectiveness of the proposed method is verified
by a series of grasping experiments. Part of this work was published in [67, 71].

Track and Manipulate Deformable Objects by Analogy Learning

Cable assembly is a labor-intensive task in the industry but has not been automated by robots
for many years. The main challenge is that these deformable objects have infinite-dimensional
configuration space and are computationally expensive to model, making it difficult for real-
time tracking, planning and control. To deal with these challenges, a uniform framework
which includes state estimation, task planning and trajectory planning is proposed in Chapter
6 based on the concept of analogy learning. A real-time observer is proposed to estimate the
states of deformable objects by registering the last step estimation towards the current point
clouds measurement. An online task planner is also developed to recognize the manipulation
step according to the state estimation result. For trajectory planning, human operators first
train example paths of robots given several object states. In the test stage, a new feasible
path can be autonomously generated by a smooth transformation from training scenarios to
test scenarios. A series of cable manipulation experiments on a dual-arm robotic platform
are performed to validate the effectiveness of the proposed methods. Part of this work was
published in [110] and [106].

Robotic Motion Re-planning by Analogy Learning

Motion planning is an important primitive for robotic applications. Many current motion
planners regard each scenario as an isolated and independent problem, and solve it using
the similar amount of computation power and time. This is plausible for unstructured
and dynamic environment. However, for industrial applications, usually the environment is
highly structured and the scenarios that the robot encounters are quite similar. It will be
beneficial if we can transfer the planning solution from one scenario to other similar scenarios,
so as to save computation and achieve consistent motion patterns. With this objective, a
motion re-planning algorithm is proposed in Chapter 7 based on the concept of analogy
learning. A mapping function between one scenario to another can be constructed by non-
rigid registration. Then the previously planned motion can be transformed by the mapping
function, and serve as an initial reference for motion planning of the new scenario. The
proposed motion re-planning approach can be applied in configuration space, configuration-
time space and tangent configuration space, so that it can perform various kinds of motion
planning including path planning, trajectory planning and shape-conservative manipulation
planning. A series of simulations on a 6-DOF manipulator are evaluated, which show the
effectiveness of the proposed methods. Part of this work was published in [109] and [107].
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Chapter 2

Robotic Assembly by Model-based
Learning

As discussed in Chapter 1, some robotic skills can be constructed through the model-based
approach, i.e., representing and predicting a system using physical principles and mathemat-
ical derivations. This chapter will show a novel auto-alignment skill learned by modelling
to accelerate the robotic assembly process. Specifically, a contact model is constructed to
estimate the tilt angles between assembly parts from force measurement. The major skill
is modelled offline based on force and geometric analysis, while some model parameters,
such as friction coefficient will be identified online through data measurement. Experiments
on FANUC industrial manipulators show that with the learned skill, robots can perform
assembly robustly starting from large misalignment status, which saves extensive efforts on
installing positioning fixtures and manual alignment.

2.1 Introduction

Peg-hole-insertion, i.e., inserting a round peg into a round hole, is one of the most common
tasks in industrial robotic assembly. In the past several years, many methods have been
developed for robotic peg-hole-insertion. There are passive methods, which install passive
components on end-effectors to provide compliance (remote center compliance [116]), as well
as active methods, which actively adjust robotic motions to behave compliantly (impedance
control [115], admittance control [24], hybrid force/velocity control [94]). The general ob-
jective is to make the robot system compliant to the environment, i.e., minimizing contact
force during assembly, by modifying the nominal trajectory on-line.

Fig. 2.1 shows four possible alignment status before insertion begins. From left to right,
they are ‘line contact’, ‘one-point contact’, ‘two-point contact’ and ‘three-point contact’,
respectively. Many robotic peg-hole-insertion methods focus on the insertion phase and
assume that the peg and hole are already well aligned. Those methods work well only if the
initial configuration is one of the first three contact conditions [16]. Insertion with a three-
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(a) Line Contact (b) One-Point
Contact

(c) Two-Point
Contact

(d) Three-Point
Contact

Figure 2.1: Four alignment conditions between peg and hole before insertion.

point contact is quite difficult because three degrees of freedom of the peg with respect to the
hole are constrained. Therefore, there is little space left for the robot control algorithm to
compliantly insert the peg into the hole. Note that in Fig. 2.1(d), the tilt angle is exaggerated
for the ease of illustration. In practice, the three-point contact may appear more frequently
compared to the other three conditions, especially in high precision industrial tasks where
even a small tilt angle can result in a three-point contact.

If the assembly environment is well structured, i.e., the poses of the peg and hole are
known precisely in advance, then it is not difficult to generate a suitable trajectory to align
the two assembly parts accurately. However, it is usually required to install positioning
fixtures to structure the environment, which is expensive and time-consuming. Moreover, in
many cases, the environment cannot be well structured. Especially in the human-robot-
collaboration (HRC) scenario [105], the human operator guides the robot arm via lead
through teaching to align the peg coarsely towards the hole. Since human motion is inaccu-
rate, it is highly possible that insertion has to start with the three-point contact condition.
Therefore, an autonomous alignment skill is required to construct to assist assembly.

There are several works that address the peg hole alignment problem in different ways.
In [44] and [45], the pose of the hole was estimated by vision feedback and the autonomous
alignment was realized by visual servoing. However, these vision-based methods require
additional vision sensors, which increase the system cost and complexity. Moreover, the
hole’s orientation is estimated by the normal vector of the surface around the hole. This
involves making an implicit assumption that the hole is perpendicular to its surrounding
surface, which is not always the case [3]. [21] and [42] performed the peg hole alignment by
force control. They first adjusted the peg’s orientation by pressing the peg’s free end flush
against the hole surface and then randomly slid the peg on the surface to eliminate position
misalignment. However, the sliding process might leave scratches on the workpiece surface.
Moreover, this method also requires the hole to be perpendicular to its surface and random
search might take a long cycle time.

To deal with these problems, a new peg hole alignment method based on geometric and
force analysis is proposed in this chapter. A physical model is constructed to relate the
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Figure 2.2: Schematic diagram of peg hole insertion.

tilt angle and the external stress. The model parameters, especially the friction coefficient
will be identified by regression methods. With the estimated angle values, a compensation
movement can be generated to adjust the pose of the peg in order to eliminate the peg-hole
misalignment. This auto-alignment skill does not require additional sensors (e.g., cameras),
sliding on the surface, and the hole to be perpendicular to its surrounding surface. Therefore,
the proposed method is non-costly, efficient and robust.

The remainder of this chapter is organized as follows: Section 2.2 discusses the three-point
contact in details and the requirements to avoid three-point contact. Section 2.3 introduces
the geometric and force analysis, as well as a three-point contact model, from which the
closed-form equations for the relative pose between the assembly parts can be derived. An
optimization formulation is also introduced to regress the friction coefficient. Section 2.4
presents a series of experiments performed on FANUC LR Mate 200iD/7L [32] to show the
effectiveness of the auto-alignment skill. The robot demonstrated peg-hole-insertion from
three-point contact conditions with 96% success rate. The supplementary videos can be
found at [104]. Section 2.5 concludes this method and proposes future work.

2.2 Analysis of Initial Contact Conditions

Fig. 2.2(a) shows the cross section of the peg and hole, where R is the hole radius, r is the
peg radius, and α is the tilt angle between the peg and hole’s center axes. Denote the center
point on the peg’s end face as OP , and the center point of the hole as OH . If the hole is
chamfered with width w, then OH is not on the surface of the hole, but below the surface.
The lateral distance between OP and OH along the hole’s radius direction is denoted as LPH .

The misalignment between the peg and hole is defined by the position misalignment
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(LPH) and the orientation misalignment (α). The peg would contact the chamfer instead of
the surrounding surface if the following equation is satisfied,

LPH < R− r cos(α) + w (2.1)

With the compliance that the robot is provided (either by passive methods or active meth-
ods), if the peg contacts the chamfer first, it could easily slide along the chamfer and fi-
nally make contact with the hole. Equation (2.1) highlights the importance of chamfer.
R− r cos(α) on the right-hand side is typically a small number compared to chamfer width
w. Therefore, the additive w term relaxes the difficulty in position alignment for assembly.

Suppose the peg has slid along the chamfer and finally contacts the hole, then the orienta-
tion misalignment (α) will determine which initial contact condition (see Fig. 2.1) will occur.
As shown in Fig. 2.2, the peg’s cross section is projected to the hole’s surface plane (marked
with the red dashed line). The length of the projected ellipse’s major axis is 2r/ cos(α).
Three-point contact occurs if and only if

2r

cos(α)
> 2R (2.2)

Equation (2.2) can be rewritten as

α > cos−1(
r

R
) (2.3)

which indicates that if the tilt angle is smaller than a threshold, the three-point contact can
be avoided. The smaller the clearance (R− r) between peg and hole, the lower the value of
the threshold cos−1(r/R).

The following sections will introduce models to compute the estimated lateral distance
L̂PH and estimated tilt angle α̂ from contact forces and torques. From (2.1) and (2.3), if the
estimation errors are bounded by

‖L̂PH − LPH‖ < R− r cos(α) + w ≈ w (2.4)

‖α̂− α‖ < cos−1(
r

R
) (2.5)

then the compensation motion based on L̂PH and α̂ can successfully get assembly out of the
three-point contact state. Experimental results in Section 2.4 will show that the estimation
errors by the proposed method satisfy the above bounds.

2.3 The Model for Misalignment Estimation

Force Analysis

Assume that the peg and hole are in a three-point contact condition. As shown in Fig. 2.3,
the Cartesian coordinate xP − yP − zP is attached to the peg center point OP , where zP is
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Figure 2.3: Force analysis of the three-point contact

along the peg axis, and xP is selected such that the hole is symmetric about the xP − zP
plane. Among the three contact points, denote the one on the peg’s cylindrical surface by
Pc, and the other two symmetric points on the end face by Pe1 and Pe2. On contact point Pc,
the normal force applied to the peg is Fc along xP axis, and the friction force is µFc along
zP axis, where µ is the friction coefficient. On contact points Pe1 and Pe2, the normal force
is Fe along zP axis, and the friction force is µFe along xP axis [41].

The forces on the three contact points generate resultant forces Fx, Fz and torque My on
the center point OP , with

Fx = Fc + 2µFe (2.6)

Fz = µFc + 2Fe (2.7)

My = Fch+ µFc · r + 2Fe · r sin(β) (2.8)

where h denotes the distance between Pc and OP along zP , and β denotes the angle between−−−−→
OPPe1 and yP .

Fx, Fz and My can be measured by the force/torque sensor equipped at the robot end-
effector. If µ is known, then Fe and Fc become

Fe =
Fz − µFx
2(1− µ2)

(2.9)

Fc =
Fx − µFz

1− µ2
(2.10)

Substitute (2.9) and (2.10) into (2.8) to get

µ2(rFz −My) + µ{hFz + [sin(β)− 1]rFx}+ [My − hFx − sin(β)rFz] = 0 (2.11)
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Figure 2.4: Geometric analysis of the three-point contact

Equation (2.11) can be furthur simplified to

My − hFx − sin(β)rFz = 0 (2.12)

if µ ≈ 0.
Equations (2.11) and (2.12) indicate that h and β form an equality constraint with the

force/torque measurement values. The following geometric analysis will show that h and β
are both functions of tilt angle α, which leads to the closed-form expression of α with respect
to force and torque measurement.

Geometric Analysis

Similar to the above force analysis, another Cartesian coordinate xH − yH − zH is set up
and attached to the hole center point OH , with zH along the hole axis and yH parallel to
the yP . Note that the peg and hole in Fig. 2.4 are supposed to be in contact, but the peg in
the figure is lifted virtually for the ease of coordinate illustration.
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The transformation matrix from the hole coordinates to the peg coordinates is

THP =


cos(α) 0 − sin(α) ∆OH

x

0 1 0 ∆OH
y

sin(α) 0 cos(α) ∆OH
z

0 0 0 1

 (2.13)

where [∆OH
x ,∆O

H
y ,∆O

H
z ]T is the position of OP in the hole coordinates.

The three contact points Pc, Pe1 and Pe2 can be described by the two coordinate frames
[16]:

P P
c =

[
−r 0 h 1

]T
(2.14)

P P
e1 =

[
−r sin(β) −r cos(β) 0 1

]T
(2.15)

P P
e2 =

[
−r sin(β) r cos(β) 0 1

]T
(2.16)

PH
c =

[
−R 0 0 1

]T
(2.17)

PH
e1 =

[
R sin(β′) −R cos(β′) 0 1

]T
(2.18)

PH
e2 =

[
R sin(β′) R cos(β′) 0 1

]T
(2.19)

The above six vectors should satisfy the following transformations,

PH
c = THP · P P

c (2.20)

PH
e1 = THP · P P

e1 (2.21)

PH
e2 = THP · P P

e2 (2.22)

Substitute (2.14)-(2.19) into (2.20)-(2.22) to get the expressions of h and β with respect
to α,

h =
2R− 2r cos(α)

sin(α)
(2.23)

β = sin−1

(
r cos2(α)− 2R cos(α) + r

r sin2(α)

)
(2.24)

Furthermore, the position offset between the two origins OP and OH can be derived in
the hole’s coordinate frame,

∆OH
x = R− r cos(α) (2.25)

∆OH
y = 0 (2.26)

∆OH
z =

r cos2(α)− 2R cos(α) + r

sin(α)
(2.27)
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(b) (c) (d)(a)

Figure 2.5: Trajectory to compensate the misalignment between peg and hole.

Autonomous Alignment by Compensation

Substituting (2.23) and (2.24) into (2.11), we arrive at an equation with α as the only
unknown variable, while other variables come from force/torque sensor measurement.

(Fz − µFx)
[
r cos2(α)− 2R cos(α) + r

]
+ 2(Fx − µFz) sin(α)(R− r cos(α))

=
[
(rFz −My)µ

2 − rFxµ+My

]
sin2(α) (2.28)

Assuming R ≈ r, the following simplified closed-form expression for α is obtained,

α = 2 tan−1(−Fx − µFz
Fz − µFx

+

√
r2(Fx − µFz)2 + r(Fz − µFx)[(rFz −My)µ2 − rFxµ+My]

r(Fz − µFx)
)

(2.29)

which describes the orientation misalignment between the peg and hole in the three-point
contact condition.

Since it is easier to program the motion of robot end-effector in its tool frame, (2.25)-
(2.27) are transformed to obtain the position of OH in the peg coordinates,

∆OP
x = R cos(α)− r (2.30)

∆OP
y = 0 (2.31)

∆OP
z =

R cos2(α)− 2r cos(α) +R

sin(α)
(2.32)

which represent the position misalignment between the peg and hole in the three-point
contact condition.

With this misalignment estimation model, a compensation motion can be generated to
eliminate the misalignment. Fig. 2.5 shows one possible motion pattern that was designed in
this work. Starting from the three-point contact condition, the robot first backs the peg back
along the peg axis (Fig. 2.5(b)), then adjust the peg’s pose such that it is accurately aligned
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Table 2.1: Dimension of the peg-hole insertion testbed

inch (UI) mm (SI) Tolerance
Hole 1.000+0.0001

−0.0000 25.400+0.003
−0.000 H7

Peg 0.999+0.0000
−0.0002 25.370+0.001

−0.000 h7

above the hole (Fig. 2.5(c)). This adjustment takes place in the air in order to avoid collision.
Finally, the robot feeds the peg straight down towards the hole until contact (Fig. 2.5(d)).
With this compensation, the three-point contact would be effectively eliminated and the peg
is aligned to the hole with line contact, one-point contact or two-point contact conditions
(Fig. 2.1). Afterwards, those traditional force control methods can be utilized for performing
insertion process.

Estimation of Friction Coefficient

Estimating the tilt angle α by (2.29) requires the friction coefficient µ between the surface
of the peg and hole. The nominal value for friction coefficient between two materials can
be easily achieved from the reference. However, in practice, the friction coefficient might
deviate from the nominal value, influenced by the object shapes, tilt angles, and chamfers
on top of the hole. This subsection introduces a data-driven method to estimate the friction
coefficient if unknown.

From (2.29), the tilt angle is estimated by a nonlinear function

α̂ = f(µ,m) (2.33)

with µ and m as variables, where m are the measurement values from F/T sensor. At training
stage, we can record several sets of true values by manual methods. By comparing the true
α and the estimated α̂, the friction coefficient can be regressed by solving the following
optimization problem

µ∗ = arg min
µ

n∑
i=1

‖αi − α̂i‖2 (2.34)

s.t. α̂i = f(µ,mi)

At test stage, since the friction coefficient µ is known, the tilt angle can be estimated
without manual measurement any more.

Note that since the constraint in (2.34) is non-convex, there is no guarantee for a global
minimum solution. However, the nominal friction value from the reference can be utilized as
the initialization for the optimization, by which way we can get an acceptable local minimum
of µ.
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Figure 2.6: Testbed for peg hole alignment. The diameters of peg and hole are 25.370mm and
25.400mm respectively, with 0.030mm clearance (H7h7 tolerance). The model of industrial
robot is FANUC LRMate-200iD/7L.

2.4 Experimental Study

To demonstrate the performance of the proposed alignment model, a series of experiments
were performed on an industrial robot FANUC LR Mate 200iD/7L [32]. Experimental video
can be found at [104].

The testbed is shown in Fig. 2.6. The peg and hole were both machined from Aluminium
6061-T6, with a peg diameter of 0.999in (25.370mm), a hole diameter of 1.000in (25.400mm)
and 1.0mm chamfers. The assembly tolerance is industrial standard H7h7 (see Table 2.1).
An ATI Mini45 F/T sensor [5] is embedded in the robot end-effector which can measure the
force and torque during assembly.

The first part of the experiment is designed to estimate the friction coefficient µ. The
hole is fixed with a known pose as well as having its axis aligned with the vertical line.
The peg is grasped and pushed towards the hole with a three-point contact configuration
by the robot. The pushing force is around 10N along the −zP direction and 30N along
the −xP direction. The peg is tilted at four known angles, 10.36◦, 15.75◦, 20.38◦, 26.47◦,
and the corresponding force/torque measurements are recorded at these four configurations.
The friction coefficient µ is estimated by performing the nonconvex optimization (2.34) with
initial reference value µ0 = 0.4, which is a nominal friction value for aluminium [114]. The
optimal solution is µ∗ = 0.289. As shown in Fig. 2.7, the estimated tilt angles (2.29) using
µ∗ are 10.86◦, 15.02◦, 20.63◦, 26.28◦ respectively, which are all close to the real tilt angles.

After µ is estimated, the second part of the experiment is performed to estimate the pose
misalignment between the peg and hole. During the experiment, the hole part is manually
fixed on a table vice with random poses. The robot has no prior information on the pose
of the hole. By lead through teaching mode, the human operator guides the robot to move
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Figure 2.7: Estimated tilt angles of four calibration measurements.

until the grasped peg contacts the hole. The robot then switches to force control mode,
and autonomously applies a constant force to push the peg to maintain close contact. The
commanded pushing force is 10N along the −zP direction and 30N along the −xP direction.
Actual forces/torques are measured and then the tilt angle (α) as well as the hole center
position (OH relative to OP ) are estimated respectively by the constructed model (2.29)-
(2.32).

As discussed at the end of Section 2.2, there will always be errors in the misalignment
estimations. However, if the estimation errors are bounded by (2.4) and (2.5), it can be
guaranteed that the three-point contact status will be avoided after compensation. For this
specific testbed, the error bound for orientation estimation is cos−1(25.370/25.400) = 2.785◦,
and the error bound for position estimation is w = 1mm.

Fig. 2.8 shows the orientation estimation results. The horizontal axis denotes the actual
tilt angle, and the vertical axis represents the estimated tilt angle. In twenty-five experi-
ments, most of the orientation estimations are inside the error bounds (±2.785◦), except for
one case which has a deviation of −5.1◦. The average of absolute estimation errors is 1.248◦.
One interesting observation is that these estimations are not evenly distributed around the
ideal estimation line (blue line in Fig. 2.8). Estimations tend to be larger when α ∈ [10◦, 20◦]
and to be smaller when α ∈ [20◦, 30◦]. This trend can possibly be attributed to the fact that
our estimation equation for orientation (2.29) utilizes a constant friction coefficient µ. In
practice, however, the friction coefficient might vary if the tilt angle between peg and hole
changes.

Fig. 2.9 shows the estimation results of the position misalignment. The horizontal axis
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Figure 2.8: Estimated tilt angles from force/torque measurements.
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Figure 2.9: Estimated hole’s position from force/torque measurements.

denotes the experimental index from 1 to 25. The vertical axis represents the position esti-
mation error along the xH direction in each experiment. The average of absolute estimation
errors is 0.3546mm. All of the position estimations are within the error bounds (±1mm).

After the pose misalignment is estimated, a compensation trajectory is generated and
performed by the industrial manipulator to eliminate the misalignment accurately (see
Fig. 2.10(a)-(c)). It first pulls the peg back and then aligns the peg towards the hole in
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(a) (b) (c) (d)

Figure 2.10: Autonomous alignment procedure for peg hole insertion.

the free space. In Fig. 2.10(d), since the three-point contact has been ruled out, traditional
hybrid force/velocity control is utilized to insert the peg into the hole. In the twenty-five
experiments, robot successfully inserts the peg into the hole twenty-four times (96% success
rate). The unsuccessful experiment failed because the residue tilt angle between peg and
hole was larger than the error bound (see Fig. 2.8).

To conclude, the experimental results show that the proposed alignment method can
accurately estimate the pose misalignment between peg and hole. The misalignment can
be effectively compensated by the designed compensation trajectory. After compensation,
traditional assembly methods can be applied to insert the peg into the hole. This alignment
method has many promising applications. For example, in the future assembly line, it is
unnecessary for the operator to measure the hole’s pose or program the robot an approaching
trajectory. The human worker can roughly lead the robot to put assembly parts into contact
with each other, then the robot can autonomously correct the misalignment and perform
assembly.

2.5 Chapter Summary

The process of industrial robotic assembly easily suffers from a three-point contact status,
where the peg has a large misalignment towards the hole, and the following insertion proce-
dure cannot proceed. To deal with this problem, a model-based auto-alignment skill is de-
veloped for industrial manipulators to assist autonomous assembly. The model for peg-hole
misalignment is derived based on force and geometric analysis. The model parameter (fric-
tion coefficient) is regressed by nonconvex optimization. With the estimated misalignment
values, a compensation trajectory is designed to align the peg and hole to avoid three-point
contact. A series of experiments are performed to evaluate the proposed method. Experi-
mental results show that the misalignment between the peg and hole with H7h7 tolerance
can be effectively eliminated and the robot can conduct peg-hole-insertion from three-point
contact status with 96% success rate.
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Chapter 3

Robotic Assembly by Model-free
Learning

Model-based learning, as shown in Chapter 2, can construct new skills for robot manipulators
by analytical system modelling. Since the model captures the physical principle in an intrinsic
and succinct way, the whole approach is usually computationally efficient and operationally
stable. However, in some complicated scenarios, constructing a solid model is non-trivial
since the system’s complexity is beyond human’s cognitive capacity, or the in-hand model
is insufficient to provide a satisfying system approximation. Under this background, model-
free approaches are proposed which try to approximate the system or control policy by a
high dimensional function, and the function is parametrized by learning from the training
dataset. This chapter will introduce a model-free approach to teach a compliant motion
skill to industrial robots. A dynamic admittance controller will be learned by Gaussian
mixture regression from human demonstration. The highlight of this work is that, unlike the
black-box behaviors in traditional approaches, this model-free method is transparent and
interpretable. The stability of the closed-loop system can also be analyzed and proved.

3.1 Introduction

As shown in Fig. 2.5, with the peg and hole well aligned to each other, the insertion phase
can be performed by industrial robots to insert the peg into the hole with force control. The
objective of force control is to regulate both contact force and torque so as to make the robot
compliant with respect to the surrounding environment.

In this chapter, we will use ‘wrench’ to denote both force and torque for description
simplicity. Fig. 3.1 shows a classic structure for robotic force control [24]. The wrench
error w e ∈ R6 generates a set-point for an inner velocity-control loop with admittance gain
KA ∈ R6×6. The system approaches to the steady state when the wrench is regulated to
the desired value. Note that when the robot contacts the environment, the dynamics of
the closed-loop system will change since the environment dynamics is involved. In practice,



CHAPTER 3. ROBOTIC ASSEMBLY BY MODEL-FREE LEARNING 22

Velocity 
Controller

Dynamic 
System

+ +

-
-

Inner Velocity Control

Figure 3.1: Force servo with inner velocity control loop

in order to achieve a good performance for robotic assembly, engineers have to tune the
admittance gains case by case to adapt to different stiffness, damping or clearance of various
assembly parts, the tuning procedure for which is non-intuitive, time-consuming and unsafe
(damages to motor gearbox).

In contrast to the non-trivial tuning for the robot controller, humans can accomplish
assembly tasks manually with much less time and fewer trials. If we regard the human’s
inherent assembly skill is due to internal control, the controller must have been well tuned
through our daily operation and experience. Therefore, several researches have been con-
ducted to try to teach robots the insertion skill from human demonstration [105, 62, 20, 55].
Instead of traditional model-based methods, the force controller is constructed by parametric
functions and regressed by human demonstration data. In [105], the human assembly skill
was modelled as a state-varying admittance and then utilized Gaussian mixture regression to
predict the corrective velocity from wrench measurement. In [62], a neural network control
policy was trained by trial and error and the robot learned to assemble a toy plane with un-
known environment dynamics. In [20], the instructor demonstrated the manipulation task in
a haptic rendered virtual environment using a haptic device and then used locally weighted
projection regression to model the human corrective trajectory under jamming states.

These methods have shown to be effective on collaborative robots such as Baxter [8] and
PR2 [93], with assembly tolerance H5h10 or larger. However, few of them are tested on
industrial robots. Unlike collaborative robots, the traditional industrial robot is highly rigid
because of large gear reduction ratio on the drivetrain. Basically, there is no compliance on
the mechanism to assist assembly. Besides, the clearance requirement for industrial assembly
is more strict. This chapter proposes a novel model-free framework for teaching industrial
manipulators varying admittance from human demonstration. On the one hand, a remote
demonstration tool is introduced in this work. The wrench data for peg-hole-insertion can be
collected without physical contact between humans and robots, which guarantees the safety
for data collection. On the other hand, we provide a clear physical interpretation of the
proposed model-free structure, and its stability can be analyzed and proved by Lyapunov
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(a) (b)(a) Position misalignment(a) (b)(b) Orientation misalignment

Figure 3.2: Cross section of peg-hole-insertion. (a) Position misalignment generates a contact
force on the peg. Responding to this, the force controller generates a translational velocity
command to avoid collision; (b) Orientation misalignment generates a contact torque on the
peg. Responding to this, the force controller generates a rotational velocity command to
adjust orientation.

theorems.
This remainder of this chapter is organized as follows: Section 3.2 analyzes the insertion

procedure for a typical peg-hole-insertion task. A demonstration tool is designed to acquire
human demonstration data and the data processing procedures are introduced. Section 3.3
introduces a framework of learning dynamic admittance from human by Gaussian mixture
regression (GMR). The physical interpretation of GMR is discussed and the closed-loop
stability is analyzed. A series of experiments are performed on H7h7 peg-hole testbed with
FANUC LR Mate 200iD/7L [32]. Experimental results are provided in Section 3.4, and
experimental videos can be found in [104]. Section 3.5 is conclusion and discussion.

3.2 Data Acquisition and Processing

With the auto-alignment skill provided in Section 2, the major misalignment between the
peg and hole can be compensated. However, a force controller is still needed to adjust the
residue misalignment and fully insert the peg into the hole.

Fig. 3.2 shows the adjustment procedure of classic force controllers in the cross section.
The Force/Torque (F/T) sensor on the end-effector detects the wrench applied on the peg.
By implementing the control law, the wrench feedback generates a corresponding transla-
tional/rotational velocity command on the robot end-effector, so as to push the peg away
from collision. The ratio of velocity over wrench is defined as admittance (the inverse of
impedance). Like the robot force controller, human beings use the similar strategy during
assembly tasks. Human brain perceives the hand’s tactile feedback and then decides which
direction to move in order to compliantly assemble the workpieces. However, instead of a
constant and linear admittance gain, the human assembly skill is much more sophisticated.
Humans would apply different admittance according to the material, tolerance of the work-
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(a) Lead through teaching (b) Human demonstration device

Figure 3.3: Two different methods to acquire human demonstration data.(a) By lead through
teaching. Contact wrench is detected by the end-effector F/T sensor, and velocity is calcu-
lated by robot forward kinematics; (b) By human demonstration device. Contact wrench
is measured by the F/T sensor embedded in HDD, and velocity is measured by the motion
capture system.

pieces, or even according to the different insertion phases. The core idea of this research
is to learn a dynamic admittance from human demonstration, and then apply this trained
admittance to robot force control.

Data Acquisition

The first step of learning from human is to acquire the human demonstration data. For
example, how to measure the contact wrench that human feels during assembly? How
to detect the corrective velocity that human applied on the peg? An intuitive idea is to
utilize the lead through teaching mode (Fig. 3.3a): the human operator grasps and guides
the manipulator to insert the peg into the hole. During assembly, the contact wrench is
recorded by the F/T sensor on the end-effector, and the Cartesian space corrective velocity
is calculated by the robot forward kinematics. In practice, however, we find that industrial
robot’s lead through teaching fails in this kind of contact tasks. Since there is usually only
one F/T sensor on the industrial robot, it cannot distinguish the wrench applied by the
human from that applied by the hole. Therefore the human operator loses control of the
robot when it starts to contact the hole, and the following insertion procedure cannot be
demonstrated.

To deal with this problem, a remote human demonstration device (HDD [66]) is proposed
as shown in Fig. 3.3(b). Instead of using robot sensors to collect data, an independent handle
is designed to collect the required wrench and velocity information. The HDD consists of
three major components: from the bottom to the top, a round peg, a F/T sensor and a
handle bar. There are also several vision markers attached for velocity tracking. During
human demonstration, the human operator grasps the handle bar and performs peg-hole-
insertion several trials. The contact wrench and corrective velocity are recorded by the F/T
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Figure 3.4: Wrench applied on the tool center point OP , while the measurement value is
relative to F/T sensor origin OS.

sensor and the motion capture system simultaneously. Section 3.4 will introduce the design
of HDD in details.

Compared to lead through teaching, the human operator grasps HDD instead of the robot
arm to demonstrate the assembly tasks, which is more natural and intuitive. Moreover, the
robot and human are separated during data acquisition, which ensures the safety of the
human operator.

Data Processing

As shown in Fig. 3.4, a Cartesian coordinate is built up with the origin OS at the center of
the F/T sensor. OP is the tool center point (TCP) at the end of the peg. The peg’s velocity
is described by ẋ = [vx, vy, vz, ωx, ωy, ωz]

T ∈ R6. The wrench data collected by F/T sensor
is wS = [F S

x , F
S
y , F

S
z ,M

S
x ,M

S
y ,M

S
z ]T ∈ R6.

The collected data set ẋ and wS cannot be directly utilized to train the dynamic ad-
mittance. Several data processing steps are required. During peg-hole-insertion, the contact
wrench applies at OP , but is measured at F/T sensor origin OS. The measurement value
is dependent on the offset between OS and OP . A general assembly skill should not be
influenced by this specific offset value. Therefore wS should be transformed with respect
to OP so as to eliminate the influence. Denote the offset as [xsp, ysp, zsp] ∈ R3 in the sensor
coordinate. The transformed wrench wTCP = [Fx, Fy, Fz,Mx,My,Mz]

T ∈ R6 at the TCP
point can be calculated by:
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wTCP =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 +zsp −ysp 1 0 0
−zsp 0 +xsp 0 1 0
+ysp −xsp 0 0 0 1

 ·w
S (3.1)

Besides the conventional transformation, if the human operator demonstrates insertions
multiple times but with varying speeds, this velocity inconsistency might influence the qual-
ity of admittance training. In this situation, the dynamic time warping [97] from speech
recognition area can be utilized to synchronize datasets. The process of synchronization is
detailed in our previous work in [105].

3.3 Learn Dynamic Admittance by Gaussian Mixture

Regression

Admittance describes the relation between wrench and velocity. For a force controller, the
admittance gain determines how large the corrective velocity should be generated according
to the measured contact wrench. As shown in Section 3.2, the wrench and velocity informa-
tion are recorded simultaneously during human demonstration. In this section, we will train
the admittance block such that given the same wrench input, a similar corrective velocity
command will be generated as human does. This is a typical nonlinear regression problem
in Machine Learning or Statistics. Since there are many nonlinear parametric functions
developed, we set up three criteria to select the most appropriate one:

(1) Stability. Since this dynamic admittance block will be embedded in the feedback
control loop, it will influence the stability of the whole system. The stability conditions
of the nonlinear regressor should be explicitly formulated, so that the system stability
can be analyzed.

(2) Efficiency. The computation power of industrial robot controller is limited due to cost
concerns. It is preferred that the nonlinear regressor has a closed-form expression so
that it could be implemented efficiently online.

(3) Interpretation. Many model-free approaches, such as neural networks, logistic regres-
sion, K-nearest neighbours, could generate proper output by learning from training
data, but cannot provide transparent explanations on their internal dynamics. It is
preferred that the nonlinear regressor in this work has a physical interpretation which
explains why it can serve as a dynamic admittance.
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Figure 3.5: Estimate data distribution by Gaussian. For the ease of visualization, both
velocity and wrench are one dimensional here. The distribution density of the velocity
and wrench data collected from human demonstration is shown in the left. This density
map is then fitted by superposition of several weighted Gaussian with different means and
covariance.

To meet the three criteria, Gaussian mixture regression (GMR [11]) is introduced in this work
to build the dynamic admittance block. It will be shown that GMR has explicit stability
conditions, good efficiency and reasonable physical interpretations.

Introduction to GMR

The basic idea of GMR is to augment the human demonstration data (sensed wrench w and
corrective velocity ẋc) into a high dimensional joint space. The joint probability distribution
p(w, ẋc) can be regressed from the demonstration data. Afterwards, the conditional proba-
bility p(ẋc|w) can be constructed so that the suitable output ẋc can be retrieved given any
input w.

As shown in Fig. 3.5, the first step of GMR is to fit the joint probability distribution
p(w, ẋc) by the weighted sum of N Gaussian mixtures, each Gaussian with mean µi, covari-
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ance Σi and weight αi

p(w, ẋc) =
N∑
i=1

αipi(w, ẋc) (3.2)

=
N∑
i=1

αiN (

[
w
ẋc

]
|
[
µiw
µiẋc

]
,

[
Σi
w Σi

wẋc

Σi
ẋcw Σi

ẋc

]
)

with
N∑
i=1

αi = 1 (3.3)

Since each component pi(w, ẋc) is Gaussian, its conditional probability distribution pi(ẋc|w)
is still Gaussian:

pi(ẋc|w) = N (ẋc|µiẋc|w,Σ
i
ẋc|w) (3.4)

The overall conditional probability p(ẋc|w) can be constructed as the sum of each pi(ẋc|w),
with a weight which indicates the probability of w belonging to each Gaussian component

p(ẋc|w) =
N∑
i=1

αiN (w|µiw,Σi
w)∑N

j=1 α
jN (w|µjw,Σj

w)
pi(ẋc|w) (3.5)

The admittance block is designed such that given an input wrench w, it will generate
an output corrective velocity ẋ∗c that maximizes p(ẋc|w). ẋ∗c could be calculated from (3.6)
directly. Since it is an explicit function, the computation load is low and this control policy
can be implemented in real time.

ẋ∗c = arg max
ẋc

p(ẋc|w)

=
N∑
i=1

αiN (w|µiw,Σi
w)∑N

j=1 α
jN (w|µjw,Σj

w)
µiẋc|w

=
N∑
i=1

αiN (w|µiw,Σi
w)∑N

j=1 α
jN (w|µjw,Σj

w)

[
µiẋc + Σi

ẋcw(Σi
w)−1(w − µiw)

]
(3.6)

In GMR, The Gaussian parameters (µi,Σi, αi) can be estimated iteratively by E-M al-
gorithm [10] from the human demonstration data (w, ẋc). Note that since the performance
of parameter identification is sensitive to the initialization, the K-means clustering [40] is
applied first on the dataset to get a good initialization. Specifically, (w, ẋc) is clustered into
N groups according to the Euclidean distance, and then each group is treated as an initial
Gaussian component and the respective parameters (µi,Σi, αi) are calculated.
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GMR Admittance Block

Figure 3.6: Interpretation of GMR in mechanics point of view. The admittance block formu-
lated by GMR consist of N linear dampers with admittance Ai respectively. Each damper
has a nonlinear weight hi(w) denoting its contribution to the whole block. The output of
the admittance block is generated by the summation of the N dampers’ outputs as well as
a general preload velocity µ̄ẋ.

Interpreting GMR with mechanics point of view

The probability form of GMR as (3.6) does not provide insight to the dynamic feature of
the admittance system [50]. In this section, we rewrite (3.6) to formulate it like a dynamic
system. To simplify the notation, we define:

hi(w) =
αiN (w|µiw,Σi

w)∑N
j=1 α

jN (w|µjw,Σj
w)

(3.7)

Ai = Σi
ẋcw(Σi

w)−1 (3.8)

where hi(w) ∈ [0, 1] is a scalar function of w, and Ai ∈ R6×6 is a constant square matrix.
Substituting (3.7) and (3.8) into (3.6), we have

ẋc =
N∑
i=1

hi(w)
[
µiẋc + Ai(w − µiw)

]
(3.9)

Equation (3.9) has the following physical interpretation: the dynamic admittance block
consists of the weighted sum of N linear dampers. Each damper has linear admittance Ai

and a preloaded velocity µiẋc − A
iµiw (both are determined by human demonstration data).

Equation (3.8) reveals the relation between the admittance Ai and the covariance of Gaussian
distribution. The nonlinear weight hi(w) denotes the contribution of each damper to the
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Figure 3.7: Force control block diagram with GMR admittance module.

whole block. Note that the weight is dynamic and dependent on the value of measured
wrench during test. If combining multiple dampers into a single nonlinear one, then we can
define

Ā =
N∑
i=1

hi(w)Ai (3.10)

µ̄ẋ =
N∑
i=1

hi(w)(µiẋc − A
iµiw) (3.11)

and ẋc can be described as

ẋc = Āw + µ̄ẋ (3.12)

where Ā is the general admittance of the block, and µ̄ẋ is the general preload corrective
velocity.

To conclude, the structure of GMR has an inherent similarity with physical admittance
systems. It can be interpreted as a nonlinear combination of multiple dampers with different
linear admittances and nonlinear weights (see Fig. 3.6). This explicit interpretation of this
model-free approach also provides insights to analyze the system’s stability.

Stability condition of the closed-loop system

The learned dynamic admittance block is embedded in the robotic force controller as shown
in Fig. 3.7. Since the feedback loop is modified, the system’s closed-loop stability will be
influenced. For industrial applications, it is a critical issue to guarantee the stability of the
overall system. This subsection will analyze the stability conditions of the proposed learning
method based on Lyapunov theories [103].
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Theorem 1 Consider a closed-loop robot control system (Fig. 3.7) consisting of a manip-
ulator with classic dynamics, an inner-loop velocity controller τv = KP (ẋc − ẋ) − KIx, a
learned dynamic admittance block ẋc =

∑N
i=1 h

i(we)
[
µiẋc + Ai(we − µiw)

]
, a gravity compen-

sator, and damped environment w = Kdẋ. The closed-loop system is asymptotically stable
at (x, ẋ) = 0 if:

KP � 0 (3.13)

KI � 0 (3.14)

µ̄ẋ = 0 (3.15)

KPA
iKd � 0 ∀i = 1, 2, · · · , N (3.16)

Proof 1 First define a candidate Lyapunov function

V =
1

2
xTKIx+

1

2
ẋTMx(x)ẋ (3.17)

where ẋ is the velocity of the robot end-effector and Mx(x) is the robot inertia matrix in
Cartesian space. Since KI � 0 and Mx(x) � 0, thus V > 0. Take derivative of (3.17) and
obtain

V̇ = ẋTKIx+
1

2
ẋTṀx(x, ẋ)ẋ+ ẋTMx(x)ẍ (3.18)

In Cartesian space, take the robot dynamic equation

Mx(x)ẍ+ Cx(x, ẋ)ẋ+Gx(x) = τx (3.19)

where Cx(x, ẋ) is the Coriolis matrix, Gx(x) is the gravity term, and τx is the control input.
Ṁx(x, ẋ)− 2Cx(x, ẋ) keeps the property of skew-symmetry as in the joint space, thus

ẋT
[
Ṁx(x, ẋ)− 2Cx(x, ẋ)

]
ẋ = 0 ∀ẋ (3.20)

Substitute (3.19) and (3.20) into (3.18) to get

V̇ = ẋTKIx+
1

2
ẋTṀx(x, ẋ)ẋ+ ẋT [τx − Cx(x, ẋ)ẋ−Gx(x)]

= ẋTKIx+
1

2
ẋT
[
Ṁx(x, ẋ)− 2Cx(x, ẋ)

]
ẋ+ ẋT [τx −Gx(x)]

= ẋT [τx −Gx(x) +KIx] (3.21)

For the Cartesian space control law,

τx = τv +Gx(x)

= KP [ẋc − ẋ]−KIx+Gx(x)

= KP{
N∑
i=1

hi(we)
[
µiẋc + Ai(we − µiw)

]
− ẋ} −KIx+Gx(x)

= KP

[
N∑
i=1

hi(we)A
iwe + µ̄ẋ − ẋ

]
−KIx+Gx(x) (3.22)
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The desired contact wrench wd is zero, therefore we = wd −Kdẋ = −Kdẋ. Also from the
stability condition, µ̄ẋ = 0. Substitute the relation into (3.22) to obtain

τx = −KP

[
N∑
i=1

hi(we)A
iKd + I

]
ẋ−KIx+Gx(x) (3.23)

Substituting (3.23) into (3.21), we obtain

V̇ = −ẋT
[

N∑
i=1

hi(we)KPA
iKd +KP

]
ẋ (3.24)

Since KP � 0, KPA
iKd � 0 and hi(we) ∈ [0, 1], the superposition [

∑N
i=1 h

i(we)KPA
iKd+

KP ] should also be positive semi-definite. Therefore V̇ ≤ 0, and the closed-loop system is
Lyapunov stable at (x, ẋ) = 0. By further applying LaSalle’s Invariance Principle on this
autonomous system, it is found that the largest invariant set contains the only equilibrium
point (x, ẋ) = 0. Finally, we can conclude that the closed-loop system is asymptotically stable
at (x, ẋ) = 0.

End of proof.

Note that the theorem only gives a sufficient condition for closed-loop stability, and
the assumptions in the theorem are conservative. Assumption 3.16 is non-trivial to achieve.
However, if Kd is known, we can manually choose KP = KT

d to satisfy it, which can be proved
by Cholesky decomposition. Another assumption is that the environment only contains
damping terms. In the future work, it is desired to relax these assumptions so as to be
feasible for more general scenarios.

3.4 Experimental Study

To demonstrate the performance of the learned skill for compliant assembly, a series of exper-
iments were performed on industrial robot FANUC LR Mate 200iD/7L. The experimental
video can be found in [104].

The testbed is shown in Fig. 3.8. The peg and hole are both machined from Aluminium
6061-T6, with a peg diameter of 0.999in (25.370mm), a hole diameter of 1.000in (25.400mm)
and 1.0mm chamfers. The assembly tolerance is industrial standard H7h7. At the top of the
peg, there are slots to fit the robot’s parallel gripper, which ensures the peg to be grasped
firmly by the robot.

To collect the human demonstration data, the HDD device (see Fig. 3.9) is designed.
The ATI-Mini45 F/T sensor [5] is embedded between peg and handle bar to collect the
wrench information that human perceives during demonstration. The PhaseSpace motion
capture system [46] with five active makers on HDD records the corrective velocity that
human applies on the peg.
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Figure 3.8: Peg-hole-insertion testbed. The diameters of peg and hole are 25.370mm and
25.400mm respectively, with 0.030mm clearance (H7h7 tolerance). The model of industrial
robot is FANUC LRMate-200iD.

Hole
Peg

F/T 
Sensor

Marker

Motion Capture
Camera

Figure 3.9: Human demonstration device (HDD) for data acquisition. ATI Mini45 F/T
sensor collects the wrench information during assembly. PhaseSpace motion capture system
records the corrective velocity that human applies on the peg.

As shown in Fig. 3.10, during the human demonstration phase, human demonstrates
insertions 50 times from random initial poses. The wrench w and corrective velocity ẋc
are recorded with sampling frequency 1kHz and 960Hz respectively. The two data sets with
different frequencies are then synchronized by linear interpolation and smoothed by a moving
average filter.
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Figure 3.10: Human demonstrates the insertion procedure.
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Figure 3.11: Prediction performance of GMR on test data.

In assembly tasks, the rotational velocity around peg axis is usually fixed to be zero (ωz =
0), and the translational velocity along peg axis is defined manually as task requirement.
Here, vz = max{0, 0.01(1 − Fz/20)}. So insertion is at a 0.01m/s feeding speed along the
peg axis if there is no resistance force Fz, and slows down linearly when Fz increases. If
Fz ≥ 20N , the robot will stop feeding. The velocity command for other four dimensions
[vx, vy, ωx, ωy] is calculated by the GMR admittance block.

For training the admittance block, fifteen Gaussian components (N = 15) are used in the
GMR model. The Gaussian parameters are initialized by K-means clustering and iteratively
optimized by E-M algorithm. Fig. 3.11 shows the GMR’s performance on test data. For the
same wrench input, the red dashed line is the corrective velocity applied by the human, and
the blue solid line is the GMR output. The average estimation error is 0.213mm/s, with
standard variation 2.2mm/s.

It is the residue misalignment between the peg and hole that makes the insertion task
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Figure 3.12: Process of robot autonomous insertion with initial orientation misalignment.

Table 3.1: Experimental results of insertion under four initial conditions. (a) Small posi-
tion misalignment, and small orientation misalignment. (b) Large position misalignment,
and small orientation misalignment. (c) Small position misalignment, and large orientation
misalignment. (d) Large position misalignment, and large orientation misalignment.

Success Rates Avg. Cycle Avg. Contact Avg. Contact
(%) Time (s) Force (N) Torque (N.m)

(a) 100.0 2.2 1.87 0.023
(b) 100.0 2.3 2.03 0.025
(c) 96.0 2.8 1.91 0.032
(d) 96.0 2.8 2.21 0.030

difficult. Therefore in the experiment, we introduce an initial misalignment on purpose
to test the proposed learning method. The robot performs autonomous insertions in the
following four groups with different misalignment conditions.

(a) Small position misalignment (±1mm), and small orientation misalignment (±1◦).

(b) Large position misalignment (±2mm), and small orientation misalignment (±1◦).

(c) Small position misalignment (±1mm), and large orientation misalignment (±3◦).

(d) Large position misalignment (±2mm), and large orientation misalignment (±3◦).

There are 25 trails in each group and the insertion depth is 20mm in each trial. The
process of the robot autonomous insertion is illustrated in Fig. 3.12. This trial of insertion
starts with a large orientation error. The robot succeeds to correct the orientation by the
trained state-varying admittance block. Table 3.1 shows the experimental results under the
four specified conditions. The success rates are all over 96%, which indicates the robot force
control could generate proper commands to adjust the peg’s pose during insertion. The best
performance is achieved (100% success rate) when there is small orientation misalignment.
The success rate drops to 96% for large orientation misalignment. This indicates that the
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Figure 3.13: Force plot during one trial of peg-hole-insertion.
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Figure 3.14: Torque plot during one trial of peg-hole-insertion.

proposed learning method is relatively non-sensitive to position misalignment, but more
sensitive to orientation misalignment.

Fig. 3.13 and Fig. 3.14 show the force and torque plots during one trial of insertion.
Contacting happens at 0.25s, and large force and torque occur during contact with peak
force 5.71N and peak torque 0.085Nm. The force controller then takes action and regulates
both force and torque towards zero. The residual force error is less than 0.41N and residual
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torque is less than 0.006Nm. Total insertion time is 2.43s.
To conclude, the proposed data-driven method is suitable for non-backdrivable indus-

trial robots and performs well on peg-hole-insertion tasks with industrial tolerance standard
(H7h7). Traditional force control methods, if well tuned, can also regulate the contact wrench
very well and achieve high success rate. However, the major advantage of our method is to
eliminate the gain tuning process on the robot. The admittance gains in the force controller
are directly learned from human demonstration data. The demonstration process is safe,
efficient and intuitive. Moreover, since there is no tuning process, this method does not
require high skills or expertise on the robot operator.

3.5 Chapter Summary

In this chapter, a model-free approach is introduced to learn a compliant motion skill for
robotic assembly. Instead of manually tuning the linear admittance gain in model-based
force controllers, this work utilizes Gaussian mixture regression (GMR) to learn the dynamic
admittance directly from human demonstration data. A human demonstration device (HDD)
is designed to collect the wrench and corrective velocity information during demonstration.
To improve the data quality, which is critical for model-free approaches, the procedures
for data acquisition and preprocessing are illustrated in detail. The efficiency, physical
interpretation and stability conditions of the GMR admittance module are also analyzed. A
series of assembly experiments performed on a FANUC industrial manipulator and a H7h7
tolerance testbed demonstrate the effectiveness of the proposed learning framework.
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Chapter 4

A New Approach for Teaching
Robots: Analogy Learning

4.1 Introduction

Model-based learning (Chapter 2) and model-free learning (Chapter 3) are both powerful
approaches for teaching robots novel skills. Generally, they follow the same pipeline as shown
in Fig. 1.3. During the training stage, the desired control policy is either constructed by
modelling or regressed from training data, which tries to capture the system’s causality and
represent how the system progresses. The achieved policy is supposed to be universal and
applicable. Therefore, it is applied during the test stage, i.e., new actions will be generated
according to the test states and the trained control policy. This pipeline has been inherently
or implicitly utilized in most of robot learning methods and achieved great success.

However, for some complicated tasks, neither sophisticated models nor a large amount of
training data can be easily obtained for training the control policy. Under this background,
this chapter will propose a novel pipeline for robot learning, named analogy learning, which is
both model-free and data-efficient. This new pipeline focuses on finding correlation, instead
of deriving causality. It focuses on finding a transformation between the training and test
scenarios, instead of formulating a control policy to relate the training states and training
actions. The concept of analogy learning will be introduced in detail in Section 4.2. Sec-
tion 4.3 compares the analogy learning with traditional learning approaches to illustrate its
advantages. A robust non-rigid registration method, structure preserved registration (SPR)
is introduced in Section 4.4 for implementing analogy learning. Section 4.6 provides sum-
maries and discussions. The applications of analogy learning on learning new robotic skills
will also be introduced in the following chapters, including versatile grasping (Chapter 5),
deformable object tracking (Chapter 6), deformable object manipulation (Chapter 6) and
motion planning (Chapter 7).



CHAPTER 4. A NEW APPROACH FOR TEACHING ROBOTS: ANALOGY
LEARNING 39

4.2 Concept of Analogy Learning

Analogy is a cognitive process of transferring information from a particular subject (the
training scenario) to another (the test scenario). It is a powerful mechanism for exploiting
past experience in planning and problem solving [19].

In general, there are two major stages in a complete analogy pipeline (Fig. 1.4). First is
the reminding stage, where the past scenarios are reminded and compared with the current
problem, and the one bearing strong similarity will be identified. Second is the transferring
stage, where a transformation process is deployed to retrieve actions that are appropriate
for the previous similar scenarios to solve the current problem. Some adaptation is required
to update the transformed action to meet the new demands for the current situation.

Analogy is a critical inference method in human cognition. Some robotic researches
have implicitly utilized this idea for specific manipulation tasks, such as rope knotting [98].
Unfortunately, analogy learning as a methodology is still under-explored, and has not been
broadly applied for learning various skills for robots.

Take robotic grasping as an example. The objective is to find a proper pose of the robot
gripper to firmly grasp a specific object. There are already numerous methods developed for
robotic grasping. Some methods developed grasping models based on quantitative analysis,
such as force closure [86, 92] and form closure [73, 72]. Some methods follow a model-free
approach assuming that a grasp policy can be learned from thousand or even million times
of trial and error [61, 91, 76]. However, when human beings grasp objects, neither we need
the complicated mathematical model for analysis, nor we require million times of learning
iterations. There must be some mechanisms involved that enable humans to grasp objects
robustly and intuitively with only limited training samples provided. Analogy leaning might
be one of the hidden mechanisms. For example, when grasping a cup, humans might figure
out that the handle is a good location for a robust grasp. In future scenarios where various
kinds of cups are given, humans can transfer this experience and regard the handles as good
candidates for grasping. There is no physical model involved in the procedure, and only one
training sample is required.

Another example is path planning. The robot needs to plan a path connecting the start
configuration towards the target configuration without colliding with obstacles. There are
model-based approaches (optimization [95, 99], sampling [58, 49]) and model-free approaches
(neural network [117, 118], reinforcement learning [54, 53]) for constructing a path planner.
However, when human beings are planning paths, we do not need to initialize with an
infeasible path and then use resampling or gradient-descent to gradually avoid collision. We
neither have to collect much training data and run into obstacles thousands of times before
achieving a satisfying policy. Analogy learning might play an important role for humans
to plan paths efficiently and intuitively, without sophisticated models or large numbers of
trails. As Fig. 4.1 shows, humans can transfer our previous successful experience across
scenarios so as to plan new paths. In Fig. 4.1(a) and Fig. 4.1(b), the obstacle shapes are
different. Instead of regarding the two scenarios independently and solve separately, we can
find a spacial transformation from scenario A to scenario B, and transfer the path in A to
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transfer

(a) Scenario A (b) Scenario B

Figure 4.1: Path planning with analogy learning. Grey blocks are obstacles, and blue lines are
planned paths. The obstacle shapes are different in two scenarios. A spatial transformation
function between the two obstacles can be found and applied to transfer the path for A to
get a feasible path for B.

immediately get a new feasible path in B. During this procedure, no sophisticated model
is involved besides a simple spatial transformation. Moreover, only one training sample
(scenario A) is required, and can be transferred to various scenarios which contain a single
closed obstacle.

Fig. 4.2 shows the general procedures for applying analogy learning to robots. A training
database (xi, ui) which includes pairs of training states and corresponding actions, is given
in advance as past experience. At test stage, the system arrives at a new state x′. Analogy
learning will remind the most similar scenario (x∗, u∗) in the database by calculating the
similarity between the current scenario and past scenarios. A transformation function will
be constructed to register x∗ and x′. The same function is then utilized to transform the
action u∗ from the past scenario to get a new one u′, which is feasible for the current
scenario x′. If the similarity between x∗ and x′ is smaller than a threshold, which indicates
that the most similar scenario in the past is still not similar enough with the current state,
the transformation procedure will not be implemented since the base for analogy does not
exist. Instead, human demonstration or traditional approaches will be utilized to provide
the corresponding action u′. The demonstrated data sample (x′, u′) will then be augmented
into the database. Since the database (experience) is growing, if the system runs into the
similar scenario x′ in the future, the analogy-based transformation can be executed without
the need of additional demonstration.

4.3 Advantages of Analogy Learning

Analogy learning is an intuitive methodology since human beings utilize this mechanism
inherently in our daily lives. Besides the intuitiveness, applying this approach to robots
have many other benefits including efficiency in learning, robustness to noise and guaranteed
collision-free property.
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Find transformation between x* and x’
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Figure 4.2: Procedures in analogy learning.

Learn from SMALL data

Because of the difficulty in modelling, many methods recently focus on data-driven ap-
proaches to regress a control policy for robots from data measurement, such as end-to-end
learning [63]. Usually these methods require a tremendous amount of data for training be-
fore achieving a satisfying result at test. A new phrase, learning from Big Data, is created
for describing this new trend [74]. However, accompanying with the rise of learning from
Big Data, vast concerns also alarm that why so much data is required. On the one hand,
data is not cheap to collect for physical robots, especially industrial manipulators. One
may claim to use simulators to virtually simulate a robot. It is true that in a simulation
platform, the virtual time can be accelerated arbitrarily to collect more data within the
same period. Trial-and-error is also acceptable since simply restarting the program and the
electronic world will recover from failures. Unfortunately, creating a sufficiently accurate
simulator for physical robots is still a challenging and unsolved problem. As small errors
due to the under-modelling accumulate, the simulated robot can quickly diverge from the
real-world system. Therefore, reliable data for robot learning still comes from experiments
instead of simulations at the current stage. As a result, the data collection process is very
expensive. On the other hand, learning from big data is not the straightforward mechanism
that human beings are taking. Just the opposite, humans learn from small data: only a
few samples are enough for humans to learn a skill and to generalize to many other similar
situations. It is noticeable that many state-of-the-art methods do succeed in reconstructing
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the human brain’s structure, such as by deep neural networks, but one of the human brain’s
most remarkable features, learning from small data, is regrettably lost.

Why are the current learning methods data hungry? Why can human beings learn from
limited data? How to let robots to learn from small data? These fundamental questions have
not been answered in robotics society. In this section, we will try to tackle these problems
from the perspective of analogy learning.

In the author’s opinion, finding a control policy is trying to figure out a causality, which
is universal and generalizable. Causality explains the nature of a system and relates the
system states with proper actions. If the causality itself is simple, we can easily construct
a model to describe it. If the causality is complex and beyond our ability of modelling, we
use model-free approaches to approximate it by high dimensional functions. Whereas it is
because the causality is complex and the parametric function is in high dimensional, this
approximation inevitably requires big data. If we insist on finding a clear causality using
the current approximation methodology, finally we will drop to the dilemma of requiring big
data for training.

However, it is not always necessary to require a clear causality to solve a problem. Hu-
mans can grasp objects much better than robots without understanding force-closure. Hu-
mans can plan paths much robustly without understanding space sampling or optimization.
Many times, we finish tasks without understanding the physical principles behind. We can-
not explain the causality that why we take this specific action. Instead, we just intuitively
transfer the previous successful experience and apply to the current scenarios, so called anal-
ogy learning. The core concept of analogy learning is to find the correlation between past
scenarios and current situations, instead of the causality between states and actions. It is
transferring knowledge, instead of explaining knowledge itself. Its objective is to finish a
task by exploiting the past problem-solving actions, instead of explaining how the system
works in a fundamental way.

Many state-of-the-art robot learning methods are trying to find the causality, the proce-
dure for which is data hungry. Our proposed analogy learning approach learns from small
data, since it does not seek for the causality. In an extreme case, only one training sample
is enough for knowledge transfer. Chapter 5, 6, 7 will show the implementations to teach
robots complex skills with limited amount of training samples.

Robustness to input noise

For traditional learning methods, the control policy is learned during training stage and
applied to test stage. However, many of them do not have an inherent functionality to
distinguish the input relevance. Take path planning as an example. As shown in Fig. 4.3,
a collision-free path planner is trained by learning methods with training dataset. At test
stage, the test scenario might not be related to the training scenarios at all, but the trained
control policy will still generate a corresponding output and execute it to the system, which
is meaningless and might be dangerous to the robot operation.
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Figure 4.3: Many learning methods do not distinguish the input relevance. (a) At training
stage, a collision-free path planner is trained by learning methods with training dataset. (b)
At test stage, though the test input is not related to the problem at all, the trained control
policy cannot distinguish this noise and will still generate a corresponding output to the
system.

As a contrast, the analogy learning approach is robust to this input noise. As shown in
Fig. 4.2, the reminding stage in analogy learning will first check the similarity between the
current input and the training inputs. Following transferring operation will not be executed
unless the scenario similarity is large enough. This self-awareness of what can be handled
and what cannot brings additional robustness to the system.

Guaranteed collision-free property

Because of the black-box nature in many model-free approaches, the stability and robustness
of the system is non-trivial to analyze, which introduces potential risks on system safety. As
shown in Fig. 4.4, the trained path planner might work well for training data, but could fail
and generate infeasible paths for test scenarios.

In contrast, the proposed analogy learning approach can provide a guaranteed collision-
free property for robotic motion planning tasks. As illustrated in Fig. 4.1, during the path
transformation procedure, if the original path is collision-free, it can be proved that the trans-
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Figure 4.4: Many learned path planners do not guarantee collision-free property. (a) At
training stage, a path planner is trained by learning methods with training dataset. (b) At
test stage, a new path is generated given new obstacles. However, the collision avoidance is
not guaranteed.

formed path is also collision-free. This property is desired especially in those safety-critical
scenarios, such as autonomous driving and industrial manipulation. The mathematical proof
is provided as follows.

Theorem 2 Given an obstacle (closed set O ∈ Rn), a collision-free path (closed set P ∈ Rn),
and a homeomorphism (bicontinuous) mapping function (f : Rn → Rn), the transformed path
f(P ) must be collision-free with respect to the transformed obstacle f(O).

Proof 2 Since the source obstacle and source path are collision-free, we have O ∩ P = ∅.
Assume that the transformed path collides with the transformed obstacle, i.e., f(O)∩f(P ) 6=
∅ , then there exists an intersection point x ∈ f(P ) ∩ f(O) 6= ∅. The inverse transform
of the intersection point is x′ = f−1(x) 6= ∅. However, x′ ∈ P ∩ O = ∅. Contradiction.
Therefore, we must have f(O) ∩ f(P ) = ∅, i.e., the transformed path does not collide with
the transformed obstacle.

End of proof.
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Figure 4.5: Illustration of SPR registration. The source point set (blue circle) is registered
towards the target point set (red start) by a smooth transformation.

4.4 Structure Preserved Registration for Analogy

Learning

To implement analogy learning, we need to find a mapping between scenarios, such that:
(1) the similarity between current scenario and training scenarios can be quantitatively
calculated; (2) a transformation function can be constructed such that actions in the past
scenario can be transferred.

To satisfy these requirements, structure preserved registration (SPR), a non-rigid reg-
istration method to register two point sets non-rigidly, is developed in this dissertation.
The general idea is to regard the robot training and test scenarios as two point sets. The
point correspondence between two sets will be calculated based on a Gaussian mixture prob-
ability model. A smooth transformation function will also be formulated to register the
corresponding points. This SPR method is shown to be more effective and robustness than
other state-of-the-art non-rigid registration methods, such as TPS-RPM [22], CPD [82] and
GLTP [36]. SPR will be utilized in the following chapters to implement the analogy learning
approach on robotic grasping, tracking, manipulation and planning.

Node Registration with Gaussian Mixture Model

Assume there are two sets of point clouds, source point set X = {x1, x2, . . . , xN} ∈ RN×D

and target point set Y = {y1, y2, . . . , yM} ∈ RM×D to represent two environment. N and M
are the point numbers in X and Y respectively. D is the point dimension. The objective of
SPR is to find a smooth transformation function T : RD → RD to map X to a new position
X̄ = {x̄1, x̄2, . . . , x̄N} ∈ RN×D, such that X̄ is well aligned with Y .

Fig. 4.5 provides an example of SPR registration. The blue source point set is registered
towards the red target point set by a smooth transformation. The point set might contain
outliers or exclude partial points.
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For measuring the alignment level between transformed source set X̄ and target set Y , a
Gaussian mixture model is constructed, where the transformed points in X̄ are regarded as
the centroids of multiple Gaussians, and points in Y are random samples from the Gaussian
mixtures.

Assume that each Gaussian has equal membership probability 1
N

and consistent isotropic
covariance σ2I. The probability of point ym sampled from the Gaussian mixtures can be
calculated by:

p(ym) =
N∑
n=1

1

N
N (ym; x̄n, σ

2I)

=
N∑
n=1

1

N

1

(2πσ2)D/2
exp(−‖ym − x̄n‖

2

2σ2
) (4.1)

In practice, however, the point set might be noisy and contain outliers. An additional
uniform distribution is therefore added to the mixture model to account for noise and outliers.
The complete mixture model takes the form:

p(ym) =
N+1∑
n=1

p(n)p(ym|n) (4.2)

with

p(n) =

{
(1− µ) 1

N
, n = 1, . . . , N

µ, n = N + 1
(4.3)

p(ym|n) =

{
N (ym; x̄n, σ

2I), n = 1, . . . , N
1
M
, n = N + 1

(4.4)

where µ denotes the weight of the uniform distribution.
(x̄n, σ

2) parameterize the probability distribution and can be estimated by maximizing
the log-likelihood L of the observation:

L(x̄n, σ
2|Y ) = log

M∏
m=1

p(ym)

=
M∑
m=1

log

(
N+1∑
n=1

p(n)p(ym|n)

)
(4.5)

(x̄∗n, σ
2∗) = arg max

x̄n,σ2
L(x̄n, σ

2|Y ) (4.6)

However, it is non-trivial to solve for (x̄n, σ
2) by directly optimizing over the log-likelihood

function L , since there is a summation inside log(·) which makes convex optimization in-
feasible. A complete log-likelihood function Q is therefore constructed,

Q(x̄n, σ
2) =

M∑
m=1

N+1∑
n=1

p(n|ym) log (p(n)p(ym|n)) (4.7)
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It can be proved by Jensen’s inequality [56] that function Q is the lower bound of function
L. Therefore, increasing the value of Q will necessarily increase the value of L unless it
is already at the local optimum. Comparing the structure of Q to that of L, the inside
summation is moved to the front of log(·), which provides much convenience for the following
computation.

With the definition of complete log-likelihood function, the EM algorithm [27] which
runs expectation step (E-step) and maximization step (M-step) can be utilized to iteratively
estimate (x̄n, σ

2) by maximizing Q:
E-step

The expectation step calculates the posteriori probability distribution p(n|ym) with “old”
(x̄n, σ

2) from the last M-step:

p(n|ym) =
exp(−‖ym−x̄n‖

2

2σ2 )∑N
n=1 exp(−‖ym−x̄n‖2

2σ2 ) + (2πσ2)D/2µN
(1−µ)M

(4.8)

M-step
The maximization step plugs p(n|ym) into the complete log-likelihood function. Ignoring the
constants independent of (x̄n, σ

2), we get

Q = −
M∑
m=1

N∑
n=1

p(n|ym)
‖ym − x̄n‖2

2σ2
− NpD

2
log(σ2) (4.9)

where Np =
∑M

m=1

∑N
n=1 p(n|ym).

Take partial derivative of Q and make ∂Q
∂x̄n

= 0, ∂Q
∂σ2 = 0, then a new estimate of (x̄n, σ

2)
is achieved:

x̄n =

∑M
m=1 p(n|ym)ym∑M
m=1 p(n|ym)

(4.10)

σ2 =

∑M
m=1

∑N
n=1 p(n|ym)‖ym − x̄n‖2∑M

m=1

∑N
n=1 p(n|ym)D

(4.11)

The expectation step and maximization step will be taken alternately until the value of
Q is converged.

Regularization on Local Structure

Under the aforementioned registration framework, there are no inner constraints between
the Gaussian centroids. Each of the centroids will be inevitably registered to the point-rich
area to pursue a higher likelihood value (Fig. 4.6b). With respect to a physical object, in
contrast, there should exist an inherent topological structure that organizes all the nodes
and constraints their motions in sequences.
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Figure 4.6: Comparison of GMM and SPR on point registration. Blue dot is the point
cloud, and red circle is the estimated node position. (1) At time step t, GMM can align
X towards Y regardless of noise and outliers. (2) At time step t + 1, occlusion happens.
GMM fails to register points in occlusion area, and the registration on other area are also
seriously disturbed. (3) SPR still works under occlusion because the topological structure is
preserved.

Figure 4.7: Local topology captured by surrounding points.

For this reason, we introduced topological regularization on the transformation, which
considers both local and global topology maintenance during transferring X to X̄.

Fig. 4.7 shows the point xn and its neighbor points. The local structure around xn can
be characterized as the following weighted sum:

xn =
∑
i∈In

Sni · xi (4.12)

where In is the index of the K nearest points to xn, which can be found efficiently by K-
nearest neighbor (KNN, [90]) algorithm. Weight Sni captures the local structure between
xn and its surrounding point xi. When the point set X is deformed to the new set X̄, the
absolute point positions are changed. Their inner local structure Sni, however, are expected
to be maintained, i.e.:

x̄n ≈
∑
i∈In

Sni · x̄i (4.13)
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The optimal combination weights Sni can be achieved by solving the following constrained
least square problem:

min
Sni

‖xn −
∑
i∈In

Sni · xi‖2

s.t.
∑
i∈In

Sni = 1 (4.14)

Define a difference matrix Dn = [· · · , xi−xn, · · · ]i∈In ∈ RD×K , and denote the orthogonal
projection of one vector 1K ∈ RK on the null space of Dn as y0. The optimal solution S∗n
(vectorization of S∗ni) of (4.14) is:

S∗n =

{
y0

1T
Ky0

, if y0 6= 0
(DT

nDn)†1K

1T
K(DT

nDn)†1K
, else

(4.15)

Unfortunately, the problem of solving S∗n is not stable if DT
nDn is singular or nearly

singular, i.e., a small perturbation on the values of xi might result in large change in the
solution of S∗n. Therefore, the local structure is not captured well. From [119], if Dn has L
small singular values, there are L suboptimal weight vectors that are linearly independent
to each other, each of which partially describes the local structure around point xn. We can
integrate all the L suboptimal weights to characterize the local topology more completely.
Denote

S(l)
n = (1− α)S∗n + V H(:, l), l = 1, · · · , L (4.16)

where V is the right singular vector matrix of Dn corresponding to the L smallest singular
values, and α = 1√

L
‖V T1K‖. H is a Householder matrix given by H = I−2hhT with h ∈ RL

defined as:

h =

{
α1L−V T 1K

‖α1L−V T 1K‖
, if α1L − V T1K 6= 0

0 , else
(4.17)

It can be proved that ‖DnS
(l)
n ‖ ≤ ‖DnS

∗
n‖+σK−L+1(Dn) [119]. With these L suboptimal

weights, a regularization term for maintaining local topology can be designed as

ELocal =
N∑
n=1

L∑
l=1

‖
N∑
i=1

S
(l)
ni x̄i‖2 (4.18)

with S
(l)
ni = −1 if i = n, and S

(l)
ni = 0 if i 6∈ In. Note that the weight S

(l)
ni is calculated in X,

but the regularization is applied in X̄. It is desired that ELocal is as small as possible, which
indicates the local structure from X is maintained in X̄.
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Regularization on Global Topology

Besides the local structure which regularizes the relative motions between neighbor points,
the global topology which regularizes the displacements of the source point set from X to X̄
is also critical and needs consideration.

From the macroscopic view, X̄ can be assumed to be generated by X by a coherent
movement:

x̄n = T (xn) (4.19)

where T : RD → RD generates globally rigid transformation while also allows locally non-
rigid deformation. We would like to find a T as smooth as possible so as to transform
X to X̄ coherently. According to the regularization theory [37], the function smoothness

can be quantitatively measured by norm
∫
RD

|T (s)|2
G(s)

ds, where T (s) is the Fourier transform

of T . G(s) is symmetric and real with G(s) → 0 as s → ∞. This Fourier-domain norm
basically passes T by a high-pass filter, then measures its remaining power at high frequency.
Intuitively, the larger the norm, the more ‘oscillation’ T will exhibit, i.e., less smoothness.

Therefore, the regularization term for maintaining global topology can be defined as

EGlobal =

∫
RD

|T (s)|2

G(s)
ds (4.20)

A modified likelihood function Q̃ is achieved by involving the regularizations on both
local structure and global topology:

Q̃ = Q(x̄n, σ
2)− τ

2
ELocal −

λ

2
EGlobal

= Q
(
T (xn), σ2

)
− τ

2

N∑
n=1

L∑
l=1

‖
N∑
i=1

S
(l)
ni T (xi)‖2

− λ

2

∫
RD

|T (s)|2

G(s)
ds (4.21)

Compared to (4.9), the new likelihood function is parameterized by (T , σ2), instead of
(x̄n, σ

2). τ ∈ R+ and λ ∈ R+ are trade-off weights which balance the data fitting accuracy
(from X̄ to Y ), the local structure maintenance and the global transformation smoothness
(from X to X̄). The negative signs before τ and λ indicate a similar local structure and a
smoother global transformation is preferred.

Closed-form Solution for Transformation Function

The optimal transformation T can be found by maximizing the modified likelihood function
Q̃. In order to implement analogy learning efficiently, it is critical to perform the aforemen-
tioned structure preserved registration as fast as possible. This subsection will prove the
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existence of the closed-form solution for SPR, which enables the registration running in a
high frequency.

Theorem 3 The maximizer T ∗ of the modified likelihood function (4.21) has the following
Radial Basis Function (RGF) form:

T (z) =
N∑
n=1

wng(z − xn) (4.22)

where kernel g(·) is the inverse Fourier transform of G(s), and wn ∈ RD is the kernel weight.

Proof 3 The transformation function T (·) can be represented by its inverse Fourier trans-
form:

T (x) =

∫
RD

T (s)e2πi<x,s>ds (4.23)

Substitute (4.23) to (4.21), and take derivative of Q̃ over T (s):

δQ̃

δT (s)
=

M∑
m=1

N∑
n=1

pnm
1

σ2
[ym − T (xn)]

δT (xn)

δT (s)

− λ

2

∫
RD

δ

δT (s)

|T (s)|2

G(s)

− τ

2

N∑
n=1

L∑
l=1

δ

δT (s)
‖

N∑
i=1

S
(l)
ni T (xi)‖2

=
M∑
m=1

N∑
n=1

pnm
1

σ2
[ym − T (xn)]e2πi<xn,s>

− λT (−s)
G(s)

− τ
N∑
n=1

L∑
l=1

N∑
i=1

N∑
j=1

S
(l)
ni S

(l)
njT (xi)e

2πi<xj ,s> (4.24)

Set δQ̃
δT (s)

= 0 and define two variables:

an =
M∑
m=1

pnm
1

σ2
[ym − T (xn)] (4.25)

bn = −τ
L∑
l=1

N∑
j=1

N∑
i=1

S
(l)
ji S

(l)
jnT (xi) (4.26)
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The optimal T ∗(s) can be formulated as

T ∗(s) = g̃(−s)
N∑
n=1

an + bn
λ

e−2πi<xn,s> (4.27)

Take inverse Fourier transform of T ∗(s) to get T ∗(x):

T ∗(x) = g(x) ∗
N∑
n=1

an + bn
λ

δ(x− xn)

=
N∑
n=1

wng(x− xn) (4.28)

End of proof.
In general, kernel g(·) can take any formulation as long as it is symmetric, positive

definite, and G(s) behaves like a low-pass filter. For simplicity, a Gaussian kernel g(·) is

chosen, with g(z − xn) = exp(−‖z−xn‖
2

2β2 ). β ∈ R+ is a manually tuned parameter which
controls the rigidity of function T , where large β corresponds to rigid transformation, while
small β produces more locally deformation.

Theorem 4 The modified likelihood function (4.21) is equivalent to:

Q̃ =− 1

2σ2
Tr(Y Td(P T1)Y ) +

1

σ2
Tr(WTGPY )

− 1

2σ2
Tr(WTGd(P1)GW)− NpD

2
log(σ2)

− λ

2
Tr(WTGW)− τ

2
Tr(WTGTΦGW) (4.29)

where G ∈ RN×N is a symmetric positive Gramian matrix with element Gij = g(xi − xt−1
j )

and W = [w1, . . . , wN ]T ∈ RN×D is the vectorization of kernel weights in (4.22). P ∈ RN×M

is the correspondence matrix with Pnm = p(n|ym). 1 is a column vector with all ones.
Φ =

∑L
l=1[S(l)TS(l)]. d(·) is the diagonalization operation.

Proof 4 In the modified likelihood (4.21), there are three major terms: the original likelihood
term, the local topology regularization term and the global topology regularization term. We
will transform each term to get the formulation in (4.29).
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First, the original likelihood term. From (4.9),

Q(T (xn), σ2) +
NpD

2
log(σ2)

= −
M∑
m=1

N∑
n=1

p(n|ym)
‖ym − T (xn)‖2

2σ2

= −
M∑
m=1

N∑
n=1

p(n|ym)
‖yTm −G(n, ·)TW‖2

2σ2

= − 1

2σ2

M∑
m=1

N∑
n=1

p(n|ym)[yTmym +G(n, ·)TWW TG(n, ·)− 2G(n, ·)TWym]

= − 1

2σ2
{Tr[Y Td(P T1)Y ] + Tr[W TGd(P1)GW ]− 2Tr(W TGPY )} (4.30)

Second, the global topology term:

EGlobal =

∫
RD

|T (s)|2

G(s)
ds

=

∫
RD

T T (−s)T (s)

G(s)
ds

=

∫
RD

1

G(s)
· [G(−s)

N∑
n=1

wTn e
+2πi<xn,s>] · [G(s)

N∑
n=1

wne
−2πi<xn,s>]ds

=

∫
RD

G(s)
N∑
i=1

N∑
j=1

wTi wje
+2πi<xj−xi,s>ds

=
N∑
i=1

N∑
j=1

g(xi − xj)wTi wj

= Tr
N∑
i=1

N∑
j=1

wjGijw
T
i

= Tr(W TGW ) (4.31)
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Third, the local topology term:

ELocal =
N∑
n=1

L∑
l=1

‖
N∑
i=1

S
(l)
ni x

t
i‖2

=
N∑
n=1

L∑
l=1

Tr[
N∑
i=1

S
(l)
ni x

T
i

N∑
j=1

S
(l)
njxj]

=
N∑
n=1

L∑
l=1

Tr[XTS(l)(n, ·)TS(l)(n, ·)X]

=
L∑
l=1

Tr[XTS(l)TS(l)X]

= Tr{XT

L∑
l=1

[S(l)TS(l)]X}

= Tr{W TGTΦGW} (4.32)

with

Φ =
L∑
l=1

[S(l)TS(l)] (4.33)

Combine the above three derivations together, then we can get the formulation as listed
in (4.29).

End of proof.
With the linear formulation of (4.29), the optimal W and σ2 can be calculated by taking

∂Q
∂W

= 0 and ∂Q
∂σ2 = 0:

W = [d(P1)G + λσ2I + τσ2ΦG)]−1PY (4.34)

σ2 =
1

NpD
{Tr(Y Td(P T1)Y )− 2Tr(W TGPY )

+ Tr(WTGd(P1)GW)} (4.35)

EM algorithm can also be performed to estimate the parameters iteratively. In E-Step,
the posteriori probability distribution P is calculated using the estimated (W, σ2) from the
last M-step. In M-Step, a new estimate of (W, σ2) is updated by executing the closed-form
solution (4.34) and (4.35).

After Q̃ is converged, the state estimation at time step t can be updated as:

X̄ = T (X) = G(X)W (4.36)

As shown in Fig. 4.6(c), because the topological structure is successfully preserved, the
new transformation with SPR is able to produce a reasonable registration under occlusions.
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Implementation Acceleration

The above registration process requires multiple matrix operations, which might be slow
especially when the point number N increases and the state dimension D augments. To
accelerate the registration, both fast Gaussian transform (FGT) and low rank approximation
will be introduced to reduce the computational complexity.

In the M-step in the EM updates, (4.34) and (4.35) involve the matrix-vector products
P1, P T1 and matrix-matrix products P TY , where P is a variation of Gaussian affinity ma-
trix. Normal production approach takes O(MN) operations, while with FGT acceleration,
the complexity drops to linear O(M + N). The basic idea is to expand the Gaussians in
terms of truncated Hermit expansion for fast computation of the sum of exponentials. More
details of the FGT implementation can be found in [38] and [82].

Another bottleneck in our algorithm is the operation of matrix inversion. In (4.34), the
matrix [d(P1)G+λσ2I+τσ2ΦG)] with dimension N×N has to be inverted with complexity
O(N3). A trick of low rank approximation can be applied here to decrease the complexity.
First, calculate the eigenvalues and eigenvectors of G and approximate it by G ≈ MΛMT ,

with Λ ∈ R
3√N× 3√N the diagonal matrix with first 3

√
N largest eigenvalues, and M ∈ RN× 3√N

the corresponding eigenvectors. Using Woodbury identity, we get

(AMΛMT + λσ2I)−1

=
1

λσ2
[I− AM(Λ−1 +

1

λσ2
MTAM)−1MT ] (4.37)

where A = d(P1) + τσ2Φ.
In (4.37), the complexity of matrix inversion drops to be linear O(N).

4.5 Experimental Study

Before Registration After Registration

Figure 4.8: Procedure of SPR Registration. The blue scissors are registered towards the red
one gradually by SPR.

Figure 4.8 shows the iterative procedure of registering the blue scissors to a red one
by SPR. To have a quantitative comparison with other registration methods, we test the
performance of SPR along with those state-of-the-art algorithms, including TPS-RPM [22],
CPD [82], GLTP [36], on the commonly used CHUI dataset [23].
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Figure 4.9: Registration result with different levels of deformations. From left to right, the
deformation is increasing.

Three benchmark tests are performed, including registration with different levels of defor-
mation, occlusions and outliers. For all the tests, the input point sets were first normalized
to zero mean and unit variance before registration. The weight µ for uniform distribution
was chosen to be 0.1. For global topology regularization, the regularization weight λ and
Gaussian kernel’s variance β were set as 3.0 and 2.0 respectively. For local structure regu-
larization, the number of nearest neighbor is set as K = 5, and its regularization weight is
τ = 10. All the point sets were denormalized after registration. Regarding other methods,
the default parameters in their papers are utilized, considering they used the same dataset
as ours.

As shown in Fig. 4.9, the source point set (blue dot) is desired to be aligned towards
the target point set (red dot). From left to right, the target fish and Chinese characters are
twisted with larger deformation levels. The proposed SPR algorithm can generate appropri-
ate transformation function and well align the source to the target at different deformation
levels.

Fig. 4.10 shows the registration results under occlusions. Note that the target objects
(red dots) are partially occluded on purpose, which results in missing points in the point
sets. Because SPR maintains the topology of the object during registration, in the red
point missing area, the blue points can still be reasonably registered. In the last column
of Fig. 4.10, 50% of red points are removed, which shows the registration robustness under
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(b) Character

Figure 4.10: Registration result with different levels of occlusions. From left to right, more
points are dropped in the source point set.

massive occlusions.
Similarly, registration is robust when outlier points exist. As shown in Fig. 4.11, dense

outliers exist and contaminate the target point set. In the last column, the number of outliers
is larger than that of objects, whereas an accurate alignment between the point sets can still
be found.

Fig. 4.12, Fig. 4.13 and Fig. 4.14 show the quantitative comparison between SPR and
other methods (TPS-RPM, CPD, GLTP) under different levels of deformation, occlusions
and occlusions, respectively. In the CHUI dataset [23], there are 100 tests for each level
of deformation, occlusions and outliers. The average registration error (Euclidean distance
between the transformed source point set and the ground-truth target point set) of the 100
tests are calculated. Note that since TPS-RPM has a large error under occlusions, for the
plotting convenience, TPS-RPM is not included in Fig. 4.13. It is shown that SPR has the
best result in all the three benchmark tests. The outperformance is more obvious when
there are larger levels of deformation, occlusions and outliers, which suggests that in those
circumstances, the regularizations on local structure and global topology play a significant
role and provide a more robust registration between point sets.
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Figure 4.11: Registration result with different levels of outliers. From left to right, more
outlier points contaminate the target point set.
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Figure 4.12: Registration error under deformation.

4.6 Chapter Summary

A new robot learning approach, named analogy learning is proposed in this chapter. Instead
of finding a control policy to relate the system states and corresponding actions, analogy
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Figure 4.13: Registration error under occlusions.

0 0.5 1 1.5 2

Outliers to data ratio

0

0.05

0.1

0.15

0.2

0.25

0.3

E
rr

or

TPS-RPM

CPD

GLTP

SPR

Figure 4.14: Registration error under outliers.

leaning tries to find correlation between current scenario with past training scenarios. A
past scenario that bears a strong similarity with the current will be identified (reminding)
and the past actions will be transferred to generate a new feasible action (transferring). The
benefits of analogy learning, including efficiency in data learning, robustness to input noise
and collision-free guarantee are discussed in detail.

To support the reminding and transferring procedures of analogy learning, a novel non-
rigid registration method, named structure preserved registration, is developed. It regards
the past and current scenarios as point sets, and find a smooth transformation function T
to register them to each other. The similarity between two point sets can be quantitatively
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analyzed based on the likelihood value Q. The performance of registration is illustrated by
a series of experiments to show its robustness under massive levels of deformation, outliers
and occlusions.
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Chapter 5

Robotic Grasping by Analogy
Learning

With the concept of analogy learning proposed in Chapter 4, this chapter will apply this
methodology to teach industrial robots grasping skills. In general, given the point cloud
of a test object, the robot will first check its similarity with all the training objects. The
most similar training object is then identified and a spatial transformation function will be
constructed by structure preserved registration. With the function, the grasping pose on the
training object can be transferred to achieve a new grasping pose that is suitable for the
test object. Experimental results show that the proposed grasping method is efficient and
robust with 94% success rate. Moreover, only a limited amount of training data is required
for training the grasping skill.

5.1 Introduction

Grasping is an essential capability for robots to accomplish complex manipulation tasks.
In recent years, more and more applications require robots to grasp various objects with
general purpose grippers. For example, human-robot interaction requires collaboration and
assistance between robots and humans, during which robots may pass different tools to
humans or help to hold various workpieces for assembly tasks. The increasing demand
for massive customization and warehouse automation also promotes the development of
dexterous grasping.

However, the grasping planning for various objects is challenging to address due to heavy
computational loads, large task variance and imperfect perceptions. Many model-based
analytic planners, such as Ferrari-Canny metric [34] and grasping isotropy [51], require con-
siderable time for searching and heavy computation for evaluation. Besides, these planners
generally analyze contact quality based on local features such as contact position and contact
normal, while the global task requirements such as robot reachability and collision avoidance
are not under consideration. Moreover, analytic planners are usually sensitive to noises and
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distortions of point clouds caused by hardware limitations and calibration errors. There-
fore, the grasping quality evaluated by analytic planners is sometimes inconsistent with the
empirical success rate and cannot resemble reality effectively [12].

Another popular approach for grasping planning is model-free leaning, i.e., learning and
predicting optimal grasping from previous grasping examples. For example, the Dex-Net [76,
75] trains a deep neural network from an enormous database which contains 2.8 million
grasping examples built by analytic planners. The network is able to estimate optimal
grasping for unseen objects after training. In [113], the grasping pose is calculated from
heatmaps that generated by a trained neural network. These methods, however, usually
require considerable data for the training process and the optimal grasping is planned without
considering the task constraints, such as robot reachability.

Despite the variance of object shapes, we notice that objects to grasp can be classified into
several categories. For example, in the tool picking scenario, objects can often be specified
into categories such as wrenches, pliers, screwdrivers, etc. Objects in each category may
have difference in shapes and sizes, but in general they share similar topological structures.

Some researches have been conducted based on this observation. In [15], the perceived
cloud of the object is fitted to different objects templates in the database, and the grasping
is estimated by superimposing all representations considering their confidence levels. A
semantic grasping is proposed in [25] to consider task requirements. The task constraints
are implicitly represented by a grasping example in each object category and the desired
grasping pose on the novel object is retrieved by mapping the grasping example and refined
by eigen-grasp planner. A dictionary of object parts is learned in [28] to generate grasping
poses across partially similar objects. The dictionary assumes that the segments that shared
by objects are rigid and have similar sizes. However, this assumption cannot hold in many
scenarios.

In this chapter, we propose a novel framework 1 for efficient and effective grasping gener-
ation from previous grasping examples. First, a series of feasible grasping poses on training
objects will be demonstrated by human experts. In the test stage, the category of the test
object will be classified by its similarities towards the training objects. Then a grasping pose
transferring is performed between similar objects based on the concept of analogy learn-
ing [4]. Moreover, the transformed poses will be rated by analyzing the grasping isotropy
metric [51]. An orientation search method will also be introduced to improve the robot
reachability and avoid collisions.

The remainder of this chapter is organized as follows: Section 5.2 introduces the normal
formulation of grasping problems and the benefits of involving human demonstration. The
application of analogy learning on grasping pose transferring is introduced in Section 5.3.
The dissimilarity measure between objects and the refinement of poses after transferring are
also presented. A series of experiments on grasping multiple categories of objects are shown
in Section 5.4. Experimental videos can be found in [104]. Section 5.5 provides conclusions

1This work is published in [67] and equally contributed with Dr. Hsien-Chung Lin. Similar contents will
also be included in his dissertation.
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and proposes future works.

5.2 Grasp Planning with Human Demonstration

A general grasp planning problem with parallel grippers can be formulated as

max
c,nc

Q(c,nc) (5.1a)

s.t. ci ∈ ∂O i = 1, 2 (5.1b)

‖c1 − c2‖ ≤ wmax, (5.1c)

where Q denotes the grasping quality to be maximized, c = {c1, c2} with ci ∈ RD denote
the positions of the two contact points, and nc = {nc,1, nc,2} denotes the normals of the
contact pair with nc,i ∈ SD−1. Constraint (5.1b) shows the contacts should lie on the surface
of object ∂O, and (5.1c) shows that the distance of the contact pair should be less than the
width of the gripper wmax.

Equation (5.1) is challenging to solve by gradient based methods because of the high
complexity of surface modelling, and the discontinuity of surface presentations as well as
surface normals. Compared with gradient based searching, the sampling based method is
able to adapt to discrete object representation and escape from local optimum. However, it
requires considerable computation for sampling and quality evaluation to find a reasonable
grasp due to the complicated structure of the object and the feasibility constraints such as
gripper width, task requirements and collisions, thus the direct sampling method is generally
not affordable for real-time implementation.

In this chapter, we assume that the objects to grasp can be clustered into various cate-
gories. The objects in the same category share similar topological structures but can have
different shapes, sizes and configurations. The objective of this work is to provide an efficient
framework to grasp objects in the same category without overwhelmed training, modelling
and computation. To achieve this, we introduce human demonstration to accelerate grasp
searching by providing heuristics to guide sampling. Instead of directly using human demon-
stration as the sampling pool for the target object to grasp, we use a mapping function to
transfer the example grasps based on the topological similarity between the source object
and the target object. Therefore, (5.1) becomes:

max
c,nc

Q(c,nc) (5.2a)

s.t. {c,nc} ∈ map(H) (5.2b)

‖c1 − c2‖ ≤ wmax, (5.2c)

where H denotes a human demonstration database containing example grasps on the source
object, and the function map(·) represents a grasp transferring. Compared with (5.1), the
introduction of human demonstration in (5.2) has the following advantages. First, incorpo-
rating human intelligence into the framework will improve the empirical success rate, since
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Figure 5.1: Grasping pose transferring. The point clouds of the training object is registered
to the test object by non-rigid registration. A transformation function can be constructed
and utilized to transfer the training grasping poses to get new ones which are feasible for
the test object.

the human demo usually considers a variety of factors such as the local structure of the
object and the global geometry for collision avoidance. Second, some tasks have special
requirements. For example, some workpieces have fragile parts or polished surfaces which
are not suitable for grasping. Some workpieces have some preferred grasping poses for the
ease of following assembly procedures. Explicitly imposing such constraints to traditional
approaches is nontrivial, while these requirements can be easily encoded by human demon-
stration. Moreover, by mapping the grasp examples to novel objects, the proposed method
exploits much fewer but reasonable grasp samples compared to traditional exhaustive search
methods. Therefore, the searching time is greatly reduced.

5.3 Grasping Pose Transferring by Analogy Learning

Assume a grasp template consists of a source object and multiple demonstrated grasping
poses. A grasping pose is defined by the grasping position on the object and the orientation
of the gripper. As Fig. 5.1 shows, the blue dots are the object point clouds and each
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coordinate represents a demonstrated grasping pose.
Denote the point clouds of the source object as X = (x1, · · · , xN) ∈ RN×3, where xn ∈ R3

is the n-th point in the point set. The demonstrated grasping poses are denoted as gi =
(ti,Ri) ∈ R3 ⊗ SO(3), i = 1, 2, · · · , I, where ti ∈ R3 is the center of the grasping point,
Ri ∈ SO(3) represents the grasping orientation, and i is the index among the total I grasping
poses. The target object is represented by another point set Y = (y1, · · · , yM) ∈ RM×3,
where ym ∈ R3 is the m-th point in the target point set. Our objective is to find a smooth
transformation T : R3 → R3 that maps the source object to the target object as well as
transferring the grasp examples to new grasping poses g′i = (t′i,R

′
i) on the target object

(Fig. 5.1).

Grasping Pose Transferring

With the structure preserved registration (SPR) algorithm proposed in Section 4.4, the
desired transformation function T can be found by registering the two point sets. The
topological structure of point sets is preserved during the alignment process so that the
grasping poses can be transferred to reasonable locations.

As shown in Fig. 5.1, after finding the mapping T , the demonstrated grasping poses
on X will be transferred to achieve new grasping poses that are suitable for object Y. The
procedures for pose transferring can be decomposed to two parts. First, for grasping position
transferring, the original grasping position can be directly mapped by function T :

t′i ← T (ti), i = 1, 2, · · · , I. (5.3)

Second, for the grasping orientation transferring, we evaluate the Jacobian matrix of T
(first-order partial derivatives) and utilize it to transform the original orientation to achieve
a new one: ∇T (ti)Ri. Singular value decomposition (SVD) is further applied to refine the
orientation matrix to belong to SO(3) group. Specifically, the singular vectors Ui, Vi are
extracted by

UiΣVT
i = svd(∇T (ti)Ri) (5.4)

The orientation matrix is recalculated as

R′i ← UiV
T
i , i = 1, 2, · · · , I. (5.5)

Dissimilarity Measure

During the training stage, multiple grasping poses for different categories of objects are
demonstrated by human experts. Given a new object at test, it is necessary to first classify
which category the object belongs to, then use structure preserved registration to transfer
the corresponding grasping poses from the correct category to get a new feasible grasp.
Therefore, an object classifier is essential for pose transferring.
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There are some researches that apply the surface matching technique to rigidly fit the
object template to the measured point clouds and calculate the dissimilarity [89, 52]. The
source objects from different categories are exploited as the templates to match the target
object. By measuring the dissimilarity between each of the source objects X and the target
object Y, the most similar pair will be selected to determine the category of the target
object. In our work, since SPR can be applied to warp the template X to T (X) which is
aligned with Y, the residual dissimilarity between T (X) and Y instead of the dissimilarity
between X and Y will be checked to provide a more robust category classification.

The average minimum distance between the two point sets can be designed as:

d(T (X),Y) =
1

N

N∑
n=1

min
m∈[1,M ]

||T (xn)− ym||, (5.6)

where ||T (xn)− ym|| is the Euclidean distance between point T (xn) and ym. However, (5.6)
is asymmetric. We formuate the the dissimilarity between a source object and a target object
to be

D(X′,Y) = d(X′,Y) + d(Y,X′), (5.7)

where X′ = T (X) and D(·, ·) is symmetric to its input arguments.
Suppose there are K object categories, the most possible category that the target object

belongs to can be estimated by

k∗ = arg min
k∈[1,K]

D(X′k,Y). (5.8)

Grasping Pose Selection

Once the object category is determined, we can map the example grasping poses from the
corresponding training object to the target object.

The transformed poses serve as good candidates for grasping the test object. We will
re-evaluate the quality of each transformed pose and select the best one for the robot to
grasp.

The grasp quality of the transformed poses can be evaluated by analytic methods using
the grasp isotropy index [51]. The grasp isotropy index measures the uniformness of different
contact forces to the total wrench. More concretely, it can be written as

Qi =
σminG(g′i, go)

σmaxG(g′i, go)
, (5.9)

where go denotes the pose of the object, G(g′i, go) represents the grasp map determined by
the contacts and the object [81], and σmin and σmax respectively denote the minimum and
maximum singular values of the grasp map. The contacts are inferred by the line search
along the grasp axis. The line search tries to locate the nearest neighbor of the grasp center
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(a) (b)

Figure 5.2: Grasping pose modification. (a) a grasp example, where the red arrows indicate
the direction of gripper closing (which is also the grasp axis). (b) The side view of the grasp
example, and the transparent grippers are shared the same grasp center and grasp axis but
different orientations.

on the object’s point cloud. The contacts are represented by the nearest neighbors search
in the positive and negative directions of the grasp axis respectively. The transferred grasp
would be treated as a bad pose if the contacts deviate from grasp axis too much, in which
case a negative quality will be allocated.

Apart from the grasp quality, we also consider the feasibility constraints such as the
reachability and the gripper-object collision.

A grasping example with parallel grippers is shown in Fig. 5.2a, where the blue dot
is the center of grasping and the red arrows represent the grasp axis which is parallel to
the operational direction of the gripper. Rotating along the grasp axis will not change the
grasping quality analyzed by (5.9). However, new grasping poses can be generated, from
which we can search for a valid one which is collision-free and reachable for the robots
(Fig. 5.2b).

Suppose the initial orientation is denoted as R0, the sampled orientation is denoted as Ri,
and R is the set of all the sampled orientations. The orientation search can be formulated
as

min
Ri∈R

∆ξ(R0,Ri) + C [fIK(t,Ri) + fcol(t,Ri,Y)] , (5.10)
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Figure 5.3: The experimental setup: a FANUC LR Mate 200iD/7L and dual Ensenso stereo
cameras

where ∆ξ(R0,Ri) = 1−ξ(R0)T ξ(Ri) ∈ [0, 1] is the rotation deviation in quaternion between
R0 and Ri, ξ(·) converts a rotation matrix to a quaternion. We use quaternion rather than
Euler angles to represent rotation difference to avoid singular representation in rotations.
fIK(t,R) is a boolean function that returns 1 when the inverse kinematics of (t,R) is invalid
and returns 0 otherwise. fcol(t,R,Y) is another boolean function which returns 1 when the
gripper with pose (t,Ri) is collided with Y while returns 0 otherwise. C is a large constant
weight to penalize the conditions of both infeasible inverse kinematics and gripper-object
collision. If all the sampled orientations are invalid, the value of (5.10) will be greater than
or equal to C. Then the orientation search is applied to exploit the other candidates until it
finds a feasible grasping pose to perform the task.

5.4 Experimental Study

In order to verify the proposed grasping approach, a series of experiments were conducted
to grasp various objects by an industrial robot manipulator. The experimental setup is
shown in Fig. 5.3, where the robot was FANUC LR Mate 200iD/7L, and two stereo cameras
(Ensenso) were calibrated and synchronized to capture the point clouds of objects in the
workspace. All the programs were implemented in MATLAB on a Windows desktop with
an Intel Core i5 CPU and 16GB RAM. The robot controller was deployed on a Simulink
RealTime target.

The point clouds retrieved from the dual Ensenso stereo cameras were shown in Fig. 5.4a.
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(a) (b) (c)

Figure 5.4: Process of point cloud. (a) The raw data was captured by the dual Ensenso
stereo camera. (b) The objects were extracted from the background by predefined region.
(c) The point cloud was clustered by DBSCAN.

Figure 5.5: Grasp examples: the first row shows one of the grasping pose on each source
object, and the second row provides the snapshots of the actual demonstrated grasping poses.

By applying the snapshot of the empty workspace as a filter mask, the point clouds of objects
were extracted from the background as shown in Fig. 5.4b. By running the algorithm of
‘density-based spatial clustering application with noise’ (DBSCAN, [31]), the point clouds
can be separated to several clusters to represent different objects (Fig. 5.4c). A voxel grid
filter with step size 5mm was further implemented to uniformly downsample the point clouds.

Six categories of objects, including cups, pliers, wrenches, cable adapters, toy manipulator
models and toy humanoid models, were tested in the experiment (Fig. 5.5). Note that neither
CAD models nor mesh files were required in this work. For each category, a specific source
object was selected, and the human operator taught multiple preferred grasping poses on
it by lead through teaching. The point cloud of the object and the demonstrated grasping
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Figure 5.6: Target objects, which are similar to the source objects but different in size, shape,
and configuration.

poses were recorded as training database.
At the test stage, objects with different sizes and configurations across all the categories

were randomly placed in the workspace. For example, multiple types of cups and wrenches
were tested for grasping; the pliers were either open or closed; the cable adapter was twisted
to various shapes; the joints of the two toy manipulator models and the toy humanoid model
were rotated to random angles. All the target objects were shown in Fig. 5.6.

Before running the grasping experiment, an object classification test was performed by
measuring the dissimilarity between the target object and all the source objects. The target
objects in Fig. 5.6 were randomly placed, with each category of objects collecting 20 different
configurations. The parameters of SPR registration were set as β = 2, λ = 50, µ = 0.1,
K = 5 and τ = 1e− 4.

As shown in Fig. 5.7, the performance of object classification was presented by a confusion
matrix, where each column represented the predicted class and each row represented the
actual class. The diagonal entries of the confusion matrix indicated the correct classification,
whereas the off-diagonal entries were misclassification. The overall classification accuracy
was 94.17% (113/120).

Each category of objects was tested 20 times for grasping with different orientations,
shapes, sizes, and configurations. The parameters of SPR were the same as the ones in
object classification.

Take one target object (Fig. 5.1) as an example. The grasping qualities of the transferred
grasps are provided in Table 5.1. Note that the qualities of the second and fifth transferred
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Table 5.1: Grasping quality evaluation

Grasping
Pose No.

1 2 3 4 5

Isotropy
Index

0.0098 -1.000 0.0001 0.0089 -1.000

Table 5.2: Grasping results

class success/trials
avg. SPR time

(ms)
avg. numbers

of points
manipulator 19/20 1276.4 1563.7

wrench 20/20 111.3 316.7
plier 18/20 706.1 1419.0

humanoid 17/20 369.5 773.3
cup 20/20 350.5 609.3

adapter 19/20 480.2 917.0
average 18.8/20 549.0 933.2

Figure 5.7: The confusion matrix of object classification. Each column represents a predicted
class, and each row represents a actual class.
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Figure 5.8: The planned grasping poses and the corresponding snapshots of the grasping
results.

poses are marked as negative based on the isotropy index analysis, since the second pose was
mapped to a region with sparse points, and the contacts for the fifth grasp was wider than
the width of the gripper. The remaining pose with the highest grasping quality, i.e., the first
pose, was selected. The selected pose was then refined by the orientation search to improve
the reachability and avoid collision. The final grasp performed in the experiment is shown in
Fig. 5.8b. The grasp was regarded as success when the object could be robustly lifted up at
least 10 cm without slipping. The success rate, average computation time and average point
numbers for each category of objects are provided in Table 5.2. The experimental video can
be found at [104]. The snapshots of grasping experiments are shown in Fig. 5.8.

Although the shapes and configurations of target objects were different to the ones of the
source object, they shared the similar structures. Therefore, the grasping poses on the source
object could be transferred to reasonable locations on the target objects. For instance, the
grasping poses on the various toy manipulator models were invariant in terms of topological
structures (see the first row of Fig. 5.8). The grasping poses taught by lead through teaching
had the intuition from humans such as the task specific consideration and fairly good grasping
quality, and SPR transferred the insight to the target objects. Therefore, the test can be
successful in most of the cases.

The failure case happened when there was a very large distortion to transform the source
object to the target, which degraded the accuracy of the transformation estimated by SPR.
As a result, the grasping pose was not accurately transformed, which caused the grasp
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failed. Although SPR did not transfer grasping poses with high accuracy in this situation, it
provided a relatively close one. In the future, we may include an adaptation on the warped
grasping pose to avoid this failure.

5.5 Chapter Summary

This chapter proposed a framework for teaching robots grasping skills based on the analogy
learning approach. A database containing multiple categories of source objects together
with demonstrated grasping poses were first constructed by human experts. During the test
scenario, a novel object was first classified into one of the example categories by measuring its
dissimilarity to each source object. Then the grasping poses on the most similar source object
were transferred to the novel object by the structure preserved registration (SPR) method.
The qualities of all the transferred grasping poses were evaluated and sorted by the grasp
isotropy metric. The selected pose was further refined by an orientation search mechanism,
which improves the robot reachability and avoids collision. A series of experiments were
performed to grasp six categories of objects with various shapes, sizes and configurations.
The average success rate was 18.8 out of 20 grasp trials. The experimental video is available
at [104].
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Chapter 6

Track and Manipulate Deformable
Objects by Analogy Learning

Manipulating rigid objects has been studied for a long period in robotic society. However,
manipulating deformable objects by robots, such as cables and clothes, has not been exten-
sively explored. Based on the concept of analogy leaning, this chapter will present a novel
framework for deformable object manipulation, including state estimation, task planning
and motion planning.

6.1 Introduction

Manipulating deformable objects by robots has a wide range of applications. For example,
industrial robots can automate wire harness for electronic equipment; surgical robots assist
surgeons to suture wounds; nursing robots help the elderly to wear or fold clothes; and
so on. However, this manipulation problem remains challenging and under-explored. The
major difficulty lies in that these deformable objects have high degrees of freedom which are
expensive to model, track and control.

Take the rope knotting task as an example (Fig. 6.1). The objective is to manipulate
the rope from a random initial state to a desired knotted state. Robots need to generate
necessary motions to manipulate the rope based on the observation of current rope states.
This task has many challenges in several aspects, especially in state estimation, task planning
and motion planning.

First, for state estimation, the position of each rope segment needs to be identified from
3D camera measurements (point clouds). Usually the rope we are tracking is featureless.
In other words, there are no distinguishable markers or features to recognize each segment,
and it is unknown that which segment on the rope generates the measured points in the
point clouds. This missing correspondence makes traditional visual tracking algorithms, for
instance Kalman filter, unable to execute. Besides, since the rope is occluded by robot arms
or self-occluded frequently during manipulation, the state estimator should be specially
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Figure 6.1: Two robots knotted a soft rope with real-time visual feedback.

designed to handle occlusion robustly. Moreover, considering the curse of dimensionality,
running high dimensional state estimations in real time is also a challenging problem.

Second, regarding task planning, robots need to take several sequential steps to knot the
rope gradually. Based on the state estimation result, a task planner needs to be developed to
classify at which step the manipulation is, and determine what following actions each robot
should take. Meanwhile, failure detection and recovering mechanism should also be included
in the task planner in case a failure occurs.

Third, for motion planning, the difficulty lies in that the system is underactuated. Lim-
ited numbers of grippers (two in our case) are actuating the rope with high degrees of freedom.
It is also observed that the rope always runs to non-repetitive shapes during manipulation,
i.e., shape differences always exist between training and test scenarios. Therefore, simply
replaying the predefined trajectory for training easily fails in the test stages. An online
motion planner should be developed to refine the motion with high efficiency.

In this chapter, a uniform framework for manipulating deformable objects is proposed,
which aims at addressing all the challenges discussed above. The core technique we are
using is analogy learning proposed in Chapter 4. The structure preserved registration (SPR)
algorithm is applied to map one point set to another non-rigidly. For state estimation,
the position of each node on the object is acquired by registering the previous estimation
results to the new point cloud measurements. The object states can be estimated robustly
in real time under noise, outliers and occlusions. For task planning, SPR is introduced to
check the similarity between current object states and pre-recorded training states, then the
manipulation step can be determined by finding the maximum similarity. Operation failure
can also be detected if the similarity value is below some threshold. For motion planning,
human operators will first pre-program the manipulation trajectories for the deformable
object starting from several specific shapes. During test, a mapping function that registers
the training object shape towards the test object shape will be constructed by SPR. The
training trajectory is then warped by the mapping function to obtain a new trajectory which
is feasible for the test scenario.

The remainder of this chapter is organized as follows: Section 6.2 introduces related
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works on manipulating deformable objects. Section 6.3 explains the design of the framework
in detail, which includes state estimation, task planning and motion planning modules.
Section 6.4 tests the performance of the proposed framework by a series of experiments.
Supplementary videos can be found in [104]. Section 6.5 concludes the study and proposes
future work.

6.2 Related Work

Manipulation of deformable objects is gaining more attention recently because of its broad
applications. Several researches have been proposed to tackle this challenging problem.
Morita et al. [79] developed a ‘knot planning from observation’ (KPO) system which es-
timated the states of ropes, especially the overlap orders by knot theory. Moll et al. [78]
constructed a minimal energy model to predict the movement of ropes and plan manipula-
tion trajectories. Kudoh et al. [57] built a multi-finger hand and programmed skill motions
by imitating human knotting procedures. They realized three dimensional in air knotting
with diverse types of knots. Many of these methods, however, require empirical laws and are
developed for a specific task, which is not easy to generalize to other tasks.

To generalize the manipulation skills, Navarro-Alarcon et al. [84] [85] developed a model-
free method to automatically servo-control the soft object to a desired shape. A deformation
Jacobian matrix which relates the motion of the robot end-effector and the deformation of
the object was identified by an online adaptive controller. This matrix was then utilized in
generating robot motions given shape errors of the object. Schulman et al. [98] proposed
to teach robots to manipulate deformable objects from human demonstrations. They im-
plemented the thin plate spline - robust point matching (TPS-RPM) algorithm [22] to warp
the original trajectory taught by human demonstration to get a new trajectory which was
suitable for the test scene. Several follow-up works further improved this demonstration-
based method. Lee et al. [60] extended the Schulman’s approach by jointly optimizing
the registration and the trajectory optimization into a single optimization framework, such
that the resulting trajectory is smoother. Tang et al. [109] implemented TPS-RPM in the
object’s tangent space to guarantee no over-stretching nor over-compression of the object
during manipulation.

For state estimation, a modified expectation maximization (MEM) algorithm was pro-
posed in [100] to track deformable objects from point clouds. They introduced a probabilistic
generative model that incorporated observations of the point cloud and the physical prop-
erties of the tracked object and its environment. In [64], a simulation database of common
deformable garments was proposed to facilitate recognition and manipulation. Mesh mod-
els of common deformable garments are simulated with the garments picked up in multiple
different poses under gravity, and stored in a database for fast and efficient retrieval. Some
neural network based methods [83] were also developed for planning manipulation trajectory
through learning.

Most of the above works, however, are trying to deal with one aspect of the challenges
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(a)

(b)

(c)

Figure 6.2: Illustration of state estimation for deformable objects. (a) A robot is manipulat-
ing a flexible rope, while a stereo camera is monitoring the object states. (b) The perceived
object point cloud is of low quality. Partial points are missing because of the occlusion of
robot arms. (c) A robust state estimator is designed to track the key nodes of the deformable
object in real time.

(state estimation, task planning and motion planning) for manipulating deformable objects.
Integrating all these works together to construct a complete framework is another challeng-
ing task. The contribution of this work is that we proposed a uniform framework which
addresses all the three major problems, with only using a single technique, analogy learning.
The simplicity and consistency of our framework bring great advantages to experimental
implementation, parameter tuning, and long-term maintenance.

6.3 Framework for Deformable Object Manipulation

This section introduces the framework for robotic manipulation of deformable objects. Three
major modules, state estimation, task planning and motion planning, are introduced in
sequence. Each of them uses SPR as a primary tool. For the ease of illustration, an example
of rope manipulation will be discussed in the following sections. However, the proposed
framework is general for other types of deformable objects, which will be shown in the
experimental section.

State Estimation of Deformable Objects

During the process of rope manipulation, since the soft rope easily deforms to unscheduled
shapes, it is necessary to close the execution loop by monitoring the rope states in real time.
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Registration

(Register X to Y)

𝑌𝑡

𝑋𝑡
𝑋𝑡−1

Figure 6.3: Framework of point set registration. Y t is the perceived point cloud at time
step t. X t−1 is the state estimation at previous step. A new estimation X t is achieved by
registering X t−1 to Y t.

Tracking in the infinite-dimensional configuration space is impractical. Therefore, we
first discretized the rope to a chain of connected nodes with uniform distance (Fig. 6.2c).
Our objective is to estimate the position of each node at each time step from the dense,
noisy and occluded point clouds (Fig. 6.2b) perceived by stereo cameras.

Suppose at the time step t, the rope state is noted as X t = {xt1, xt2, . . . , xtN} ∈ RN×3,
where xtn ∈ R3 is the nth node’s position in the three dimensional Cartesian space. N is
the total number of nodes. At the next time step t+ 1, the rope is changed to a new state,
and its point cloud Y t+1 = {yt+1

1 , yt+1
2 , . . . , yt+1

M } ∈ RM×3 is captured by cameras. yt+1
m ∈ R3

denotes the position of a single point in the cloud. M is the total number of points and
usually M >> N .

As shown in Fig. 4.9, considering the topology preserved property of SPR, we can register
previous time step node positions X t towards the next time step point cloud measurement
Y t+1 by implementing SPR transformation. X t can be smoothly transformed to new po-
sitions X̄, which is well aligned with point cloud Y t+1. Because of the well alignment, X̄
can be utilized to serve as the state estimation of rope nodes at the time step t + 1, i.e.,
X t+1 , X̄.

Running the above procedure iteratively, the state estimation at the current time step
can always be achieved by registering the previous step estimation towards the current point
cloud measurement. Fig. 6.3 shows the closed-loop structure of this state estimator. Note
that since tracking is performed in sequences, and the rope shapes between adjacent time
steps should not deviate much, only a few iterations of EM updates will register X t−1 to
Y t. Therefore, the proposed state estimator can run efficiently in real time. Besides, the
estimator is robust to occlusions. During robot manipulation, the view of the stereo cameras
might be occluded by the robot arms, which results in missing points in the measured point
cloud. However, since the transformation function T is applied on source points coherently,
X t−1 can still be registered to the missing point area in Y t, i.e., the node position in the
occluded area is still able to be obtained (Fig. 6.2).

As a physical entity, the object needs to satisfy a series of physical laws, such as kine-
matics, dynamics, and penetration constraints. For example, the object might be de-
formable, but not elastic. Therefore, the distance between adjacent nodes should be con-
stant: ‖xn − xn−1‖2 ≡ c > 0. Besides, because of the influence of inertia, the estimated
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Figure 6.4: Framework of state estimator for tracking deformable objects. Point set regis-
tration and dynamic simulation run in a closed-loop to provide a robust estimation of the
object states.

nodes should move smoothly even if the measured point cloud changes greatly (e.g., when
object segmentation fails). Moreover, a physical body should not penetrate itself or the
surrounding objects.

However, the estimator constructed above does not take these physical constraints into
consideration. Hence, the estimated states might be only “statistically correct” but “physi-
cally wrong”. One can try to incorporate these physical constraints by adding more regular-
izations to the likelihood function of SPR (4.21). However, the coupling of point registration
and physical constraints might break the closed-form solution in the SPR’s M-step calcula-
tion, and make the problem computationally intractable.

Alternatively, we take a decoupled approach. The object states are first estimated by SPR
without considering physical constraints. Then the estimates are sent to dynamic simulation
for further physical refinement.

As shown in Fig. 6.9 and Fig. 6.10, with the help of physics engine, the object we are
tracking can be modelled and simulated in a virtual dynamic environment. The virtual
object rendered by the physics engine satisfies physical constraints inherently.

To interact point registration and dynamic simulation, an impedance controller is de-
signed. Denote the states of the virtual object as X̃ t = {x̃t1, x̃t2, . . . , x̃tN} ∈ RN×3, where
x̃tn ∈ R3 is the position of the nth virtual node at time step t. If there is a deviation be-
tween x̃tn (from simulation) and xtn (from registration), a tracking force will be generated
and applied on the virtual nodes in the physics engine:

f tn = KP (xtn − x̃tn) +KD
x̃t−1
n − x̃tn

∆t
(6.1)

where KP ∈ R3×3 is the stiffness gain to drive the virtual nodes to dynamically approach
to the estimated positions, and KD ∈ R3×3 is the damping gain to stabilize the dynamic
system from excessive oscillations.

The states of virtual nodes in the physics engine, X̃, serve as the final state estimation
for the deformable object. The estimation value is then sent back for the initialization of
SPR at next time step.

Fig. 6.4 shows the overall closed-loop framework of our proposed state estimator. The
combination of probability-based registration and dynamics-based simulation provides the
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(a) Step 1
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: Target Shape : Grasping Point

Figure 6.5: Two steps to move a straight line to a ‘Z’ shape.

estimator a strong robustness to sensing noise, outliers, and occlusions as well as satisfying
physical constraints.

Task Planning

A complete manipulation task is usually composed of multiple sequential procedures. For
example, as shown in Fig. 6.5, two major steps are required to move the rope from a straight
line to a ‘Z’ shape. At each step, a corresponding trajectory can be programmed by human
operators to guide the robot to successfully manipulate the rope.

For autonomous manipulation, it is necessary for the robot to recognize at which proce-
dure the current state lies in, so that the most relevant trajectory can be selected for the
following manipulation.

The SPR registration is utilized again to design this task planner. Suppose that during
training, there are S procedures in total to manipulate the rope, and the initial shape
(state) of the rope at each procedure is recorded as Xs ∈ RN×3, s = 1, · · · , S. During test,
the current state of the rope, X t, is estimated by the proposed observer in the previous
section. SPR is then applied to register each recorded state Xs to the current state X t. The
log-likelihood function Qt

s can be calculated after each registration by (4.21). Note that Qt
s

is negative, and the less negative Qt
s is, the more similar between Xs and X t. To normalize

the similarity within the 0-100% range, a similarity metric ηts is defined as follows:

ηts =
Qt
t

Qt
s

(6.2)

where Qt
t is the log-likelihood calculated by registering Xt towards itself by SPR.

ηts approaching to 100% indicates stronger similarity between Xs and X t. The most possible
step that the current manipulation lies in can be determined by finding maximum similarity:

s∗ = arg max
s

ηts, s = 1, · · · , S (6.3)

Moreover, the task planner can be applied to detect failures during manipulation. If the
maximum similarity ηts∗ is smaller than a pre-defined threshold, ηthre, it indicates that the
current rope state differs from all the scheduled steps. Rope manipulation runs into some
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Figure 6.6: The framework of task planning. ηts represents the similarity between current
state X t and recorded steps. If the maximum ηts is smaller than a lower-bound ηthre, an
unknown failure occurs. Human is asked to help robots recover the rope. The scenarios
pools will be augmented so that when running into the similar scenario next time, this
failure will be recognized and the taught recovering trajectory will be traced back.

unknown failures. Human operators need to interfere and teach robots recovering trajec-
tories to move the rope back to one of the recorded states. The failure state will also be
augmented to the scenario pools Xs. If this similar failure occurs again in the future, no
human interference is required, instead this failure will be recognized, and the planner will
use the taught trajectory for recovering as last time. The framework of the proposed task
planning module is shown in Fig. 6.6.

Motion Planning

During training, for each of the S manipulation procedures, human operators will program
a corresponding trajectory T strain, s = 1, · · · , S for the robot end-effector. At test, robots
succeed to recognize that the current rope is at sth step by the task planning module in the
previous section. However, the sth step’s corresponding trajectory T strain cannot be directly
applied to the test scenario, since no matter how similar, there is always some minor shape
difference between the rope at training and that at test. This minor difference makes the
exact replay of the training trajectory fail at test, such as failing to grasp the rope. Therefore,
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T strain only serves as an approximate reference, while some trajectory refinement based on
T strain is required to achieve a feasible manipulation at test time.

Note that when registering Xs to the current rope shape X t during task planning, besides
the likelihood function Qt

s, the transformation function T : R3 → R3 is also constructed by
(4.22). As shown in Fig. 6.14a and Fig. 6.14b, T transforms Xs to align to X t by twisting the
overall Cartesian space. Similarly, the trajectory T strain corresponding to Xs can be twisted
to get a new trajectory T stest that is feasible for the test scenario.

The trajectory T of a robot end-effector can be regarded as a sequence of poses {p,R},
where p ∈ R3 is the position vector of the end-effector, and R ∈ SO(3) is the orientation
matrix. With this observation, the feasible trajectory T stest can be achieved by applying the
following transformation on T strain:

ptest = T (ptrain) (6.4)

Rtest = orth(JT (ptrain) ·Rtrain) (6.5)

JT (p) is the Jacobian matrix of T evaluated at position p, and orth(·) is matrix orthogonal-
ization, which can be achieved by singular value decomposition (see (5.4) and (5.5)).

6.4 Experimental Study

A series of experiments were performed to test the proposed state estimation, task planning
and motion planning algorithms for manipulating soft ropes. The testbed set-up is first
introduced, then followed by experimental results and analysis. Experimental videos can be
found at [104].

State Estimation

The Microsoft Kinect was utilized to get the point cloud of a 1-meter-long rope or a middle
size T-shirt. 640× 480 RGB and depth images were captured synchronously at 10Hz. Since
the point cloud separation is not our focus in this work, we simply placed the object above a
green background, and utilized a color-based filter to segment out the object’s point cloud.

For the point set registration, the 1-meter rope was discretized and represented by 50
linked capsules. SPR algorithm implemented with C++ was utilized to register the 50 nodes’
positions towards the rope’s point cloud. The point sets were first normalized to zero mean
and unit variance before registration. The weight µ for uniform distribution was chosen to
be 0.1. Smoothness regularization parameter λ and Gaussian kernel’s variance β were set
as 3.0 and 2.0 respectively. The local neighbour number is selected as K = 5 and weight
τ = 1e− 3. All the data points were denormalized after registration. The registration code
was running in C++ on a Ubuntu PC with Intel i7@3.60 GHz and RAM 16GB.

For dynamic simulation, the virtual object was modeled in [17]. The rope was modeled
by fifty linked capsules with density 1.5g/cm3. Joint stiffness (0.5 Nm/rad) was added to
simulate the real rope’s bending behavior. For the clothes, it was simulated as mass spring



CHAPTER 6. TRACK AND MANIPULATE DEFORMABLE OBJECTS BY
ANALOGY LEARNING 83

systems on triangular meshes. The stiffness gain KP and damping gain KD were set as
10 N/m and 0.5 Ns/m respectively in the impedance controller. [112] was utilized to serve
as the interface to communicate between Kinect and Bullet. The code for Bullet graphics
rendering was from [100].

Algorithm 1 shows the pseudocode for implementation, which follows the inner and outer
loop structure in Fig. 6.4.

Output: virtual node position X̃
while point cloud received from Kinect do

Y ← segment and downsample object’s point cloud
X̃ ← get virtual node position from Bullet
X ← register X̃ to Y by SPR (4.36)
while next point cloud not received yet do

X̃ ← get virtual node position from Bullet
f ← calculate tracking force from X and X̃ (6.1)
apply force f in Bullet, step simulation

end

end
Algorithm 1: Implementation of State Estimator

During the experiment, we arbitrarily manipulated the object at a moderate speed. The
speed of point set registration was tested first. Since the registration time primarily depends
on the size of data sets, the point cloud was downsampled to different numbers for testing.
As shown in Table 6.1, SPR is able to perform registration efficiently. One reason is that
SPR is accelerated by the low rank approximation tricks as stated in Section 4.4. Another
reason is that the estimator is running in a closed-loop manner. The estimation result at
the last time step serves as a good initialization for the next step. Therefore, only a few

Table 6.1: Registration time of SPR.

Virtual Node # Point Cloud # Registration Time

50

100 5ms
200 11ms
500 20ms
1000 35ms

Table 6.2: Execution time of State Estimator

Segmentation 7 ms
Downsampling 2 ms

SPR Registration 11 ms
Total ∼20 ms
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Figure 6.7: Real-time state estimation for a flexible rope. (a) Estimation with sensor noise.
(b) Estimation with outliers. (c) Estimation with occlusions.

iterations of EM updates inside SPR will drive the likelihood function to converge. For the
following tests, all the point cloud was downsampled to 200 points, which were dense enough
to represent the object shape. Table 6.2 lists the execution time of major components in the
estimator.

Fig. 6.7 and Fig. 6.8 show the robustness of the proposed estimator towards sensor noise,
outliers and occlusions when tracking a flexible rope, where the first column is image or point
clouds of the whole environment, the second column is the filtered point cloud for ropes, and
the third column is the state estimation result.

A sequence of snapshots during real-time tracking experiments is shown in Fig. 6.9. The
rope was manipulated manually from a line to a complicated shape with multiple knots. It
is notable that achieving a correct estimation of the knot is a challenging task. At the knot
area, point missing is inevitable since the top layer occludes the bottom layer completely.
Moreover, the two layers are touching each other closely, i.e., the in-between distance is
negligible and beyond the Kinect’s resolution. However, our proposed estimator is robust
under this extreme condition and can track the knot topology correctly.

In Fig. 6.10, a red T-shirt was folded by the human operator by eight steps. As shown
in the second and fourth rows, the tracking algorithm was executable even when the point
cloud of the T-shirt was occluded by human arms or itself during the folding process.
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(a) Overall Point Cloud (b) Segmented Cloud (c) Tracking Result

Figure 6.8: Snapshots during the real-time tracking experiments.

Figure 6.9: Track the deformation of a flexible rope in sequence. The rope was manipulated
manually to deform to a complicated shape with multiple knots. The first row shows the
RGB image. The second row shows the state estimation result.

As shown in Fig. 6.11, to analyze the tracking accuracy quantitatively, 11 markers with
distinct colors were attached on the rope with 10cm interval. These markers were distin-
guished by a color-based filter and their ground-truth positions were measured directly from
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t = 5 t = 6 t = 7 t = 8

Figure 6.10: Track the deformation of a flexible T-shirt in sequence.

Kinect. Note that these markers were only used for the purpose of ground truth. They were
not utilized in our state estimation algorithm. The estimation results from our proposed
method were compared with these ground-truth values. Fig. 6.12 shows the average tracking
error and standard deviation at six different rope configurations. In general, the tracking
error is less than 2.2cm, smaller than the jaw width (6cm) of the robot gripper. Therefore,
even if the gripper went to an inaccurate grasp pose because of the tracking error, the rope
still located between the gripper’s fingers and could be successfully grasped. We also com-
pared our tracking algorithm with the MEM method proposed in [100]. Fig. 6.12 shows that
their tracking performance is similar. However, our proposed framework advances on the
extendibility since its application is not limited in state estimation, but can also be applied
on task planning and trajectory planning for deformable object manipulation.
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(a) V shape (b) N shape (c) M shape

(d) Circle (e) Half knot (f) Knot

Figure 6.11: Six configuration shapes with markers attached.
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Figure 6.12: Average tracking errors and standard deviation at the marker positions.

Task Planning

Following the pipeline in Fig. 6.13, the state estimation result was then sent to a Windows
10 desktop (Intel i7@3.60 GHz + RAM 8GB) which ran the task planning and trajectory
planning algorithms. ROS [112] served as the interface to communicate between the Kinect,
the Ubuntu PC and the Windows PC.

As shown in Fig. 6.14(a), four major steps were predefined by human operators for the
task of rope knotting. At each step, the initial shape of the rope was recorded by the state
estimator. The corresponding manipulation trajectory was then demonstrated by human by
lead through teaching. To be specific, operators guide the two robots’ end-effectors to go
through some key poses, then the training trajectory was obtained by linear interpolation
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Figure 6.13: The testbed setup.

(a) Training Scenarios

(b) Test Scenarios

rope;        trajectory;      grasping point*

Figure 6.14: Four major steps for rope knotting manipulation. The red line is the rope state,
and the green line is the trajectory of robot end-effector. Blue dots are the grasping/releasing
positions. Black grids show that the original Cartesian space is twisted so as to map the
training scenarios towards test scenarios.

between neighbour poses.
At test, the current rope states were estimated and compared by SPR to each of the four

recorded templates. The similarity level was calculated by (6.2). As shown in Fig. 6.15,
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(a) Comparison with Step 1， 23% (b) Comparison with Step 2， 90% 

(c) Comparison with Step 3， 37% (d) Comparison with Step 4， 13% 

* Current State
￮ Recorded State

Figure 6.15: Similarity check between the current rope state (red dots) and the four recorded
training states (blue dots). The second scenario is most similar to the current state with a
90% similarity.

the red point set (current state) and the blue point set (recorded state) in the second image
had the largest similarity (90%), which indicated that the manipulation process was at the
second step at that moment. The similarity lower-bond ηthre was set as 80%. If all the
similarity check is below 80%, a warning message will be shown to ask the human operator
to demonstrate a recovering trajectory. The failure states and recovering trajectories were
then augmented into the task planning sample pools. The robot’s ability of detecting and
recovering from failures is shown in the attached videos.

Trajectory Planning

After identifying the task step, the manipulation trajectory was generated by the proposed
trajectory planning algorithm.

To represent the rope positions and the manipulation trajectory under the same coordi-
nate system, the relative translation (extrinsic parameter) between the Kinect and the robot
world frame is calibrated first. The rope states were all translated to the robot world frame
afterwards.

As shown in Fig. 6.14, the rope state during test was different from that in training.
With SPR registration, the training trajectory was transformed by (6.4) and (6.5) at each
step to achieve the test trajectory. The end-effector poses were then transformed to robot
joint command by robotic inverse kinematics. The joint command was finally sent to the
robot controller for execution.
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Fig. 6.16 shows the snapshots of autonomous rope knotting by two robot arms. Three
types of knotting were designed, with each type tested 15 times. The overall success rate
was 40/45. Most of the failure was miss-grasping, which might result from the relatively low
accuracy of Kinect and calibration error between the camera frame and robot base frame.

(a) Knot Type 1

(b) Knot Type 2

(c) Knot Type 3

Figure 6.16: Snapshots of the rope knotting experiments. Two robot arms were collaborating
to knot the rope based on the transformed trajectory. (a)(b)(c) show three different types
for knotting.

More Applications on Manipulating Deformable Objects

More manipulation scenarios are designed to show the application potentials of our frame-
work. One is rope manipulation to any sketched shapes. Another is failure detection during
wire harness assembly.

For rope manipulation, the human operator first drew the desired shape manually through
MATLAB GUI. As shown in Fig. 6.17, the blue curve is the sketched shape. The objective
of robots is to manipulate a rope from a random initial shape to this desired shape. By
calculating curvatures, the inflection points (red dots) on the drawing can be detected. With
the feedback of the proposed state estimator, robots could track the states of the inflection
points and manipulate them to the desired positions. As shown in Fig. 6.18, the rope
was gradually manipulated to the desired shape by the dual-arm robot. Note that during
manipulation, though the robot arms occluded the rope, the proposed estimator could track
it robustly.

Fig. 6.19 shows the process of robotic wire harness assembly and the real-time tracking
results. The dual-arm robot was expected to assemble the soft blue wire into four specified
fixtures. With the proposed estimator, the shape of the wire was tracked and the assembly
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Figure 6.17: Sketch the desired shape manually.

Figure 6.18: Rope manipulation with real-time visual feedback.

quality could be evaluated online. As the picture shows (second and fourth row), if the
wire was successfully installed, a green circle would be marked above the corresponding
fixture. Otherwise, a red cross showed up and the robot would try to redo the assembly.
The assembly success was determined by checking the distance between the fixture and the
corresponding node on the wire. The length of the wire between neighbor fixtures could also
be calculated accumulatively. Therefore, if the wire was detected to be too loose, the robot
could also straighten the wire with a suitable displacement.

6.5 Chapter Summary

Based on the concept of analogy learning and structure preserver registration (SPR), a skill
for tracking and manipulating deformable objects is developed for industrial robots. The
proposed framework includes functions such as state estimation, task planning and motion
planning. A real-time observer is developed to estimate the node position of the object
by registering the last step estimation towards the current point cloud measurement. A
task planner is then developed to let robots recognize at which procedure the current ma-
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t = 1 t = 2 t = 3

t = 4 t = 5 t = 6

Figure 6.19: Failure detection of robotic wire harness assembly.

nipulation is by registering training scenarios towards the test scenario. Finally, utilizing
the transformation function constructed during scenario registration, the training trajectory
can be warped to achieve a new trajectory which is feasible for the test. A series of experi-
ments are implemented, including rope manipulation, clothes manipulation and wire harness
assembly, which indicate the effectiveness of the proposed framework.
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Chapter 7

Robotic Motion Re-planning by
Analogy Learning

7.1 Introduction

Motion planning is one of the essential primitives for robotics. It is the foundation for
manipulation, navigation and many other applications. A basic motion planning problem
is to schedule a continuous motion that connects the start configuration xS and the goal
configuration xG, while avoiding collision with obstacles, satisfying constraints (e.g., max
speed, max acceleration) as well as maximizing values of rewards (e.g., smoothness, distance,
control cost).

As a well-explored field in the past decades, there are already plenty of approaches
developed for robotic motion planning, including grid-based [102, 39, 33, 26], sampling-based
[58, 49, 48, 35] and optimization-based methods [69, 70, 95, 99].

Grid-based approaches, such as Dijkstra’s algorithm [102] and A* [39], overlay a grid
on the robot’s configuration space, and assume each configuration is identified with a grid
point. At each grid point, the robot is allowed to move to adjacent grid points as long as it
is collision-free. Heuristic functions can also be designed to accelerate the searching speed
by guiding the exploration direction instead of exploring in all directions. These methods
are usually complete algorithms for the path planning problem, i.e. they will find a solution
eventually if it exists. However, the number of points on the grid grows exponentially in
the configuration space dimension, which makes them inappropriate for high-dimensional
problems, such as industrial manipulators with multiple degrees of freedom.

Instead of evaluating all possible solutions on grids, sampling-based approaches, such as
probabilistic roadmap (PRM [49]) and rapidly-exploring random tree (RRT [58]), represent
the configuration space with a roadmap of sampled configurations. For PRM, random sam-
ples are taken from the configuration space and connected to construct a sparse graph. The
start and goal configurations are added into the graph, and a graph search algorithm is ap-
plied to determine the shortest path between the start and goal configurations. RRT creates
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End Point

Start Point

(a) Scenario A (b) Scenario B

?
Figure 7.1: Find collision-free paths for robots in two mazes. Many motion planners treat
the two scenarios independently and solve separately. However, scenario B is nothing but
rotating scenario A with 90 degrees clockwise. Utilizing the similarity between scenarios can
achieve a feasible solution for scenario B immediately without heavy computation.

possible paths by randomly adding points to a tree until some solution is found or time
expires. These algorithms work well for high-dimensional configuration space, because their
running time is not exponentially dependent on the dimension. They are probabilistically
complete, meaning that the probability that they will produce a solution approaches 1 as
more time is spent.

However, the paths found by grid-based or sampling-based approaches are usually zig-
zag and non-smooth. The dynamic constraints of robots are also not considered during
the path search. To address these challenges, optimization-based approaches [95, 99] are
proposed to formulate the motion planning task as a non-convex optimization problem,
where the objective is to maximize a constructed reward function, and the constraints are
initial/end conditions, system dynamics as well as configuration boundaries. The bottleneck
of optimization-based planning is feasibility. Considering the non-linear robot dynamics
and non-convex obstacle shapes, usually the formulated optimization for motion planning
is highly non-convex. The optimization procedure might get stuck in local optimum, and
sometimes even no feasible solution can be found. The selection of good initial reference
becomes critical to alleviate these problems.

The aforementioned approaches achieve great success in robot motion planning. How-
ever, we observe that these approaches usually regard each motion planning scenario as an
independent problem, while seldom search for the correlation between scenarios so as to
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(a) Traditional planner: process each scenario independently  

(b) Analogy Learning: find correlation between scenarios

Figure 7.2: Comparison between analogy learning and other approaches for path planning.

shorten the re-planning time for similar scenes.
Take the 2D motion planning problem as an example. Figure 7.1 shows two mazes with

different configurations. An autonomous robot needs to plan collision-free paths under this
two scenarios from the start point to the end point. Most motion planners will solve these two
problems separately, i.e., planning the motion from scratch under each scenario. However,
scenario B is actually a rotation of scenario A. If we simply rotate the path planned in
scenario A with the same way, then we can get a feasible path immediately for B without
the need of heavy computation.

With this observation, this chapter will discuss how to apply the concept of analogy
learning to accelerate robot re-planning under similar scenarios. The remainder is organized
as follows: Section 7.2 introduce the concept and benefits of path replanning, with a case
study on a 6-DOF industrial manipulator. Section 7.3 augments the configuration space to
configuration-time space, and apply analogy learning for trajectory replanning. To manip-
ulate objects without violating their physical constraints, a tangent space path replanning
algorithm is proposed in Section 7.4. Section 7.5 concludes the work and discusses remaining
problems. Simulation videos can be found at [104].
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Figure 7.3: Comparison between analogy learning and other approaches for path planning.

7.2 Path Re-planning by Analogy Learning

In some robotic applications, the surrounding environment might be highly dynamic, un-
structured and stochastic. It is necessary to deploy large computation power for a safe
motion planning, and regard each scenario as a new one because of the low configuration
repeatability. However, in many other applications, especially in industrial automation, the
surrounding environment usually can be structured in advance. The configuration of the as-
sembly line might be adjusted from time to time, so there is still need for path re-planning.
However, since the configuration modification is minor, it is unnecessary to regard these
configurations independently and solve separately. Instead, considering the high similarities
between scenarios, we can exploit this affinity to accelerate the path planning for future
similar scenarios.

Take the optimization-based path planning as an example. As shown in Fig. 7.2, scenario
A, we need to plan a 2D path for the mobile car to avoid collision with the grey obstacle. A
linear interpolation between the start and end point is utilized to initialize the optimization.
A collision-free path (blue line) is finally obtained by gradient descent. However, not every
time a feasible solution can be achieved from the optimization solver. As discussed in Section
7.1, because of the high non-convexity, the optimization process might get stuck in bad local
optimum, which results in long computation time, sub-optimum result or even infeasible



CHAPTER 7. ROBOTIC MOTION RE-PLANNING BY ANALOGY LEARNING 97

Figure 7.4: Path planning of Scenario A.

collision collision

(a) Scenario B, with linear interpolation as initial reference

(b) Scenario B, with transformed path from Scenario A as initial reference

Initial reference

Initial reference

Figure 7.5: Path planning of Scenario B.

result. One promising method to solve this dilemma is to provide the optimization solver a
‘good’ initial reference, i.e., a reference that is as close to the global optimum as possible.
Therefore, when it comes to scenario B in Fig. 7.2, a rational solver should not initialize
with linear interpolation again. Instead, a spacial mapping between the two scenarios can
be found, and utilized to transform the optimized path for A to get a new path for B. The
transformed path then serves as the initial reference for the solver so as to boost optimization.

The detailed procedure of path transformation has been presented in Section 6.3. Assume
the environment in scenario A and B can be formulated as two point sets X and Y in the
Cartesian space. The structure preserved registration (SPR, Section 4.4) algorithm can be
utilized to construct a non-rigid transformation T : RD → RD to map X towards Y . As
shown in Fig. 7.3, T transforms X to align to Y by warping the overall configuration space.
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(a) Scenario C, with linear interpolation as initial reference

(b) Scenario C, with transformed path from Scenario A as initial reference

Initial reference

Initial reference

Figure 7.6: Path planning of Scenario C.

Similarly, the path PA corresponding to scenario A can be twisted to get a new path PB that
is suitable for scenario B.

The path P of a robot can be regarded as a sequence of poses {p,R}, where p is the
position, and R is the orientation. The path PB can be achieved by applying the following
transformation on PA:

pB = T (pA) (7.1)

RB = orth(JT (pA) ·RA) (7.2)

JT (p) is the Jacobian matrix of T evaluated at position p, and orth(·) is a function that
orthogonalizes matrices.

A case study of path re-planning on a 6-DOF manipulator is shown in Fig. 7.4. The four
purple bars are obstacles and the robot’s objective is to plan a collision-free path such that
its end-effector passes through the hole to reach a target point. In scenario A (Fig. 7.4), a
collision-free path is planned by an optimization solver, convex feasible set (CFS, [68]). In
Scenario B (Fig. 7.4a), the obstacles together with the target point shift to the left side of
the robot. We still use linear interpolation between the start point and end point as the
initial reference. However, CFS fails to find a collision-free path because of getting stuck
into bad local optimum. In contrast, the analogy learning concept is applied to register the
two obstacles and transform the path found in scenario A to get a new path for scenario B.
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Figure 7.7: Illustration of configuration-time space.

This new path is utilized as the initial reference for CFS optimization (Fig. 7.4b). With this
better initialization, an optimal and collision-free path for scenario B is found finally.

Moreover, the obstacles and target point are moved to the right side of the robot to form
scenario C (Fig. 7.6a). With linear interpolation as an initial reference, CFS does succeed in
finding a collision-free path for this scenario. However, the total calculation time is 3.2 sec.
As a comparison, with the transformed path as initialization for optimization, CFS spends
only 0.7 sec to find a collision-free solution. Note that the procedure of path transformation
is also efficient, which takes 0.12 sec. The total computation speed increases 3.9 times by
the proposed approach.

To conclude, path re-planning with analogy learning utilizes previous experience in past
scenarios and transforms the previously solved paths to get a new one as the initial for
optimization. Since this initial reference should be closer to global optimum compared
to naive initialization, the optimization can benefit by avoiding bad local optimum and
converging at a faster speed.

7.3 Trajectory Re-planning by Analogy Learning

The idea of applying analogy learning for path planning can also be extended for trajectory
planning. The only difference between the path and the trajectory is that the trajectory has
an additional time dimension, i.e., each waypoint in the path has a corresponding requirement
for pass-through time. To incorporate the dimension of time for analogy learning, the original
configuration space can be augmented and the configuration-time space is constructed as
shown in Fig. 7.7. Non-rigid registration is applicable in this augmented space, and the
trajectory can be transformed as before.



CHAPTER 7. ROBOTIC MOTION RE-PLANNING BY ANALOGY LEARNING 100

(a) Training scenario:  Overtake a slow front car

(b) Test scenario:  Overtake a fast front car

Autonomous car
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Figure 7.8: Trajectory replanning for test scenarios: overtaking

A case study of trajectory re-planning for highway autonomous driving is shown in
Fig. 7.8, Fig. 7.9 and Fig. 7.10. Three types of scenes are designed: (1) overtaking, (2)lane
switching, (3) lane switch and returning back. In each case, there is a training scenario and a
test scenario. The trajectory path for training scenario is given from human demonstration.
In the test scenario, since the surrounding car’s speed is different, a new collision-free tra-
jectory needs to be planned. As illustrated in the left side of Fig. 7.8, the configuration-time
space is constructed for both training and test scenarios. A transformation function is found
by SPR to register the two obstacles in the augmented space. The function is then utilized
to transform the demonstrated trajectory (red line) to achieve a new trajectory for the test
scenario. Simulation results show that the proposed trajectory replanning approach is robust
to the speed change of surrounding cars and all the transformed trajectories all collision-free
and suitable for the test scenarios.

7.4 Tangent Space Path Re-planning by Analogy

Learning

In Chapter 6, we showed that the concept of analogy learning could be utilized for teaching
robots to manipulate deformable objects, such as cables. However, this current approach
regards the physical object as a bunch of discrete and independent points, while dismissing
the object’s local physical properties, such as curvatures and distances between points. As
a result, the transformed path might not manipulate the object into a similar shape as
shown at training. Overstretch and over-compression might also occur because the path is
generated without considering the object’s physical limitations. In practice, these accidents
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(a) Training scenario:  Lane switch with a fast front car

(b) Test scenario: Lane switch with a slow front car

Autonomous car
Surrounding car

C-Time Space

C-Time Space

Figure 7.9: Trajectory replanning for test scenarios: lane switch

(a) Training scenario:  Lane switch with a fast incoming car

(b) Test scenario: Lane switch with a slow incoming car

Autonomous car
Surrounding car

C-Time Space

C-Time Space

Figure 7.10: Trajectory replanning for test scenarios: lane switch and return back

could cause damage to the object or to the robot.
Take rope manipulation (Fig. 7.11) as an example. The initial shape of the rope is

slightly changed from training scene to test scene. The SPR algorithm tries to register the
two scenes by shrinking the Cartesian space in the horizontal directional while expanding in
the vertical direction. As a result, it shrinks/expands the training path in the same way to
get the test path (green line in Fig. 7.11b). This warped path, however, violates the rope’s
length constraint and overstretches the rope during manipulation.

To deal with this problem, this section proposes a tangent space path transformation
method, named tangent space structure preserved registration (T-SPR). Instead of mapping
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Training
(Human Demonstration) 

Test
(Robot Reproduction) 

Test
(Robot Reproduction) 

Stretch 

(a) Training scene (b) Testing scene
      using SPR 

(c) Testing scene
      using T-SPR 

Figure 7.11: Rope manipulation by SPR and T-SPR. The red solid line shows the deformable
rope, and the green line is the manipulation path. One end of the rope is fixed at the origin.
(a) At training scene, the robot is taught to manipulate the L-shaped rope into a vertical
straight line. (b) At test scene, SPR shrinks/extends the space in the horizontal/vertical
direction, so as to register the training scene and the test scene. The training path is warped
in the same way to get the test path, which overstretches the rope during manipulation.
(c) The proposed T-SPR algorithm maps the scenes in the tangent space. The Cartesian
space length is maintained during transformation. It manipulates the rope into a straight
line without overstretching.

the training scene and the test scene in the Cartesian space, the registration is performed
in the tangent space to maintain the structural information of the object. It is able to
manipulate the object into a similar shape as training (Fig. 7.12c), and is guaranteed not to
overstretch the object during manipulation (Fig. 7.11c).

Tangent Space Mapping

For the ease of explanation, here we take rope manipulation on a plane as an example. As
shown in Fig. 7.13, the rope can be equivalently represented in the Cartesian space and in
the tangent space. Fig. 7.13a and Fig. 7.13c show the rope at training scene and at test
scene, both in the Cartesian space. Fig. 7.13b and Fig. 7.13d present the corresponding
tangent graphs of the rope, where the horizontal axis is the arc length along the rope, and
the vertical axis is the direction of the unit tangent vector. In this case, the rope’s unit
tangent vector is one dimensional.



CHAPTER 7. ROBOTIC MOTION RE-PLANNING BY ANALOGY LEARNING 103Training
(Human Demonstration) 

Test
(Robot Reproduction) 

Test
(Robot Reproduction) 

(a) Training scene

(b) Testing scene
      using SPR 

(c) Testing scene
      using T-SPR 

Figure 7.12: Example of Rope manipulation by SPR and T-SPR. The red solid line shows
the deformable rope, and the green line is the manipulation path. One end of the rope is
fixed at the origin. (a) At training scene, the robot is taught to manipulate the L-shaped
rope into a horizontal straight line. (b) At test scene, SPR shrinks/extends the space in
the horizontal/vertical direction, so as to register the training scene and the test scene. The
training path is warped in the same way to get the test path, which manipulates the rope
into V-shape, not similar as training. (c) The proposed T-SPR algorithm maps the scenes
in the tangent space. The curvature information is maintained during transformation. It
manipulates the rope into a straight line similar as training.

During training, the rope is manipulated from the initial shape to the final shape. This
training procedure can be decomposed into several snapshots at different time frames. At
each time frame, a tangent graph of the rope can be constructed (see Fig. 7.13b). At test
time, the rope starts with a different initial shape and consequently, a new initial tangent
graph. A transformation function T could be found in the tangent space that maps the
initial tangent graph at training to the initial tangent graph at test. That same function
T can be utilized to warp the tangent graphs at training to get the corresponding tangent
graphs at test in subsequent time frames.

After getting the tangent information of the rope at test, the tangents are integrated
along the arc length to convert the tangent information into position information in order
to get the manipulation path that robot should follow at test time.
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(b) Tangent Graphs of the Training Rope

(c) Initial Shape of the Test 
Rope in Cartesian space

(d) Tangent Graphs of the Test Rope

Figure 7.13: Rope in the Cartesian space and in the tangent space. t = 1, 2, 3, 4 represents
four time frames of rope manipulation. t = 1 is the initial time, t = 4 is the final time.

T-SRP Algorithm

This subsection introduces the mathematical formulation of the T-SRP algorithm. Some
notations of the tangent vectors are built up first. For a d-dimensional object living in n-
dimensional space, φti ∈ Rn−d denotes the training object’s tangent vector at point i and at
time frame t. Similarly, the test object’s tangent vector can be represented by ψtj ∈ Rn−d,
where j is the point index of the test object. The T-SRP algorithm is formulated as follows.
Step 1: Run SRP algorithm in the tangent space

(1) During training, extract the object’s tangent vectors φti at each point i and each time
frame t. At test, extract the test object’s initial tangent vector ψt=1

j at each point j.

(2) Calculate the tangent space correspondence matrix P and non-rigid transformation
function T that register {φt=1

i , i = 1, 2, · · · , N} to {ψt=1
j , j = 1, 2, · · · , N ′} by imple-

menting SPR.
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TPS‐RPM TSM‐RPM

(a) SRP

TPS‐RPM TSM‐RPM

(b) T-SRP

Figure 7.14: Illustration of the difference between SRP and T-SRP. SRP tries to reallocate
the positions of each point on the rope, which can easily lead to overstretching and thus
cause damage. T-SRP tries to reassign the joint angles of the rope. No matter how much
each joint is twisted, the rope’s original length is maintained.

Step 2: Run tangent space transferring

(1) Calculate the tangent vectors at test scene by non-rigid transformation from the second
time frame t = 2 to the last time frame t = tfinal

ψtj =
N∑
i=1

Pij · T (φti) ∀t = 2, · · · , tfinal (7.3)

where Pij = p(i|j) is the correspondence matrix between two sets found by registration
(4.8).

(2) Calculate the grasping point at test. Suppose the robot grasps the point iG of the object
at training, then the grasping point at training can be calculated by the correspondence
matrix

jG = arg max
j
P(iG,j) (7.4)

(3) Integrate the test tangents to get the Cartesian space position of grasping point at
each time frame

ptjG =

jG∑
j=1

Ψt
j · δj (7.5)

where δj is the distance between neighbouring points. Note that Ψ ∈ Rn is an unit
vector, equivalent to expressing ψ in n-dimensional space. Ψ is utilized here so that
the dimension is consistent to the Cartesian space points. The new manipulation path
is given by {ptjG , t = 1, 2, · · · , tfinal}
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In practice, it is found that the correspondence matrix P ′ that register the two point
clouds in the Cartesian space can directly serve as a good tangent space transformation.
This makes sense because the corresponding points of two objects in the Cartesian space
usually share the similar tangent features. This special transformation is formulated as

ψtj =
N∑
i=1

P ′ij · φti ∀t = 2, · · · , tfinal (7.6)

Invariance Theorem of the T-SRP algorithm

Objects like ropes can be considered as curves in differential geometry. This subsection will
show that transformations under T-SRP maintain the curve’s structural information and
thus keep the curve’s length invariant during manipulation.

Theorem 5 The length of the curve is invariant under the manipulation generated by T-
SRP.

Proof 5 Assume the initial length of the curve at test is Lt=1
test . The length becomes Lttest at

time frame t. For any tangent vector Ψt ∈ Rn at time frame t, we have

|Ψt| = 1 (7.7)

Therefore,

Lttest =

∫ Lt=1
test

0

|Ψt|dτ

=

∫ Lt=1
test

0

1 · dτ

= Lt=1
test (7.8)

where dτ is the differential arc length of the curve.

Equation (7.8) indicates the length of the test curve always keeps the initial value Lt=1
test,

which is independent of the training curve’s length Lttrain. This is a desired property since
even if the curve length changes from training to test (for example, a long rope at training
and a short rope at test), the algorithm will manipulate the test curve under the test length
limitation despite of the training curve’s length.

This invariance theorem can also be intuitively understood through Fig. 7.14. SRP
regards the rope as a bunch of discrete points and tries to relocate the position of each
point directly in the Cartesian space, which can lead to overstretching the rope during
manipulation. In contrast, the T-SRP algorithm regards the rope as a long chain and
instead rotates the joint angle of each chain in the tangent space. No matter how the angles
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are twisted, the rope’s length does not change, i.e., length invariance. This is an important
feature because otherwise safety cannot be guaranteed during robot manipulation.

To conclude, a new path transformation method T-SRP is introduced. It is inspired by
SRP, but different in nature. The key difference is that the transformation takes place in
the tangent space instead of Cartesian space in order to maintain the object’s structural
information.

Simulation Study

To test the performance of the proposed T-SRP algorithm, several rope manipulation tests
are performed and the results are analyzed in this section. Supplementary videos can be
found at [104].

(a) Train Scene 

(b) Test Scene by SPR 

(c) Test Scene by T-SPR 

t = 1 t = 2 t = 4t = 3

Figure 7.15: Manipulating the rope into a straight line (horizontal direction) over four time
frames, t = 1, 2, 3, 4. The initial shape of the rope is changed at test. SRP manipulates the
test rope into a strange shape. T-SRP performs as well as training.

The manipulation tasks are simulated in V-REP [96] and the Bullet Physical Library [17]
is selected as the physics engine. In these tests, two robot arms (FANUC LR Mate 200iD/7L)
collaborate with each other to manipulate a single red rope of length 40cm. The flexible
rope is modelled as twenty 2cm long cylinders connected sequentially by spherical joints. At
training, one robot arm fixes one end of the rope, while the other arm is taught by human to
move the free end to manipulate the rope into a desired shape. At test time, the initial pose
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and shape of the rope are altered on purpose. The T-SRP and the SRP algorithms generate
new manipulation paths given the test rope’s initial states. The correspondence matrix P
and transformation function T are calculated by solving (4.8) and (4.36).

As shown in Fig. 7.15a, the first test is to manipulate a curved rope into a straight line.
The initial shape of the rope at training is like a ‘L’, of which the two sides have equal
lengths. The test rope is also in L-shape, but one side is longer than the other. During
the test scene, the manipulation path (Fig. 7.15b) calculated by SRP moves the rope to the
correct direction, but the final shape is curved and not similar to the one in training. The
path calculated by T-SRP (Fig. 7.15c) not only moves the rope to the right direction, but
also manipulates to accurately reflect what was demonstrated in training.

The second test is to wind the red rope around a blue shaft. It is desired to wind the
rope tightly around the shaft without overstretching the rope during manipulation. Fig. 7.16
shows a segment of the winding task. The robot is taught to bend the rope ninety degrees
at training phase (Fig. 7.16a). At test scene, the initial shape of the rope is changed. SRP
generates a path to bend the new rope (Fig. 7.16b). However, at time frame t = 3, overstretch
occurs and the rope breaks at time frame t = 4. In contrast, the T-SRP bends the test rope
tightly around the shaft without overstretching the rope (Fig. 7.16c).

t = 1 t = 4t = 3t = 2

(a) Train Scene 

(b) Test Scene by SPR

(c) Test Scene by T-SPR

Stretch Break

Figure 7.16: Bending the rope ninety degrees around the shaft. The initial shape of the
rope is changed at test. SRP overstretches the test rope at time frame t = 3 and the rope
severs at t = 4. In contrast, T-SRP succeeds and does as well as training without incurring
overstretching.
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To conclude, these tests show that mapping in the tangent space make T-SRP have the
ability to ‘memorize’ the shape of the object during training. At test, it will try to generate a
path which recovers the object to the configuration demonstrated at training. Therefore the
final shape is usually as good as training. Moreover, as proven in the invariance theorem, the
manipulation path generated by T-SRP will not exceed the length limitation of the object
and therefore guarantee safety during manipulation.

7.5 Chapter Summary

Chapter 7 discusses the application of analogy learning to teach robots the skill of efficient
motion re-planning. Instead of regarding each scenario as an independent problem and
solving separately, we try to find the correlation between current scenario and past solved
scenarios. In this way, the past experience can be utilized and transformed to serve as a
better initialization to solve the current motion planning problem. The bad local optimum
for optimization can be avoided and the convergence rate can be improved. The proposed
motion re-planning approach can be applied in configuration space, configuration-time space
and tangent configuration space, so that it can perform various kinds of motion planning,
including path planning, trajectory planning and shape-conservative manipulation planning.
A series of simulations on a 6-DOF manipulator and a 2-DOF autonomous car are imple-
mented, which prove the effectiveness of the proposed methods.
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Chapter 8

Conclusions and Future Work

This dissertation introduced several methodologies for robot skill learning under three fun-
damental approaches: model-based approach, model-free approach and analogy-based ap-
proach. A series of applications including robotic assembly (Chapter 2, 3), grasping (Chapter
5), tracking (Chapter 6), manipulation (Chapter 6) and motion planning (Chapter 7) have
been discussed and tested on industrial robots.

Chapter 2 introduces a novel contact model to predict the misalignment of mating parts
from force measurement. Robotic assembly easily suffers from a three-point contact initial
condition, where the peg has a large misalignment towards the hole, and the following inser-
tion procedure cannot proceed. To deal with this problem, a model for peg-hole misalignment
are derived by force and geometric analysis. The model parameter (friction coefficient) is re-
gressed by nonlinear optimization. With the estimated misalignment values, a compensation
trajectory is designed to realign the peg and hole to avoid three-point contact. Experimental
results show that the misalignment between the peg and hole with H7h7 tolerance can be
effectively eliminated and the robot can conduct peg-hole-insertion from three-point contact
condition with 96% success rate. Future work can be conducted on the model extension. The
current contact model is only designed for round pegs and holes. Though round mating parts
are most common in industrial assembly, there are some scenarios such as corner assembly
and dual-peg assembly that the current model cannot deal with. One possible solution is
to construct different models and introduce a hyperparameter to switch between models for
robotic autonomous assembly.

Chapter 3 presents a model-free approach to learn a force controller for peg-hole-insertion
from human demonstration. Instead of designing or tuning a static admittance controller,
Gaussian mixture regression (GMR) is utilized to learn the state-varying admittance directly
from human demonstration data. A human demonstration device (HDD) is designed to
collect the wrench and corrective velocity information during demonstration. The efficiency,
physical interpretation and stability of the GMR admittance module are analyzed. A series of
experiments performed on FANUC industrial robot and H7h7 tolerance testbed demonstrate
the effectiveness of the proposed learning framework. However, as many other model-free
methods, the performance of trained admittance controller is highly sensitive to the quality
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of training data. Future exploration may focus on how to quantitatively define the data
quality so as to identify bad training data autonomously. Besides, how much amount of
data is enough for training a satisfying controller is also an open question and needs to be
explored.

Different from model-based or model-free approaches, a new robot learning approach,
named analogy learning is proposed in Chapter 4. Instead of finding a control policy to
relate the system states and corresponding actions, analogy leaning tries to find correlation
between current scenario with past training scenarios. A past scenario that bears a strong
similarity with the current situation will be identified and the past actions will be transferred
and updated to apply on the current scenario. The benefits of analogy learning, including
efficiency in data learning, robustness to input noise and guaranteed no collision are discussed
as well. To support the implementation of analogy learning, a new non-rigid registration
method, called structure preserved registration (SPR) is developed. SPR regards the past
and current scenarios as point sets, and find a smooth non-rigid transformation function to
register them to each other. The similarity value between two point sets can be quantitatively
calculated.

Chapter 5 proposes a framework for efficient grasping pose generation by robotic analogy
learning. A database containing multiple categories of source objects with demonstrated
grasping poses were constructed by human experts. During the test scenario, a novel object
was first classified into one of the example categories by measuring its dissimilarity to each
source object. Then the grasping poses on the most similar source object were transferred to
the novel object by the structure preserved registration (SPR) method. All the transferred
grasping poses were evaluated and sorted by the grasp isotropy metric. The selected pose was
further refined by an orientation search mechanism, which improves the robot reachability
and avoids collision. A series of experiments were performed to grasp six categories of objects
with various shapes, sizes and configurations. The average success rate was 18.8 out of 20
grasp trials. To improve the object registration speed, the point clouds observed from stereo
cameras were downsampled to a sparser set. However, the downsampling may negatively
influence the registration accuracy. At current stage, the downsampling ratio was manually
tuned. Future work will focus on how to select an appropriate value to achieve a balance
between speed and accuracy.

Based on the concept of analogy learning and SPR, a uniform framework, which includes
state estimation, task planning and trajectory planning, is proposed in Chapter 6 for manip-
ulating deformable objects. A real-time observer is developed to estimate the node position
of the rope by registering the last step estimation towards the current point cloud mea-
surement. A task planner is then developed to let robots recognize at which procedure the
current manipulation is by registering training scenarios towards the test scenario. Finally,
utilizing the transformation function constructed during scenario registration, the training
trajectory can be warped to achieve a new trajectory which is feasible for the test. A series
of experiments on rope knotting, cable assembly and clothes manipulation are implemented,
which indicate the effectiveness of the proposed methods. Future work will focus on tracking
multiple deformable objects at the same time, so as to make the proposed framework more
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practical in real scenarios.
Chapter 7 discusses the application of analogy learning on motion re-planning. Instead

of regarding each scenario as an independent problem and solving separately, we try to find
the relation between current scenario and past solved scenarios. In this way, the past expe-
rience can be utilized and transformed to serve as a better initialization to solve the current
motion planning problem. The bad local optimum for optimization can be avoided and the
convergence rate can be improved. The proposed motion planning approach can be applied
in configuration space, configuration-time space and tangent configuration space, so that it
can perform various kinds of motion planning, including path planning, trajectory planning
and shape-conservative manipulation planning. A series of simulations on 6-DOF manipu-
lator and 2-DOF autonomous car are conducted, the results of which show the effectiveness
of the proposed methods. The current method has been tested to improve the efficiency of
optimization-based motion planning. In the future, more study will be performed to combine
the approach with grid-based and sampling-based motion planning algorithms, e.g., using
the transformed planning results to guide the sampling of next planning problems.
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