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# ABSTRACT OF THE DISSERTATION 

## Essays in Behavioral Economics and Ethics

by<br>Silvia Saccardo<br>Doctor of Philosophy in Management<br>University of California, San Diego, 2015<br>Professor Uri Gneezy, Chair<br>Professor Ayelet Gneezy, Co-Chair

My dissertation examines the behavioral factors that affect the emergence of unethical behaviors and inequalities in today's society. Using insights from behavioral economics and experimental methods, I investigate the drivers of phenomena such as corruption, dishonesty, ethnic-discrimination, and gender-based differences in preferences.

Chapter 1 explores the mechanism through which receiving bribes leads evaluators to distort choices. In both a laboratory experiment in the US and an experiment in a market in India, evaluators receive bribes that distort their quality recommendations. We show that the driver of distortion is greed and not reciprocity.

Chapter 2 examines how self-deception affects judgment distortion in the presence of incentives. We show that when evaluators can convince themselves that they are behaving ethically, they are more likely to distort their judgment. When selfdeception is not possible, recommendations are more honest. This shows that in some cases people are able to behave unethically without suffering from feelings of guilt or shame, by convincing themselves that they are ethical.

Chapter 3 explores individuals' unwillingness to provide negative feedback to others, which results in a "must lie situation". By asking experimental subjects to evaluate others' attractiveness, we show that individuals prefer to lie rather than tell an undesirable truth, even if lying comes at a monetary cost to both the person who gives the feedback and the person who receives it.

Chapter 4 studies prejudice-based ethnic discrimination, and shows that individuals are more likely to discriminate against others when discrimination can be disguised. We show that individuals do not discriminate in contexts where discrimination cannot be plausibly justified. However, discrimination emerges in contexts in which discriminatory behavior can be attributed to conformity to social or moral norms.

Chapter 5 explores gender differences in preferences for competitiveness, which have been suggested to partly account for the relative lack of success of women
in many sectors of the labor market. We introduce a novel measure that captures the extent of competitiveness. We find that the gender gap in competitiveness is larger than what had been documented before, with strikingly lower ratios of women at the top of the competitiveness distribution.

## Introduction

Our choices are governed by norms of behavior, conventions, social customs and inertia forces. These forces are an (incomplete) prescription of behavior for different circumstances that are common to groups of individuals, and therefore are labeled "social norms." Simple observations from our daily life make clear that many social norms affect how we behave. There are norms of fair behavior, norms that specify behavior towards family members, norms that restrict the type of food we eat, and norms that govern our social activity-how to behave in meetings, or in restaurants, whom to invite for dinner, or how much to tip. There are norms that specify the ownership of goods, basic civil rights, contribution to a common cause or what negotiation in good faith is.

When norms do not contradict self-interest, following them does not create any dilemma. For example, a norm (or a convention) that specify the side of the road in which we drive does not contradict self-interest. But norms that advocate fair behavior or that encourage donating to charity, or that condemn discrimination, dishonesty or bribing in a business transaction, may contradict private self-interest. These type of norms give rise to a conflict between following the norm and profit maximizing behavior. This dissertation advances our understanding of the behavioral factors that affect choices and judgments when ethical rules or social norms conflict with profit maximizing motives.

Chapter 1 (coauthored with Uri Gneezy and Roel van Veldhuizen) focuses on bribery, a widespread and economically important phenomenon, with over a trillion dollars exchanged in bribes every year around the world (Kauffman, 2005). In this chapter we experimentally investigate how receiving bribes affect individuals' decision making. In a novel design, two participants (the workers) perform a task, competing for a prize. A third participant (the referee) is asked to select the best performer, who receives a monetary prize. Workers have the opportunity to bribe the referee. This experimental paradigm captures an important outcome of bribery: the distortion of judgment and facts that occurs when decision-makers base their decisions on bribes rather than performance or quality, and therefore behave unethically. We investigate whether individuals are willing to engage in bribery and whether bribes distort outcomes, inducing the referee to award the prize to the worker who sent the higher bribe. When the referee is allowed to only keep the winners' bribe we find that individuals are willing to make decisions that distort the true ranking between the workers, awarding the prize to the one who sent the higher bribe. When the referee is allowed to keep any bribe received regardless of her choice of a winner, we find that referees do not distort their judgment, as decisions are largely based on performance. We replicate this finding in an extra-lab experiment conducted in India, in the market of the city of Shillong. In the experiment, we ask shoppers in the market to taste two pineapples from two different vendors, and select the tastier. Shoppers know we would then buy a pineapple from the seller they indicate. Before the beginning of the experiment, vendors agreed to pay some money to each shopper who recommends their pineapple. In line with the laboratory experiment, we find that shoppers distort
their judgment only when their choices directly affect their earnings. Taken together, the results from both studies suggest that the mechanism by which bribes work in our setting is greed (i.e. profit maximization) and not reciprocity.

Chapter 2 (co-authored with Uri Gneezy, Marta Serra-Garcia, and Roel van Veldhuizen) delves into the psychology of judgment distortion, investigating the relationship between self-deception and unethical behavior. While some people have no psychological costs associated with behaving unethically and do so whenever it is profit maximizing, for others, distorting ethical judgment comes with a cost to selfimage. When facing the opportunity to distort ethical judgments for a financial gain, these people face a tension between maintaining their self-image as a moral person and the desire to increase material goals. This tension may be attenuated if individuals engage in self-deception, convincing themselves that their behavior is ethical. We explore this hypothesis in an experiment in which decision-makers are asked to evaluate two subjective options and recommend one based on quality. In the experiment, an advisor recommends one of two investment choices to a client. The two options differ in risk and expected return; no option strictly dominates the other. The advisor has a monetary incentive to recommend a specific investment option. We explore whether evaluators are more likely to distort their judgment in favor of the incentivized option when they can convince themselves that their choice is ethical. For this purpose, we contrast two timelines of decision-making that manipulate individuals' scope for self-deception. In one case, the evaluator is informed about an incentive associated to one of the options before she is provided with information about the quality of the options. In the other case, the evaluator receives the
information about the incentive only after she privately evaluates the quality of the options. In the first case, the evaluator can easily convince herself that recommending the incentivized option is ethical while in the second case there is less scope for selfdeception. In line with our hypothesis, we find recommendations to be biased in the direction of the incentive in the former case, but not in the latter. In an additional experiment, we limit the scope for self-deception by introducing strict dominance of one of the lotteries that the advisor evaluates over the other one. Strict dominance implies that advisors cannot easily convince themselves that recommending the dominated lottery is ethical. In this context, we observe no effect of the timing manipulation. We term this behavior "motivated self-deception", since advisors engage in self-deception to protect their identity when motivated to do so by incentives.

Chapter 3 (co-authored with Uri Gneezy, Christina Gravert, and Franziska Tausch) explores settings in which individuals prefer to lie rather than telling a negative truth to another person, referred to as the "must lie situation". We report experimental results showing that individuals are reluctant to give honest negative feedback to others, even if honesty could help the receiver achieve better outcomes. We choose to use attractiveness as the subject of feedback, as a proxy for traits individuals care about, and for which objective information is hard to obtain. In a novel experimental design, we ask individuals to rank other participants in term of attractiveness. In the first stage of the experiment, subjects (ten men and ten women) provide a ranking of all individuals of the opposite sex. In the second stage, we ask individuals to guess their own position in the ranking. We find that individuals are
largely overconfident about their own attractiveness ranking. We then randomly assign subjects to treatments. In one case, we ask individuals to confidentially guess the ranking of another same-sex participant. We find that despite inflating the guesses about their own ranking, individuals are able to accurately guess the attractiveness rank of another individual of the same sex. In another treatment, we ask them to report their guess via face to face feedback to the other participant. That is, each individual sends an open message to another same-sex participant, indicating a suggested rank for that participant. After receiving the message, participants have a chance to update the guess about their own ranking, increasing their earnings. In line with our hypothesis, people give accurate face-to-face feedback to attractive individuals, but avoid doing so to the less-attractive ones. In our experiment this comes at a monetary cost to both the person who gives the feedback and the one receiving it. We also find that, surprisingly, a substantial increase of these costs-through a raise in the price of providing biased feedback from $\$ 10$ to $\$ 50$ for both parties-does not increase honesty. Finally, to shed light on the mechanism driving the reluctance to provide negative feedback, we compare face-to-face to anonymous feedback. We find that when the identity of the feedback provider is not revealed, feedback towards the lessattractive individuals is more honest. Our results suggest that the inflated face-to-facefeedback we identify in our experiment is not driven by individuals' unwillingness to hurt the recipient.

Chapter 4, (co-authored with Anastasia Danilov), explores whether the opportunity of disguising behavior behind adherence to moral or social norms makes individuals more likely to engage in discrimination toward minorities. Modern
societies have made substantial advances in establishing policies and social norms against ethnic discrimination. Today, societies are more diverse and multicultural than ever before, and open expression of prejudice has declined. Yet, inequalities on the grounds of race and ethnicity persist. In a series of experiments, we show that when individuals can plausibly rationalize their behavior as non-discriminatory and therefore maintain a positive image, ethnic discrimination emerges. When disguising discrimination is not possible, however, individuals act similarly toward their own or a different ethnicity. We study subjects' behavior toward individuals of either their own or of a different ethnicity by asking subjects to make choices that affect both their payoffs and the payoffs of another participant. In a dictator game, subjects determine the earnings of both participants by choosing between two options. We study the rate of prosocial choices as a function of the receiver's ethnicity. In this context, individuals cannot easily attribute lack of prosocial behavior toward the other participant to something other than prejudice. Hence, we expected to find no difference in the rate of prosocial choices. In line with our hypothesis, we find no evidence of discrimination. In a second experiment, subjects could reach the same prosocial payoff allocation of the dictator game by telling an altruistic lie to their counterpart. In this context, the possibility of complying with the norm of honesty might provide subjects with a reason not to favor the altruistic payoff allocation. We find that individuals are less likely to tell a white lie when lying helps a member of a different ethnicity than when it benefits an individual of their own ethnicity. These results provide evidence of taste-based discrimination disguised behind honesty. In an additional experiment in which individuals have scope for using fairness norms self-
servingly, we again find evidence of ethnic discrimination. Taken together, our findings suggest that prejudice-driven discrimination still persists and arises in situations in which individuals can plausibly justify their behavior.

Finally, Chapter 5 (co-authored with Uri Gneezy and Aniela Pietraz) turns to the investigation of gender differences in competitiveness. Although the number of women in leadership position has increased over the past years, the gender gap in labor markets is still large. Several factors can contribute to this gap, such as discrimination or individuals' preferences. In this chapter, we focus on gender differences in competitiveness. Previous experimental literature has argued that women are less competitive than men, and that this difference can contribute in explaining wage gaps in the labor market. These papers have both shown that women perform worse than men in competitive settings (e.g. Gneezy, Niederle and Rustichini, 2003), and that women are less likely to select into competitive environments (e.g., Niederle and Vesterlund, 2007). The papers that study selection consistently find that about a third of women and two thirds of men select into competitive environments. In this chapter, we investigate a new dimension of competitiveness-the extent of competitiveness. We introduce a new measure that allows us to observe 101 levels of competitiveness. In particular, we ask subjects to perform a task and choose what percentage of their compensation they would prefer to be derived from a tournament scheme and which percentage they would prefer to be derived from a piece rate scheme. Hence, this measure allows us to measure the intensive margin of competitiveness. We find that the evidence for gender difference in competitiveness is much stronger than that revealed by previous experimental paradigms studying
competitiveness on the extensive margin. Our results reveal that the ratio of women to men in the distribution of competitiveness decreases as the degree of competitiveness increases. In the upper tail of the distribution of competitiveness, we find that the women to men ratio is substantially smaller than the ratio detected by previous experimental paradigms. Of all the participants in the top 25 percent of the competitiveness, only 5 percent are women. All the participants on the top 10 percent are men. These insights can help explaining the lack of women in top corporate positions. If successful careers in some segments of the labor market require high levels of competitiveness, we can reasonably project that a weaker preference for competition may lead fewer women to commit to such a career path.

# 1. Bribery: Greed versus Reciprocity 


#### Abstract

It is estimated that over a trillion dollars are exchanged in bribes around the world, distorting justice and economic efficiency. Better understanding of the reasons for bribery can help the effort to reduce it. We designed an experiment in which two participants compete for a prize. A third participant acts as a referee and picks the winner out of the two. Participants are allowed to send a bribe to the referee. When the referee can keep only the winner's bribe, we find substantial bribery, and in $86 \%$ of the cases, the participant who bribes more wins. However, when the referee keeps the bribes regardless of her choice of a winner, participants bribe less and referees are significantly less likely to ignore quality and award the prize to the worker with the higher bribe. We find similar results using an extra-laboratory experiment in a market in India. Hence, our participants are easy to corrupt, and the mechanism by which bribes work in our experiment is greed and not reciprocity.


### 1.1 Introduction

Bribery affects economic activities around the world. Because it is illegal in most places, getting good empirical data about these activities is difficult. However, the existing data show bribery is likely widespread. The World Bank estimates that $\$ 1$ trillion exchanges hands in bribes annually (Kaufmann, 2005), and many companies report having to pay bribes to win business-from $15 \%$ to $20 \%$ in industrialized countries, to $40 \%$ in China, Russia, and Mexico (Transparency International, 2011). In some places, these kinds of activities are a major source of income. For example, bribes are estimated to amount to 20\% of Russia's GDP in 2005 (INDEM, 2005).

But why do bribes "work?" In particular, if one of the sides in a bribery case does not fulfill his part, the other side cannot take him to court or use traditional enforcement mechanisms. What prevents one, for example, from accepting a payment but then not providing the good? If receiving the bribe is credibly contingent on success (e.g., winning a contest or in the case of repeated interactions), traditional economic models with selfish agents can explain behavior. In other one-shot cases in which receiving a bribe is not contingent on delivering the desired outcome, traditional economic assumptions may not be sufficient. In these cases, social preferences may be able to explain the success of bribery. People might be engaged in reciprocal behavior in which one side gives a "gift" and the other reciprocates (Akerlof, 1982; Rabin, 1993; Fehr and Gächter, 2000).

Consider the case of Rod Blagojevich, the former governor of Illinois. When Barack Obama was elected president in 2008, he had to give up his seat in the Senate,
and governor Blagojevich was in charge of finding a temporary replacement. Though the duration of such temporary appointments varies across states and situations, Blagojevich had the ability to appoint a new senator until the next general elections, which took place two years later. This situation was a unique, non-repeated instance. Instead of choosing the best candidate, the governor tried to "sell the senate seat," as US District Attorney at the time Patrick Fitzgerald said, to the highest bidder. Among the things Blagojevich asked for were a large salary at a labor union, a paid position for his wife on corporate boards, and promises for campaign funds (Fitzgerald, 2008). If legislation can reduce the possibility of contingent awards, for example, by preventing donations to public officials and their campaign funds, the success of bribes in one-shot situations will have to depend to a larger extent on trust. After all, once the position is filled, a candidate who bribed the governor cannot complain to court that he did not get the job in return. In this case, for bribes to succeed, reciprocity will be important.

To reduce bribery, it is important to understand what drives it. In the process of understanding the motivation for bribery, experiments are an important tool because they can help us isolate key aspects of the relevant behavior. Our paper distinguishes between the two rival motivations for bribery discussed above: reciprocity and greed (i.e., payoff maximization). This distinction is important from a public policy perspective. If reciprocity drives bribery, policy interventions should focus on reducing social ties and making reciprocity more difficult, for example, by decreasing personal contact through anonymity and staff rotation. If greed drives behavior and
individuals only care about maximizing their profit, such policy interventions will not prevent people from engaging in bribery, and traditional anti-corruption methods based on auditing and sanctions may be more effective (Becker and Stigler, 1974; Olken, 2007).

Our ability to distinguish between different motives for bribery comes from the novel game we study. The game captures an important feature that distinguishes bribery from other transactions: a distortionary effect. This kind of distortion is a key element in bribery and occurs when a decision maker uses bribes rather than other objective criteria such as merit, performance, or quality to determine who receives a particular outcome. As a result, public resources may go to the more corrupt people, not necessarily the most talented ones (Pareto, 1896; Goldsmith, 1999; Del Monte \& Papagni, 2001). A large empirical literature has shown that such outcomes have detrimental effects on efficiency (see, e.g., Mauro, 1995; Reinikka and Svennson, 2004; Bertrand, Djankov, Hanna, and Mullainathan, 2007; Sequeira and Djankov, 2014; or see Olken and Pande, 2012, for a review).

We are not the first to study bribery using experiments: the existing experimental literature examines different elements of bribing behavior, from the effect of staff rotation (Abbink, 2004) and asymmetric liability (Abbink, Dasgupta, Gangadharan, and Jain, 2014) to culture (Barr and Serra, 2010; Cameron et al., 2009) and the influence of wages (Abbink, 2005; Armantier and Boly, 2013; Van Veldhuizen, 2013). See Abbink and Serra (2012) for a comprehensive survey of these experiments. However, in this literature, participants are asked to choose between
different monetary allocations. These decisions may include negative externalities on a third party, but they do not include a distortion of facts or judgment. The ability to study the effect of distortion of judgment is, as we show, critical to understanding some bribery behaviors. ${ }^{1}$

To capture this key element, we introduce a new bribery game in which two participants ("the workers") compete on a task. A third participant, the referee, then chooses the winner, who gets a prize. Importantly, the judgment of the quality of the task is subjective. Apart from working on the task, the two workers can also choose to send bribes to the referee. We use this basic design to test whether workers actually send money in an attempt to influence the referee. When workers choose to send money, we investigate whether these bribes distort the referee's judgment. We also vary whether the referee can keep both bribes or only the winner's bribe. This allows us to test whether the distortion is driven by reciprocity or greed, because whenever the referee is able to keep both bribes regardless of her decision, greed cannot influence her choice and only social preferences may drive behavior.

In addition to the laboratory experiments conducted in the United States (San Diego), we also report the results of an extra-laboratory experiment from a market in the city of Shillong in India. The data from a market in a country where corruption is

[^0]more spread allow us to investigate whether our results generalize beyond the scope of the original laboratory experiments.

### 1.2 The Bribery Game and Research Questions

### 1.2.1 The Bribery Game

Our bribery game involves three players: two workers and a referee. The workers compete against each other on a task and the referee is asked to determine a winner. The worker who wins gets a prize of $p$, and the other worker receives nothing. Additionally, workers can send a bribe $\left(b_{i} \in\left[0, \frac{1}{2} p\right]\right)$ to the referee, with only integer amounts allowed.

Our main identification relies on two versions of the basic game. In treatment KeepWinner, referees keep the bribe of the winning worker; the other worker's bribe is returned. The referee's monetary payoff maximizing strategy is then to choose the worker who submits the higher bribe. Assuming the referee chooses this strategy, and given the restriction that $b_{i} \leq 0.5 p$, the workers' monetary payoff maximizing strategy is to bribe $\$ 1$ more than the other worker. This strategy results in a unique Nash equilibrium in which both workers bribe the maximum $b_{i}=0.5 p$. The referee's equilibrium payoff under these assumptions is $\Pi_{\mathrm{R}}=\mathrm{b}_{\mathrm{i} *}$, where $i^{*}$ is the winner of the round. The monetary payoff of each worker $i$ is given by

$$
\Pi_{\mathrm{i}}=\left\{\begin{array}{ll}
-\mathrm{b}_{\mathrm{i}}+\mathrm{p} & \text { if i wins } \\
0 & \text { if i loses }
\end{array}\right\}
$$

In the second treatment we study ("KeepBoth"), the referee $(R)$ keeps both bribes, and the payoff for the referee in each given round is therefore given by $\Pi_{R}=$ $b_{i}+b_{j}$. The monetary payoff of each worker $i$ is given by

$$
\Pi_{i}=\left\{\begin{array}{ll}
-b_{i}+p & \text { if i wins } \\
-b_{i} & \text { if i loses }
\end{array}\right\}
$$

A monetary payoff maximizing referee will then be financially indifferent between both workers, irrespective of the bribes. The workers' payoff-maximizing strategy depends on their beliefs regarding how the referee will reward bribes. In particular, whenever a worker's belief that referees will select the worker with the higher bribe as the winner ( $p R e f$ ) is low enough, the best response will be not to bribe. For the parameters used in the experiment, when $p R e f<.6$, workers' optimal strategy is not to bribe. For $. ~ 6 \leq p R e f<1$, a mixed equilibrium exists in which workers bribe with some probability. For $p R e f=1$, a pure strategy equilibrium exists in which both workers bribe the maximum. For a more detailed analysis, see Appendix A8.

This game allows us to study whether bribes induce referees to distort the true ranking between workers, resulting in an allocation of the prize based on bribes rather than performance, and to investigate which motives drive distortion.

Note that in our experiment, we focus on investigating bribery in situations where the judgment of the best performer is subjective. Further, in our experiment the referee's payoff depends only on the bribes and not on worker performance. These features of our design are reflective of many real-world situations in which judgment is subjective and it is difficult to directly reward good decisions, as discussed below.

The fact that the referee was not rewarded based on good judgment also allows us to cleanly disentangle greed, reciprocity, and moral costs of distortion, as discussed below. The game we use in the paper can be extended to study what happens in games in which the referee's payoff does depend on the quality of her decision.

Finally, to isolate the effect of distortion, we deliberately did not introduce other elements often associated with bribery, such as monitoring, punishment, and third-party externalities. Future research could use our bribery game to incorporate these additional features.

### 1.2.2 Research Questions

The two treatments described above help us in answering two important questions regarding bribery. First, we want to investigate workers' bribing behavior. Note that even if a worker believes that offering a high bribe pays in terms of monetary rewards, she may choose not to do so, because of some moral costs associated with unethical behavior. Studies have shown that such motives are important in related deception behavior (Gneezy, 2005; Dreber and Johannesson, 2008; Sutter, 2009; Erat and Gneezy, 2012). ${ }^{2}$

Second, we want to investigate whether bribing distorts the referee's judgment, and if so, how this distortion interacts with the treatments. In our game, the referee is asked to choose the winner based on the workers' performance on the task. Basing the

[^1]decision instead on the size of the bribe leads to a distortion of the true ranking between workers. If individuals have some moral costs (e.g., lying costs) associated with distorting their judgment, they may choose to reward the better performer, and bribery would not influence their behavior.

Two important forces could explain why bribery affects judgment: reciprocity and greed. According to the reciprocity, or gift exchange, hypothesis (e.g., Abbink et al., 2002; Malmendier and Schmidt, 2012), if a worker sends money to the referee, the referee might want to reciprocate the favor by choosing to reward the worker who sent her (more) money. In this case, referees will choose the worker who sent the higher bribe, because they want to reciprocate the worker who was nicer to them, and not just because that bribe provides them with more money. ${ }^{3}$ In contrast to the gift-exchange explanation, greed implies that referees choose the worker who bribes more only when doing so benefits them financially.

Comparing behavior in treatment KeepWinner with behavior in treatment KeepBoth allows us to test whether moral costs, gift exchange, or greed drive behavior. In treatment KeepWinner, a selfish payoff-maximizing referee would base her decision solely on the size of the bribes. Similarly, a referee who cares only about reciprocity will also choose the worker who sent the higher bribe. In treatment KeepBoth, the referee's choice of a winner does not affect her payment. Hence, a selfish payoff-maximizing referee will be indifferent between workers. A reciprocal

[^2]referee will still reward the higher bribe even when doing so does not affect her payoff.

If reciprocity drives the distortion of judgment, the distortionary effects of bribery will be similar in both treatments. If greed drives behavior, referees will distort their judgment in treatment KeepWinner, but in general not in treatment KeepBoth.

If referees also have moral costs, and-all else equal-prefer an allocation that does not require them to distort their judgment, these moral costs may outweigh greed and/or reciprocity concerns, preventing distortion of judgment in both treatments. However, if the power of greed or reciprocity in our experiment is large enough to outweigh moral costs, we expect to see some distortion. By comparing the two treatments, assuming moral costs do not change, we can rank the importance of greed and reciprocity.

A feature of our design is that although treatment is randomized and workers are randomly paired within sessions, bribes are not determined at random. To analyze referees' behavior and make treatment comparisons, referees in the two treatments must face similar combinations of bribes. That is, the distribution of the difference between the bribes the referees receive must be similar across both treatments. We will explore whether this is the case in the results section, where we also discuss how other possible differences in bribing behavior across the two treatments may affect referees' decisions.

### 1.2.3 Additional Treatments

Other than the two main versions of the basic game, we ran six additional treatments to provide additional support to our findings and rule out some alternative explanations. First, we take into account that, in many cases, the person being bribed (the referee in our game) may choose to reject the bribe. We consider the effect of such an option in treatments KeepWinnerReject and KeepBothReject. ${ }^{4}$ These treatments are the same as treatment KeepWinner and treatment KeepBoth, respectively, except that referees also have the option to reject both bribes. Honest behavior may imply choosing a worker but rejecting his bribe. Adding the ability to reject even the winning bribe allows us to investigate how this option affects behavior. An additional interesting question is what would happen if we allowed referees to choose either to accept one, both, or none of the bribes. We leave this question for future research, because this treatment would have increased the complexity of the experiment without directly helping us in answering the central questions of the current paper.

The third additional treatment involves a higher wage for the referee (treatment HighWage). This treatment is similar to treatment KeepWinnerReject, except that referees receive a higher show-up fee (\$20 instead of \$5). This treatment allows us to test whether some sort of inequality preferences (see, e.g., Fehr and Schmidt, 1999; Bolton and Ockenfels, 2000) can explain our results. In treatment KeepWinner (and in

[^3]all other treatments), the referee starts with less money than the workers (\$5 vs. \$10). Therefore, accepting the higher bribe will decrease inequity by making the referee's income more similar to both the winner's income and the loser's income. By contrast, in treatment HighWage, the referee starts with more money than the workers (\$20 vs. \$10). Therefore, accepting the higher bribe will now increase inequity. Thus, inequity aversion would predict referees would be less likely to let the higher bribe win in treatment HighWage than in treatment KeepWinner. In this treatment, we also included the possibility of rejecting bribes in order to give referees the possibility of decreasing inequity by choosing a winner without keeping either of the two bribes.

Our fourth additional treatment, Treatment NoTask, is identical to treatment KeepBoth, except that workers no longer compete on a task. Removing the task does not affect equilibrium predictions. In this case, choosing the higher bribe does not require the referee to distort judgment, and hence we can test whether moral costs of distortion are important, and whether in the absence of such distortion, gift exchange can account for the results. This treatment is more closely related to the existing bribery games in the literature. As discussed above, these studies do not capture the distortionary effect of bribes that our design introduces.

The fifth additional treatment involves a variation of treatment KeepWinner in which workers compete on a different task (treatment Objective). As we discuss in detail below, the main treatments of this paper use a subjective task. In treatment Objective, we replace this task with a more objective one. When evaluating a subjective task, distorting judgment could be easier because referees may convince
themselves that the worker with the higher bribe is also the better performer. If the task is more objective, convincing oneself that the worker with the higher bribe is the better performer could be more difficult, and as a result the moral costs associated with distortion of judgment may be higher. Thus, similar to treatment NoTask, treatment Objective tests the importance of moral costs, but it does so by increasing rather than decreasing them.

The last treatment, treatment CoinFlip, is a variation of treatment KeepBoth in which the referee has to decide between selecting the winning worker (as in the other treatments) or letting the winner be determined at random. In this treatment, choosing to select the winner is costly, which allows us to investigate whether referees are willing to incur a monetary cost to be reciprocal or choose the better performer. If greed is important, referees should choose to flip the coin, and will hence not be reciprocal or select the better joke.

In treatments KeepWinnerReject, HighWage, and Objective, the payoffmaximizing strategies and equilibrium under the assumptions of selfish profitmaximizing behavior are the same as for treatment KeepWinner. In the first case, no payoff-maximizing referee will ever reject a bribe; in the second case, the referee's income level is irrelevant; and in the third case, the nature of the task does not affect equilibrium predictions. Along the same lines, the equilibrium in treatments KeepBothReject and NoTask is the same as for treatment KeepBoth. In treatment CoinFlip, referees' payoff-maximizing strategy is to determine the winner at random; workers should best respond by bribing zero.

### 1.3 Experimental Design

### 1.3.1 Task

In all treatments except NoTask and Objective, we chose a task that involves creativity and for which the evaluation is not fully objective but depends partly on the referee's subjective taste. In particular, we asked workers to write a joke either about economists (round 1) or psychologists (round 2). All instructions can be found in Appendix B.

We chose to use a subjective task because in many real-life situations in which bribery is relevant, decision makers cannot exclusively rely on objective criteria when deciding how to allocate resources. In the Blagojevich example, the selection of the most qualified candidate for the Senate seat was partially based on the governor's subjective judgment. Procurement auctions are another example of these situations, because the decision to award a procurement contract to a certain supplier is based on both objective parameters (e.g., price, completion time), which can easily be observed, and partially subjective ones (e.g., esthetics), which are left to the auctioneer's discretion (Burguet and Che, 2004).

The task of judging jokes incorporates both the subjective and the objective component. In terms of the subjective component, humor is at least partially a matter of taste, so that for relatively similar jokes, different referees may have different opinions about which joke is the better one. However, when jokes differ enough in quality, one of them can also be objectively regarded as the better joke. We will see
below that referees were capable of selecting the (objectively) better joke in such cases. For an overview of some of the jokes written by participants, see Appendix C.

By contrast, in treatment Objective, workers were asked to work on a variation of the Stroop Task (Stroop, 1935). Each participant was shown a sequence of color words (e.g., blue, red, yellow) one after the other and was asked to identify the ink color of each word. We chose to use a congruent version of the task, meaning the color word and its ink color were compatible (e.g., blue was always written in blue letters). Participants were informed that their final score was equal to the number of words successfully identified, and were asked to complete as many words as possible.

Upon completion of the task, their final score was graphically represented on a score sheet in which every successfully identified word was represented by a dot (see Appendix B4 for the instructions and a sample score sheet). This procedure meant referees could count the dots to objectively determine which worker performed better, but had some moral wiggle room in that they needed to expend some effort to objectively evaluate workers' performance. We introduced the score sheet both to add some moral wiggle room and to give referees a non-trivial task to perform.

### 1.3.2 Procedure

We conducted the experiment in the laboratory of the Rady School of Management at the University of California San Diego with a total of 363 participants. Participants were recruited using standard recruitment procedures at the laboratory via an online experimental registration system. All UCSD students are able to register for this system to participate in laboratory experiments.

For each session, we recruited 10 participants to the laboratory. Every participant from the pool was notified about the sessions and was eligible to participate. Each session consisted of exactly six participants, and therefore any time more than six showed up, we randomly selected six and dismissed the extra participants after paying them a $\$ 5$ show-up fee.

Each session lasted approximately 50 minutes. Upon being selected to participate, participants were randomly assigned to a computer station and were asked to follow the instructions on the screen. Participants were anonymously matched in groups of three, and each of them was either assigned to the role of workers (called participant A and B in the experiment) or the referee. We then moved the referees to separate rooms (one room for each referee), where they received the remainder of the instructions. Workers continued reading their instructions in the main lab. Neither workers nor referees knew which of the other participants were matched with them.

We then informed participants (except those in the NoTask treatment) about the task and the referee's role in determining the winner. In treatment NoTask, we informed participants about the referee's role in determining the winner but did not ask them to complete any task. In all cases, neither the workers nor the referees were yet informed about the workers' opportunity to send money to the referee.

On their desks, workers had an envelope with their $\$ 10$ show-up fee, in $\$ 1$ bills. Each referee had an envelope with a $\$ 5$ show-up fee in all treatments except treatment HighWage, in which the referee received an envelope with a $\$ 20$ show-up
fee. The information about the other participants' initial show-up fees was made common knowledge.

After all workers read their instructions and completed some attention questions, they learned the topic of the jokes for the first round ("economists") and had 10 minutes to type a joke (in the NoTask treatment, workers were told to wait 10 minutes; in the Objective treatment they had 5 minutes to work on the Stroop task). The experimenters then printed and returned each joke (or score sheet in the Objective treatment) to the workers. Workers received only their own joke or score sheet, and were not informed about the jokes or scores of the other workers in the experiment. While the experimenters were printing the jokes, we asked workers to state their expected likelihood of having a better joke than their opponent ("What do you believe is the probability that you will have a better joke than your opponent?").

The workers then received a second set of instructions on the screen, which notified them of the opportunity to send money to the referee. In particular, workers were asked to put the printed copy of their joke (or score sheet in treatment Objective) in a large envelope labeled with their participation ID, and were given the opportunity to add up to $\$ 5$ of their show-up fee to the envelope. Meanwhile, the referees also received a second set of instructions telling them about the possibility of workers sending them money.

After all workers had prepared their envelopes, an experimenter collected them, recorded the monetary content of each, and gave the envelopes to the referees. Upon receiving the envelopes, each referee had five minutes to rate on a scale of 0 to

10 the quality of the workers' jokes (except in treatment NoTask and treatment Objective), and to place a winner card and a loser card in the winner and loser's envelope, respectively. After five minutes, the workers returned the envelopes to the experimenter, who then recorded the referees' decisions.

For treatment CoinFlip, referees who were willing to pay $\$ 1$ to determine the winner themselves were asked to pay the experimenter after they determined the winner using the same procedure as in the other treatments. Referees who wanted the winner to be determined randomly were told to notify the experimenter at the end of the five minutes and to ask the experimenter to flip the coin for them, at no extra cost.

In treatments KeepWinner and Objective, the referee could keep only the winner's monetary transfer and had to return the loser's money by putting it back in the envelope. In treatments KeepWinnerReject and HighWage, the referee had to return any money received by the loser, but were asked to decide whether to keep the winner's money or return both bribes. In treatments KeepBoth, NoTask, and CoinFlip, the referee kept all the money sent by both workers, whereas in treatment KeepBothReject, the referee also had the option to return both the winner and the loser's money. Table 1 summarizes the experimental treatments. Note that we have 60 participants (20 groups) in the two main treatments, KeepWinner and KeepBoth, and in treatment HighWage. For treatment Objective, we have 63 participants (21
groups). ${ }^{5}$ For the four remaining additional treatments, we have 30 participants (10 groups) in each treatment. The experiment consisted of two rounds with the same matching of participants. To prevent referees from reciprocating the largest bribe in round 1 for strategic reasons, no feedback was provided between rounds. Workers started the second round while the referees were still evaluating their first round. The procedure for round 2 was identical to that of round 1, apart from the topic of the joke. After the second round, both workers and referees were asked to complete a survey of basic demographic information. The referees were then paid and left the experiment, and workers received back the envelopes for rounds 1 and 2. Each envelope contained either a winner or a loser card indicating the referees' decision. For treatments KeepWinner, KeepWinnerReject, HighWage, and Objective, the envelope with the loser card also contained any money sent to the referee by the worker who lost. For treatments KeepWinnerReject, KeepBothReject, and HighWage, both envelopes could also contain money returned by the referee if the referee decided to reject both bribes. Workers were then paid $\$ 10$ for each winner card they had and left the experiment.

[^4]Table 1.1 The Bribery Game Experimental Treatments

|  | Which bribe does the <br> referee keep? | Task | Participants | Ref. show- <br> up fee | Who <br> determines the <br> winner |
| :--- | :---: | :--- | :---: | :---: | :---: |
| KeepWinner | Only winner's | Jokes | 60 | $\$ 5$ | Referee |
| KeepBoth | Both | Jokes | 60 | $\$ 5$ | Referee |
| KeepWinnerReject | Chooses whether to <br> keep winner's | Jokes | 30 | $\$ 5$ | Referee |
| KeepBothReject | Choses whether to <br> keep both | Jokes | 30 | $\$ 5$ | Referee |
| HighWage | Choses whether to <br> keep winner's | Jokes | 60 | $\$ 20$ | Referee |
| NoTask | Both | No | 30 | $\$ 5$ | Referee |
| Objective | Only winner's | Objective | 63 | $\$ 5$ | Referee |
| CoinFlip | Both | 30 | $\$ 5$ | Referee or <br> coin flip |  |

### 1.3.3 Joke Quality

After the experiment was completed, we organized additional sessions in which participants from the same participant pool who had not previously participated in the experiment evaluated the quality of several pairs of jokes. The jokes were evaluated by a total of 792 raters who, for each pair of jokes, had to evaluate the quality of each joke (on a scale from 0 to 10) and had to determine which joke is funnier. Raters were shown the same pairs of jokes the referees evaluated during the experiment, without being informed about the bribes sent by the workers. This procedure provides us with a more objective measure of joke quality, which is not biased by the presence of bribery. Each rater evaluated up to six pairs of jokes, chosen at random by an electronic randomizer among all the possible pairs of jokes. Each independent rater was presented with up to six pairs of jokes selected at random. Each
pair of jokes was evaluated by an average of 22 independent raters. The full instructions are in Appendix B3.

### 1.4 Results

Table 2 presents some descriptive statistics on our sample. As the table shows, the treatments are balanced with respect to demographics. Joke quality and confidence levels are also not statistically different between treatments and rounds (Bonferroni or Holm-Bonferroni correction for multiple hypothesis testing).

In the remainder of this section, we will use both parametric and nonparametric tests to test for differences between treatments. Whenever we analyze worker behavior, we use one worker as one independent observation; whenever we analyze referee behavior, we use one referee as one independent observation. For nonparametric tests involving data from both rounds, we therefore take the average over both rounds as the unit of observation. In the remainder of this section, we first analyze worker and referee behavior in the two main treatments, KeepWinner and KeepBoth. We then discuss the additional treatments to investigate the robustness of our results and address potential alternative explanations.

### 1.4.1 Do Workers Bribe?

Figure 1 shows the distribution of bribes in the KeepWinner treatment for both rounds. The first thing to note is that workers did bribe: $41 \%$ of bribes were at the maximum $\$ 5$ and a further $33 \%$ of bribes were positive. In $26 \%$ of the cases, workers elected not to send a bribe. Overall, the average bribe was $\$ 2.80$.

Table 1.2 Descriptive Statistics

|  | Overa II | Keep <br> Winne | Keep <br> Both | $\begin{aligned} & \text { KW } \\ & \text { Rei } \\ & \hline \end{aligned}$ | KB <br> Rei | High <br> Wage | $\begin{gathered} \text { No } \\ \text { Task } \\ \hline \end{gathered}$ | Obje ctive | Coin <br> Flip |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Joke Quality | 3.60 | 3.57 | 3.50 | 3.47 | 3.81 | 3.78 |  |  | 3.45 |
| (Round 1) | (1.18 | (1.10) | (1.17) | (1.28) | (1.4 | (1.11) |  |  | (1.22) |
| Joke Quality | 3.58 | 3.73 | 3.27 | 3.39 | 3.89 | 3.51 |  |  | 3.92 |
| (Round 2) | (1.26 | (1.32) | (1.43) | (1.45) | (1.1 | (.98) |  |  | (1.13) |
| Objective Score | 176 |  |  |  |  |  |  | 176 |  |
| (Round 1) | (15) |  |  |  |  |  |  | (15) |  |
| Obiective Score | 179 |  |  |  |  |  |  | 179 |  |
| (Round 2) | (17) |  |  |  |  |  |  | (17) |  |
| Worker | . 51 | . 48 | . 53 | . 49 | . 55 | . 41 |  | . 62 | . 53 |
| (Round 1) | (.26) | (.28) | (.27) | (.26) | (.24) | (.24) |  | (.19) | (.31) |
| Worker | . 49 | . 44 | . 56 | . 41 | . 53 | . 39 |  | . 59 | . 53 |
| (Round 2) | (.25) | (.28) | (.26) | (.30) | (.28) | (.15) |  | (.22) | (.27) |
| Psychology | . 15 | . 13 | . 12 | . 13 | . 03 | . 18 | . 17 | . 14 | . 03 |
|  | (.29) | (.33) | (.32) | (.35) | (.18) | (.39) | (.38) | (.35) | (.18) |
| Economics | . 25 | . 20 | . 18 | . 23 | . 43 | . 25 | . 37 | . 16 | . 33 |
|  | (.43) | (.40) | (.39) | (.43) | (.50) | (.44) | (.49) | (.37) | (.48) |
| Other Social | . 07 | . 07 | . 07 | . 03 | . 07 | . 08 | . 10 | . 10 | . 07 |
|  | (.26) | (.25) | (.25) | (.18) | (.26) | (.28) | (.31) | (.29) | (.25) |
| Biology/Chemist | . 26 | . 35 | . 25 | . 43 | . 23 | . 15 | . 23 | . 25 | . 27 |
|  | (.44) | (.48) | (.44) | (.50) | (.43) | (.36) | (.43) | (.44) | (.45) |
| Engineering/Scie | . 20 | . 20 | . 22 | . 17 | . 17 | . 22 | . 07 | . 24 | . 30 |
|  | (.40) | (.40) | (.42) | (.38) | (.38) | (.42) | (.25) | (.43) | (.47) |
| Humanities | . 08 | . 05 | . 15 | . 00 | . 07 | . 10 | . 07 | . 11 | . 00 |
|  | (.27) | (.22) | (.36) | (.00) | (.25) | (.30) | (.25) | (.32) | (.00) |
| Undeclared | . 01 | . 00 | . 02 | . 00 | . 00 | . 02 | . 00 | . 00 | . 00 |
|  | (.07) | (.00) | (.13) | (.00) | (.00) | (.13) | (.00 | (.00) | (.00) |
| Asian Ethnicity | . 71 | . 63 | . 82 | . 83 | . 70 | . 72 | . 60 | . 71 | . 60 |
|  | (.46) | (.49) | (.39) | (.38) | (.47) | (.45) | (.50) | (.46) | (.50) |
| Female | . 55 | . 55 | . 60 | . 50 | . 47 | . 57 | . 57 | . 57 | . 43 |
|  | (.50) | (.50) | (.49) | (.51) | (.51) | (.50) | (.50) | (.50) | (.50) |
| Nonnative | . 16 | . 15 | . 18 | . 13 | . 23 | . 15 | . 20 | . 13 | . 13 |
|  | (.37) | (.36) | (.39) | (.34) | (.43) | (.36) | (.40) | (.33) | (.34) |
| Age | 20.7 | 21.1 | 20.5 | 20.6 | 20.3 | 20.6 | 21.0 | 20.7 | 20.7 |
|  | $(1.93$ | (2.62) | (1.46) | (1.65) | (2.1 | (1.81) | (1.30) | $(1.89$ | (2.02) |
| Observations | 363 | 60 | 60 | 30 | 30 | 60 | 30 | 63 | 30 |

Notes: Descriptive statistics. Joke quality is the average rating of the joke by the independent raters. Objective performance is the score on the objective task for treatment Objective. Confidence is the worker's confidence in having a better joke or performance than the other worker. The remaining variables are dummies for the respective majors, Asian participants, females, and nonnative speakers, and a continuous variable for age, respectively. Among the nonnative speakers, $12 \%$ are Chinese native speakers, $2 \%$ are Spanish native speakers, and the remainder report different languages.

As Figure 1 also shows, the workers in treatment KeepBoth bribed less than the workers in treatment KeepWinner, in which no bribe was sent in $66 \%$ of cases. Overall the average bribe in this treatment was $\$ 0.90$. The difference in the
distribution of bribes between the KeepWinner and the KeepBoth treatments is significant ( $\mathrm{p}<.0001$, Mann-Whitney).


Figure 1.1 CDF of Bribes for KeepWinner and KeepBoth

Table 3 reports the distribution of bribes per treatment and the average bribes per round for all treatments. On average, in the KeepWinner treatment, bribes did not change between rounds: the average bribe was $\$ 2.83$ in the first round and $\$ 2.78$ in the second round (the difference is not statistically significant). In treatment KeepBoth, the average bribe was $\$ 1.13$ in round one and $\$ 0.68$ in round two and this difference is marginally significant $\left(\mathrm{p}=.056\right.$, Wilcoxon signed-rank test). ${ }^{6}$ Additionally, workers

[^5]who bribed more in round 1 were also likely to bribe more in round $2(\mathrm{r}=.52, \mathrm{p}=.005$ in KeepWinner, $\mathrm{r}=.60, \mathrm{p}<.001$ in KeepBoth).

Table 1.3 Bribes across Treatments

|  | Overall | Keep <br> Winner | Keep <br> Both | KW <br> Reject | KB <br> Reject | High <br> Wage | No Task | Objective | Coin |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fraction of Bribes: all Rounds |  |  |  |  |  |  |  |  |  |
| Bribe=0 | 40\% | 26\% | 66\% | 13\% | 58\% | 53\% | 25\% | 36\% | 63\% |
| Bribe=1 | 6\% | 4\% | 10\% | 3\% | 18\% | 5\% | 5\% | 6\% | 15\% |
| Bribe=2 | 13\% | 18\% | 9\% | 18\% | 10\% | 9\% | 15\% | 12\% | 10\% |
| Bribe=3 | 9\% | 10\% | 6\% | 13\% | 5\% | 4\% | 18\% | 10\% | 5\% |
| Bribe=4 | 2\% | 1\% | 0 | 3\% | 3\% | 1\% | 15\% | 1\% | 0\% |
| Bribe=5 | 30\% | 41\% | 9\% | 53\% | 8\% | 29\% | 23\% | 36\% | 8\% |
| Average Bribe |  |  |  |  |  |  |  |  |  |
| Round | $\begin{aligned} & 2.12 \\ & (2.11) \end{aligned}$ | $\begin{aligned} & 2.83 \\ & (2.07) \end{aligned}$ | $\begin{aligned} & 1.13 \\ & (1.76) \end{aligned}$ | $\begin{aligned} & 3.35 \\ & (1.92) \end{aligned}$ | $\begin{aligned} & 1.25 \\ & (1.65) \end{aligned}$ | $\begin{aligned} & 2.08 \\ & (2.34) \end{aligned}$ | $\begin{aligned} & 2.95 \\ & (1.79) \end{aligned}$ | $\begin{aligned} & 2.36 \\ & (2.15) \end{aligned}$ | $\begin{aligned} & 1.10 \\ & (1.68) \end{aligned}$ |
| Round | $\begin{aligned} & 1.86 \\ & (2.08) \end{aligned}$ | $\begin{aligned} & 2.78 \\ & (2.13) \end{aligned}$ | $\begin{aligned} & .68 \\ & (1.31) \end{aligned}$ | $\begin{aligned} & 3.60 \\ & (1.79) \end{aligned}$ | $\begin{aligned} & .75 \\ & (1.41) \end{aligned}$ | $\begin{aligned} & 1.58 \\ & (2.07) \end{aligned}$ | $\begin{aligned} & 2.25 \\ & (1.97) \end{aligned}$ | $\begin{aligned} & 2.48 \\ & (2.22) \end{aligned}$ | $\xrightarrow[(1.23)]{.65}$ |
| Both | $\begin{aligned} & 1.99 \\ & (2.09) \end{aligned}$ | $\begin{aligned} & 2.80 \\ & (2.09) \end{aligned}$ | $\xrightarrow[(1.56)]{.90}$ | $\begin{aligned} & 3.48 \\ & (1.84) \end{aligned}$ | $\begin{aligned} & 1.00 \\ & (1.45) \end{aligned}$ | $\begin{aligned} & 1.83 \\ & (2.20) \end{aligned}$ | $\begin{aligned} & 2.60 \\ & (1.89) \end{aligned}$ | $\begin{aligned} & 2.42 \\ & (2.17) \end{aligned}$ | $\xrightarrow[(1.47)]{.88}$ |
| N : per | 202 | 40 | 40 | 20 | 20 | 40 | 20 | 42 | 20 |
| N : both | 404 | 80 | 80 | 40 | 40 | 80 | 40 | 84 | 40 |
| Average Difference in Bribes (excluding equal bribes) |  |  |  |  |  |  |  |  |  |
| Round | $\begin{aligned} & 3.14 \\ & (1.47) \end{aligned}$ | $\begin{aligned} & 3.07 \\ & (1.59) \end{aligned}$ | $\begin{aligned} & 2.92 \\ & (1.56 \end{aligned}$ | $\begin{aligned} & 2.14 \\ & (.69) \end{aligned}$ | $\begin{aligned} & 2.83 \\ & (1.72) \end{aligned}$ | $\begin{aligned} & 4.21 \\ & (1.31) \end{aligned}$ | $\begin{aligned} & 2.63 \\ & (1.30) \end{aligned}$ | $\begin{aligned} & 3.40 \\ & (1.24) \end{aligned}$ | $\begin{aligned} & 2.86 \\ & (1.68) \end{aligned}$ |
| Round | $\begin{aligned} & 2.90 \\ & (1.51) \end{aligned}$ | $\begin{aligned} & 3.00 \\ & (1.36) \end{aligned}$ | $\begin{aligned} & 2.30 \\ & (1.64) \end{aligned}$ | $\begin{aligned} & 3.00 \\ & (1.07) \end{aligned}$ | $\begin{aligned} & 2.60 \\ & (1.82) \end{aligned}$ | $\begin{aligned} & 3.42 \\ & (1.73) \end{aligned}$ | $\begin{aligned} & 3.00 \\ & (1.41) \end{aligned}$ | $\begin{aligned} & 3.29 \\ & (1.54) \end{aligned}$ | $\begin{aligned} & 1.86 \\ & (1.47) \end{aligned}$ |
| Both | $\begin{aligned} & 3.03 \\ & (1.49) \end{aligned}$ | $\begin{aligned} & 3.03 \\ & (1.45) \end{aligned}$ | $\begin{aligned} & 2.64 \\ & (1.59) \end{aligned}$ | $\begin{aligned} & 2.60 \\ & (.99) \end{aligned}$ | $\begin{aligned} & 2.73 \\ & (1.68) \end{aligned}$ | $\begin{aligned} & 3.85 \\ & (1.54) \end{aligned}$ | $\begin{aligned} & 2.82 \\ & (1.33) \end{aligned}$ | $\begin{aligned} & 3.34 \\ & (1.37) \end{aligned}$ | $\begin{aligned} & 2.36 \\ & (1.60) \end{aligned}$ |

Notes: The table gives the relative frequency of bribes of different sizes in the upper panel. The middle panel displays average bribe size (over all workers) separately as well as jointly for each treatment and round. The lower panel displays the average difference in bribes (over all workers) separately as well as jointly for each treatment and round. Average bribes are computed using all bribes, including zeros. Average differences in bribes are computed by subtracting the highest bribe from the lowest bribe in a given pair of bribes and are based only on observations in which the two bribes were not identical. The numbers in brackets are standard deviations.

Determinants of Bribes-Next, we investigate whether worker-level characteristics are predictive of bribe size. For example, workers who wrote inferior jokes (or performed worse on the objective task) might have sent higher bribes. Similarly, some of the
demographic variables reported in Table 2 might be predictive of how much a worker decides to bribe.

To check which variables are predictive of bribe size, we regressed bribe size on performance on the task, the confidence question, and all of the demographic variables reported in Table 2, where we use biology/chemistry majors as the reference group. We pooled the data from all treatments to have the largest possible sample size. The regression results are reported in Table A1 in the Appendix.

Overall, we find that the coefficient for joke quality (or the performance on the objective task) is not significantly different from zero (for joke quality: $\beta=0.03$, $\mathrm{p}=0.76$ ), suggesting that overall the quality of workers' performance did not affect their bribing behavior. Further, the coefficient for workers' beliefs about having a better joke than the opponent is also not significant ( $\beta=-0.02, \mathrm{p}=0.93$ ). These coefficients remain insignificant even if we only include either actual quality or the beliefs in the regression.

Our analysis further reveals that non-native speakers ( $\beta=0.84, \mathrm{p}=.004$ ), older participants ( $\beta=0.11, p=.062$ ), and men $(\beta=0.45, p=.064)$ send higher bribes, whereas social science majors (not including economists) send smaller bribes ( $\beta=-0.77$, $\mathrm{p}=.084$ ). For more details and for an additional analysis of the determinants of quality, see Appendix A1.

Differences in Bribes-To analyze referees' behavior and make treatment comparisons, referees in the two treatments must face similar combinations of bribes. That is, the distribution of the difference in bribes between the two workers who
competed against each other must not differ across treatments. The lower panel of Table 3 shows the average difference in bribes by treatment. We include only cases in which the bribes are not identical, because these are the observations that allow us to disentangle greed from reciprocity. We find that the average difference in bribes is similar in treatment KeepWinner (\$3.03) and treatment KeepBoth $(\$ 2.64, \mathrm{p}=.811$ for round $1, \mathrm{p}=.191$ for round $2, \mathrm{p}=.482$ for both rounds combined) and so is the distribution of bribes ( $\mathrm{p}=1$, Kolmogorov-Smirnov for both rounds combined). Thus, we confirm that referees indeed faced similar financial tradeoffs in both treatments, which allows us to make treatment comparisons.

Further, as compared to referees in treatment KeepWinner, referees in treatment KeepBoth were more likely to receive two identical bribes, less likely to face two positive bribes, and less likely to receive two large bribes. We address the former concern in our regression analysis by examining the cases in which bribes differ separately from the cases where bribes are identical. We discuss the latter two differences in Appendix A2 and show that neither of them affects our main results. In particular, the results suggest referees behaved similarly irrespective of the absolute size or the number of bribes received.

### 1.4.2 Does Bribery Distort the Referee's Judgment?

Joke Quality-To investigate whether bribery results in a distortion of the referee's judgment, we use the evaluation provided by the independent raters as an unbiased measure of joke quality. We will focus on two measures of quality: the difference in average rating between the two jokes in a pair and the fraction of raters
that, for a given pair, chose the same joke as the better one (i.e., the degree of agreement across raters). The two measures are highly correlated ( $\mathrm{r}=.92, \mathrm{p}<.001$ for all joke treatments combined).

As with bribes, in our analysis, we look at quality differences between the jokes written by the two workers in a given pair. The distribution of differences in quality does not differ between KeepWinner and Keepboth ( $\mathrm{p}=.739$, KolmogorovSmirnov).

With the non-parametric tests, we investigate whether the worker with the better joke in the pair won the prize. Because joke quality is subjective, it is not enough for one joke to have a slightly higher quality on either of the two quality measures. Instead, we need to know whether one joke is significantly better than the other. For this purpose, we consider all joke pairs for which at least $65.1 \%$ of the independent raters agreed on the winner. With this threshold, the fraction of independent raters who selected a given joke over the other is significantly different from chance (i.e., $50 \%$ ) at the $10 \%$ level $(\mathrm{z}=1.28, \mathrm{p}=.1$, test of proportions for our minimum of 18 independent raters). By this threshold, $63 \%$ of joke pairs have a significantly better joke.

In the remaining pairs, the quality of the two jokes was too similar to be statistically distinguishable. In such cases, picking one joke over the other did not constitute a big distortion. Whenever we refer to better-quality jokes in subsequent non-parametric tests, we will only use jokes that are sufficiently different by this criterion. Appendix A3 presents more details on this threshold and also shows that for
a threshold of $69.4 \%$, which corresponds to jokes being significantly different at the $5 \%$ level, the main results are similar.

For the Objective treatment, we use participants' actual scores as the performance measure. Similar to the other treatments, we omit the $37 \%$ least distinguishable performance pairs whenever we refer to better-quality performers. In practice, this approach means we only look at pairs in which the difference in performance was at least 11 words.

The KeepWinner Treatment-Did bribing result in a distortion of the referees' judgment? In $86 \%$ of the cases, referees in the KeepWinner treatment chose the worker who offered the higher bribe as the winner. This number is significantly larger than chance ( $\mathrm{p}=.001$, Wilcoxon). By contrast, as Figure 2 shows, the better joke (as judged by the independent raters) won only $57 \%$ of the time, which is not significantly different from chance $(\mathrm{p}=.564$, Wilcoxon). Thus, these results suggest that bribery distorted referees' judgment, because they chose the worker who paid them more, not the one who wrote the funnier joke.


Figure 1.2 Win Chance for Higher Bribe or Better Rating

We further investigate the effect of bribes and quality using OLS. In the regression, we examine how differences in joke quality and bribes between the two workers affect the referee's decision. For a given worker, the regression tells us whether increasing her bribe or quality relative to the other worker increases her probability of winning. The more that referees care about quality relative to bribes, the more beneficial having a better joke should be

On a more methodological level, because our independent variables are differences between the two workers within a given pair, the observations for the two workers are always the exact inverse of each other. Hence, for the regression, we randomly select one worker per round. We use the same random sample throughout the analysis. In Appendix A6, we show that the reported results do not depend on the particular random sample selected for the regression. Randomly selecting a worker also implies that selected workers on average win approximately $50 \%$ of the time; as a result, we do not report the constant in the regression table.

Further, to facilitate comparisons between quality and bribe coefficients, we standardize all independent variables, such that the coefficients represent the effect of a one-standard-deviation increase in the independent variable. For quality, we estimate separate coefficients for cases in which the two bribes are identical and cases in which they differ. The latter coefficient is of particular interest because it allows us to examine the effect of quality when referees could also be influenced by bribes. The former coefficient instead allows us to see whether quality is important when referees have no incentive to distort their judgment. Finally, we compute the p-values reported in the regression tables using a wild bootstrap procedure (Cameron, Gelbach, and Miller, 2008). ${ }^{7}$

Column (1) of Table 4 presents the results. The coefficient for bribes is large, positive, and statistically significant. Indeed, a one-standard-deviation increase in a given worker's bribe (relative to the other worker) increases her likelihood of winning the prize by 31 percentage points. By contrast, the coefficient for quality when bribes differ is small and not statistically significant. Thus, the regression results confirm that bribes, not quality, influenced referees in treatment KeepWinner.

The regression results also show that when bribes are identical, increasing the quality of a given worker's joke (relative to the other worker) does significantly increase her likelihood of winning. This finding shows that despite the subjective

[^6]nature of the task, referees were indeed capable of identifying the higher-quality joke in the absence of distortionary incentives.

Finally, the results are similar if we perform this regression separately for each round; see Appendix A7. In Appendix A4, we additionally estimate similar regressions that incorporate only those pairs of workers who had different bribes or wrote sufficiently different jokes. Further, we present the results of alternative specifications that include separate coefficients for bribes depending on whether joke quality was similar or significantly different. The results of the additional analyses are in line with the results reported in Table 4.

The KeepBoth Treatment-Figure 2 and column (2) of Table 4 give an overview of the referees' behavior in the KeepBoth treatment. In $64 \%$ of the cases, referees chose the worker who offered the higher bribe as a winner. This number is not significantly larger than chance ( $\mathrm{p}=.103$, Wilcoxon). By contrast, the better joke, as judged by our independent raters, won $90 \%$ of the time. This proportion is significantly larger than chance ( $\mathrm{p}<.001$, Wilcoxon). In other words, when the referees' payoff did not depend on the choice of winner, bribery did not distort judgment, and referees chose the worker who wrote the funnier joke.

Table 1.4 OLS Regressions for Referees in KeepWinner and KeepBoth

| Dependent Variable: | Winner (1=Yes) |  |  |
| :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) |
| Bribe Difference | .308*** | . 086 | .274* |
|  | (.000) | (.140) | (.000) |
| Quality Difference (bribes | $\begin{array}{r} .014 \\ .760) \end{array}$ | $\begin{aligned} & 262^{* *} \\ & (010 \end{aligned}$ | $\begin{aligned} & .015 \\ & (762 \end{aligned}$ |
| Quality Difference (bribes | . $3366^{* * *}$ | .275** | .255** |
|  | (.020) | (.022) | (.020) |
| $\mathrm{D}_{\text {KeenRath }}$ |  |  | . 008 |
| Bribe Difference $\mathrm{X} \mathrm{D}_{\text {Keernoth }}$ |  |  | (.980)* |
|  |  |  | -1.032) |
| Quality Difference X $\mathrm{D}_{\text {KeenRoth }}$ (bribes differ) |  |  | .222** |
|  |  |  | (.014) |
| Quality Difference X $\mathrm{D}_{\text {KeenRoth }}$ (bribes identical) |  |  | . 150 |
|  |  |  | (.156) |
| Treatment | KeepWinn | KeepBoth | KeepWinn KeepBoth |
| Selected Workers | Random | Random | Random |
| Observations | 40 | 40 | 80 |
| Clusters | 20 | 20 | 40 |

Notes: OLS estimates (p-values). The dependent variable is a dummy that specifies whether the selected worker was selected as the winner. Quality Difference is the difference between the quality of the joke (i.e., the average rating by the independent raters) of the selected worker and the quality of the joke of the other worker in the pair. Bribe Difference is the difference between the bribe sent by the selected worker and the bribe sent by the other worker in the pair. $D_{\text {KeepBoth }}$ is a dummy that is equal to one for treatment KeepBoth, and zero otherwise. For column (3), the bribe variable and both quality variables are standardized using the respective variable's combined standard deviation over all included treatments. P-values are calculated using wild bootstraps. For each regression, we randomly select one worker per referee in each round.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

The regression results are similar. Column (2) of Table 4 shows that increasing the quality of a given worker's joke (relative to the other worker) significantly increased her likelihood of winning, whereas increasing the worker's bribe did not pay off. In addition, the effect of joke quality on the likelihood of winning was similar both when bribes were identical and when bribes differed. This finding confirms that referees chose the worker who wrote the funnier joke in this treatment.

Comparison between KeepWinner and KeepBoth—Figure 2 shows that having a higher bribe was more effective in the KeepWinner treatment ( $86 \%$ vs. $64 \%$, $p=.048$; Mann-Whitney), whereas having a better joke was more effective in the KeepBoth treatment ( $90 \%$ vs. $57 \%, \mathrm{p}=.004$; Mann-Whitney). The latter effect is driven exclusively by cases for which bribes were different. When bribes were equal, referees in both treatments ( $80 \%$ for KeepWinner, $78 \%$ for KeepBoth) picked the better joke ( $\mathrm{p}=.871$; Mann-Whitney). When bribes were unequal, referees in KeepBoth selected the better joke $100 \%$ of the time, compared with only $45 \%$ in KeepWinner ( $\mathrm{p}=.003$, Mann-Whitney). When we look specifically at cases in which the better bribe corresponds to the inferior joke, referees in KeepWinner selected the better bribe $82 \%$ of the time, whereas referees in KeepBoth selected the better joke (and lower bribe) in all cases ( $\mathrm{p}=.007$, Mann-Whitney, see Appendix A9).

These findings are confirmed by the regression of column (3) in Table 4, where we included data from both treatments and interacted the quality and bribe variables with a dummy for treatment KeepBoth. The interaction terms confirm that when bribes are unequal, the effect of quality is significantly larger in treatment KeepBoth, whereas the effect of bribes is smaller. Further, in cases in which bribes were equal, the importance of quality was approximately the same in both treatments. ${ }^{8}$

[^7]Although differences in the bribes received were similar across treatments, referees in KeepWinner were more likely to receive two relatively large bribes and less likely to receive only one bribe. In Appendix A2, we therefore additionally investigate whether a similar difference in bribes becomes less (or more) important as the size of the bribes increases. We also investigate whether referees respond differently to receiving one versus two bribes. The results suggest that referees behaved very similarly irrespective of the absolute size or the number of bribes received.

Another interesting piece of information from our data comes from referees' evaluations of the quality of the two jokes. In particular, we asked referees in all the joke treatments to rate the quality of both jokes on a scale from 0 to 10 . This measure was not incentivized, so participants had no incentive to lie. Whereas in treatment KeepBoth, referees' evaluation of the jokes is highly correlated with the independent raters' quality measure ( $\mathrm{r}=.513, \mathrm{p}<.001$, OLS $)$, in treatment KeepWinner, this correlation is smaller and not significant ( $\mathrm{r}=.147, \mathrm{p}=.194$, OLS). This treatment difference in the accuracy of referees' evaluations of quality is significant ( $\mathrm{p}=.034$, OLS), which suggests the referees in treatment KeepWinner may have tried to rationalize their choice ex post and that the bribes distorted their quality evaluations.

Overall, the results show that referees awarded the prize to the worker with the higher bribe in treatment KeepWinner, but selected the one with the better joke in treatment KeepBoth. This finding is in line with the greed explanation of bribery. When referees are motivated by greed (treatment KeepWinner), they distort their
judgment. However, when only reciprocity could lead referees to select the higher bribe (treatment KeepBoth), they instead select the better joke. This observation suggests greed is more important than moral costs, which is in turn more important than reciprocity.

### 1.4.3 Additional Treatments

In this section, we present the results for the six additional treatments. To facilitate comparisons across treatments, we pool the data from all treatments into a joint regression in Table 5 . We use KeepWinner as the reference treatment and interact the bribe and quality difference variables with treatment dummies for all other treatments. This approach allows us to verify whether bribes and quality played a larger or smaller role than in treatment KeepWinner. The corresponding figures are presented in Appendix A9.

The Reject Treatments-The results of KeepWinnerReject and KeepBothReject suggest that allowing referees to reject bribes does not change their behavior. In the KeepWinnerReject treatment, referees chose not to keep the winner's bribe only in $10 \%$ of the cases. As a consequence, the fraction of winners with the higher bribe ( $100 \%$ vs $86 \%, \mathrm{p}=.176$, Mann-Whitney) or with the funnier joke (56.7\% vs. $57.1 \% ; \mathrm{p}=.978$, MW) are similar to those in treatment KeepWinner.

In treatment KeepBothReject, referees also chose to reject both bribes in 10\% of the cases. As a result, the results are similar to those of treatment KeepBoth: $86 \%$ of the referees awarded the prize to the better joke (vs. $90 \%$ in KeepBoth; $p=.626$, MannWhitney). Referees were less likely to award the prize to the worker with the higher
bribe than in treatment KeepBoth ( $36 \%$ vs. $64 \%$; $p=.043$, Mann-Whitney), though this effect disappears when controlling for quality (as in Table 5).

The regression results are presented in Table 5. For treatment KeepWinnerReject, the only difference relative to KeepWinner is that having a larger bribe than the opponent increases the likelihood of winning significantly more, which is due to the fact that referees let the higher bribe win $100 \%$ of the time in this treatment. For treatment KeepBothReject, the coefficients for bribes and quality are similar in size to those of treatment KeepBoth, and significantly different from those of treatment KeepWinner. Overall, the results suggest that allowing referees to reject bribes did not affect their behavior.

Further, allowing referees to reject bribes did not affect worker behavior. There are no significant differences in average bribes for either of the two treatments (KeepWinnerReject $=3.48$ vs. KeepWinner 2.80, p=.188, Mann-Whitney; KeepBothReject $=1.00$ vs. KeepBoth $=0.90, p=.343$, Mann-Whitney $).$

The HighWage Treatment-In KeepWinner, inequity aversion predicts that referees should accept the higher bribe, whereas in HighWage, it predicts the opposite. However, the higher bribe won $88 \%$ of the time, compared with $86 \%$ in KeepWinner, and the better-rated joke won $44 \%$ of the time, compared with $57 \%$ in KeepWinner. Neither difference is significant in either non-parametric tests or in Table 5. Additionally, the referee chose not to keep the winner's bribe in only $7.5 \%$ of the cases. These results suggest referees in this treatment behaved similarly to referees in treatment KeepWinner, contrary to the prediction of inequity aversion.

The only difference between the HighWage and the KeepWinner treatment relates to workers' behavior: their average bribe was significantly lower in HighWage than in KeepWinner ( $\$ 1.80$ versus $\$ 2.80, \mathrm{p}=.020$; Mann-Whitney).

The NoTask Treatment-Why are higher bribes ineffective in the KeepBoth treatment? One hypothesis is that the moral costs of distorting judgment are stronger than reciprocity, and hence referees will ignore the bribes. In treatment NoTask, we removed all moral costs of distortion by no longer asking referees to judge performance on a task. Hence, we expect reciprocity to become more important.

This is indeed what we find. Whereas the higher bribe won in $64 \%$ of the cases in treatment KeepBoth, in the NoTask treatment, this fraction significantly increases to $94 \%(\mathrm{p}=.044$, Mann Whitney). Moreover, $94 \%$ is also significantly larger than chance ( $\mathrm{p}=.011$, Wilcoxon), and not significantly different from KeepWinner ( $\mathrm{p}=.614$, Mann Whitney). The regression analysis of Table 5 confirms these results.

Looking at workers' behavior (Table 3), we find the average bribe in the NoTask treatment (\$2.60) was higher than in KeepBoth ( $\mathrm{p}<.0001$; Mann-Whitney) and similar to KeepWinner ( $\mathrm{p}=.697$; Mann-Whitney). Additionally, in this treatment, the fraction of workers who did not send any bribe is lower than in KeepBoth ( $25 \%$ vs. 66\%).

The comparison between the KeepBoth and the NoTask treatment provides further evidence that distorting judgment by rewarding the higher bribe presented referees with a moral cost, which previous bribery games did not capture. Referees were happy to award the prize to the worker who sent them more money when
rewarding them did not require a distortion of their judgment, but not when it did. Thus, in the absence of moral costs, reciprocity guides referees' behavior. By contrast, in other treatments, the moral costs of distorting judgment seem stronger than the norm of reciprocity.

The Objective Treatment-Having a better performance was more effective in the Objective treatment than in the KeepWinner treatment ( $83 \%$ vs. $57 \%$, $\mathrm{p}=.023$; Mann-Whitney), whereas it was equally effective as in the KeepBoth treatment ( $83 \%$ vs. $90 \%, \mathrm{p}=.312$; Mann-Whitney). Having a higher bribe was neither less effective than in KeepWinner ( $76 \%$ vs. $86 \%$, $\mathrm{p}=.443$; Mann-Whitney) nor more effective than in KeepBoth ( $76 \%$ vs. $64 \%, \mathrm{p}=.299$; Mann-Whitney).

Table 1.5 OLS Regressions for Referees in Additional Treatments

| Dependent Variable: Winner (1=Yes) | (1) |
| :---: | :---: |
| Bribe Difference | .295*** |
|  | (.006) |
| Bribe Difference $\mathrm{X}^{\text {K KeenRoth }}$ | -.186** |
|  | (.032) |
| Bribe Difference $\mathrm{X}_{\mathrm{K}_{\text {KeenWinnerReiect }}}$ | .186*** |
|  | (.004) |
| Bribe Difference $\mathrm{X}^{\mathrm{D}_{\text {KeenRothReiect }}}$ | -. 197 |
|  | (.126) |
| Bribe Difference $\mathrm{X}_{\text {HishWase }}$ | -. 083 |
|  | (.178) |
| Bribe Difference $\mathrm{X}_{\mathrm{N}_{\text {NoTack }}}$ | . 059 |
|  | (.596) |
| Bribe Difference X $\mathrm{D}_{\text {Ohiective }}$ | -.224** |
|  | (.028) |
| Bribe Difference X D ${ }_{\text {CninFlin }}$ | -. 344 |
|  | (.272) |
| Quality Difference (equal bribes only) | .232** |
|  | (.020) |
| Quality Difference (Bribes Equal) $\mathrm{X}^{\text {K KeenRoth }}$ | . 138 |
|  | (.156) |
|  | -. 244 |
|  | (.320) |
|  | -. 150 |
|  | (.474) |
| Quality Difference (Bribes Equal) X $\mathrm{D}_{\text {HiohWase }}$ | -. 207 |
|  | (.168) |
| Quality Difference (Bribes Equal) $\mathrm{X} \mathrm{D}_{\text {Ohiective }}$ | -. 081 |
|  | (.692) |
| Quality Difference (Bribes Equal) X $\mathrm{D}_{\text {CrinFlin }}$ | -. 400 *** |
|  | (.004) |
| Quality Difference (Different Bribes) | . 014 |
|  | (.762) |
| Quality Difference (Different Bribes) X $\mathrm{D}_{\text {KeenRoth }}$ | .210** |
|  | (.014) |
| Quality Difference (Different Bribes) X $\mathrm{D}_{\text {KeenWinnerReiect }}$ | -. 044 |
|  | (.416) |
| Quality Difference (Different Bribes) $\mathrm{X} \mathrm{D}_{\text {KeenRothReiect }}$ | .452** |
|  | (.012) |
| Quality Difference (Different Bribes) X $\mathrm{D}_{\text {HishWase }}$ | . 023 |
|  | (.842) |
| Ouality Difference (Different Bribes) X D Ohiective | .295** |
|  | (.020) |
| Quality Difference (Different Bribes) X D $\mathrm{C}_{\text {CoinFlin }}$ | -. 218 |
|  | (.354) |
| Selected Workers | Random |
| Treatment Dummies | Yes |
| Observations | 242 |
| Clusters | 121 |

Notes: OLS estimates (p-values). P-values are computed using wild bootstraps. The ' $\mathrm{D}_{\text {Treatment }}$ ' variables are dummy variables for the respective treatments; KeepWinner serves as the reference treatment. The bribe variable and both quality variables are standardized using the respective variable's combined standard deviation over all treatments. We randomly select one worker per referee in each round. For other variable definitions, see the notes to Table 4.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

The fact that both bribes and performance appear to be important may be the result of a positive correlation between differences in bribe size and differences in performance ( $\mathrm{r}=.31 ; \mathrm{p}=.082$, OLS, one-sided.). The regression in Table 5 corrects for this correlation. The results show that having a higher bribe than the opponent affected the probability of winning significantly less than in the KeepWinner treatment. The bribe coefficient is similar to the bribe coefficient estimated for the KeepBoth treatment. Similarly, when bribes differed, having a better performance mattered significantly more than in the KeepWinner treatment; the coefficient is similar to the coefficient of the KeepBoth treatment. Overall, the results suggest that moral costs are higher in the Objective treatment, resulting in a larger emphasis on quality.

The CoinFlip Treatment-In 70\% of the cases, referees elected to flip the coin rather than determine the winner themselves, and in $100 \%$ of the cases, referees decided to flip the coin in at least one round. As a result, neither the higher bribe ( $50 \%$; $\mathrm{p}=1$, Wilcoxon) nor the better joke ( $36 \% ; \mathrm{p}=.180$, Wilcoxon) won significantly more (or less) often than chance.

Table 5 confirms these results. Given that the majority of referees pick the winner at random, quality and bribe differences do not predict the likelihood of winning. The interaction terms for the CoinFlip treatment tend to be both large and negative, though they are not always estimated precisely enough to be significant. Moreover, if we re-estimate the regression separately for this treatment, none of the quality and bribe coefficients are significant in any of the three specifications, as expected. Thus, the finding that most referees were unwilling to pay $\$ 1$ to select the
winner, even when workers sent them a bribe, further highlights the importance of greed in driving distortion.

### 1.5 An Experiment in the Market in Shillong, India

The results of our experiment show that the mechanism by which bribes distort the referees' decisions is greed and not reciprocity. Here, we complement the laboratory evidence with evidence from an experiment in a different, more natural setting. Whereas the lab experiments allow us to sharply disentangle between the different mechanisms of bribery in a clean setting, the extra-laboratory experiment (Charness et al., 2013) allows us to investigate whether our results generalize to a population and environment that are more regularly exposed to bribery than UC San Diego students.

### 1.5.1 Experimental Design

We conducted the experiment at the market in the city of Shillong, in the state of Meghalaya in northeast India. Bribery and corruption are prevalent in India (Transparency International, 2014), and Meghalaya is thought to be among the most corrupt states in India (Transparency International India, 2008).

Participants $(\mathrm{N}=120)$ in the experiment were visitors in the market who were approached, at random, by research assistants. All participants were asked to taste two different pineapples, each purchased from a different vendor, and tell us which of the two they thought tasted better. As with the joke task in the lab experiment, we chose
this task because selecting the tastier pineapple is partially based on the decision maker's subjective judgment.

In contrast to the laboratory experiment in San Diego, the bribers' side was exogenously determined by the experimenters. Before the beginning of the experiment, we approached two sellers, A and B , in the market and invited them to participate in the study. They were both selling pineapples and their stands were not close to each other. We explained to the sellers that we would purchase some of their pineapples and ask shoppers in the market to taste them. We told the sellers that shoppers would be asked to taste their pineapple as well as a pineapple from another seller in the market, and indicate which of the two was tastier. We told the sellers that every time a shopper recommended their pineapple, we would purchase an additional pineapple from their stand at a price of 60 rupees (approximately $\$ 1$ at the time).

Each seller agreed to pay some money to each shopper who chose his pineapple (except those in the control treatment, see below). In particular, Seller A agreed to pay 10 Rupees and Seller B agreed to pay 20 Rupees. Both sellers also agreed that in half of the cases, they would pay these amounts even if the shopper did not choose their pineapple.

Before starting the experiment, we selected two pineapples from seller A (pineapples A1 and A2), and two from seller B (pineapples B1 and B2). For this purpose, four experimenters tasted several pineapples. We then chose four pineapples such that all four experimenters thought pineapple A1 was tastier than pineapple B1,
and pineapple A2 was tastier than pineapple B2. We then cut each selected pineapple into small pieces that we placed in separate bowls.

Determining the combination of quality and bribes in this way ensures that all participants received the same combination of quality and bribes. Because we always matched the low bribe with the tastier pineapple, a trade-off between quality and bribes always existed, increasing the power of our study.

Two research assistants, a male and a female, conducted the experiment. We instructed the research assistants to approach shoppers at the market to ask them to taste the pineapples from the two bowls and indicate which one was tastier. The first 60 participants tasted pineapple A1 and pineapple B1; the other 60 participants tasted pineapple A2 and pineapple B2. The procedure for the first and the second group was the same.

We conducted three treatments, with 40 participants in each ( 20 for each set of pineapples). The first treatment was a control with no bribes, whereas the other two were analogous to treatments KeepWinner and KeepBoth. Participants were never informed that they were taking part in an experiment.

In the Control treatment, we asked the research assistants to follow the following script. After approaching the participant, we asked them to tell the participant the following (translated to the local language--Khasi): "Thank you for agreeing to help us. We will pay you 10 Rupees for your time. We would like to ask you to tell us which of these two pineapples is tastier. It is important for us because we
will buy an extra pineapple from the seller who sold us the one you will tell us is tastier. Please taste both and tell us which one is tastier."

The research assistants then asked participants to taste both pineapples and indicate which one was tastier. Participants received their payment of 10 Rupees after making their choice. During the experiment, research assistants were instructed to switch the hands in which they were holding the bowls after each participant, and always start the tasting with the bowl on the left hand. In this way, we counterbalanced any order effect.

Treatment KeepWinner was similar to the control treatment, but instead of paying participants 10 Rupees for tasting the pineapples we told them seller A had offered 10 Rupees to those who chose his pineapple, and seller B had offered 20 Rupees to those who chose his pineapple. Participants were also told they could only keep the money offered by the seller of the pineapple that they indicated as tastier. The following additional wording was added to the script before we asked participants to taste the pineapples: "The seller of this pineapple [the RA holding the bowls raised the bowl containing pineapple A1 or A2] offered you 10 Rupees if you will choose his pineapple, and the seller of this pineapple [now the bowl containing pineapple B1 or B2 was raised] offered 20 Rupees to you if you will choose his pineapple. As a result, you will be paid 10 Rupees if you choose this one and 20 Rupees if you choose this one [again, the respective bowls were raised]." Participants then tasted both pineapples, chose one, and were paid according to their choice.

Treatment KeepBoth was similar to treatment KeepWinner, but participants were told that regardless of their choice, they would be paid both the 10 Rupees offered by seller A and the 20 Rupees offered by seller B. Specifically, the protocol was as follows: "The seller of this pineapple [the RA holding the bowls raised the bowl containing pineapple A1 or A2] offered you 10 Rupees and the seller of this pineapple [the bowl containing pineapple B1 or B2 was raised] offered 20 Rupees. As a result, you will be paid 30 Rupees regardless of your choice." Participants then tasted both pineapples, chose one, and received their payment.

### 1.5.2 Results

The results are presented in Figure 3. In the control treatment, $77.5 \%$ of the participants indicated pineapple A was tastier. This fraction is significantly larger than predicted by chance (i.e., $50 \%$, $\mathrm{p}<.001$, test of proportions), which suggests that pineapple A was indeed tastier than pineapple B. Thus, in this treatment, most participants agreed with the experimenters about which of the two pineapples was tastier.

In treatment KeepWinner, shoppers chose pineapple A only $35 \%$ of the time. The difference between the fraction of participants choosing pineapple A in KeepWinner and in the control treatment is significant (test of proportions, $\mathrm{z}=3.83$, $\mathrm{p}<.001$ ).

In treatment KeepBoth, the fraction of participants choosing pineapple A was $67.5 \%$, which is significantly higher than the fraction observed in the KeepWinner
treatment (test of proportion, $\mathrm{z}=2.91, \mathrm{p}=.003$ ), and does not differ from the control treatment (test of proportion, $\mathrm{z}=1.00, \mathrm{p}=.317$ ).


Figure 1.3 Fraction of Participants who Choose the Tastier Pineapple

We further explore these results using OLS regressions in which we estimate treatment effects on the probability of choosing pineapple A. Since observations are not clustered, we use robust standard errors to compute the p -values. The regression (Table 6) confirms that participants in KeepWinner were significantly less likely to choose the tastier pineapple than participants in the control treatment. Participants in KeepBoth are not significantly less likely to choose the tastier pineapple than participants in the control treatment. The difference between the KeepWinner and the KeepBoth coefficients is also significant $(\mathrm{F}(1,117)=9.22, \mathrm{p}=.003)$. In column (2), we interact the particular pineapple that was tasted by the subjects with treatment
dummies. We find that the treatment effect is similar regardless of the particular pineapple that was tasted.

## Table 1.6 OLS Regressions for the India Experiment

| Dependent Variable: | Pineanole <br> (1) | $\text { A } \underset{(2)^{\text {Wins }}}{ }$ |
| :---: | :---: | :---: |
| Constant | . 775 | . 750 |
|  | (.000) | (.000) |
| $\mathrm{D}_{\text {KeenWinner }}$ | -. 425 *** | -. 400 *** |
|  | (.000) | (.008) |
| $\mathrm{D}_{\text {KeenRoth }}$ | -. 100 | -. 050 |
|  | (.322) | (.730) |
| Pineapple A2/B2 |  | . 050 |
|  |  | (.712) |
| Pineapple A2/B2 X $\mathrm{D}_{\text {KeenWinner }}$ |  | -. 050 |
|  |  | (.808) -.100 |
| Pineapple A2/B2 X $\mathrm{D}_{\text {KeenRoth }}$ |  | $\begin{gathered} -.100 \\ (.624) \end{gathered}$ |
| Observations | 120 | 120 |

Notes: OLS estimates (p-values). The dependent variable is a dummy that specifies whether the referee selected the best-tasting pineapple (A) as the winner. $\mathrm{D}_{\text {KeepWinner }}$ and $\mathrm{D}_{\text {KeepBoth }}$ are dummy variables that are equal to one for KeepWinner and KeepBoth respectively, and zero otherwise. Pineapple A2/B2 is a dummy variable that is equal to one if the Pineapples tasted were Pineapple A2 and B2, and equal to zero if the pineapples tasted were A1 and B1. The control treatment serves as the reference treatment. P-values are calculated using robust standard errors.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

### 1.6 General Discussion

Bribery is widespread and has an important impact on how decisions are made in politics, business, sports, education, and many other domains, with large economic consequences. Despite some economic arguments that bribes are not necessarily bad for society but are simply used to "grease the wheels" of bureaucracy (e.g., Leff, 1964; Huntington, 1968), even in these cases, when bureaucrats can endogenously choose
the level of corruption, bribes clearly have a negative effect on economic efficiency (Banerjee, 1997).

The purpose of the current paper is to investigate the relative importance of greed and social preferences in motivating bribery. We find that when incentives are contingent on choices, individuals accept and reward bribes: in our experiments, referees systematically rewarded the higher bribe when they could only keep the winner's bribe. However, when bribes were not contingent on delivering a certain outcome, individuals did not distort judgment. This finding supports the greed explanation of bribery. The extra-laboratory experiment we conducted in the market in India confirms the results we observed in San Diego, outside of the lab and with a population that is more accustomed to bribery.

Our experiments show the norm of reciprocity seems to be weaker than the moral costs of distorting judgment, which are weaker than profit maximization. Our ability to rank these different forces comes from the experimental bribery game that we introduce, which is able to capture the moral costs associated with distortion of judgment that is generated when bribes, rather than performance, are rewarded. We find that distortion plays an important role in explaining whether referees reciprocate the higher bribe. When the decision of which worker wins a prize does not involve a distortion of judgment (as in treatment NoTask), we find that reciprocity is an important motivator of behavior. Further, we find that increasing the moral costs of distortion by providing a more objective task (as in treatment Objective) makes referee less likely to go along with the higher bribe and more likely to choose based on
quality. These results thus show that capturing distortion in bribery experiments is important because moral costs of distortion have an important influence on the behavior of participants.

Our investigation of the motives that induce decision makers to accept and reward bribes provides insights into how to better target anti-corruption interventions. One implication is that anti-corruption policies designed to reduce the effectiveness of reciprocity may not be effective. If greed drives behavior, as our results suggest, policy interventions that enforce monetary sanctions may be more effective in preventing corruption.

Policy interventions that focus on increasing the moral costs of distortion may provide an alternative way to reduce bribery. In a related paper (Gneezy, Saccardo, Serra-Garcia, and Van Veldhuizen, 2015), we examine the role of self-deception in distorting judgment, by varying when evaluators are informed about their incentives to recommend one of two options either before or after their initial private judgment. When the information regarding the incentives is provided before (as in treatment KeepWinner here), we find a significant bias in judgment in the direction of the incentive. However, when the information is provided after they privately evaluate the options, the bias in judgment is significantly reduced. In other words, limiting selfdeception may increase the moral costs of distortion, which limits the effectiveness of bribery.

Future research could build on our game and findings in at least two other important ways. First, in our experiment, as in the example of Rod Blagojevich, the
workers who lost because of bribery suffered the negative externality of distorted justice. This negative externality did not reduce the overall wealth of the participants. In many real-world cases of bribery, however, the negative externality could be much larger and reduce the overall earnings. Our game could be extended by incorporating a negative externality (e.g., Falk and Szech, 2013) into the design or by making bribery welfare decreasing.

Second, a future design could study how the chance of being audited and penalized for accepting bribes affects the decisions in such games. Our investigation of bribery focused on the case in which the decision of who wins the prize is subjective, in which implementing monitoring and punishment mechanisms is often hard, because of the subjective nature of the choice. Monitoring and punishment could instead be investigated in contexts in which the decision of who wins the prize is objective. Future research could focus on the case in which decision makers have to make objective decisions, and use this design to study the interplay between the probability of being caught and the size of the penalty, and how this interplay affects the decision to offer or accept a bribe.

Chapter 1, in full, has been submitted for publication of the material as it may appear in the Review of Economic Studies, 2015. Gneezy, Uri, Silvia Saccardo, Roel van Veldhuizen, "Bribery: Greed versus Reciprocity." The dissertation author was the co-primary investigator and author of this paper.

## Appendix A. Additional Analyses

## A1. The Determinants of Bribing Behavior

Table 1.A1 Determinants of Bribe Amount and Joke Quality

| Dependent Variable: | Bribe Amount <br> (1) | Joke Quality (2) | Obj. Score <br> (3) |
| :---: | :---: | :---: | :---: |
| Joke Oualitv | $\begin{aligned} & 0.032 \\ & (0.764) \end{aligned}$ |  |  |
| Objective Score | $\begin{aligned} & 0.036 \\ & (0.102) \end{aligned}$ |  |  |
| Confidence | $\begin{aligned} & -0.020 \\ & (0.930) \end{aligned}$ | $\begin{aligned} & .648^{* *} \\ & (.022) \end{aligned}$ | $\begin{aligned} & 31.88^{* *} \\ & (.028) \end{aligned}$ |
| Female | $\begin{aligned} & -0.445^{*} \\ & (0.064) \end{aligned}$ | $\begin{aligned} & -.084 \\ & (.566) \end{aligned}$ | $\begin{aligned} & 9.73 * * \\ & (.034) \end{aligned}$ |
| Nonnative speaker | $\begin{aligned} & 0.843^{* * *} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -.546^{* *} \\ & (.020) \end{aligned}$ | $\begin{aligned} & 2.99 \\ & (.818) \end{aligned}$ |
| Not of Asian Ethnicity | $\begin{aligned} & 0.318 \\ & (0.158) \end{aligned}$ | $\begin{aligned} & .347 * * \\ & (.046) \end{aligned}$ | $\begin{aligned} & -6.18 \\ & (.270) \end{aligned}$ |
| Age | $\begin{aligned} & 0.111^{*} \\ & (0.062) \end{aligned}$ | $\begin{aligned} & -.047 \\ & (.276) \end{aligned}$ | $\begin{aligned} & -1.75 \\ & (.138) \end{aligned}$ |
| Economics Maior | $\begin{aligned} & -0.206 \\ & (0.502) \end{aligned}$ | $\begin{gathered} -.087 \\ (.632) \end{gathered}$ | $\begin{aligned} & 7.08 \\ & (.246) \end{aligned}$ |
| Psychology Major | $\begin{aligned} & 0.221 \\ & (0.566) \end{aligned}$ | $\begin{aligned} & .207 \\ & (.468) \end{aligned}$ | $\begin{aligned} & -8.33 \\ & \text { (.218) } \end{aligned}$ |
| Engineering/Science Major | $\begin{aligned} & -0.052 \\ & (0.904) \end{aligned}$ | $\begin{aligned} & -.138 \\ & (.496) \end{aligned}$ | $\begin{aligned} & 6.35 \\ & (.288) \end{aligned}$ |
| Other Social Science Major | $\begin{aligned} & -0.769^{*} \\ & (0.084) \end{aligned}$ | $\begin{gathered} -.108 \\ (.764) \end{gathered}$ | $\begin{aligned} & 6.91 \\ & (.312) \end{aligned}$ |
| Humanities Maior | $\begin{aligned} & -0.195 \\ & (0.664) \end{aligned}$ | $\begin{aligned} & .121 \\ & (.608) \end{aligned}$ | $\begin{aligned} & -8.07 \\ & (.192) \end{aligned}$ |
| Treatment Dummies | Yes | Yes | Yes |
| Treatment | All Treatments | All Joke Treatments | Objective |
| Observations Clusters | 484 <br> 242 | 280 <br> 140 | 84 42 |

Notes: OLS estimates (p-values). Bribe amount is the bribe amount sent by the worker. Joke quality is the average rating of the joke by the independent judges. Objective score is the worker's score on the objective task. Confidence is the worker's confidence in having a better joke than the other worker. The remaining variables are dummies for females, nonnative speakers, and non-Asians, a continuous variable for age, and dummies for different majors, respectively (the omitted groups are biology/chemistry majors and undeclared majors). Pvalues (in brackets) are calculated using wild bootstraps.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

Table 1.A1 presents the results of the analysis on the determinants of bribing behavior. The results of column (1) are discussed in the results section. Columns (2) and (3) show that a correlation exists between joke quality (or performance in the objective task) and workers' belief that they will win the prize. The regressions further show that native speakers and subjects that did not have an Asian ethnicity wrote better-quality jokes, and that women performed better in the objective task.

## A2. Differences in Bribes

A feature of our design is that although treatment is randomized and workers are randomly paired within sessions, bribes are not determined at random. To analyze referees' behavior and make treatment comparisons, the referees must face similar combinations of bribes across treatments. That is, the distribution of the difference between the bribes the referees receive must be similar across both treatments. In the result sections, we showed that, despite the average bribe being significantly higher in KeepWinner, the difference between bribes was indeed similar in treatment KeepWinner and treatment KeepBoth.

Nevertheless, the fact that bribes are not randomized in our experiment leads to three additional treatment differences between KeepWinner and KeepBoth, which may in turn affect referee behavior. First, referees in treatment KeepWinner are less likely to face two identical bribes. We already addressed this concern in the results section, by estimating a separate coefficient for quality when bribes are equal and when bribes differ in our regressions. Since the latter coefficient is only identified by the observations where bribes are different, any treatment differences we find in the size of this coefficient cannot be explained by a smaller frequency of equal bribes in treatment KeepWinner.

Second, referees in treatment KeepWinner are more likely to face two bribes rather than one. Third, referees in treatment KeepWinner are more likely to have to choose between two large bribes (e.g., $\$ 5$ and $\$ 3$ ) than referees in treatment KeepBoth. We will discuss the latter two differences below and provide evidence suggesting that the respective differences cannot explain our results.

One Bribe versus Two Bribes. Referees were more likely to receive two bribes (e.g., $\$ 5$ versus $\$ 2$ ) in treatment KeepWinner than in treatment KeepBoth. Indeed, of all the times they received bribes of different sizes, referees in KeepBoth received only one bribe (e.g., $3 \$$ vs. $\$ 0$ ) $82 \%$ of the time, versus only $41 \%$ for the referees in the KeepWinner treatment. To correct for this difference, we re-estimate regressions of Table 4 by including separate coefficients for the two-bribes and one-bribe case for both quality and bribes. This approach allows us to compare the importance of bribes and quality between cases in which referees received one or two bribes, respectively.

Table 1.A2 OLS Regressions for Referees One or Two Bribes Positive

| Denendent Variable: | Winner ( $1=\mathrm{Yes}$ ) <br> (1) |  |
| :---: | :---: | :---: |
| Rrihe difference | $\begin{equation*} 330 * * \tag{2} \end{equation*}$ | 131* |
| [One bribe positive] | (.022) | (.082) |
| Quality difference (bribes differ) | . 066 | .236** |
| [One bribe positive] | (.416) | (.036) |
| Bribe difference | .280*** | . 128 |
| [Both bribes positive] | (.002) | (.140) |
| Quality difference (bribes differ) | -. 056 | . 646 |
| [Both bribes positive] | (.630) | (.162) |
| Quality difference (bribes identical) | .342** | .273** |
|  | (.022) | (.022) |
| Treatment | KeepWinner | KeepBoth |
| Selected Workers | Random | Random |
| Observations | 40 | 40 |
| Clusters | 20 | 20 |

Notes: OLS estimates (p-values). The dependent variable is a dummy that specifies whether the selected worker was selected as the winner. For other variable definitions, see the notes to Table 4. Separate coefficients are included for cases in which one bribe is positive and in which both bribes are positive. P-values (in brackets) are calculated using wild bootstraps. We randomly select one worker per referee in each round.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level
Table 1.A2 presents the results. For the KeepWinner treatment, the coefficients for bribes are significant and nearly identical in both cases. Similarly, the coefficient for quality is small and not significant in either case as well. This finding suggests that within treatment, KeepWinner referees do not react differently to bribery in the onebribe versus two-bribes case.

Treatment KeepBoth does not have enough observations with two different bribes for us to estimate the coefficients for the two-bribes case with any precision. For the one-bribe case, the coefficient for bribes is slightly larger than the coefficient in Table 4 and is significant at the $10 \%$ level. At the same time, the (standardized) coefficient for quality is still nearly twice as large as the (standardized) coefficient for bribes, suggesting that quality played a larger role in the referee's decision making. Further, the comparison with the KeepWinner treatment shows the coefficient for bribe difference in KeepBoth is $60 \%$ smaller than the coefficient for KeepWinner, whereas the coefficient for quality is substantially larger. These results are similar to the results of Table 4. Thus, the treatment difference between KeepWinner and KeepBoth does not appear to have been the result of referees being more likely to receive only one bribe in the KeepBoth treatment.

Absolute Bribe Size-A related difference between KeepWinner and KeepBoth that arises from the fact that bribes in our experiment are not determined at random is that referees in KeepWinner are more likely to face two relatively large bribes. Referees might respond differently to receiving two large bribes than to receiving two smaller
ones, even when the difference in bribes is the same. Explaining our treatment effect would require that referees care more about a difference of $\$ 5$ vs. $\$ 4$ than $\$ 2$ vs. $\$ 1$, as could be the case if referees are more willing to reward a bribe when the absolute value of the bribe is high (note, however, that the converse argument could also be made).

To check whether this was indeed the case, we redid the regressions of Table 4 while controlling for the sum of the two bribes. We also interact the sum variable with the bribe-difference variable. The estimate for the interaction effect tells us whether bribes had a larger (or smaller) role when the sum of the two bribes was larger.

Table 1.A3 shows the results. The interaction effect is not significant for either treatment. If anything, the coefficient estimate for the KeepBoth treatment ( $\mathrm{p}=.234$ ) suggests referees care less about bribes as the sum of the two bribes increases, which would increase the size of the treatment difference. Thus, overall, we find no evidence that differences in absolute bribe size can explain our treatment effect.

Table 1.A3 OLS Regressions for Referees with Absolute Bribe Size

| Denendent Variable: | Winner (1=Yes) |  |
| :--- | :---: | :---: |
|  | $(1)$ | $(2)$ |
| Bribe difference | $.327^{* * *}$ | .110 |
|  | $(.000)$ | $(.278)$ |
| Quality difference (bribes differ) | -.012 | $.291^{* *}$ |
|  | $(.904)$ | $(.012)$ |
| Quality difference (bribes identical) | $.365^{* *}$ | $.274^{* *}$ |
| Sum of the two bribes | $(.016)$ | $(.022)$ |
|  | .066 | .083 |
| Bribe Difference X Sum of the two | $(.376)$ | $(.362)$ |
|  | .031 | -.130 |
| Treatment | KeepWinner | KeepBoth |
| Selected Workers | Random | Random |
| Observations | 40 | 40 |
| Clusters | 20 | 20 |

Notes: OLS estimates (p-values). The dependent variable is a dummy that specifies whether the selected worker was selected as the winner. The sum of the two bribes is the sum of the bribes of both workers in the pair. For other variable definitions, see the notes to Table 4. P-values (in brackets) are calculated using wild bootstraps. We randomly select one worker per referee in each round.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

## A3. The Quality Threshold

All non-parametric tests in the main text that relate to quality use only those pairs of jokes in which at least $65.1 \%$ of independent raters agreed on the winner. With this threshold, the fraction of independent raters who selected a given joke over the other is significantly different from chance (i.e., $50 \%$ ) at the $10 \%$ level by a test of proportions.

In this section, we redo the main analysis using a more stringent threshold of $69.4 \%$, which entails that the two jokes are significantly different at the $5 \%$ level (test of proportions, $\mathrm{Z}=1.65, \mathrm{n}=18, \mathrm{p}=.050$ ). The table below summarizes the nonparametric results. The results are very similar for both thresholds. The biggest difference is that the comparison between the KeepWinner and KeepBoth treatment is significant at the $1 \%$ level for the $65.1 \%$ threshold and at the $5 \%$ level for the more stringent threshold, which is largely due to a loss of observations. Similarly, the difference between KeepWinner and KeepBothReject is no longer significant, because of a lack of observations, although the result is still very similar and not significantly different from KeepBoth ( $\mathrm{p}=.611$, Mann-Whitney).

Table 1.A4 Non-Parametric Tests for Alternative Threshold

|  |  | Better Oualitv Wins (\%) |  | Difference vs. KeenWinner |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Treatment | Threshold: | $65.1 \%$ | $69.4 \%$ | $65.1 \%$ | $69.4 \%$ |
| KeepWinner |  | $56.7 \%$ | $60.0 \%$ |  |  |
|  |  | $(.564)$ | $(.405)$ |  |  |
| KeepBoth | $90.5 \%$ | $88.9 \%$ | $33.80 \%$ | $28.90 \%$ |  |
|  | $(.001)$ | $(.002)$ | $(.004)$ | $(.030)$ |  |
| KeepWinnerReiect |  | $57.1 \%$ | $58.3 \%$ | $0.40 \%$ | $-1.70 \%$ |
|  |  | $(.655)$ | $(.655)$ | $(.978)$ | $(.852)$ |
| KeepBothReiect |  | $90.5 \%$ | $81.8 \%$ | $33.80 \%$ | $21.80 \%$ |
|  |  | $(.005)$ | $(.014)$ | $(.026)$ | $(.119)$ |
| HighWage | $44.0 \%$ | $40.9 \%$ | $-12.70 \%$ | $-19.10 \%$ |  |
|  |  | $(.593)$ | $(.564)$ | $(.439)$ | $(.331)$ |
| Obiective | $83.3 \%$ | $86.4 \%$ | $26.60 \%$ | $26.40 \%$ |  |
|  | $(.001)$ | $(.001)$ | $(.023)$ | $(.023)$ |  |
| CoinFlip | $36.4 \%$ | $40.0 \%$ | $-20.30 \%$ | $-20.00 \%$ |  |
|  |  | $(.180)$ | $(.414)$ | $(.167)$ | $(.263)$ |

Notes: Percentages (P-values). The first two columns display the percentage of times the best joke won for each treatment, for a given threshold. The last two columns display the difference between the percentage of winners between the respective treatment and treatment KeepWinner. In both cases, two different thresholds are used. For the $65.1 \%$ threshold, the two jokes in a pair differ significantly at the $10 \%$ level by a test of proportions; for the $69.4 \%$ threshold, the two jokes differ significantly from each other at the $5 \%$ level. P-values are computed using Wilcoxon tests and a Mann-Whitney tests for columns 1 and 2 and columns 3 and 4 respectively.

## A4. Alternative Regression Specifications and Demographic Controls

For our main regression (Table 4 and Table 5), we selected one worker per pair at random for each given round and then investigated how differences in quality and bribes between the selected worker and the opponent affect winning. Table A5 provides the results of two alternative specifications, which we first estimate separately for the two main treatments.

In regression (1) and (2), we focus on the workers who submitted a larger bribe than their opponent in a given round. We then investigate whether for those workers, increasing the quality of the joke relative to the opponent further increased their likelihood of winning. In treatment KeepWinner, the higher bribe already wins $86 \%$ of
the time. Hence, increasing the quality of the worker's joke (relative to the opponent) does not further increase the likelihood of winning. By contrast, in treatment KeepBoth (column 2), the higher bribe only wins $64 \%$ of the time, and increasing the relative quality of the worker's joke is highly beneficial. These results are in line with the results in the main text: quality matters in treatment KeepBoth, but not in treatment KeepWinner.

Table 1.A5 Alternative OLS Regressions for KeepWinner and KeepBoth

| Dependent Variable: | (1) | Winner (1=Yes) |  |  |
| :--- | :---: | :---: | :---: | :---: |
| (3) |  | $(4)$ |  |  |
| Bribe Difference |  |  | $.270^{* *}$ | .014 |
| Quality Difference (bribes differ) | .060 | $.274^{* *}$ | $(.016)$ | $(.536)$ |
|  | $(.306)$ | $(.012)$ |  |  |
| Treatment | KeepWinner | KeepBoth | KeepWinner | KeepBoth |
| Selected Workers | Higher Bribe | Higher Bribe | Higher Quality | Higher Quality |
| Observations | 29 | 22 | 30 | 21 |
| Clusters | 16 | 12 | 18 | 17 |

Notes: OLS estimates (p-values). The dependent variable is a dummy that specifies whether the selected worker was selected as the winner. For other variable definitions, see the notes to Table 4. P-values are calculated using wild bootstraps. For specification (1) and (2), we select only workers with a higher bribe than their opponent in the given round. For specification (3) and (4), we select only workers with a better-quality joke than their opponent in the given round. We consider a joke to be of better quality when the agreement of the independent raters is at least $65.1 \%$.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level
In regression (3) and (4), we instead focus on the workers who wrote the better joke in a given round, and investigate whether larger differences in bribes between those worker and their opponents make the workers even more likely to win the prize. The results show that for workers who already have the best joke in the pair, bribes have a strong positive effect on the likelihood of winning in treatment KeepWinner, but not in treatment KeepBoth. Thus, similar to the regressions presented in the main text, bribes matter in treatment KeepWinner but not in treatment KeepBoth.

In Table 1.A6 we estimate the regressions reported in Table A5 jointly for all treatments. We report four regressions. In columns (1) and (2), we use KeepWinner as the reference treatment and interact the bribe and quality-difference variables with treatment dummies for all other treatments. This approach allows us to verify whether bribes and quality played a larger or smaller role than in treatment KeepWinner. Columns (3) and (4) are similar to columns (1) and (2) but also include a series of
demographic control variables. In particular, we add controls for all the demographic variables reported in Table 2 and for the round. ${ }^{1}$

The results largely replicate the main results from Table 5. Relative to KeepWinner, bribes play a less important role in KeepBoth and KeepBothReject, whereas quality plays a larger role in these treatments. The only difference lies in treatment Objective, where the effect of quality is still larger than in treatment KeepWinner, but the effect of bribes is no longer significantly smaller, though the coefficient estimate is still fairly large. In addition, including demographic controls does not substantially affect the coefficient estimates. In particular, p-values are very similar across both specifications.

[^8]Table 1.A6 Alternative OLS Regressions for All Treatments

| Denendent Variable: Winner (1=Yes) | (1) | (2) | (3) | (4) |
| :---: | :---: | :---: | :---: | :---: |
| Bribe Difference |  | .255** |  | .245** |
|  |  | (.030) |  | (.032) |
| Bribe Difference $\mathrm{X}^{\text {K KeenRoth }}$ |  | -.240** |  | -.194** |
|  |  | (.012) |  | (.028) |
| Bribe Difference $\mathrm{X}^{\text {D }}$ KeenWinnerReiect |  | .210** |  | .227** |
|  |  | (.014) |  | (.034) |
| Bribe Difference $\mathrm{X} \mathrm{D}_{\text {KeenRothReiect }}$ |  | -. 305 *** |  | -.319** |
|  |  | (.006) |  | (.012) |
| Bribe Difference X $\mathrm{D}_{\text {Hiohwase }}$ |  | . 012 |  | . 035 |
|  |  | (.864) |  | (.714) |
| Bribe Difference X $\mathrm{D}_{\text {Ohiective }}$ |  | -. 162 |  | -. 179 |
|  |  | (.122) |  | (.110) |
| Bribe Difference X $\mathrm{D}_{\text {CrinFlin }}$ |  | . 066 |  | . 108 |
| Quality Difference (Different Bribes) |  | (.770) |  | (.726) |
|  | . 057 |  | . 064 |  |
|  | (.266) |  | (.232) |  |
| Quality Difference (Different Bribes) X $\mathrm{D}_{\text {KeenRoth }}$ | .173** |  | .194*** |  |
|  | (.030) |  | (.006) |  |
| Quality Difference (Different Bribes) $\mathrm{X} \mathrm{D}_{\text {KeenWinnerReiect }}$ | -. 057 |  | -. 040 |  |
|  | (.254) |  | (.418) |  |
| Ouality Difference (Different Bribes) X $\mathrm{D}_{\text {KeenRothReiect }}$ | . $364 * *$ |  | .365*** |  |
|  | (.012) |  | (.008) |  |
| Quality Difference (Different Bribes) X $\mathrm{D}_{\text {HishWase }}$ | -. 019 |  | -. 048 |  |
|  | (.816) |  | (.648) |  |
| Quality Difference (Different Bribes) X D $\mathrm{O}_{\text {Oiective }}$ | $\begin{aligned} & .217 * \\ & (.050) \end{aligned}$ |  | $\begin{aligned} & .206 * \\ & (.0500) \end{aligned}$ |  |
| Quality Difference (Different Bribes) X $\mathrm{D}_{\text {CninFlin }}$ | -. 321 |  | -. 345 |  |
|  | (.146) |  | (.132) |  |
| Selected Workers | Higher | Higher | Higher | Higher |
|  | Bribe | Quality | Bribe | Quality |
| Treatment Dummies | Yes | Yes | Yes | Yes |
| Demographic Controls | No | No | Yes | Yes |
| Observations | 163 | 145 | 163 | 145 |
| Clusters | 97 | 98 | 97 | 98 |

Notes: OLS estimates (p-values). P-values are computed using wild bootstraps. The ' $\mathrm{D}_{\text {Treatment }}$ ' variables are dummy variables for the respective treatments; KeepWinner serves as the reference treatment. Control variables include the round and all demographic variables of Table 2, where we use bio/chemistry majors and undeclared majors as the reference group. Bribe and quality variables are standardized using the combined standard deviation over all included treatments. For other variable definitions and explanation of how we selected the workers in each regression, see the notes to Table 4.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

Identical Quality-In the regressions reported in the main text, we estimate separate coefficients for quality when bribes are equal and when bribes differ. Here, we present a similar analysis in which we also estimate separate coefficients for bribes when quality is equal (using the $65.1 \%$ threshold) and when quality differs. The latter coefficient allows us to focus on cases in which quality differs, which is where a larger treatment difference should be expected. We do not use this approach in the main text because the threshold between 'similar' jokes and different jokes is not as clear-cut as the threshold between identical and non-identical bribes.

Table 1.A7 reports the results. For treatment KeepWinner, bribes have a larger effect when quality is equal and therefore cannot influence judgment. Similarly, in treatment KeepBoth, the coefficient for bribes is larger when quality is equal, though it is still not significant. The interaction terms in column (3) shows that the treatment difference in the importance of bribes overall seems to be largely driven by cases in which quality differs, as expected. These results indeed suggest that bribes play a larger role when quality is equal in both treatments.

Table 1.A7 OLS Regressions for referees with separate bribe coefficients

| Denendent Variable: | Winner ( $1=$ Yes) |  |  |
| :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) |
| Bribe Difference (quality identical) | .453** | . 172 | .348** |
|  | (.020) | (.184) | (.020) |
| Bribe Difference (quality differs) | .267** | . 033 | .254** |
|  | (.020) | (.458) | (.020) |
| Quality Difference (bribes differ) | . 009 | .270*** | . 010 |
|  | (.838) | (.008) | (.838) |
| Ouality Difference (bribes identical) | .339** | .276** | .257** |
|  | (.020) | (.026) | (.020) |
| $\mathrm{D}_{\text {KeenRoth }}$ |  |  | . 024 |
|  |  |  | (.882) |
| Bribe Difference (quality identical) X |  |  | $\begin{aligned} & -.145 \\ & (.314) \end{aligned}$ |
| Bribe Difference (quality differs) X |  |  | -.216** |
|  |  |  | (.012) |
| Quality Difference (bribes differ) X |  |  | .234*** |
|  |  |  | (.004) |
| Ouality Difference (bribes identical) X |  |  | . 151 |
|  |  |  | (.168) |
| Treatment | KeepWinner | KeepBoth | KeepWinner |
|  |  |  | KeepBoth |
| Selected Workers | Random | Random | Random |
| Observations | 40 | 40 | 80 |
| Clusters | 20 | 20 | 40 |

Notes: OLS estimates (p-values). The dependent variable is a dummy that specifies whether the selected worker was selected as the winner. For other variable definitions, see the notes to Table 4. P-values (in brackets) are calculated using wild bootstraps. We consider jokes to be of identical quality when fewer than $65.1 \%$ of independent raters agree on the winner. We randomly select one worker per referee in each round.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

## A5. Robustness Check: Alternatives to the Wild Bootstrap

In the main regression analysis, we computed p-values using wild bootstraps, as suggested by Cameron et al. (2008). In this section, as a robustness check, we provide the results of several alternative techniques, which we use to compute the pvalues of the KeepWinner and KeepBoth treatment regressions reported in Table 4.

We use four different techniques. The first is the wild bootstrap procedure, which we use in the main text. Cameron et al. (2008) show that this approach (which they refer to as the "wild bootstrap-t" procedure) leads to more consistently accurate (and more conservative) rejection rates than alternative approaches, and therefore recommend its use in case of a small number of clusters. For more details on how the technique works, see Cameron et al. (2008).

For column (2), we recalculate our p -values using clustered standard errors, a standard approach in experimental economics. For column (3), we use a non-
parametric bootstrap, which is, to our knowledge, the most widely used bootstrap method in experimental economics. Finally, we also redo the main regressions using probit (with clustered standard errors).

The top half of Table A8 reports the results for treatment KeepWinner; the lower half presents the results for treatment KeepBoth. Each column presents the results of a different estimation technique. Column (1) reports the results of Table 4. The other columns show that alternative estimation techniques result in very similar p values. In particular, both bribes are significant at the $1 \%$ level across specifications, and quality (for different bribes) is never significant in any specification. The only difference is that quality (for equal bribes) is significant at the $5 \%$ level in column 1 , but significant at the $1 \%$ level in all other specifications. ${ }^{2}$

For KeepBoth, the results are also very similar across specifications. Bribes are not significant, and quality (for different bribes) is significant at the $1 \%$ level in all specifications. As with KeepWinner, the main difference is that the quality variable for equal bribes is significant at the $5 \%$ level in the wild bootstrap, but at the $1 \%$ level in the other specifications (except probit).

[^9]Table 1.A8 Separate OLS Regressions with Alternative P-value Estimates for Main Treatments

| Denendent Variable: |  | Winner | (1) | (2) | (3) | (4) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (KeepWinner) |  |  |  |  |
| Bribe Difference |  |  | . $308 * * *$ | . $308 * * *$ | .308*** | .488*** |
|  |  |  | (.000) | (.000) | (.000) | (.000) |
| Ouality | Difference | (bribes | . 014 | . 014 | . 014 | . 054 |
|  |  |  | (.762) | (.794) | (.830) | (.619) |
| Quality | Difference | (bribes | .336** | . 336 *** | .336*** | .526*** |
|  |  |  | (.020) | (.000) | (.002) | (.002) |
| (KeepBoth) |  |  |  |  |  |  |
| Bribe Difference |  |  | . 086 | . 086 | . 086 | . 154 |
|  |  |  | (.140) | (.161) | (.222) | (.205) |
| Quality | Difference | (bribes | .262** | .262*** | .262*** | .613*** |
|  |  |  | (.010) | (.001) | (.004) | (.005) |
| Ouality | Difference | (bribes | .275** | .275*** | .275*** | .420** |
|  |  |  | (.022) | (.000) | (.001) | (.012) |
| Selected Workers |  |  | Random | Random | Random | Random |
| Technique |  |  | OLS | OLS | OLS | Probit <br> (Marg. |
| P-Values |  |  | Wild BS | Clustered SE | Non-Par | Clustered |
| Observations |  |  | 40 | 40 | 40 | 40 |
| Clusters |  |  | 20 | 20 | 20 | 20 |

Notes: Regression estimates (p-values). Each column presents the results of two regressions, which for the top and bottom panel are analogous to regressions 1 and 2 in Table 4, respectively. For variable definitions and other details, see Table 4 and its notes. Columns (1)-(3) use OLS, column (4) uses probit. P-values are computed either by wild bootstrap (column (1)), clustered standard errors (column (2) and (4)) or a non-parametric bootstrap (column (3)).
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

Table 1.A9 presents the regression with interaction effects (column (3) in Table 4). We do not estimate the probit model here, because interaction terms are difficult to interpret with marginal effects. Similar to Table A8, the p-values are quite robust with respect to the estimation technique we use.

Overall, the wild bootstrap technique and alternatives yield similar p-values in both Table 1.A8 and 1.A9. If anything, the wild bootstrap tends to be the most conservative technique, which is in line with Cameron et al. (2008).

Table 1.A9 OLS Regressions with Alternative P-value Estimates For Main Treatments

| Denendent Variable: Winner | (1) | (2) | (3) |
| :---: | :---: | :---: | :---: |
| Bribe Difference | .274*** | .274*** | .274*** |
|  | (.000) | (.000) | (.000) |
| OualityDif*bribesDif | . 015 | . 015 | . 015 |
|  | (.762) | (.791) | (.839) |
| QualityDif*bribes identical) | .255** | .255*** | .255*** |
|  | (.020) | (.000) | (.005) |
| $\mathrm{D}_{\text {KeenRoft }}$ | . 008 | . 008 | . 008 |
|  | (.980) | (.942) | (.947) |
| Bribe Difference X $\mathrm{D}_{\text {KeenBoth }}$ | -.173** | -.173** | -.173* |
|  | (.032) | (.035) | (.058) |
| Quality Difference X $\mathrm{D}_{\text {KeenRoth }}$ (bribes differ) Ouality Difference $X D_{\text {KeenRnth }}$ (bribes identical) | .222** | .222*** | .222** |
|  | (.014) | (.009) | (.049) |
|  | . 150 | . 150 | . 150 |
|  | (.156) | (.142) | (.320) |
| Treatment | KeepWinn | KeepWinner | KeepWinn |
|  | KeepBoth | KeepBoth | KeepBoth |
| Selected Workers | Random | Random | Random |
| Technique | OLS | OLS | OLS |
| P-Values | Wild BS | Clustered SE | Non-Par |
| Observations | 40 | 40 | 40 |
| Clusters | 20 | 20 | 20 |

Notes: OLS estimates (p-values). Each column presents the results of a single regression, which is analogous to regression 3 in Table 4. For variable definitions and other details, see Table 4 and its notes. P-values are computed either by wild bootstrap (column (1)), clustered standard errors (column (2)), or a non-parametric bootstrap (column (3)).
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

## A6. Robustness Check: Alternative Random Samples of Referees

In our main regression analyses, we randomly selected one worker per referee in a given round. We use the same random sample for all regressions. Here, we present evidence that shows the results we present do not depend on the particular sample of workers we randomly selected. For this purpose, we re-estimate of the regressions of Table 41,000 times for 1,000 random samples of workers. In every random sample, each referee and round combination is represented exactly once; the only thing that differs across samples is whether worker A or worker B is included in the analysis (for a given pair and round).

Table A10 below presents the average resulting coefficient estimates as well as the standard deviation of the coefficient estimates (in square brackets). Overall, coefficient estimates do not differ much across the different samples. The only exception is the dummy for treatment KeepBoth in column (3); this exception is due to the random sample sometimes containing more winners for treatment KeepBoth than for KeepWinner and vice versa. Overall, the results are very robust with respect to the particular random sample selected for these regressions.

Table 1.A10 OLS Regressions with Alternative Random Samples


Notes: OLS estimates [standard deviations]. For each column, we re-estimate the regression of, respectively, columns (1), (2), and (3) of Table 41,000 times. For each replication, we randomly select a new sample of one worker per referee per round. The presented estimates are the average coefficient estimates (over all replications). The standard deviations are the standard deviations of the coefficient estimates. For variable definitions, see Table 4 and its notes.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

## A7. Comparison between rounds

The analysis of referees' behavior aggregates observations for rounds 1 and 2. However, it seems possible that some referees changed their behavior between rounds. To allow for this, Table A11 re-estimates regressions (1) and (2) from Table 4 separately for each round. This allows us to investigate whether the impact of quality and bribes was different in round 1 and round 2 . This analysis uses only one observation per cluster, and hence we no longer compute standard errors using wild bootstraps, but use standard robust standard errors to compute p -values instead.

Table 1.A11 OLS Regressions for KeepWinner and KeepBoth Separately for each Round

| Probabilitv | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
| Bribe Difference | $.292^{* * *}$ | $.295^{* * *}$ | $.184^{* *}$ | -.049 |
|  | $(.000)$ | $(.001)$ | $(.025)$ | $(.556)$ |
| Ouality | -.112 | .113 | $.270^{* * *}$ | $.289^{* *}$ |
| (bribes differ) | $(.118)$ | $(.246)$ | $(.000)$ | $(.014)$ |
| Quality | $.342^{* * *}$ | $.372^{* * *}$ | $.280^{* *}$ | $.293^{* * *}$ |
| (bribes identical) | $(.003)$ | $(.002)$ | $(.018)$ | $(.001)$ |
|  |  |  |  |  |
| Treatment | KeepWinner | KeepWinn | KeepBoth | KeepBoth |
|  |  |  |  |  |
| Selected Workers | Random | Random | Random | Random |
| Standard Errors | Robust | Robust | Robust | Robust |
| Round | 1 | 2 | 1 | 2 |
| Observations | 20 | 20 | 20 | 20 |
| Clusters | 20 | 20 | 20 | 20 |

Notes: OLS estimates (p-values). The dependent variable is a dummy that specifies whether the selected worker was selected as the winner. For other variable definitions, see Table 4 and its notes. P-values (in brackets) are calculated using robust standard errors. For all specifications, we randomly select one worker per referee in each round.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level
Columns (1) and (2) show that in the KeepWinner treatment, bribes matter equally in both rounds. Further, we find that quality has a similar impact in both rounds when bribes are identical, and is not significant in either round when bribes differ. For treatment KeepBoth, columns (3) and (4) show the effect of quality is more important than the effect of bribes in both rounds. Both quality coefficients are very similar across rounds and are significant in both cases. The only difference from the analysis presented in the main text is that the coefficient for bribes is zero in round 2 and positive and significant in round 1 . This finding suggests referees may have been
more receptive toward bribes in round 1 than in round 2 , though the effect of quality stays the same through both rounds. ${ }^{3}$

Another potential explanation for why behavior might differ across rounds is that referees may have alternated between workers across rounds. This explanation may in particular have been the case when bribes and/or joke quality were equal. In the remainder of this section, we check whether alternating played an important role in either of the two main treatments.

First, we show that alternating cannot by itself explain our results. Indeed, if all referees were alternating, neither quality nor bribes would be significant in any treatment. To illustrate this, we ran simulations in which we used workers' actual behavior from the experiment but replaced referees' choices with a random winner in round 1 and then had them choose the other worker in round 2.

The results of this simulation are displayed in Table A12 and show that, as expected, the average estimated coefficient over all simulations is essentially zero for all variables and both treatments. Further, the quality and bribe variables are only significant in approximately $5 \%$ of all simulations in both treatments, again as expected by chance. Third, in only $.1 \%$ of simulation samples (i.e., 2 out of 2,000 across both treatments) were the same coefficients significant (at the $5 \%$ level) and had the same sign as in the actual regression estimates. There were no simulations in which the same coefficients were significant as the actual estimates for both treatments at the same time. Thus, the simulations strongly suggest our results cannot have been generated by alternating alone.

[^10]Table 1.A12 Simulations for Alternating
Actual Estimate Simulation Estimate Sim. Est. Significant

| KeepWinner <br> Bribe Difference | $.308^{* * *}$ | -.001 | $5.7 \%$ |
| :--- | :---: | :---: | :--- |
| Ouality Difference <br> (bribes differ) | .014 | .003 | $5.0 \%$ |
| Quality Difference <br> (bribes identical) | $.336^{* *}$ | -.001 | $5.6 \%$ |


| KeepBoth <br> Bribe Difference | .086 | .001 | $4.9 \%$ |
| :--- | :--- | :--- | :--- |
| Ouality Difference <br> (bribes differ) | $.262^{* *}$ | .000 | $5.1 \%$ |
| Quality Difference <br> (bribes identical) | $.275 * *$ | .001 | $5.2 \%$ |

Notes: The first column (Actual Estimates) gives the actual coefficient estimates from column (1) (upper panel) and column (2) (lower panel) of Table 4. The second column (Simulation Estimate) presents the corresponding average coefficient estimates from the simulations with alternating. Column 3 (Sim. Est. Significant) presents the percentage of times in which the respective estimated coefficient was significant at the $5 \%$ level (in either direction) in a simulation. Here, we used clustered standard errors to calculate significance, because using bootstraps would have been too computationally intensive.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level (Column 1 only)

Though referees alternating across rounds cannot fully explain our results, alternating behavior might have still played a role in some cases. For example, referees might have alternated in cases in which bribes and/or quality were very similar. To check whether alternating played a role, we control for it directly by adding a dummy for round 1 winners to our regression and interacting it with a round 2 dummy. If alternating plays a role, round 1 winners should be less likely to win in round 2 , and hence the coefficient for this interaction effect should be negative and significant.

Table A13 below presents the results in columns (2) and (4). Columns (1) and (3) report the relevant regressions from Table 4 (columns (1) and (2) respectively) for ease of comparison. In KeepWinner, the coefficient for round 1 winners is positive and significant at the $10 \%$ level. A positive coefficient is inconsistent with alternating, but note the effect is small and could be spurious, for example, if the round 1 winner had the better bribe in both round 1 and round 2. Importantly, the comparison between column (1) and (2) shows that the coefficients for bribes and quality remain mostly unaffected by allowing for alternating.

In KeepBoth (column (4)), however, alternating does seem to have played a role: round 1 winners are 53.1 percentage points less likely to win in round 2 than round 1 losers (who have a $75 \%$ chance of winning in round 2 ). The coefficient for bribes also increases slightly and is now significant, though it is still substantially smaller than the quality coefficients and the bribe coefficient for KeepWinner. Allowing for alternating does not affect the coefficients for quality.

Why does alternating play a role in KeepBoth but not in KeepWinner? One possible explanation is that in the absence of profit-maximization motives, referees typically select the better joke. However, in some cases, the two jokes were of very similar quality, and referees might alternate in such cases. Thus, alternating may have emerged when neither greed nor joke quality could determine referee behavior. At the same time, it is important to emphasize that controlling for alternating does not significantly change the coefficient estimates for quality, which still plays a more important role in treatment KeepBoth. Similarly, controlling for alternating does not affect the coefficient estimates for KeepWinner, where bribes are more important than quality.

Table 1.A13 OLS Regressions Allowing for Alternating

| Probability <br> (winning) | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :---: | :---: | :---: | :---: | :---: |
| Bribe Difference | $.308^{* * *}$ | $.272^{* * *}$ | .086 | $.143^{* *}$ |
| Quality | $(.000)$ | $(.000)$ | $(.140)$ | $(.020)$ |
| (bribes differ) | $(.762)$ | $(.006$ | $262^{* *}$ | $.264^{* * *}$ |
| Quality | $.336^{* *}$ | $.326^{* *}$ | $(.010)$ | $(.008)$ |
| (bribes identical) | $(.020)$ | $(.014)$ | $(.022)$ | $.342^{* *}$ |
| Round 2 |  | $(.029$ |  | $.252^{*}$ |
| Round1Winner |  | $(.852)$ |  | $(.072)$ |
| *Round 2 |  | $(.094)$ |  | $\left(.531^{* *}\right.$ |
| Treatment | KeepWinner | KeepWinn | KeepBoth | KeepBoth |
| Selected Workers | Random | Random | Random | Random |
| Observations | 40 | 40 | 40 | 40 |
| Clusters | 20 | 20 | 20 | 20 |

Notes: OLS estimates (p-values). The dependent variable is a dummy that specifies whether the selected worker was selected as the winner. Round 2 is a dummy for round 2 observations, and round 1 winner is a dummy for workers who won in round 1 . For other variable definitions, see Table 4 and its notes. P-values (in brackets) are calculated using wild bootstraps. We randomly select one worker per referee in each round.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

## A8. Equilibrium for KeepBoth

This section gives an overview of equilibrium bribing behavior for workers in treatment KeepBoth, under the assumption that the referee allocates the prize based on the bribes. Since referees get to keep the bribes of both workers in treatment KeepBoth, however, they are financially indifferent between the two workers. Therefore, we allow for the possibility that the referee may instead use an allocation rule that rewards the lower bribe with some probability. Specifically, the referee will reward the higher bribe with probability $\delta$, where $\delta$ can range from 0 (referees always select the lower bribe) to 1 (referees always select the higher bribe), and allocates the prize randomly (with equal probability) if both bribes are equal.

Given this allocation rule, the expected value of bribing a given amount $b$ equals:
$\mathrm{E} \Pi\left(\mathrm{b}_{\mathrm{i}}=\mathrm{b}\right)=\mathrm{P}\left(\mathrm{b}>\mathrm{b}_{\mathrm{j}}\right) \delta \mathrm{p}+\mathrm{P}\left(\mathrm{b}=\mathrm{b}_{\mathrm{j}}\right) \frac{1}{2} \mathrm{p}+\mathrm{P}\left(\mathrm{b}<\mathrm{b}_{\mathrm{j}}\right)(1-\delta) \mathrm{p}-\mathrm{b}$
Here, $b_{j}$ is the bribe of the competing worker, and $p=10$ is the prize obtained by the winning worker. In equilibrium, each worker i chooses a strategy $\sigma_{i}=\left\{\sigma_{b}\right\}^{i}=$ $\left(\sigma_{0}, \ldots, \sigma_{5}\right)$ that specifies the probability that worker i plays any given bribe, such that the above expression is maximized given the strategy of the competing worker, $\sigma_{j}$. Since the best response functions depend on the referee's allocation rule, in equilibrium worker behavior depends on $\delta$.

We focus on pure strategy equilibria of the game, if they exist, and otherwise specify the symmetric mixed equilibrium. Deriving the equilibrium for a given $\delta$ can be done in three steps. The first step is to eliminate strictly dominated bribes. If more than one bribe amount remains, the second step is to then check for pure strategy equilibria. If necessary, the final step is to compute the symmetric mixed equilibrium (ME). For the ME, no profitable deviations should be possible. This means that all bribe amounts that are assigned strictly positive probabilities in equilibrium need to have equal expected payoffs, and other bribe amounts need to have a lower (or equal) expected payoff. Hence, deriving the ME entails solving the system of equations $E \Pi(b=0)=E \Pi(b=1)=$.. subject to the constraint that all $\sigma_{\mathrm{b}}$ are non-negative and sum to one (for both workers).

For $\delta \leq 0.5$, referees on average let the worse bribe win. As a result, the unique equilibrium is for both workers to bribe zero (i.e., $\sigma_{0}=1$ for both workers), since any larger bribe is both costly and results in a weakly smaller likelihood of winning.

Figure A1 below plots the equilibria for increasing values of $\delta$, on the interval $\delta \in[0.5,1]$, for the parameters used in the experiment. For values close to $\delta=0.5$, choosing a bribe of 1 or more would mean a sure loss of the bribe ( $=1$ or more) versus an expected gain of $((\delta-0.5) * 10<1)$. Hence for $\delta \in[0.5,0.6)$, both workers bribing zero is also the unique equilibrium.

For $\delta=0.6$, there is an additional pure strategy equilibrium where both workers bribe 1 , as well as an equilibrium where one worker bribes 1 and the other bribes 0 .

For $\delta \in(0.6,1)$ there are only mixed equilibria. For $\delta \in(0.6,0.7]$, the equilibrium is for both workers to randomize between 0,1 and 2 , where 0 and 2 are chosen with equal probability. Intuitively, there can be no pure strategy equilibria, since the best responses to 0,1 and 2 are 1,2 and 0 respectively. As $\delta$ increases over the interval, 2 is becoming an ever more attractive bribe, since the advantage relative to a bribe of 1 is increasing, and the disadvantage with respect to a bribe of 0 is decreasing. Therefore, in equilibrium, the frequency of bribes of 0 and 2 must increase.

For $\delta \in[0.7,0.8]$ the equilibrium is for workers to randomize between $0,1,2$, 3 and 4 , where 0,2 and 4 are chosen with equal probability, as are 1 and 3 . Bribes of 3 and 4 are added to the equilibrium since they are no longer strictly dominated by a bribe of zero, otherwise the intuition is similar to the above.

For $\delta \in[0.8,0.9]$, equilibrium randomization occurs between $0,1,2,3$, and 5 , again with 0 and 2 chosen equally often, and similarly for 1 and 3 , with 5 chosen more often than any of the other bribes. For $\delta \in[0.9,1$ ) workers randomize between 0,1 and 5 , with 5 chosen most often. Intuitively, as the highest bribe starts winning with high regularity, bribing 5 becomes more attractive, which is amplified by bribes of 6 or higher not being possible in the experiment. Given that many workers bribe 5, it is no longer attractive to bribe 4 or other intermediate amounts, since these bribes will always lose to a bribe of 5 but still incur the certain cost of sending the bribe. However, bribes of zero are still attractive, since they are costless and have a positive probability of wining even against bribes of 5 . Finally, bribes of 1 are also not very costly and have the added advantage of beating the 0 bribes with high likelihood.

In addition, for $\delta \in\{0.7,0.8,0.9\}$, any linear combination between both relevant aforementioned equilibria is also a ME. Finally, for $\delta=1$, the equilibrium is a pure strategy equilibrium where both workers bribe the maximum. Note also that the fraction of referees who picked the highest bribe in treatment KeepBoth in the experiment was .6364. The mixed equilibrium corresponding to this fraction is for workers to bribe 0 or 2 with probability .267 and bribe 1 with probability .467 .


Figure 1.A1 Equilibria For Treatment Keepboth
Notes: The figure displays the probability $\sigma_{b}$ that a bribe $b$ is chosen in equilibrium as a function of the referee's allocation rule $\delta$. Here, the referee's allocation rule specifies the fraction of times the referee chooses the highest bribe as the winner.

A9. Additional Figures


Figure 1.A2 Win chance for KeepWinner and KeepBoth
Higher Bribe


Figure 1.A3 Win chance when having the higher bribe for the additional treatments

## Higher Quality



Figure 1.A4 Win chance when having the best joke for the additional treatments

## Appendix B. Instructions

## B1. Worker Instructions

Welcome to today's experiment. ${ }^{4}$ Please read the instructions carefully. If you have any questions, please raise your hand and one of the experimenters will come to your desk to answer your question. ${ }^{5}$--next screen--

[^11]You have been assigned to the role of Participant A. For the remainder of the experiment you will be matched with two other participants: Participant B and a Referee. The Referee will now be moved to a different room.

```
--next screen--
```

On your desk you can find an envelope with 10 dollars. This is your show-up fee for taking part in this experiment. Both you and Participant B have received a $\$ 10$ show-up fee whereas the Referee has received a $\$ 5$ show-up fee. Please do not remove the money from the envelope until you are instructed to.

Both you and Participant B will be asked to work on a task for two rounds. The task will be explained below. After each round the Referee will decide whether you or Participant B performed the task better. The Participant that performed better (as decided by the Referee) will receive an additional $\$ 10$ prize on top of the show-up fee. The other Participant will receive nothing.

You will be matched to the same Referee and Participant B in both rounds. None of you will ever know the identity of the other two participants. Do you have any questions before we explain the task to you?
--next screen--

Your task:
Your task is to come up with a joke about a certain topic, which will be announced after the instructions. In total, you will have 10 minutes to come up with a joke. The joke can be short or long, a simple one liner or a full anecdote. The experimenter will let you know when you have 5 minutes as well as 1 minute left for the round.

## Check-up questions

How much will you earn (in dollars) in a given round if you are the winner? Who is going to evaluate your task?
True or false: the Referee and Participant B will be the same participants in both rounds of the experiment.

You are now ready to start the experiment. Please raise your hand when you are ready to start the task. Do not proceed to the next page. The experimenter will instruct you to start when the other participants have finished reading the instructions.

Please write a joke about economists. You have 10 minutes to complete the task.

What do you believe is the probability that you wrote better jokes than Participant B?

Please wait while we are printing your joke. After you have received your joke, please put it into the large envelope with the number so it can be handed over to your Referee. You also have the option to add money for the Referee and put it in the envelope with the joke. For this purpose, you can take up to $\$ 5$ out of the smaller envelope with your show-up fee and put it into the larger envelope together with the joke you wrote.

Participant B also has the option to add up to $\$ 5$ to the envelope he/she sends to the Referee.

The Referee will be given both your envelope with the joke and the money and Participants B's. He/she will then be asked to read the jokes and decide which one wins. If the Referee chooses your joke, then you will get an additional $\$ 10$ and the Referee will keep the money you sent him/her. Participant B will get the money he/she sent to the Referee back. If the Referee chooses Participants B's joke, then Participant B will get an additional $\$ 10$ and the Referee will keep the money he/she sent to him. In this case you will get back the money that you sent to the Referee.
-- next screen--
Please raise your hand when the envelope for the Referee is ready. The experimenter will bring it to the Referee in the next room. After the Referee has determined the winner, the envelope will be collected by the experimenter. The envelope will be returned to you after the Referee has finished grading the second round of jokes. ${ }^{6}$
-- next screen--

## B2. Referee Instructions

Welcome to today's experiment. Please read the instructions carefully. If you have any questions, please raise your hand and one of the experimenters will come to your desk to answer your question.
--next screen-You have been assigned to the role of the Referee. For the remainder of the experiment you will be matched with two other participants: Participant A and Participant B. Please raise your hand. The experimenter will escort you to a different room.
--next screen--

[^12]On your desk you will find a small envelope with $\$ 5$. This is your show-up fee for taking part in this experiment; Participant A and Participant B have received a $\$ 10$ show-up fee for the experiment.

Today your task is to rate the quality of a joke written by Participant A and a joke written by Participant B. You will be matched to the same Participant A and Participant B in both rounds. None of you will ever know the identity of the other two participants.

Both Participants have 10 minutes to write a joke. After Participants A and B have finished their jokes, they will print them and put them in an envelope which will be brought to you by an experimenter.

You will then have 5 minutes to read both jokes and determine who of the two did the best job, i.e. determine the winner. The winner will receive a prize of $\$ 10$, whereas the loser will receive nothing. Please make sure to indicate the winner by placing a winner card in the winner's envelope and a loser card in the loser's envelope.

You will also be asked to rate the quality of both the winner's and the loser's joke on a scale from 0 to 10 (on the evaluation form).

The envelopes will then be collected by the experimenter and you will be asked to grade a second round of jokes, written by Participants A and B while you were grading.

The envelopes for both rounds will be returned to Participants A and B at the end of the second round.

The topic for the first round will be 'economists', the topic of the second round will be announced to you after you finish grading the first round.

Please wait while Participants A and B finish writing their jokes. If you have any questions in the meantime, please ask the experimenter.
-- next page --
In a few moments you will receive two envelopes containing the jokes written by Participants A and B. To grade their jokes, please indicate you rating for both Participants on the evaluation form on a scale from 0 to 10 . Participants A and B also have the opportunity to add money to their envelope. You have the option to keep the money sent to you by either Participant A or Participant B. If you keep the money of a Participant, he or she will automatically be the winner. The loser's money will then be returned.

After determining the winner, please make sure to indicate the winner by placing a winner card in the winner's envelope and a loser card in the loser's envelope. After five minutes, an experimenter will collect the envelopes. The envelopes will be returned to Participants A and B at the end of the second round.

Please remain patient while we are printing the jokes. ${ }^{7}$

## B3. Independent Raters Instructions

Welcome!
In this experiment you will be shown six pairs of jokes. Jokes in each pair will either be about economists or about psychologists. Participants in a previous experiment wrote the jokes in 10 minutes. For each pair of jokes, you will be asked to rate the quality of both jokes and to indicate which one is better.

Please rate the quality of the following jokes about economists (psychologists). Make sure to read both jokes before rating.
What is the quality of this joke? ( $0-10$ )
Which one is the best joke? (Joke A, Joke B)

## B4. Worker Instructions Treatment Objective

Welcome to today's experiment. Please read the instructions carefully. If you have any questions, please raise your hand and one of the experimenters will come to your desk to answer your question.
-- next section -
You have been assigned to the role of Participant A. For the remainder of the experiment you will be matched with two other participants: Participant A and a Referee.

The Referee will now be moved to a different room.
--next section--
On your desk you can find an envelope with 10 dollars. This is your show-up fee for taking part in this experiment. Both you and Participant B have received a $\$ 10$ show-up fee whereas the referee has received a $\$ 5$ show-up fee. Please do not remove the money from the envelope until you are instructed to.

Both you and Participant B will be asked to work on a task for two rounds. The task will be explained below. After each round the Referee will decide whether

[^13]you or Participant B performed the task better. Your goal is to complete as many words as possible in 5 minutes.

The Participant that performed better (as decided by the Referee) will receive an additional $\$ 10$ prize on top of the show-up fee. The other Participant will receive nothing. You will be matched to the same Referee and Participant B in both rounds. None of you will ever know the identity of the other two participants.
Do you have any questions before we explain the task to you?
--next section--
During each round of the experiment you will be shown a sequence of words. These words will be printed in different colors: yellow, blue, purple, orange, or red. Your task is to indicate the color of each word. Only the colors named correctly will counts towards your total. This task will last for a total of 5 minutes.

You can indicate the color of your choice using the keyboard. The relevant keys are $y$ (for yellow), r (red), p (purple), o (orange) and b (blue). The key-color combinations will also be visible at the bottom of the screen throughout the task. Be aware: if you press any key other than the one corresponding to the correct color, this will not be counted as a correct response. This also holds for keys that do not refer to any color. On the next page you will have the opportunity to practice the task with a sequence of 10 words.

> --next section--

After you finish the task, your score will be printed on a score sheet that will be handed over to your referee. Your score sheet will be similar to the example below. Every color you successfully indicated will be represented by a dot on the score sheet.
--next section--

Please answer the following questions before proceeding to the next page.
Question 1:How much will you earn (in dollars) in a given round if you are the winner?

Question 2:Who is going to evaluate your task? Participant A, Participant B or the Referee?

Question 3:True or false: the Referee and Participant will be the same participants in both rounds of the experiment.
--next section--

You are now ready to start the experiment.Please raise your hand when you are ready to start the task.

Do not proceed to the next page. The experimenter will instruct you to start when the other participants have finished reading the instructions.
--next section--

What do you believe is the probability that you have a better score than Participant?
--next section--

Please wait while we are printing your score sheet.
After you have received your score sheet, please put it into the large envelope with the number so it can be handed over to your Referee.

You also have the option to add money for the Referee and put it in the envelope with the score sheet. For this purpose, you can take up to $\$ 5$ out of the smaller envelope with your show-up fee and put it into the larger envelope together with your score sheet.

Participant B also has the option to add up to $\$ 5$ to the envelope he/she sends to the Referee.

The Referee will be given both your envelope with the score sheet and the money and Participant B's envelope. He/she will then be asked to determine which Participant wins. If the Referee decides that you win, then you will get an additional $\$ 10$ and the Referee will keep the money you sent him/her. Participant B will get back the money he/she sent to the Referee.

If the Referee decides that Participant B wins, then Participant B will get an additional $\$ 10$ and the Referee will keep the money he/she sent to him. In this case you will get back the money that you sent out to the Referee.

Please raise your hand when the envelope for the Referee is ready. The experimenter will bring it to the Referee in the next room.
--next section--

You are now ready to start round 2 . This round will be similar to round 1: you will again have to indicate the color of a sequence of words and the task will again be graded by the Referee. Please remember that you will be matched to the same Referee
and the same Participant as before. You will again have the option to send money to the referee after you finish your task. ${ }^{8}$

[^14]B4. Referee Instructions Treatment Objective
Welcome to the experiment. On your desk you will find a small envelope with \$5. This is your show-up fee for taking part in this experiment; Participant A and Participant B have received a $\$ 10$ show-up fee for the experiment.

Today your task is to determine the score of Participant A and Participant B on a task. You will be matched to the same Participant A and Participant B in both rounds. None of you will ever know the identity of the other two participants.

Participant A and B's task is to determine the color of a series of words displayed on their computer screen. The participants will be shown a sequence of words one at the time and they will have to indicate the colors of the words. Their goal is to complete as many words as possible in 5 minutes. A screenshot of the task has been provided to you on a separate sheet.

Both Participants have 5 minutes for the task. After 5 minutes, their scores will be printed on a score sheet and each one of them will get his or her own printout. The printout score sheet will be similar to the sample score sheet provided to you as an example. Each color successfully determined by the participants will be represented by a single dot on the score sheet. Each participant will then put his/her score sheet in an envelope that will be brought to you by the experimenter.

You will then have 5 minutes to determine the winner. The winner will receive a prize of $\$ 10$, whereas the loser will receive nothing. Please make sure to indicate the winner by placing a winner card in the winner's envelope and a loser card in the loser's envelope.

The envelopes will then be returned to Participants A and B and you will be asked to grade a second round of score sheets representing the number of colors successfully indicated by Participants A and B while you were grading.

Please wait while Participants A and B complete the first round. If you have any questions in the meantime, please ask the experimenter.
--next page--
In a few moments you will receive two envelopes containing the score sheets of Participants A and B.

Participants A and B also have the opportunity to add money to their envelope. You have the option to keep the money sent to you by either Participant A or Participant B. If you keep the money of a Participant, he or she will automatically be the winner. The loser's money will then be returned.
After determining the winner, please make sure to indicate the winner by placing a winner card in the winner's envelope and a loser card in the loser's envelope. After five minutes, the experimenter will collect the envelopes and return them to Participants A and B in the other room.

Please remain patient while we are printing the score sheets.

Please wait while Participants A and B are finishing the second round. After Participants A and B have finished the second round, the procedure will be similar to round 1.

You will again receive two envelopes containing the score sheets of Participants A and B.

Participants A and B also again have the opportunity to add money to their envelope. You have the option to keep the money sent to you by either Participant A or Participant B. If you keep the money of a Participant, he or she will automatically be the winner. The loser's money will then be returned.

After determining the winner, please make sure to indicate the winner by placing a winner card in the winner's envelope and a loser card in the loser's envelope. After five minutes, an experimenter will collect the envelopes and return them to Participants A and B in the other room.

Please remain patient while Participants A and B are finishing the second round.


Figure 1.A5 Sample Score Sheet for Treatment Objective

## Appendix C. Examples of Jokes

In this section, we present 9 examples of jokes written by participants in the experiment. The following jokes are the three best, the three worst and the three median jokes (as determined by the independent raters). All other jokes are available upon request.

## C1. Good Jokes

A psychologist was conducting a group therapy session about addictions and obsessions, in which four mothers and their children were participating. Each of the mothers was asked by the psychologist to share their obsession as well as their kid's names. The first mother said, "I am obsessed with eating, and my daughter's name is Candy." The second mother said, "I am obsessed with money, and my daughter's name is Penny." The third mother said, "I am an alcoholic, my daughter's name is Brandy." The fourth mother got up, took her son by the hand, and whispered in his ear, "Come on, Dick, let's go home." (Average Rating 8/10)

A man is at the library and is trying to find an open seat to study. He finds an open spot next to an attractive young woman and asks if he can sit there. She responds rather loudly, "NO, I DON'T WANT TO SPEND THE NIGHT WITH YOU!" Everyone in the library turns to stare at the man. Embarrassed by the attention, the man goes on and finds another spot to study. Later, the same young woman goes up to the man and tells him, "I'm a psychologist and I study social behavior. I know I made you feel embarrassed, right?" The man looks up and responds rather loudly, "\$200 DOLLARS JUST FOR ONE NIGHT?! THAT'S TOO MUCH!" Everyone in the library turns to stare at the young woman this time. The man then proceeds to tell her in a subdued voice, "I'm a lawyer. I know how to make people feel guilty." (Average rating 7.63/10)

Why did the psychologist get kicked out school? The professor caught him committing Freud (Average rating 6.6/10)

## C1. Median Jokes

A psychologist, an economist, and a physicist were asked for their professional input on ways to improve execution by guillotine. The physicist said "To make the execution less painful, the blade should be heavier because then the blade will travel more quickly and kill the victim sooner". The economist said "The blade shouldn't be cleaned in between executions, because then you can save the cost of cleaning
supplies. They're going to die anyway, so sterilizing the blade isn't an ethical concern". The psychologist said "How do we know how much pain the person is in to make it less painful? I think we need more trials, but that's not possible because people only have one life to live. We should use cats! They have nine lives!" Everyone else decided to use the psychologist for a trial because they all owned cats. (Average Rating 3.5/10)

Economists. What my friends think I do: sit back and stare at money. What my parents think I do: earn money. What my colleagues think I do: scam money and help with money laundering. What the academics think I do: create awesome financial theories and win the Nobel Prize. What the public think I do: nothing. What I really do: look at lines and graphs all day long (Average Rating 3.5/10)

Three psychologists are looking up at the stars. The first, a Freudian, sees the Big Dipper in close proximity to Orion's belt and understands instantly the sexual frustration nestled there. The second, a social psychologist, scoffs, and asks the first what Cassiopeia's Little Dipper means, then. He sees the sky in aggregate, a multitude of decision-making stars cohering to a wider social contract. The third is silent. "Hey, Silence of the Lambs," the Freudian psychologist calls out. "Who's right about the stars?" Number Three, an abnormal psychologist, is rather convinced that the stars are, in fact, a 1970s construct remnant from the Star Wars campaign, part of a government conspiracy, and also happen to be transmitting this very conversation to (secretly) Red Russia. Then a goat comes along and speaks. None pay it any heed. (Average Rating 3.5/10)

## C1. Bad Jokes

One economist one day went to the shooping centre to buy a keyboard, the price labbled on the hat was $\$ 59.99$. While the keyboard is using solar as its battery, he start to computer the profit he can get from the keyboard. Since the solar keyboard is much expensive than the normal one, he think that he can use it 3 years, and if he uses the normal keyboard the battery is ... As he thinking, here is a college student came to the store, he bought the keyboard without thinking, and the solar keyboard is out of stock! (Average Rating 1.1/10)

One day the economics was walking beside the beach and began to wonder what the white coloring was up ahead. / Once the economics had reached it then it suddenly had the realization that it was the face of mist. Economics decided to walk into it, and the mist decided to walk through economics as well....and what became of them after that?...That was when economists began their journey! (Average Rating 1.1/10)

A man asked a Psychologist, "Sir, I had a dream that I was swinging on a tree swing like the one in my old house when I younger. The trees were sturdy Oaks that were many years old, and I remember their branches being slightly gnarled. I remember the sun peeking through the leaves and my mother called my name, but as I was running to reach her, the ground opened up and swallowed me. What can this
mean?" The Psychologist looked at the man with a furrowed brow, leaned his head back and stared at the ceiling. "Well, the branches mean you are very sexually repressed as they blocked your view of the sun clearly, and that the woman of your dreams is your mom. Clearly you have an Oedipus complex, as the ground breaking up is a sign of your father stopping you from gaining access to your mother. All in all, you love your mom and need to kill your dad." The man blinked a few times, then stood up. "You made that up didn't you?" he asked the Psychologist. With a hearty sigh the Psychologist sat up straight and looked
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# 2. Motivated Self-Deception, Identity, And 

## Unethical Behavior


#### Abstract

We examine the role of self-deception in distorting judgment. In two experiments, we vary when evaluators are informed about incentives to recommend one of two options: before or after their initial private judgment. When the information regarding the incentives is provided before, we find a significant bias in judgment in the direction of the incentive. However, when the information is provided after they privately evaluate the options, the bias in judgment is significantly reduced. We term this behavior "motivated self-deception," arguing that in the before treatment judgment is biased such that evaluators can earn more money without compromising their self-image.


### 2.1 Introduction

Unethical behavior, such as corruption or dishonesty, is widespread and comes with efficiency and fairness costs. A large fraction of companies report that it is often necessary to pay bribes to win business-from $15 \%-20 \%$ in industrialized countries to 40\% in China, Russia, and Mexico (Transparency International, 2011). Instances of fraud, including examples covered in the media by both firms (Enron, Worldcom, VW) and individuals (Bernie Madoff, Diederik Stapel), can have large consequences on efficiency: for example, the bankruptcy of Enron led to the loss of 4,000 jobs and employees were left with worthless savings plans (for a discussion of the efficiency costs of corruption, see Banerjee, 1997, and Svensson, 2005).

For some people who are involved in such behavior, no psychological cost is associated with it. But for others, distorting ethical judgment comes with a cost to selfimage (Bem, 1972; Akerlof and Kranton, 2000; Bénabou and Tirole, 2006; Mazar, Amir and Ariely, 2008; Ariely, Bracha and Meier, 2009; Gneezy et al., 2012). All else equal, people who have such psychological costs prefer an outcome that is achieved without unethical choices to one that requires an action they consider unethical. To avoid this cost to self-image, people may choose actions that reduce their material payoffs. This conflict creates a tension between maintaining the self-image as a moral person and the desire to increase material goals. However, this tension may be attenuated if individuals can convince themselves that their behavior is ethical.

Consider the healthcare sector, where overtreatment is estimated to cost $\$ 210$ billion in wasteful annual spending in the US (IOM 2012), as well as obvious non-
monetary costs to patients. One possible reason for overtreatment is that doctors frequently have financial incentives to recommend certain procedures for which they are directly compensated (Emanuel and Fuchs, 2008; Clemens and Gottlieb, 2014). Take for example the growing number of surgeries in response to back pain, many of which have been shown to be unnecessary and even harmful (Mafi et al., 2013). Another example is the large fraction of doctors who recommend unneeded C-sections for birth delivery when such procedures are financially compensated (see e.g., Gruber, Kim and Mayzlin, 1999; Johnson and Rehavi, 2014).

Some doctors may recommend unnecessary care knowingly in order to earn more money. Others, given that medical judgment is partially subjective, may convince themselves that the treatment they are prescribing is needed, thereby preserving their self-image as ethical professionals. In general, when judgment is subjective, evaluators may form their recommendation in a self-serving manner, to preserve their identity. We call this behavior "motivated self-deception," where the decision maker can convince herself that her behavior is ethical, preserving her identity as a moral person, while choosing the option that increases her personal gain.

The main question we ask in this paper is whether the evaluator knows that her evaluation is biased. That is, do evaluators distort their judgment knowingly, or do they engage in self-deception, convinced that their choice is ethical. In the experiment we report in this paper, an advisor is asked to recommend one of two investment choices to a client. The two options differ in risk and expected return, there is no correct or incorrect choice, and the advisor receives a bonus if he recommends a specific investment option.

The key experimental manipulation contrasts two timelines of decisionmaking. In the first, the evaluator is told about the incentives to choose one of the options before she is presented with the options she needs to consider. In the second, the evaluator is told about the incentives only after seeing the two options and being asked to consider which one she would recommend. Importantly, in both cases, the evaluator knows about the incentives before we observe her choice. That is, any judgment about the different options before providing the final recommendation only occurs in the evaluators' mind.

If the evaluator is informed about the incentives before evaluating the options, she might be biased in her evaluation, without even realizing she is. If she first decided about her choice, and only then learns about the incentives, she might still recommend the option for which she is incentivized, but she would not be able to maintain the selfimage of ethical choice.

Comparing these two basic manipulations allows us to answer what we called the main question above: delaying the information regarding the incentives results in a significant reduction in the proportion of evaluators who favor the incentivized option. Advisors are less likely to choose the incentivized investment choice. As in the doctors' example above, some people choose the incentivized option in any case, but a large portion does so only when able to convince themselves that they are not cheating.

In an additional treatment, we further show that when the evaluation task is objective such that one investment option strictly first-order stochastically dominates the other, and therefore advisors cannot convince themselves that the incentivized
option is the ethical one, delaying the information about incentives has no effect on recommendations. This offers support to our argument that the difference in recommendations arising from a delay in the information regarding incentives in a subjective task is caused by self-deception.

Put together, our results support the hypothesis that incentives influence judgment to a much greater degree when evaluators can convince themselves they are not distorting judgment, and hence reduce the cost to self-image. Our findings suggest a simple solution to some of the biased outcomes discussed above: separating the evaluation task from the information about incentives such that evaluations are formed before incentives can distort judgment. For those who consider themselves ethical but may fall prey to motivated self-deception, this would prevent or lessen the extent of their unethical behavior.

### 2.2 Related Literature

Our paper is motivated by the early work of Freud (1933) and Festinger (1957) on cognitive dissonance, and subsequent work in psychology on motivated reasoning (Lord, Ross and Lepper 1979; Kunda, 1990). This work suggests that individuals adjust their cognitions to reduce or eliminate two conflicting desires. In this paper we investigate whether such adjustment can occur in the realm of unethical behavior, where individuals face a conflict between achieving their material self-interest and maintaining a positive self-image as ethical. That is, we investigate whether individuals engage in motivated self-deception to eliminate this tension.

Gur and Sackeim (1979) define self-deception as a situation in which an individual holds two contradictory beliefs without being aware of holding one of them, and such awareness is motivated. Self-deception has been studied in the context of assessments of own ability, to explain phenomena such as overconfidence (e.g., Trivers, 2011). In economics, Benabou and Tirole (2002) introduced a model with a dual-self to study self-deception. Two selves characterize an individual: one self who receives information about the individual's ability, but may suppress it, to induce the other uninformed self to exert higher effort levels. ${ }^{1}$ In this model, equilibria exist whereby the individual engages in systematic denial of negative signals regarding his ability. Chance et al. (2011) provide experimental evidence showing that individuals, who were given the answers to a test while performing it, erroneously predicted a higher performance in future tests. This behavior is consistent with self-deception, but could also be explained by biased ex-post rationalization, whereby individuals think about their past performance and rationalize their success as a product of their own ability rather than the availability of the answers.

In terms of experimental procedure, the literature on self-serving biases in negotiation (Babcock et al., 1995; Babcock and Lowenstein, 1997), is closest to our work. Participants in their experiment were given a set of legal documents and were asked to study them before negotiating over a settlement. Differently from our set up, individuals in the before treatments in Babcock et al (1995) are asked to provide their

[^15]written assessment about fair outcomes before knowing their roles in the negotiation, while in the latter treatment, they provide their assessed fair outcome after knowing their roles. When participants learned their role after reading the legal documents, they were more likely to reach an agreement than when they knew their role before reading the instructions. Because individuals' views of what is fair are biased in a self-serving way, bargaining impasses in court settlements decrease when individuals read the case documents before being informed about the party they represent, compared to after.

The before and after manipulations in the current paper are built on this idea, with some important differences. First, our experiment studies individuals' desire to preserve their self-image as moral while behaving unethically, and does not regard their fairness assessment of a situation. Second, because fairness considerations were done before negotiating with other people, the evaluation included strategic element in it. Third, because the goal of the Babcock et al (1995) paper to study self-serving biases and not self-deception, they used written assessment. Providing fairness assessment in writing makes the original decision harder to ignore using selfdeception.

Konow (2000) examines self-deception in the context of fairness. His paper provides a theoretical model of self-deception, where individuals consciously trade-off the benefits and costs of self-deception. He also shows experimentally that individuals, who adopt a self-serving fairness criterion when distributing monetary payments between themselves and another person, continue to apply this self-serving bias when distributing monetary payments between two other individuals.

Two concepts related to motivated self-deception are self-serving justifications (or rationalizations) and bounded ethicality. Several experiments in psychology show that providing individuals with scope for justifying unethical behaviors increases the frequency of such behaviors (e.g., Mazar et al., 2008; Shalvi et al., 2011 and 2012). For example, Shalvi et al. (2011) use the die-roll paradigm of Fischbacher and Foellmi-Heusi (2013), whereby an individual is asked to roll a die in private and report the outcome to the experimenter. The higher the reported outcome, the higher is the payoff that the individual receives. Shalvi et al. (2011) find that individuals are more likely to report a large outcome when they are asked to roll the die three times, but report the outcome of the first roll, compared to when they are only asked to roll the die once. Their study suggests that when opportunities to justify dishonesty are readily available (by reporting the outcome of the second or third roll, instead of the first), individuals are more likely to cheat.

Finally, the concept of bounded ethicality, introduced by Chugh, Bazerman and Banaji (2005), refers to the fact that ethical judgment is bounded in ways that unconsciously favor a particular vision of the self. Hence, an individual's desire to view herself as moral and competent prevents her from identifying conflicts of interest that involve the self. Self-deception may be considered one of the ways in which individuals exhibit bounded ethicality. Our paper contributes to this literature by studying how incentives can facilitate the scope for motivated self-deception, and thereby contributes understanding the persistence of unethical behavior.

### 2.3 The Distorted Advice Experiment

### 2.3.1 The Setting

In this experiment, we study a sender-receiver game in which the sender ("advisor") is informed about the details of two investment opportunities, A and B, and is asked to send a recommendation to an uninformed receiver (the "client") regarding which of the two to choose. This game differs from standard sender-receiver games in that the sender is asked to make a judgment instead of reporting an objective piece of information, such as the state of nature (Crawford and Sobel, 1982).

The timeline of the experiment was as follows. First, the advisor was presented with information regarding the investment opportunities, A and B . Then she wrote a message recommending an option to a client. The client was a participant in a different experimental session and received no information about A and B. He only received the recommendation of the advisor and was asked to choose between A and B.

The information was presented to the advisors on four separate pages on their computer screen (all instructions are provided in the Appendix). On the first page, the advisor was informed about her role in the experiment and that she would be given a fixed payment of $\$ 1$ for participation. She was told that her role in the experiment would be to recommend one of two investment options (A and B) to another participant in a different session. She also learned that the other participant received no information about A or B except her recommendation.

On the second page of the instructions, advisors were presented with the details of A and B. The investment opportunities, labeled as product A and B, were described
as having a $50 \%$ chance of being of high quality and a $50 \%$ chance of being of low quality. The payoff to the client for investment A was a 50-50 lottery between $\$ 2$ and \$4. Investment B was a 50-50 lottery between $\$ 1$ and $\$ 7$ dollars. The expected payoff of B (\$4) was higher than that of A (\$3). However, B had a higher variance. Thus, a tradeoff existed between risk and return across the two lotteries, such that the advisor could justify either choice by arguing (to herself) that risk or return was the more important factor for the recommendation.

In addition to receiving information about the lotteries, the advisor was asked (at the bottom of the screen) to think about her recommendation and continue to the next screen once she was ready to provide it. Once the advisor moved to the third screen, the instructions asked her to raise her hand so that the research assistant could bring her the paper on which she would write her recommendation. Once she received the paper, she was asked to move onto the fourth and final screen, where she would provide her recommendation both on paper and on screen. This procedure allowed us to have the advisor send a message in her own handwriting, making the recommendation more tangible, as well as have a direct electronic record of recommendations.

The experiment had three treatments. In the Control treatment, advisors received no additional payment for recommending A or B. In the Before and After treatments, the advisor was told she would receive an additional commission of $\$ 1$ if she recommended A. The key difference between the Before and After treatments was when the advisor was first informed about the additional payment. In the Before treatment, advisors learned this information on the first screen, before learning the
details of the investments. By contrast, in the After treatment, the advisor learned about the commission only on the fourth and final screen, after reading about the investments and having already thought about her recommendation, but before making the recommendation. To introduce only one change across treatments, the information on the commission was also presented on the fourth screen in the Before treatment.

If the only factor affecting which product the advisor recommends is the incentive, we should see no difference between the Before and After treatments. Assuming advisors are self-interested, and assuming they expect the client to follow their recommendation, they would recommend A in both treatments. If their selfimage cost of distorting judgment is large enough, and the timeline of the experiment does not bias their evaluation of A and B , they would recommend A at the same rate in both treatments as in the Control treatment.

However, if the timing of the information about the incentive affects selfdeception, whether the advisor knows about the commission of $\$ 1$ before or after reading about the investments may make a big difference. In the Before treatment, self-deception is easier, because the advisor learns about the incentives before seeing the products and may be able to convince herself that risk is undesirable, thereby giving her a reason to recommend A .

By contrast, in the After treatment, self-deception is harder. Here, the advisor has already made a decision about her evaluation of the tradeoff between risk and return before receiving information about incentives. Having initially decided to favor B, changing her recommendation to A may come at a cost to self-image, because she cannot deceive herself. Hence, motivated self-deception predicts that advisors will
recommend A more often in the Before treatment than in the After and Control treatments.

### 2.2.2 Procedures

We conducted the experiment at the University of California, San Diego. Participants took part in an hour-long experimental session involving other studies. The experiment was run during two weeks and the order of studies in a session was the same within each week. ${ }^{2}$ Randomization across the three treatments occurred at the participant level. As mentioned above, instructions were presented on computer screens and participants were asked to submit their recommendation for the client on a separate piece of paper, which only included the message "I recommend you to choose Product (A or B) $\qquad$ ." ${ }^{3}$

We aimed at collecting 100 observations per treatment. Sessions were run for a whole day, and we stopped collecting data at the end of the day in which we achieved 300 observations. In total, 324 participants provided their recommendation as advisors (106 in Before, 110 in After, and 108 in Control). Forty-six percent of participants were female and the average age was 21 .

One out of every ten recommendations was randomly selected and given to a client in different sessions. Because the total number of recommendations was not a multiple of 10 , we rounded it up and provided 33 recommendations to 33 clients.

[^16]A majority of the clients, 28 ( $84.8 \%$ ) out of 33 , followed the advisor's recommendation. We found no difference in following depending on the recommendation, A or B (11 (91.7\%) out of 12 and 17 (81\%) out of 21, respectively; Fisher's exact test, $\mathrm{p}=.630$ ). Hence, the advisor's recommendation had a high chance of directly affecting the client. In what follows, we focus on the behavior of advisors and examine the treatment effects on advisors' recommendations.

We ran a second experiment in a different domain to examine the robustness of our results to a different setting in which there also is scope for self-deception. In this experiment, a referee is asked to award a prize to one of two workers according to their performance on a subjective real-effort task. Workers are given the opportunity to send money to the referee to influence her judgment. The same qualitative findings are obtained as in the main experiment and hence, for brevity, we report its results in Appendix A.

### 2.2.3 Results

Figure 1 displays the fraction of advisors recommending investment $A$ in the three treatments. When information about the incentive tied to A is provided before reading about A , advisors are significantly more likely to recommend it. They recommend A in $43.4 \%$ of the cases in the Before treatment, compared to $27.7 \%$ of the cases in the After treatment. The difference is statistically significant (test of proportions, Z-stat $=2.481, \mathrm{p}=.013$ ).


Figure 2.1 Fraction of Advisors Recommending A

Note: The figure presents the fraction of advisors who recommended option A in each of the three treatments respectively. The error bars represent $+/-1$ S.E.

The percentage of advisors recommending A is $25.9 \%$ in the Control treatment and does not differ significantly from that in the After treatment $(\mathrm{Z}=0.225, \mathrm{p}=.822)$. It does differ significantly from Before $(\mathrm{Z}=2.687, \mathrm{p}=.007)$. Hence, we observe that the \$1 commission does not significantly distort judgment when announced after the information regarding the two lotteries; relative to control, the change is from 25.9\% to $27.7 \%$. However, it leads to a significant bias in recommendations when announced before the information on the lotteries, increasing A recommendations to $43.4 \%$.

Table 1 below confirms these results in a probit regression analysis. Column (1) confirms the average effect of Before relative to After: the likelihood of
recommending A increases by 0.15 in the Before treatment, relative to the After treatment. ${ }^{4}$

We extend our analysis to examine the role of gender. Previous research has shown that females are more risk averse (e.g., Croson and Gneezy, 2009). In column (2), we introduce a control for gender, and in line with previous findings, we find that females are more likely to recommend A, which has a lower variance than B. In other words, female risk aversion appears to be reflected in female recommendations to others.

Next, we examine whether the treatment effects vary by gender. Trivers (2011) suggests that men are more prone to self-deception than women. In the experiment, self-deception occurs only if an advisor would have recommended B in the absence of the incentive. Because a larger fraction of women recommends A in the Control treatment, the difference between Before and After may vary by gender. Columns (3) and (4) report the treatment effects splitting the sample by gender. We observe that whereas the effect of Before is strongly significant for men ( $\mathrm{p}<.001$ ), it is not significant for women $(\mathrm{p}=.176)$. However, the increase in A recommendations among men in the Before treatment, 16.5 percentage points, is not significantly different from

[^17]that among women, 12.5 percentage points $(\mathrm{p}=0.319)$. Thus, in the context of our experiment there is limited evidence of a gender difference in self-deception.

Table 2.1 Treatment effects on the Likelihood that $\mathbf{A}$ is Recommended

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
|  |  | All | P(A is recommended) | All |
| Before Treatment |  |  |  | Female |
| Control Treatment | $.146^{* * *}$ | $.159^{* * *}$ | $.165^{* * *}$ | .125 |
|  | $(.051)$ | $(.049)$ | $(.044)$ | $(.093)$ |
| Female | -.014 | -.007 | -.009 | -.002 |
| Share recommending A in After Treatment | $(.061)$ | $(.059)$ | $(.071)$ | $(.095)$ |
| Observations |  | $.178^{* * *}$ |  |  |
|  |  | $(.045)$ | .164 | .382 |
|  | .273 | .273 | 174 | 150 |

Notes: Columns (1) to (4) report marginal effects from probit regressions on the likelihood that A is recommended. In columns (1) and (2), all advisors are included, whereas column (3) reports results only for male advisors and column (4) only for female advisors. The variables 'Before Treatment' and 'Control Treatment' are dummy variables taking value 1 if the treatment is Before or Control, respectively. The omitted category is the After treatment. Female is a dummy variable that takes value 1 if the participant is a female. Marginal effects are evaluated for a man (column 2) in the After treatment (columns 1 to 4 ).
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level.

Our results support the prediction that providing incentives to recommend A leads to a stronger bias towards this option when the information about the incentive is revealed before the advisor evaluates the two options ( A and B ) than when it is revealed after the options have been privately evaluated. This suggests that motivated self-deception may indeed have been harder in treatment After. When advisors were informed about the incentives before evaluation, motivated self-deception may have allowed them to color their judgment in the direction of the incentives. By contrast, when they were informed about the incentives after the initial evaluation, judgment was less biased.

Our results could also be consistent with two alternative explanations. One alternative explanation is that participants in treatment Before may have avoided evaluation altogether and simply recommended the incentivized option, either because of the incentives per se, or because they perceived the incentives as a signal that the incentivized option was in fact the better product. This would imply that participants in treatment Before require less time to finish the experiment. However, we do not find a significant difference in the time taken to complete the experiment between the Before and After treatments (Mann-Whitney test, $\mathrm{p}=.170$ ), or relative to Control (Mann-Whitney test, Before vs. Control, $\mathrm{p}=.215$; After vs. Control, $\mathrm{p}=.829$ ). Second, the smaller bias could also result from preferences for consistency (see Cialdini, 1984) according to which advisors in the After treatment might have a preference to stick to the first judgment they formulated in their minds. We provide further evidence in support of self-deception, and against these alternative explanations, in an additional experiment in which we remove any scope for self-deception.

### 2.3 Limiting the scope for motivated self-deception

According to our prediction, motivated self-deception would occur only when judgment is subjective. When evaluation occurs on multiple dimensions, such as risk and return, and no option strictly dominates the other, individuals can choose the dimension they consider most relevant. Given that such choices are subjective, there is scope for participants to convince themselves that the dimension that is materially more advantageous to them is the most important. When strict dominance in all
dimensions is introduced, there is no scope for motivated self-deception and hence we predict that the timing of the information regarding the incentives will not affect choices.

### 2.3.1 Strict Dominance Experiment

We ran an additional experiment with strict dominance between investments A and B . The only change relative to the previous experiment was the value of B : a 50 50 lottery between $\$ 5$ and $\$ 7$, instead of $\$ 1$ and $\$ 7$. Investment $A$ remained unchanged-- a 50-50 lottery between $\$ 2$ and $\$ 4$. Thus, in this experiment investment B strictly first-order stochastically dominated A.

As in the Distorted Advice Experiment, there were three treatments. In the Control treatment, there was no additional incentive for recommending A or B. In the Before and After treatments, advisors received a commission of \$1 for recommending A. Advisors were informed about the commission either before or after evaluating A and B.

Introducing first-order stochastic dominance in the experiment removes the scope for motivated self-deception, since advisors cannot any longer convince themselves that A is the better option, as B strictly dominates A in every state of the world. Therefore, we predict no difference between Before and After in this experiment.

Importantly, this prediction of no difference between Before and After in this experiment also allows us to address the two alternative explanations discussed above,
and for which the prediction for the new experiment is the same as the prediction for the first Distorted Advise experiment - a difference between Before and After. First, if the difference between Before and After is driven by participants avoiding evaluation in Before, we would still expect a higher rate of A recommendations in this treatment than in the After treatment. Second, if preferences for consistency would explain the lower rate of A recommendations in After, because individuals stick with the judgment formed before learning about the incentive, we would also still expect a difference in recommendations between Before and After.

The procedures followed in this experiment were the same as in the Distorted Advice Experiment. We recruited 334 participants who provided their recommendation as advisors (113 in Control, 109 in Before, and 112 in After). Fiftyfour percent of participants were female and the average age was 21 .

A majority of the clients, 25 (73.5\%) out of 34 , followed the advisor's recommendation. We found no difference in following depending on the recommendation, A or $\mathrm{B}(8(80 \%)$ out of 10 and 17 (70.8\%) out of 24 , respectively; Fisher's exact test, $\mathrm{p}=.692$ ). Hence, as in the other experiment, the advisor's recommendation had a high chance of directly affecting the client.

### 2.3.2 Results

Figure 2 displays the fraction of advisors recommending A in each treatment. In the Control treatment, where advisors do not receive any incentive for recommending A or $\mathrm{B}, 15.9 \%$ recommend A . When an incentive to recommend A is introduced, the rate of A recommendations increases to $31.2 \%$. Importantly, the
increase in the Before treatment is not significantly different from the increase of $30.4 \%$ in the After treatment. The difference between the Before and After treatments is not significant $(\mathrm{Z}=0.1345, \mathrm{p}=.893)$.

The presence of the incentive significantly increases A recommendations in both Before and After, relative to control $(\mathrm{Z}=2.685, \mathrm{p}=.007$ comparing Before and Control; $\mathrm{Z}=2.567, \mathrm{p}=0.010$ comparing After and Control).


Figure 2.2 Fraction of Advisors Recommending A in the Strict Dominance Experiment
Note: The figure presents the fraction of advisors who recommended option A in each of the three treatments respectively. The error bars represent $+/-1$ S.E.

Table 2 confirms the results using a probit regression analysis. Column (1) shows that there is no statistically significant difference between A recommendations in Before and After. Further, the magnitude of the marginal effect is very small, 0.008 , in line with the difference in frequencies observed in Figure 2. The rate of A
recommendations in the Control treatment is significantly higher than in the After treatment ( $\mathrm{p}=.022$ ), as is the difference between the coefficients for the Before and Control treatments ( $\mathrm{p}<.01$ ).

Examining the role of gender, we find that there are no significant differences in A recommendations between female and male participants, as shown in column (2). This is in line with the strict dominance of B , which does not yield a risk-return tradeoff that could lead to different recommendations depending on the individual's degree of risk aversion, the explanation for the gender difference observed in the Distorted Advice Experiment. In columns (3) and (4) of Table 2 we examine the effects of the Before and Control treatment by gender. We do not find significant gender differences in the effect of the Before treatment ( $\mathrm{p}=.826$ ), or the Control treatment $(\mathrm{p}=.897)$.

Table 2.2 Treatment Effects on the Likelihood that $\mathbf{A}$ is Recommended in the Strict Dominance Experiment

|  | (1) | $(2)$ |  | (3) | (4) |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | All | P(A is recommended) | All | Male | Female |
|  |  |  |  |  |  |
| Before Treatment | .008 | .009 | .024 | -.003 |  |
|  | $(.061)$ | $(.061)$ | $(.089)$ | $(.085)$ |  |
| Control Treatment | $-.169^{* *}$ | $-.168^{* *}$ | $-.179^{*}$ | -.159 |  |
|  | $(.074)$ | $(.074)$ | $(.108)$ | $(.100)$ |  |
| Female |  | -.016 |  |  |  |
|  |  | $(.053)$ |  |  |  |
| Share recommending A in After Treatment | .304 | .304 | .309 | .298 |  |
| Observations | 334 | 334 | 154 | 180 |  |

Notes: Columns (1) to (4) report marginal effects from probit regressions on the likelihood that A is recommended. In columns (1) and (2), all advisors are included, whereas column (3) reports results only for male advisors and column (4) only for female advisors.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level.
The results of this experiment provide further evidence in support of the presence of motivated self-deception when judgment is subjective. Removing the
scope for motivated self-deception by introducing a strict dominance relationship between the items to be judged removes any difference in recommendations when information about incentives is delayed. This suggests that our original treatment effect was not due to the avoidance of evaluation or a preference for consistency. This result is in line with Falk and Zimmermann (2011), who show that individuals exhibit preferences for consistency only when they formulate their first judgment in writing, not when they do so in their mind, as in our experiments.

### 2.3.3 The Persistence of Motivated Self-Deception: Weakening Dominance

The results thus far reveal that evidence for motivated self-deception is found when evaluation is performed on multiple dimensions and no option strictly dominates others in all dimensions. Yet, if strict dominance is introduced, no evidence of motivated self-deception is found. In this section we repeat the experiment using only weak, instead of strict dominance. In the new experiment we again changed the payoffs associated with investment B . In this Weak Dominance Experiment, B was a $50-50$ lottery between $\$ 2$ and $\$ 6$. A remained a $50-50$ lottery between $\$ 2$ and $\$ 4$. Hence, B weakly dominated A. There are two competing hypotheses. On the one hand, weak dominance could limit the scope for motivated self-deception in the same way as strict dominance does, since investment B weakly dominates investment A . On the other hand, previous findings suggest that even a minor reason to favor the incentivized option could be used by individuals to convince themselves that recommending that option is ethical (Kunda, 1990, see also, Konow, 2000). Hence, if
the advisor focused on the "bad" state, or if she compared the difference between her payoff and the expected payoff of the recipient, which was $\$ 1$, she could find reasons to recommend A .

We ran the Weak Dominance Experiment following the same procedures as in the experiments above. There were 300 advisors (100 in the Control treatment, 101 in the Before treatment and 99 in the After treatment).

The results of the Weak Dominance Experiment reveal that, when B only weakly dominates $A$, we still find a significant difference between the Before and After treatments. In the Before treatment, advisors recommended A in $53.5 \%$ of the cases, while in the After treatment, they recommended A in $25.3 \%$ of the cases $(\mathrm{Z}=4.081, \mathrm{p}<.01)$. In the Control treatment, participants recommended A in $14 \%$ of the cases. This frequency was significantly lower than that in the Before treatment $(\mathrm{Z}=5.913, \mathrm{p}<.01)$ and than in the After treatment $(\mathrm{Z}=1.999, \mathrm{p}=0.046)$.

The results suggest that motivated self-deception can be persistent, as long as there is weak dominance on some dimension upon which several items are evaluated. However, when strict dominance is introduced, the bias introduced by incentives through motivated self-deception vanishes entirely.

### 2.4 Conclusion

Understanding why people behave unethically can help structuring policies to reduce such behavior. For example, many physicians believe incentives such as receiving fees for each procedure they perform or gifts from pharmaceutical companies do not influence their judgment. This belief allows them to receive the incentives while maintaining their self-image as unbiased physicians. The evidence suggests the physicians are wrong, and incentives do distort their judgment in many cases (Steinman et al., 2001; Cain, Loewenstein, and Moore, 2005 and 2011; Malmendier and Schmidt, 2012). This biased judgment comes at a cost to the patients who may not receive the best available treatment and/or may pay more for it.

Examples in which ethical choices are biased by incentives are plentiful and have a huge impact on efficiency and fairness. How can policy makers change this practice? One clear way is to outlaw such incentives when possible, and enforce these laws. But in some cases, changing the law (e.g., due to lobbyists) or monitoring behavior (e.g., because judgment could be subjective) can be hard. Even when this type of solution is feasible, enforcing it could be very costly.

In this paper, we propose an additional approach to reducing the effectiveness of incentives in distorting judgment. By having the decision maker first evaluate the options and only then receive information about the incentives, we made them face their biased choices, changing the behavior of a significant fraction of our participants. We argue that this reduction in unethical behavior results from the psychological cost
to the self-image: when faced with the bias, the decision maker cannot easily convince him/herself that the choices are ethical.

Our message is clear. Some people have psychological costs associated with distorting judgment. Creating procedures that reinforce the role of these psychological costs can reduce unethical behavior by ethical-but-biased individuals. For instance, going back to the doctors example, one solution to prevent overtreatment could be to inform doctors about incentives, e.g., details of their patients' insurance, only after they have a chance to evaluate which types of medical procedures are needed. Although timing the information about incentives this way will not help reduce unnecessary care by doctors who recommend procedures knowingly to earn more money, it might reduce this unethical behavior by people who consider themselves ethical.

Another example in which ethical decisions may be biased is the recent discussion in academia around the failure to replicate many published findings. Even though instances of data fabrication are part of the problem, another reason for this crisis is researchers who engage in questionable research practices that increase the chance of false positives (e.g. Simmons, Nelson, and Simonsohn, 2011; Gelman, 2013). Examples are making predictions or choosing which analysis to perform only after looking at the data. Such degrees of freedom in the research practices may allow researchers to get the significant results needed to publish their papers but at the same time feel as if they did not break any ethical rule, preserving their self-image.

Chapter 2, in part, is currently being prepared for submission for publication of
the material. Uri Gneezy, Silvia Saccardo, Marta Serra-Garcia, and Roel van Veldhuizen, "Motivated Self-Deception, Identity, and Unethical Behavior." The dissertation author was the co-primary investigator and author of this paper.

## Appendix A: An additional Experiment

A.1. The Game

The distorted choice game (Gneezy, Saccardo and van Veldhuizen, 2013) involves three players: two workers and a referee. The workers compete against each other in a real-effort task. The third player, the referee, is asked to judge the tasks and select the winner, who gets a prize of $p$. Each worker $i$ is allowed to send an amount of money $\left(m_{i} \in\left[0, \frac{1}{2} p\right]\right)$ to the referee, with only integer amounts allowed in the experiment. The referee can only keep the money of the worker who wins the prize.

The referees' payoff-maximizing strategy in this game is to choose as the winner the worker who sends the highest amount of money. Instead, if referees have moral costs associated with lying about who was the best performer (e.g., Gneezy, 2005), they will prefer to award the prize to the best performer of the real-effort task and will be willing to forgo some monetary benefit by doing so. ${ }^{1}$

However, even ethical referees may bias their judgment of the real-effort task to favor the worker who sent the highest amount of money. Such motivated selfdeception could occur, for instance, if referees are able to convince themselves that the worker who sent the highest amount also performed better on the real-effort task, even if she in fact performed worse. If motivated self-deception is successful, referees can thus avoid the self-image cost associated with choosing the worst performance.

To investigate how motivated self-deception affects the referee's judgment, we ran three treatments that share the same payoff structure but differ in their scope for motivated self-deception. In our main Before and After treatments, we asked referees to evaluate workers' performance on a subjective real-effort task that consisted of writing a joke about a pre-specified topic. Though some jokes are clearly better than others, humor is at least partially a matter of taste. As a result, we expected motivated self-deception to be relatively easy in this task.

As in the Distorted Advice Experiment, our main manipulation contrasts two timelines of decision-making. In the Before treatment, the referee received the jokes and the money sent by the workers simultaneously and was then asked to select the winner. Therefore, referees in this treatment had a chance to see the money sent before making their judgment about the quality of jokes. As a result, we expect referees to be able to engage in motivated self-deception, convincing themselves that the joke that corresponds to the highest amount sent is also the best joke. Thus, we predict that the

[^18]choices of the referee in this treatment will favor the worker who sent the highest amount of money, regardless of the quality of the jokes.

In the After treatment, the referee received the money sent by the workers two minutes after receiving the jokes. For the first two minutes, the referee had a chance to evaluate the joke without being influenced by the incentives. Hence, the referee could form an unbiased judgment of the jokes before she received the incentives, and convincing herself that the worker who sent the higher amount of money was also the one with the best joke would have become more difficult. Choosing in favor of the worker who sent the highest amount of money is therefore likely to generate higher self-image costs than doing so in the Before treatment. Thus, we predict that incentives will play a smaller role and the quality of the jokes will play a larger role in this treatment.

We also ran a third treatment, "Objective," as an alternative test of our hypothesis. In this treatment, referees had to judge workers' performance on an objective real-effort task. In particular, workers were asked to identify the colors of a sequence of words (Stroop, 1935). As in the Before treatment, referees in this treatment received the task output and the money sent by the workers simultaneously. However, because workers' performance was objective, engaging in motivated selfdeception and appearing ethical to oneself is harder. Therefore, we predict that referees will select the worker with the best performance more often than in the Before treatment.

## A.2. Procedures

We conducted the experiment at the University of California San Diego with 273 total participants, 6 in each session. ${ }^{2,3}$ Among the participants, $56 \%$ were female and the average age was approximately 21 .

Upon arrival, we randomly assigned participants to computer terminals and provided them the instructions on computer screens. Participants were anonymously matched in groups of three and were assigned to the role of worker or referee. Each referee was then seated in a separate room and received a $\$ 5$ show-up fee. Each worker received a $\$ 10$ show-up fee in $\$ 1$ bills.

In the Before and After treatments, participants had 10 minutes to type a joke. The topic of the joke was "Economists," and it was communicated immediately before the beginning of the task. After they typed their jokes, workers were asked to report

[^19]how confident they were that their joke was better than their competitor's. Each joke was then printed on a sheet of paper. Afterwards, workers were informed via a second set of on-screen instructions that they had an opportunity to send up to $\$ 5$ of their show-up fee to the referee.

In the Before treatment, workers were informed they could put the money for the referee in a single envelope (labeled with their participant ID) together with the printed copy of their joke. In the After treatment, workers were asked to put the money and the jokes into two separate envelopes. In both cases, workers were also informed that the referee would keep their money only if they won the prize and that it would be returned to them otherwise.

After recording the monetary content of each envelope in private, the experimenter delivered the envelopes with jokes to the referees. In the Before treatment, the envelopes also contained the money sent by workers; in the After treatment, the referee received the envelopes with the money two minutes after the envelopes with the joke.

In the Objective treatment, participants had five minutes to identify the color of as many words as possible using the computer keyboard. We showed participants a sequence of color words on screen (e.g., blue, red, yellow) one after the other and asked them to identify the printed color of each word as quickly as possible. We used a congruent version of the task, meaning that the color word and its printed color were compatible (e.g., blue was always written in blue letters). The number of correctly identified words determined the worker's score for the task. The worker's final score was printed on a score sheet using a scatter plot, where a dot on a random coordinate in the plot represented each correctly identified word. The workers' instructions regarding the money were the same as in the Before treatment. In particular, workers had to put the printed scatter plot and the money in one envelope that would be delivered to the referee.

In all three treatments, the instructions informed the referees that they could only keep the winners' money and had to return the losers' money by putting it back into the loser's envelope. The referees had five minutes to determine the winner, after which all envelopes were returned to the experimenter who then recorded their decisions. In the Before and After treatments, we also asked referees to rate the quality of each joke on a scale from 0 to 10 ; these ratings were collected at the end of the experiment.

The experiment consisted of two rounds with the same matching of participants. To prevent referees from letting the highest amount of money sent win in round 1 for strategic reasons, no feedback was provided between rounds. Workers started the second round while the referees were evaluating their first round. The procedure for round 2 was identical to that of round 1, apart from the topic of the joke ("Psychologists").

We subsequently recruited additional participants as independent raters. These participants had not previously participated in the experiment and were asked to rate the jokes in exchange for class credit. Each rater was presented with up to six randomly selected pairs of jokes that had "competed" in the experiment, and was asked to rate their quality on a scale of 0 to 10 and determine which was the best joke.

Between 18 and 28 different raters rated each joke. This gives us an unbiased measure of quality for the Before and After treatments.

## A.3. Results

In this section, we focus on the analysis of referee behavior below, using one referee as one independent observation. No significant differences in worker behavior exist across treatments, allowing us to focus on referees. In particular, there is no significant difference in the average amount of money sent across treatments (MannWhitney, $\mathrm{p}>.15$ ) or in the distributions of amount sent (Kolmogorov-Smirnov, $\mathrm{p}>.45$ ) both when we look at one of the rounds individually or when we combine them. Furthermore, the quality of the jokes was similar in the Before and After treatments (Mann-Whitney $\mathrm{p}>.55$; Kolmogorov-Smirnov, $\mathrm{p}>.75$ ).

We use both parametric and non-parametric tests to investigate differences between treatments. For non-parametric tests involving data from both rounds, we take the average over both rounds as the unit of observation.

Joke Quality. For the non-parametric tests discussed below, we examine whether the joke with the highest quality won. For this purpose, we do not include all joke pairs because in some cases, the jokes were simply too close in quality to be reliably distinguishable. Hence we only consider two jokes within a joke pair to be sufficiently different from each other if the fraction of independent raters choosing one joke over the other as winner is different from chance at the $10 \%$ level in a test of proportions. For our minimum number of raters per pair (18), this implies taking only those pairs in which at least $65.1 \%$ of independent raters picked one of the jokes as the winner (test of proportions, $\mathrm{Z}=1.281, \mathrm{p}=0.100$ ). ${ }^{4,5}$ By this criterion, $66 \%$ of pairs over the two joke treatments combined are sufficiently different from each other. Furthermore, to facilitate direct comparisons across treatments, we also use a threshold value for the Objective treatment to exclude the performance levels that were very similar. We picked the threshold value to be 11 points, because this value includes the same fraction of data points included in the subjective treatments.

In the regression analysis that follows after the non-parametric tests, we do not use thresholds and incorporate all observations, including those in which quality was similar across the two workers.

Referee Choices. Figure A. 1 displays the fraction of referees choosing the worker who sent the highest amount of money (Amount Sent, left section of Figure

[^20]A.1) and the fraction of referees choosing the worker with the highest quality (right section) as winner across the three treatments.

In the Before treatment, in which the incentives and the joke were received simultaneously, $84 \%$ of the workers who sent the highest amount of money won the prize, which is significantly greater than chance (Wilcoxon signed-rank (WSR) test, $\mathrm{p}=.001$ ). By contrast, only $56 \%$ of the best jokes won the prize, a fraction that is not significantly different from chance (WSR test, $\mathrm{p}=0.491$ ). Thus, incentives appear to distort judgment in this treatment.

In the After treatment, the percentage of workers with the highest amount sent who win decreases to $73 \%$, which is still significantly larger than chance (MannWhitney (MW) test, $\mathrm{p}=.003$ ) and not statistically different from the Before treatment (MW test, $\mathrm{p}=.369$ ). However, the percentage of workers with the best joke who won in this treatment is $81 \%$, which is significantly higher than what we observed in the Before treatment (MW test, $\mathrm{p}=.027$ ). Further, it is significantly different from chance (WSR test, $\mathrm{p}<.001$ ). This finding is consistent with our hypothesis that making motivated self-deception more difficult increases the importance of quality. The treatment difference in the importance of quality is strong and economically significant. The best joke winning $81 \%$ of the time is equivalent to $62 \%$ of referees going for quality; the corresponding percentage for the Before treatment is $12 \%$.


Figure 2.A1 Fraction of Winners Conditional on Highest Amount Sent or Quality
Notes: The p-values are calculated using a Wilcoxon signed rank test that tests if the reported fraction is significantly larger than .5 . Workers are classified as having a better rating when at least $65.1 \%$ of independent raters agree their joke is better (treatments Before and After) or when their performance on the Stroop task is at least 11 words better (treatment Objective).

In the Objective treatment, $77 \%$ of workers who sent the highest amount of money won the prize (MW test, $\mathrm{p}=.021$ ), which is not significantly different from either the Before (MW test, $\mathrm{p}=.730$ ) or After (MW test, $\mathrm{p}=.572$ ) treatments. Further, $79 \%$ of the workers with the best score on the task won (MW test, $\mathrm{p}<.001$ ). This percentage is larger than the one observed in the Before treatment ( $56 \%$, MW test, $\mathrm{p}=.035)$ but similar to the percentage observed in the After treatment $(81 \%$, MW test, $\mathrm{p}=.790$ ). Thus, making self-deception more difficult by using an objective task also increases the importance of quality in determining the winner.

To investigate the effect of incentives and quality simultaneously, we also report the results of probit regression analyses in Table A.1. To facilitate comparisons between coefficients and treatments, we report marginal effects and have standardized all independent variables, so that the coefficients represent the effect of a one-standard-deviation increase in the independent variable. We also allow the importance of quality to differ depending on whether or not the referee received two identical amounts of money. Intuitively, when the amounts sent are identical, referees no longer have a monetary incentive to distort the outcome and can therefore be expected to be more interested in quality. ${ }^{6}$

Column 1 shows that in the Before treatment, relative to a situation with equal amounts of money, increasing the difference in the amount sent by one standard deviation increases the likelihood of winning by 42 percentage points. By contrast, having the best joke does not increase the likelihood of winning when referees receive different amounts of money from the workers. However, the quality of the joke does matter when referees receive two identical amounts. This result shows that when referees no longer have an incentive to distort the outcome, they choose the better joke as the winner, whereas when incentives are in place, their judgment is biased.

Column 2 shows that the observed pattern is different in the After treatment. In contrast to the Before treatment, the quality of the joke matters even when the two amounts sent are different. Conversely, incentives matter less than in the Before treatment. Column 3 reports the results for the Objective treatment. In this treatment, when the amounts sent differ, both quality and incentives matter, with the (normalized) marginal effect for quality being somewhat larger than the coefficient for incentives. Quality also matters when the amounts of money are identical. Additional analyses are provided in section A. 4 where we provide several robustness checks.

We also examine referee behavior distinguishing between cases in which referees received two positive amounts of money and one positive amount, respectively. Intuitively, justifying letting the worst performer win when both workers send money might be easier, and as a result, self-image costs might be higher when only one worker sends money. The analysis provides some support for this conjecture, as shown in section A. 4 .

[^21]
## Table 2.A1 Probit Regressions for Referees

| Probability (winning) |  |  |  |
| :--- | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ |
| Quality Difference (amounts sent differ) | -.001 | $.148^{* *}$ | $.369^{* * *}$ |
|  | $(.103)$ | $(.066)$ | $(.110)$ |
| Quality Difference (amounts sent | $.401^{* * *}$ | $.586^{* * *}$ | $.229^{* *}$ |
| identical) |  |  |  |
|  | $(.144)$ | $(.186)$ | $(.116)$ |
| Amount Sent Difference | $.422^{* * *}$ | $.206^{* *}$ | $.197^{* *}$ |
|  | $(.102)$ | $(.081)$ | $(.091)$ |
| Treatment |  |  |  |
| Standard Errors | Before | After | Objective |
| Observations | Clustered | Clustered | Clustered |
| Clusters | 60 | 60 | 62 |

Notes: Probit estimates (marginal effects). Quality Difference is the difference between the quality of the joke (i.e., the average score among independent raters) of the selected worker and the other worker in the group. Amount Sent Difference is the difference between the amount of money sent by the selected worker and the amount sent by the other worker in the group. In each specification, we randomly select one worker per referee per round. Robust standard errors are clustered at the referee level.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level.

Quality Ratings. As mentioned above, in addition to asking referees to determine the winning worker, we also asked referees in the Before and After treatments to rate the quality of both jokes on a scale from 0 to 10 . This measure was not incentivized. Interestingly, the correlation between the referees' ratings and the grades given by independent raters is 0.27 for the Before treatment and 0.54 for the After treatment. An OLS regression with ratings from the referees as a dependent variable and ratings from the independent raters as an independent variable shows this correlation is much stronger for the After treatment ( $\beta=1.19, \mathrm{p}<.001$ ) than for the Before treatment ( $\beta=.46, \mathrm{p}=.019$ ); including an interaction term between treatment and independent ratings shows that the difference in coefficients is significant ( $\beta=.73$, $\mathrm{p}=.006$ ). Thus, referees in the After treatment gave a less biased judgment of joke quality than referees in the Before treatment. This finding is in line with self-deception being harder in the After treatment as well.

Taken together, these results are in line with motivated self-deception. As in the Distorted Advice Experiment, when the task is subjective, quality plays a larger role in determining a winner when referees perform their judgments before being aware of the incentives. When incentives are provided at the same time as jokes, referees' judgment shifts toward workers who sent the highest amount of money. Conditional on amounts sent being different, quality no longer plays a role.

Additionally, when the task is more objective, receiving the incentives together with the task does not lead to the same bias.

## A.4. Robustness checks

We investigate differences in the effect of quality of jokes and the effect of receiving money on referees' choices across treatments, using OLS regressions and interacting these variables with treatment dummies. In this analysis, we use OLS rather than probit to facilitate treatment comparisons. Table A. 2 reports the results. Column 1 suggests that the difference in amount sent is a less important determinant of referees' choices in the After treatment than in the Before treatment ( $p=.11$ ). ${ }^{7}$ Conversely, quality difference between jokes plays a larger role in the After treatment than in the Before treatment ( $\mathrm{p}=.072$ ). Column 2 shows that a similar pattern emerges when comparing the Before treatment with the Objective treatment: the difference in amount sent by the two workers is more important in the Before treatment ( $\mathrm{p}=.047$ ), whereas quality plays a larger role in the Objective treatment. Finally, column 3 shows that amount sent and quality have similar effects in the Objective and After treatments.

[^22]Table 2.A2 OLS Interaction Terms for Referees

| Probability (winning) | (1) | (2) | (3) |
| :---: | :---: | :---: | :---: |
| Quality Difference (amounts sent differ) | -. 019 | -. 019 | .219*** |
|  | (.058) | (.058) | (.060) |
| Ouality Difference (amounts sent identical) | .244*** | .244*** | .222** |
|  | (.048) | (.048) | (.090) |
| Amount Sent Difference | .298*** | .298*** | .136* |
|  | (.039) | (.039) | (.069) |
| Quality Diff. (amounts sent differ) * After | $\begin{aligned} & .152 * \\ & (.079) \end{aligned}$ |  | $\begin{gathered} -.084 \\ (.086) \end{gathered}$ |
| Quality Diff. (amounts sent identical)* | .155* |  | .174* |
|  | (.085) |  | (.110) |
| Amount Sent Difference * After | -. 122 |  | . 040 |
|  | (.076) |  | (.095) |
| Ouality Diff. (amounts sent differ) * |  | .239*** |  |
| Quality Diff (amounts sent identical) * |  | (.083) |  |
| Quality Diff. (amounts sent identical) * |  | $\begin{gathered} -.022 \\ (.101) \end{gathered}$ |  |
| Amount Sent Difference * Obiective |  | -.162** |  |
|  |  | (.080) |  |
| Treatment | Before \& | Before \& |  |
| Standard Errors | Clustered | Clustered | Clustered |
| Observations | 120 | 122 | 122 |
| Clusters | 60 | 61 | 61 |

Notes: OLS estimates. Quality Difference is the difference between the quality of the joke (i.e., the average score among independent raters) of the selected worker and the other worker in the group. We standardize this variable to have the same mean and standard deviation in the objective task as in the joke task. Amount Sent Difference is the difference between the amount of money the selected worker sent and the one sent by the other worker in the group. In each specification, we randomly select one worker per referee per round. The regressions also include treatment dummies to correct for difference in the overall fraction of winners as the result of randomly selecting workers; their coefficients are always small and not significant. Robust standard errors are clustered at the referee level.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level
For the analyses reported in Table 2, we randomly selected one worker for each pair. To ensure that our results are not due to the specific random sample selected for the analysis, we additionally redo the regressions reported in Table A. 1 with 1,000 different random samples and report the average results as well as the standard deviation in the estimated marginal effects (Table A.3). The results are very similar to those reported in Table A.1, which reveals that our results are robust to the particular random sample we used.

Table 2．A3 Probit Regressions for Alternative Random Samples

| Probability（winning） |  |  |  | （1） | （2） | （3） |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Quality | Difference | （amounts | sent | ． 00 | ． 15 | ． 36 |
|  |  |  |  | 「． 011 | 「． 011 | 「． 021 |
| Quality | Difference | （amounts | sent | ． 41 | ． 56 | ． 23 |
|  |  |  |  | 「． 031 | 「． 041 | 「． 021 |
| Amount Sent Difference |  |  |  | ． 43 | ． 20 | ． 20 |
|  |  |  |  | 「．02］ | 「．021 | 「． 017 |
| Treatment Observations Clusters |  |  |  | Before | After | Objective |
|  |  |  |  | 60 | 60 | 62 |
|  |  |  |  | 30 | 30 | 31 |

Notes：Probit estimates（marginal effects）．Quality Difference is the difference between the quality of the joke（i．e．，the average score among independent raters）of the selected worker and the joke of the other worker in the group．Amount Sent Difference is the difference between the amount of money sent by the selected worker and the one sent by the other worker in the group proposed．In each specification，we re－estimate the regression reported in Table 21,000 times with different random samples of one worker per referee per round；the marginal effect is the average of the 1,000 marginal effect estimates，and the number in square brackets is the standard deviation of the 1,000 marginal effect estimates．

So far，our analysis has looked only at differences in the monetary amount sent and quality（in regressions）or the effect of one amount／performance being greater than the other（in non－parametric tests）．However，referees might respond differently to quality when they receive two strictly positive monetary amounts compared to situations in which only one person sends a positive amount．For example，a referee might be happy to take $\$ 5$ over $\$ 2$ when both workers send money，but not $\$ 3$ over $\$ 0$ ， because the dishonesty of this act is more salient．Although justifying taking the highest amount sent is relatively easy when both workers send a positive amount， because they are both being dishonest，justifying taking the highest amount sent when one of the participants behaves honestly may be harder．${ }^{8}$

In Table A．4，we estimate separate coefficients for both the amount sent difference and quality difference for the cases when two workers or only one worker sent a positive amount，respectively．In the Before treatment，differences in amount sent are always important and quality only matters when the amounts sent by two workers are identical．In the After treatment，a shift occurs in the relative importance of quality and amount sent．It is especially strong for the cases in which only one worker sent a positive amount of money．In such cases，quality matters and the amount sent to the referee does not．By contrast，when both workers send positive amounts， the effect of quality is not statistically significant and the effect of amount sent is．

Figure 2．A2 illustrates this result graphically．When the referee receives a positive amount from one worker only，the better－quality joke wins $63 \%$ of the time in

[^23]the After treatment (WSR test, $\mathrm{p}=.248$ ), compared to $93 \%$ in the Before treatment (WSR test, $\mathrm{p}=.004$ ). This difference is statistically significant (MW test, $\mathrm{p}=.049$ ). By contrast, when referees receive positive amounts by both workers, the better joke does not win significantly more (or less) often than chance in either treatment.

For the Objective treatment, the effect of amount sent is similar to the After treatment: it matters only when two workers send positive amounts. However, in this case, the importance of quality does not seem to depend on whether one worker or two workers sent a positive amount.


Figure 2.A2 Fraction of Winners conditional on one worker vs. both workers sending money
Notes: The p-values are calculated using a Wilcoxon signed rank test that tests if the reported fraction is significantly larger than .5 . Workers are classified as having a better rating when at least $65.1 \%$ of independent raters agree their joke is better (Before and After treatments) or when their performance on the Stroop task is at least 11 words better (treatment Objective).

Table 2.A4 Probit Regressions One versus Two Positive Amounts Sent

| Probability (winning) | (1) | (2) | (3) |
| :---: | :---: | :---: | :---: |
| Quality Difference (amounts sent differ) | . 059 | .392** | .343** |
| (one worker sent a positive amount) | (.169) | (.188) | (.125) |
| Ouality Difference (amounts sent differ) | -. 008 | . 085 | .636** |
| (both workers sent positive amounts) | (.112) | (.113) | (.177) |
| Quality Difference (amounts sent | .402*** | .584*** | .229** |
|  | (.143) | (.187) | (.116) |
| Amount Sent Difference | . 527 *** | . 140 | . 177 |
| (one worker sent a positive amount) | (.156) | (.113) | (.124) |
| Amount Sent Difference | .349*** | .465*** | .513** |
| (both workers sent a positive | (.136) | (.156) | (.226) |
| Treatment | Before | After | Objecti |
| Selected Workers | Random | Random | Rando |
| Standard Errors | Clustere | Clustered | Cluster |
| Observations | 60 | 60 | 62 |
| Clusters | 30 | 30 | 31 |

Notes: Probit estimates (marginal effects). Quality Difference is the difference between the average quality of the joke (as judged by the independent raters) of the selected worker and that of the other worker in the group. Amount Sent Difference is the difference between the amount of money sent by the selected worker and the amount of money sent by the other worker in the group. All marginal effects are evaluated at the means for all independent variables. Robust standard errors are clustered at the referee level.
*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level

## Appendix B: Instructions

In this section, we present the instructions for the experiments. We first present the instructions for Experiment 1, separately for advisors and clients.

## B. 1 Advisor - Client Game

The instructions for advisors are presented in Subsection B.1.1. Treatment variations are added in squared brackets, indicating the treatment they apply to. The instructions for clients are presented in Subsection B.1.2.

## B.1.1 Instructions for Advisors

## Your role

In this study, you have been assigned the role of advisor. You will be asked to recommend one of two products to another participant, the client, who will participate in another session of this study.

## How it works

- As advisor you are informed about the details of two products, product A and B
- You recommend one of the products, A or B , to the client
- The client, who does not have any information about A and B , receives your recommendation
- The client chooses product A or B. The client's choice and chance will determine his/her payoffs.


## Pairing between advisors and clients

At the end of this study, we will randomly select one advisor out of ten and give his or her recommendation to a client, who will be paid accordingly. As mentioned above, the client will be a participant in another session of this study.

## Payments

You will receive \$1 for providing your recommendation.
[Before: If you recommend product $A$, you will receive an additional $\$ 1$ as commission.]

## Information about the two products

## Product A

- Product A is produced by Company A and has two potential qualities, low or high
- If the quality of product A is low, it will yield $\$ 2$ to the client.
- However if the quality of product A is high, it will yield $\$ 4$.
- There is an equal chance that the quality will be either low or high.
- Whether the quality of the product is actually high or low will be determined by a coin toss later.


## Product B

- Product B is produced by Company B
- As product A , it has two potential qualities, low or high.
- If the quality of product B is low, it will yield $\$ 1$ to the client.
- However if the quality of product B is high, it will yield $\$ 7$.
- There is an equal chance that the quality will be either low or high.
- Whether the quality of the product is actually high or low will be determined by a coin toss later.

Hence, after the client chooses between product A or B , we will use the outcome of a coin toss, made by a volunteer, to determine his/her payoff.

Please consider your recommendation
In a few minutes you will be given a decision sheet and you will be asked to complete the sentence:
"I recommend you to choose product (A or B) $\qquad$ "

This decision sheet will be shown to the client before he or she chooses between product A or B. You will be asked to put it in an envelope and the envelope will be delivered to the client.

Please take a minute to decide which product to recommend. Click the arrow below when you are ready to provide your recommendation.
---next page---

## Please raise your hand now

The experimenter will give you your decision sheet where you can write your recommendation to the client.

Once you have your decision sheet, click below to proceed to the next screen.
---next page---

## Decision sheet

Please write down your recommendation on the decision sheet
[Before and After: If you recommend product A, you will receive an additional \$1 as a commission.]

Your recommendation
To make sure all records are kept, please input your recommendation on this screen as well.
"I recommend you to choose product $\qquad$

## B.1. 2. Instructions for Clients

## Your role

Welcome to this study on decision-making. In this experiment you are matched with another participant. Neither your identity nor the identity of the participant you are matched with will be revealed.

In this study, you have been assigned the role of the client. Your task will be to choose one of two products, which will result in some monetary payments to you. The monetary payment you will receive depends on the product you choose.

In a previous session of the study another participant, the advisor, was provided with information about the two products and was asked to recommend a product to you.

In a moment, you will receive the recommendation from the advisor. Please raise your hand.
------------ After receiving the recommendation -------------
Which product do you choose?
Product A
Product B
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# 3. A Must Lie Situation - Avoiding Giving Negative Feedback 


#### Abstract

We examine under what conditions people provide accurate feedback to others. We use feedback regarding attractiveness, a trait people care about, and for which objective information is hard to obtain. Our results show that people avoid giving accurate face-to-face feedback to less attractive individuals, even if lying in this context comes at a monetary cost to both the person who gives the feedback and the receiver. A substantial increase of these costs does not increase the accuracy of feedback. However, when feedback is provided anonymously, the aversion to giving negative feedback is reduced.


### 3.1 Introduction

Feedback is crucial to learning. The transmission of information from an informed agent to a receiver who might benefit from it is studied theoretically in the standard principal-agent model in economics (Crawford and Sobel 1982; Prendergast, 1993; Levitt and Snyder, 1997; Morris, 2011; Olszewski, 2004; Ottaviania and Sørensen, 2005a, 2005b). The question in this literature is how to design incentives contracts such that the agent with the private information will send an honest signal to the principal. We expand the discussion by studying cases in which the agent might suffer a psychological cost from sending a negative signal, and hence avoids it.

In some cases receivers would get little value out of receiving accurate signals regarding their ranking or performance, because they can do little to change it. Consider an episode of "Seinfeld" when Jerry and Elaine are invited to see their friends' baby. One look and they both agree the baby is "the ugliest baby you have ever seen." They of course do not tell this to the proud parents. Jerry's insight later is "And, you know, the thing is, they're never gonna know, no one's ever gonna tell them...it's a must lie situation."

In the ugly baby case, since parents can do little about the baby's appearance, the feedback might not be that valuable. However, in other cases feedback can help people achieve better outcomes. Consider, for example, a person on the job market who keeps applying to jobs that he might be qualified for on paper, but is considered unsuitable based on less tangible character traits displayed during the interview
process. He might talk, act or dress in a way that displays a low work ethic or just does not fit with the company image. Honest feedback about his personal characteristics could help such a person to revise his application strategy and thus to be more successful in the process - either by applying to companies that are a better fit to his personality or by adapting his behavior to the companies he is applying for. Consequently, a lack of feedback could lead to frustration, extended unemployment spells and superfluous investment into further education.

In order to study the provision of feedback, we designed a novel experiment in which participants are asked to give feedback to others on their level of attractiveness. We decided to use attractiveness as a proxy for similar less-tangible traits that could be subject to feedback for four main reasons. First, whereas for some attributes people have a good knowledge of their relative rank (e.g., height), the feedback regarding own attractiveness is noisy and relies on indirect measures such as success in dating. Hence, receiving accurate feedback could be very informative. Second, attractiveness is an attribute most people care about a lot, and thus receiving an informative negative signal could hurt. Third, attractiveness is correlated with economic success (Solnick and Schweitzer, 1999). Fourth, attractiveness can be judged within seconds in an experimental setting, while other traits might only be revealed after an extensive interaction.

In our experiment we asked groups of men and women to rank the members of the opposite sex by attractiveness. We then incentivized participants to correctly judge the rank of another participant of their own sex in private, and compared these assessments to those provided in a treatment in which the attractiveness judgments
were provided to the assessed individual as face-to-face feedback. We find that participants are reluctant to provide honest negative face-to-face feedback to other people even if lying in this context comes at a cost to both the feedback provider and the receiver. Further, we find that a considerable increase in these costs does not change the accuracy of individuals' feedback provision.

One reason for the avoidance to provide negative face-to-face feedback could be a personal cost. The receiver of the information might decide to "shoot the messenger"-blame the (innocent) carrier of bad news. Psychologists, starting with Freud (1999), studied this phenomenon, arguing that people may blame the messenger for the message as a mechanism to fight feelings of powerlessness and a lack of control.

Alternatively, the avoidance of giving negative feedback could rise from trying to shield the receiver from negative information that could hurt. That is, individuals may experience negative utility from providing signals that they anticipate to be painful to the receiver.

To better understand what drives the reluctance to provide honest negative feedback that we find in our experiment, we ran a treatment in which feedback provision is anonymous, i.e., the identity of the feedback provider is not revealed to the receiver. We find that participants provide more honest feedback when their anonymity is guaranteed as compared to when their identity is revealed. This suggests that the reluctance to give face-to-face feedback to less attractive individuals is driven by unwillingness to be identified as the messenger of the bad news.

The paper is organized as follows. The experimental design is presented in the following section. Our main results are presented in Section III. Section IV concludes.

### 3.2 Experimental Design

### 3.2.1 The Setting

The experiment consists of four treatments: Judgment, Face-to-Face (F2F) Feedback, High Stakes and Anonymous Feedback. Participants took part in four stages. The first two stages are procedurally the same in all treatments, while the experimental design differs in stages three and four.

In each session of the experiment we recruited 20 participants, 10 men and 10 women. Upon arrival to the laboratory, men were instructed to line up on one side of the room while women formed a line on the opposite side, such that the two groups faced each other. Then participants received the instructions as well as an ID sticker, which they were asked to wear visibly on their chest. Women received ID letters from FA to FJ; men received ID letters from MA to MJ. After putting on the stickers, participants were asked to start reading the instructions for stage one (all the instructions are reported in Appendix D).

Ranking the opposite sex: In the first stage of the experiment participants were asked to rank the members of the opposite group by attractiveness from 1 (the most attractive person) to 10 (the least attractive person), such that each person in the other group received a different number. The ranks given to each participant in a group were
added up and the resulting sums were ordered from the lowest to the highest value. Based on this order, we created an aggregate attractiveness ranking for the group from 1 to 10 , such that each participant received a different rank. In the unlikely case of a tie, ranks were determined by the flip of a coin. To incentivize accuracy in the ranking, we promised participants a monetary reward if their rankings matched the aggregate ranking for at least five people. This reward was specified as $\$ 10$ in the Judgment, F2F Feedback and the Anonymous Feedback treatment, and as $\$ 50$ in the High Stakes treatment.

Guessing own rank: After everyone had completed the first task (and before knowing whether their own ranking was in line with the group's ranking), we instructed participants to continue with the second stage. In this stage we asked participants to form a circle with their own sex group, so that all other group members were clearly visible to everyone. We reminded them of the aggregate attractiveness ranking provided by participants of the opposite sex group, and asked participants to guess their own rank in the aggregate ranking. That is, we asked participants to guess how the other group had ranked them. We promised participants $\$ 10$ if their guess matched their actual position in the aggregate ranking. In the High Stakes treatment, the incentive was again increased to $\$ 50$ instead of $\$ 10$.

Without knowing whether their guess of their own rank was correct, participants were then asked to turn to the next page of their instructions to continue with stage three. From that point, the experimental design differed across treatments.

Judgment - In the Judgment treatment we asked participants to guess the rank in the aggregate ranking in stage one of another same sex participant in their group.

They were again told that if they guessed correctly we would pay them $\$ 10$. We told participants that their guess would not be revealed to the participant whose rank they were guessing.

In stage four, we then asked participants to provide a complete attractiveness ranking of their own group including themselves. The incentive structure was identical to that of stage one.

F2F Feedback - In the F2F Feedback treatment we also asked participants to guess the rank in the aggregate ranking (from stage one) of another person in their group. However, unlike the Judgment treatment, participants had to send a message to their counterpart with their assessment. Each participant gave feedback to one participant and received feedback from a different participant afterwards. Senders knew that the receiver would know the rank assessment they gave and their identity.

In particular, participants were asked to write their guess in a message that was delivered to the receiver by the experimenter (see in Appendix D a sample of the message individuals had to complete). The message stated "My guess about participant (ID)'s position in the aggregate ranking (1-10): _,", and participants had to enter a number from 1 to 10 . The sender's ID was pre-written on the message.

To incentivize participants, they were informed that in stage four, after receiving the message, each participant would have the opportunity to update the guess of their own rank provided in stage two. If a participant guessed his/her rank correctly in stage four he/she would receive $\$ 10$, and so would the person who provided feedback to him/her.

After sending their messages, all participants received a similar message from another participant of the same sex with feedback on their ranking. The ID of the participant who sent the message was visible on the message sheet. Upon receiving their message, participants were asked to continue to stage four, in which they decided whether to update their personal rank prediction from stage two. Participants were notified that a correct, unaltered guess in both stages two and four would only be rewarded once and that the guess provided in stage four overruled the one provided in stage two. If the participant did not guess correctly in stage four, he/she and the person who sent him/her feedback did not receive additional money in this stage.

High Stakes - In the High Stakes treatment, the procedure was identical to that of the F2F Feedback treatment except that the incentives for each stage of the experiment were increased from $\$ 10$ to $\$ 50$.

Anonymous Feedback - In the Anonymous Feedback treatment the procedure in stages three and four was the same as in the F2F Feedback treatment, except that the participants did not know the identity of the feedback provider in stage three. Each participant's guess about the other's attractiveness ranking was included in a message that the experimenter delivered to the receiver. However, the sender's ID was not indicated on the message sheet, so that his/her identity was not revealed.

### 3.2.2 Procedure

We conducted the experiment with students at the University of California, San Diego. A total of 400 participants ( $50 \%$ female) participated in the experiment, with 100 participants in each of the 4 treatments. Our sample consists of $62 \%$ Asians,
$14 \%$ Caucasians, $10 \%$ Hispanics, and $9 \%$ indicated a different ethnicity. For 6\% of the sample we do not have any ethnicity information. The average age is 20.5 years with a standard deviation of 1.9.

Participants were recruited through the online participant database of the university. In order to ensure a total of 20 participants per session, we recruited 30 participants to the lab (half men and half women). We then selected 10 men and 10 women at random for the experiment. All the remaining participants were dismissed after receiving a $\$ 5$ show up fee. No participant took part in more than one session. We ran the experiment using pen and paper in the spring and fall of 2013 and winter of 2014. On average, each session lasted around 20 minutes. The average payment for the experiment was $\$ 9.92$ plus a $\$ 5$ show-up fee. To guarantee confidentiality to all participants, individuals were communicated their total earnings without being told their earning for any given stage of the experiment. None of the participants succeeded in earning money for all stages of the experiment.

### 3.3 Results

In the following, we first present the results on participants' self-assessment. We then turn to their evaluation of others' attractiveness and the resulting updating behavior for each treatment separately. Throughout the analyses we will use the aggregate ranking computed using participants' evaluations of all opposite sex participants during stage one as a measure of participants' actual rank. To make sure that the aggregate ranking is a meaningful indicator of their relative attractiveness, we
first verify that participants perceived other peoples' attractiveness similarly. We find that the rankings of participants of the opposite sex are highly correlated among group members in the $\$ 10$ incentive treatments (Cronbach's Alpha for men=0.85 and for women $=0.88, \mathrm{~N}=298$ ). ${ }^{1,2}$ We find similar results in the High Stakes treatment (Cronbach's Alpha for men $=0.90$ and for women $=0.92, \mathrm{~N}=100$ ). Hence, even though taste might differ across individuals, in our experiment we observe a high degree of agreement regarding the relative attractiveness of others.

### 3.3.1 Self-Assessment

Feedback is particularly useful in situations where one's own perception and the perception of others differ. A necessary prerequisite for our study is thus a discrepancy between individuals' self-assessment and their rank in the aggregate attractiveness ranking. Since the self-evaluation stage of the experiment (stage two) was identical across the Judgment, F2F-Feedback and Anonymous Feedback treatment, we pool all the observations from these treatments for this analysis. For the High Stakes treatment we present the results separately, as participants faced different incentives for this stage.

In order to detect any possible bias in individuals' self-assessment we compare the distribution of guesses of participants' own rank to the distribution we would

[^24]expect under full information. If participants were perfectly aware of their position in the ranking, we should observe a discrete uniform distribution of guesses, because each rank can only be awarded once per group. However, as can be seen in Figure 1A, the distribution of the self-assessments when individuals are incentivized with $\$ 10$ is skewed to the left and significantly different from a uniform distribution $\left(\chi^{2}(9)=95.20\right.$, $\mathrm{p}<0.001, \mathrm{~N}=298$ ). Participants assign a mean rank of 3.85 to themselves, instead of the expected 5.5.



Figure 3.1 Distribution of Participants' Guesses of Own Attractiveness

When investigating the extent at which individuals' perception of their own attractiveness deviates from the aggregate ranking provided by the other participants in stage one (i.e., their actual rank), we find that on average individuals rank themselves as 1.63 ranks more attractive than their actual $\operatorname{rank}(\mathrm{SD}=2.35, \mathrm{~N}=298)$. A Wilcoxon signed rank (WS) test confirms that this difference is statistically significant $(\mathrm{z}=-9.97, \mathrm{p}<0.001)$. Overall, $63 \%$ of the participants guess that they are more
attractive than others perceive them to be. Those individuals on average deviate by 3 ranks from their actual rank ( $\mathrm{SD}=1.73, \mathrm{~N}=189$ ). Hence, we observe a considerably biased self-assessment in our sample.

This overconfidence is well documented in the psychology and economics literature (see Moore and Healy (2008) for a review, or Balafoutas et al. (2012) and Burks et al. (2013) for applications). We also observe that this overly positive selfevaluation is true for both sexes: there are no differences in the self-assessment distributions of men and women $\left(\chi^{2}(9)=12.33, p=0.195\right)$ or in the average deviation of their self-assessment from their actual rank (Mann Whitney (MW) test, $\mathrm{z}=1.19$, $\mathrm{p}=0.235$ ).

As can be seen in the distribution of self-assessments depicted in Figure 1A, there is a considerable drop in the fraction of participants who rank themselves as 7 or higher. While ranks 1 to 6 are guessed by a fraction of people that is equal or larger than the expected $10 \%$ per rank, the fraction of participants who indicate any of the ranks above 6 is significantly lower than the expected $10 \%$ per rank. Overall, only $7 \%$ of the participants guessed that they were ranked among the less-attractive in the group as opposed to the expected $40 \%$ (test for proportions, $\mathrm{z}=-11.37, \mathrm{p}<0.001$ ). We will use 7 as a threshold for the distinction of "attractive" (ranks 1-6) and "lessattractive" ranks (ranks 7-10) throughout our analyses. In Appendix C we present robustness checks in which we (i) split the sample at the median using a threshold of 6, as well as (ii) split the sample at the $70^{\text {th }}$ percentile using a threshold of 8 . Splitting the sample at the alternative thresholds does not qualitatively change our main results.

Looking at the extent at which participants' self-assessments deviate from their actual rank, we see that on average the self-assessment of the "less attractive" individuals is more biased (average deviation=3.58, $\mathrm{SD}=1.90$ ) than that of the "attractive" individuals (average deviation=0.36, $\mathrm{SD}=1.63$ ). The difference is statistically significant (MW test, $\mathrm{z}=11.68, \mathrm{p}<0.001$ ).

RESULT 1: Participants are overconfident in their self-evaluation

The overconfidence in self-evaluation comes with a monetary cost to the participants. For a small amount of money, participants might get more benefit from deceiving themselves than from being honest about their attractiveness ranking. According to this explanation, when the cost of an overconfident answer goes up, the net benefit of self-deception will decrease and possibly become negative. This explanation predicts that the level of overconfidence would decrease as the cost of it increases.

To test this hypothesis, we compare the results above with the results of the High Stakes treatment, in which the cost of providing a biased self-evaluation is five times higher. The main result is that participants do not become more precise when the incentives to do so are increased (see Figure 1B).

Comparing the distribution of participants' guesses of their own rank observed in this treatment to the one observed in each of the $\$ 10$ incentive treatments shows that increasing the incentive does not change the distribution of self-assessments $\left(\chi^{2}(9)=10.12 ; 8.02 ; 10.91, \mathrm{p} \geq 0.282\right)$. When incentivized with $\$ 50$ for a correct guess, individuals rank themselves on average 1.46 ranks better than their actual rank
( $\mathrm{SD}=2.35, \mathrm{~N}=99$ ). Overall, $73 \%$ of the participants are overconfident, rating themselves as more attractive than they are perceived by others by 2.57 ranks on average $(\mathrm{SD}=1.58, \mathrm{~N}=72)$. Only $12 \%$ of the participants evaluate themselves as less attractive (ranks 7-10). This percentage significantly differs from the expected $40 \%$ (test for proportions, $\mathrm{z}=-5.73, \mathrm{p}<0.001$ ). When evaluating themselves, attractive individuals deviate from their actual rank by 0.17 on average ( $\mathrm{SD}=1.88, \mathrm{~N}=59$ ), whereas for the less attractive ones the deviation is higher with a value of 3.38 $(\mathrm{SD}=1.53, \mathrm{~N}=40)$. The difference is statistically significant (MW test, $\mathrm{z}=7.10$, $\mathrm{p}<0.001$ ).

RESULT 2: Overconfidence in self-evaluation is insensitive to the size of the incentives

### 3.3.2 Judgment of others

Judgment - Next, we explore individuals' accuracy when asked to privately judge the attractiveness of another individual of the same sex (stage three). Only if individuals are able to assess the rank of a random same-sex person objectively when incentivized, feedback can be useful to correct the bias in individuals' self-assessment.

We also explore whether the perception of attractiveness of individuals of the same sex is different from how individuals are perceived by the opposite sex. For this investigation, we use the data collected in the last stage of the Judgment treatment, in which individuals were asked to provide a full ranking of the individuals of their own sex. We pool the rankings assigned by the own group with the rankings assigned by
the opposite sex group. Merging all men and women's opinions about each individual provides a Cronbach's alpha of 0.94 for the men's ranking and a Cronbach's alpha of 0.95 for the women's ranking. The high correlation between the 19 rankings given to each individual ( 9 by own sex, 10 by opposite sex) suggests that men and women have a similar perception of attractiveness.

In an objective judgment distribution, we should observe all ranks from 1 to 10 equally often. The distribution of guesses (see Figure 2) is not significantly different from a discrete uniform distribution $\left(\chi^{2}(9)=11.00, \mathrm{p}=0.275, \mathrm{~N}=100\right)$. The average guessed rank of another same-sex participant in this treatment is 4.9.

RESULT 3: The average guessed rank of another same-sex participant is not biased


Figure 3.2 Distribution of Participants' Guesses of Others' Attractiveness

Figure 3A displays, for each given rank, the average deviation between a participant's actual rank and her counterpart's guess. Complementary to the figure,

Table 1 presents, for each given actual rank, detailed information on participants' average judgments and the resulting deviations from the actual ranks. A deviation of zero indicates that participants are on average correct in their assessment. We find that on average individuals ranked their counterparts 0.56 ranks better than their actual rank $(\mathrm{SD}=2.28, \mathrm{~N}=100)$. This deviation is significantly smaller than the 1.68 deviation $(\mathrm{SD}=2.07)$ when participants assess their own attractiveness (WS test, $\mathrm{z}=-3.03$, $\mathrm{p}=0.001$ ). These results suggest that while participants tend to considerably overestimate their own attractiveness, they perform better when asked to judge others.

Table 3.1 Average Assessment of Other's Attractiveness per Actual Rank

|  | Judgment |  | F2F Feedback |  | High Stakes |  | Anonymous <br> Feedback |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Gues |  | Deviatio <br> n | Deviatio <br> Actual <br> s |  | Guess | n | Guess |
| 1 | 2.3 | -1.3 | 2.9 | -1.9 | 2.6 | -1.6 | 2.7 | -1.7 |
| 2 | 3.2 | -1.2 | 2.7 | -0.7 | 2.9 | -0.9 | 4.3 | -2.3 |
| 3 | 4.6 | -1.6 | 4 | -1 | 4 | -1 | 4 | -1 |
| 4 | 4.1 | -0.1 | 3.9 | 0.1 | 3.4 | 0.6 | 3.8 | 0.2 |
| 5 | 4.8 | 0.2 | 3.6 | 1.4 | 4.9 | 0.1 | 4.8 | 0.2 |
| 6 | 4 | 2 | 4.8 | 1.2 | 4.6 | 1.4 | 5 | 1 |
| 7 | 5.6 | 1.4 | 4 | 3 | 4 | 3 | 5.3 | 1.7 |
| 8 | 6.8 | 1.2 | 5.7 | 2.3 | 4.4 | 3.6 | 5.3 | 2.7 |
| 9 | 6.4 | 2.6 | 5.5 | 3.5 | 5.3 | 3.7 | 6.3 | 2.7 |
| 10 | 7.6 | 2.4 | 4.9 | 5.1 | 6.1 | 3.9 | 6.8 | 3.2 |
| Overall | 4.9 | 0.56 | 4.2 | 1.3 | 4.2 | 1.28 | 4.8 | 0.68 |

When we analyze the behavior of participants matched with attractive (ranks 16) versus less attractive (rank 7-10) counterparts, we see that this deviation is closer to zero for the former group (average deviation $=-0.33, \mathrm{SD}=2.18$, WS test, $\mathrm{z}=-1.17$,
$\mathrm{p}=0.243$ ) than for the latter (average deviation=1.90, $\mathrm{SD}=1.71$, WS test, $\mathrm{z}=4.95$, $\mathrm{p}<0.001$ ). The difference in deviations between the two aforementioned groups is statistically significant (MW test, $\mathrm{z}=4.94, \mathrm{p}<0.001$ ). While participants are on average precise when they evaluate attractive counterparts, they tend to evaluate less attractive counterparts as slightly better looking than they actually are. Nevertheless, when we compare how less attractive individuals assess themselves to how another same sex participant assesses them we find that in the latter case the deviation from the actual rank is significantly smaller ( 3.35 versus 1.9 , MW test, $\mathrm{z}=-3.58, \mathrm{p}<0.001$ ).

Finally, we do not find evidence that the attractiveness of a participant affects the way he/she assesses an attractive/less attractive counterpart (MW tests, $\mathrm{z}=0.098$; 0.987, $\mathrm{p} \geq 0.323$ ).


Figure 3.3 Deviation of Average Assessment of Others' Attractiveness Rank from Actual Rank
Note: A deviation of zero indicates that participants are on average correct in their assessment. The x axis shows the given ranks 1-10 and on the y-axis the according deviation between the assessed rank of the other person and that person's actual rank is displayed. Negative values indicate that individuals attribute on average a rank to their counterpart that is worse than that person's actual rank. Likewise, positive values indicate that on average individuals attribute a rank to their counterpart that is better than that person's actual rank.

### 3.3.3 Feedback and Updating

F2F Feedback - If feedback is honest, the messages sent to others in the third stage of the experiment should not differ from the evaluations provided in stage three of the Judgment treatment. This is not what we find. In the F2F Feedback treatment participants send their counterparts overly positive messages (mean rank 4.2, $\mathrm{N}=100$; Figure 4A). We find that the distributions of ranks in the Judgment and the F2F-

Feedback treatment are significantly different $\left(\chi^{2}(9)=17.89, p=0.036\right)$. In line with our "must lie" hypothesis, this result is driven by the participants who are matched with a less attractive receiver. The distribution of ranks provided by these participants significantly differs between treatments $\left(\chi^{2}(8)=18.99, \mathrm{p}=0.015\right)$. By contrast, the distribution of ranks provided by participants matched with attractive individuals does not differ $\left(\chi^{2}(8)=5.91, \mathrm{p}=0.657\right)$. While $27 \%$ of the participants in the Judgment treatment evaluated their counterpart as "less attractive," only 7\% in the F2F Feedback treatment did so $\left(\chi^{2}(1)=14.17, p<0.001\right)$. Strikingly, none of the participants of the F2F Feedback treatment gave ranks 9 or 10 as feedback. Thus, individuals appear to avoid evaluating others as less attractive when this information is delivered face to face to the other person.


Figure 3.4 Deviation of Average Assessment of Others' Attractiveness Rank from Actual Rank

Figure 3B shows the average deviation between people's actual rank and the message they receive in stage three of the F2F Feedback treatment. We define feedback as dishonest if the deviation of individuals' assessment from the actual rank significantly differs from the deviation observed in the Judgment treatment. When limiting our analysis to participants who were matched with an attractive individual, in the F2F Feedback treatment this deviation is on average $-0.15(\mathrm{SD}=1.74)$, which does not significantly differ from the $-0.33(\mathrm{SD}=2.18)$ observed in the Judgment treatment (MW test, $\mathrm{z}=-0.34, \mathrm{p}=0.737$ ). This suggests that participants give honest feedback to attractive counterparts. However, when matched with a less attractive participant, the average deviation is significantly larger in the F2F feedback treatment than in the Judgment treatment (3.48 ( $\mathrm{SD}=1.72$ ) vs. $1.90(\mathrm{SD}=1.71)$ respectively ( MW test, $\mathrm{z}=-$ $3.68, \mathrm{p}=<0.001$ ).

An additional investigation of the precision of feedback is reported in Appendix B, where we look at the number of correct guesses depending on the receiver's attractiveness, allowing for a one-rank deviation from participants' actual rank in both directions. This analysis confirms our results. We find that when matched with less attractive individuals, a significantly lower fraction of participants correctly guess their counterpart's rank in the F2F Feedback treatment than in the Judgment treatment.

Table 3.2 Likelihood of Providing Negative Feedback to the Less Attractive Participants

| Probability (Negative feedback) | (1) | (2) | (3) | (4) |
| :---: | :---: | :---: | :---: | :---: |
| F2F Treatment | -.32*** | -.31*** | -.31*** | -.31*** |
|  | (.06) | (.06) | (.07) | (.07) |
| High Stakes Treatment | $-.29 * * *$ | -.29*** | $-.30 * * *$ | $-.28 * * *$ |
|  | (.06) | (.06) | (.07) | (.07) |
| Anonymous Treatment | -. 12 | -. 12 | -. 12 | -. 11 |
|  | (.08) | (.08) | (.08) | (.09) |
| Female |  | $\begin{aligned} & -.01 \\ & .07) \end{aligned}$ | (.01) | $\begin{aligned} & -.01 \\ & (.08) \end{aligned}$ |
| Age |  |  | -. 01 | -. 02 |
|  |  |  | (.02) | (.02) |
| Ethnicity Control | N | N | N | Y |
| Observations | 160 | 160 | 152 | 152 |

*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level.
Note: The table presents marginal effects estimated from Probit Regressions. Negative feedback is defined as feedback that categorizes the receiver as less attractive (ranks 7-10). Probability (Negative Feedback) is the predicted probability of giving negative feedback in each of the three treatments as compared to judging a less attractive individual negatively. Therefore, the baseline treatment is the Judgment treatment. Female is a gender dummy and age is a continuous variable. All marginal effects are evaluated at the change of the dummy variable from 0 to 1 .

We further examine how the likelihood that less attractive individuals are ranked as less attractive varies across treatments using probit regression. The results are reported in Table 2. The regression analysis confirms that participants in the F2F Feedback treatment are significantly less likely to provide accurate ranks to the less attractive individuals than participants in the Judgment treatment. In particular, the estimated marginal effects in column 1 show that participants in the F2F Feedback treatment are 32 percentage points less likely to send a message with a negative rank (ranks 7-10) than participants in the Judgment treatment. In column 2 we add a dummy variable to control for gender and show that the result stays significant and almost identical in effect size (31 percentage points). The same is true for the inclusion of the age variable in column 3 and ethnicity dummies in column 4.

In Appendix A, (Table A1) we report an additional analysis on the participants who were matched with attractive individuals, investigating possible treatment differences in the likelihood to provide accurate feedback (rank 1-6) to attractive individuals. We find that participants in the F2F Feedback treatment are 5 percentage points more likely to evaluate their attractive counterpart as attractive than participants in the Judgment treatment. This result, however, is only marginally significant and becomes insignificant when including controls for gender and age. Taken together, these results suggest that while feedback towards attractive individuals tends to be precise, the feedback provided to the less attractive individuals is biased.

RESULT 4: When the sender of feedback is identified (F2F), participants provide positively biased feedback to less attractive participants

Next, we investigate how participants react to the feedback they receive and whether they use it to update their own rank. A class of equilibria exists in this game in which the receivers of F2F Feedback expect the feedback to be biased, and treat it as such. This does not seem to be the case here. We find that $81 \%$ of the participants received feedback that was different from their self-evaluation and most of them (67\%) updated their self-evaluation in the direction of feedback. Out of the participants who received positive feedback as compared to their self-evaluation, $75 \%$ updated to a better rank, suggesting that individuals do not treat feedback as biased. Out of the participants who received feedback that was negative compared to their self-evaluation, $60 \%$ updated to a worse rank. The difference in the fraction of people
who update in the direction of the message received after negative and positive feedback is not statistically significant $\left(\chi^{2}(1)=1.87, \mathrm{p}=0.171\right)$. These results are confirmed by a probit regression investigating the likelihood that participants update in the direction of the feedback they receive, controlling for the distance between individuals' self-assessment and the message that they receive (see Appendix A, Table A2).

Next, we investigate the extent to which individuals update after receiving feedback. Figure 5 displays the number of ranks by which participants update in stage four as a function of the number of ranks by which the feedback received deviates from participant's initial self-assessment. A negative deviation indicates that participants received positive feedback compared to their self-evaluation, while a positive deviation indicates that individuals received negative feedback compared to their self-evaluation. The OLS regression lines plotted in the figure display updating behavior as a function of this deviation, separately for cases in which the feedback received is positive and cases in which it is negative. As can be seen from the figure, the regression line is less steep when participants receive negative feedback, suggesting that these participants update to a lower extent than participants who receive positive feedback.

We further investigate differences in updating behavior in these two cases in Table 3. Column 1 shows that the larger the difference between participants' selfevaluation and the feedback they receive, the more they update. This is the case both if participants receive positive feedback $(\beta=.54, \mathrm{p}<0.001)$ and if they receive negative
feedback ( $\beta=.23, \mathrm{p}<0.001$ ). However, the difference between the two coefficients is significant, which confirms that participants update to a greater extent when feedback is positive than when it is negative $(\mathrm{F}(1,95)=10.83, \mathrm{p}=0.001)$.


## Figure 3.5 Updating Behavior after F2F Feedback

Note: The x -axis shows the deviation between the rank that participants receive as feedback and their initial selfevaluation (from Stage 2). Negative values indicate feedback that is more positive than individuals' self-evaluation while positive values indicate feedback that is negative compared to participants' initial self-evaluation. The y-axis shows the difference between the updated self-assessment in stage four and the self-assessment in stage one. Negative values indicate an update to a better rank while positive values indicate an update to a worse rank. The blue line displays the estimated OLS regression line for when participants receive positive feedback, while the red line displays the estimated OLS regression line for the cases in which participants receive negative feedback.

This result is not fully in line with the findings of Eil and Rao (2011), who found that updating based on negative signals is either strongly discounted or completely ignored by the individuals.

Table 3.3 Degree of Updating by Treatment

| Extent of Updating | (1) | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F2F |  |  |  |  |  |
|  | Feedback | F2F | Feedback | High <br> Stakes | High <br> Stakes | Anonymous | | Anonymou |
| :---: |
| s |

*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level.
Notes: The table presents OLS estimates. Extent of updating indicates by how much individuals update in stage four as compared to their original self-evaluation provided in stage two: negative values indicate that individuals updated to a better rank while positive values indicate that individuals updated to a worse rank. Self-message received (pos.) is a variable that indicates the difference between participants' self- evaluation in stage two and the message they receive from others when feedback is positive (as compared to subjects' self-evaluation), and is coded as 0 otherwise. Self-message received (neg.) is a variable that indicates the difference between participants' self-evaluation and the message they receive from others when feedback is negative, and is coded as 0 otherwise. Positive (negative) feedback means that the feedback indicates a better (worse) rank than the self-evaluation from Stage two. Attractiveness is a dummy coded as 1 if individuals are attractive (ranks 1-6). Standard errors are reported in parenthesis.

Finally, we find no difference in updating behavior between attractive and the less attractive participants. The fraction of participants who update in the direction of feedback is the same when the feedback is negative ( $62 \%$ vs. $59 \% \chi^{2}(1)=0.03$, $\mathrm{p}=0.859$ ) and when it is positive ( $75 \%$ vs. $75 \%, \chi^{2}(1)=0.00 ; p=1.000$ ).

RESULT 5: A majority of participants update their self-assessment in the direction of the feedback they receive. They update to a larger extent after positive feedback relative to negative feedback

Feedback should help individuals make more precise guesses. In order to explore whether receiving feedback helps the recipient, we investigate how individuals' precision in their self-assessment changes after feedback (stage four) as compared to before feedback (stage two). For the attractive participants the deviation changes from 0.07 to 0.08 (WS test, $\mathrm{z}=0.26, \mathrm{p}=0.795$ ) while for the less attractive individuals it changes from 3.66 to 3.98 (WS test, $\mathrm{z}=-0.73, \mathrm{p}=0.467$ ). Both changes are not significant. Hence, F2F feedback does not improve the accuracy of the assessment neither for the attractive nor the less attractive participants.

RESULT 6: F2F Feedback does not change the accuracy of the selfassessments relative to no feedback

High Stakes - Comparing the results obtained in the Judgment treatment to those obtained in the F2F Feedback treatment shows that individuals are reluctant to provide negative feedback to less attractive participants. Although the senders might intend to "be nice" by giving more flattering feedback, such kindness comes at a monetary cost to themselves and to their counterpart. As with self-confidence, while people might be willing to provide an overly nice feedback when the price for doing so is $\$ 10$, they might be less willing to do so when the price is $\$ 50$.

We find that higher stakes do not induce participants to send more honest messages (mean rank 4.22, $\mathrm{N}=100$ ). Only $7 \%$ of the participants in High Stakes told their counterpart that they are "less-attractive" (Figure 4B). The distribution of feedback in this treatment does not differ from the distribution of F2F-Feedback with low stakes $\left(\chi^{2}(8)=5.30, p=0.725\right)$, while it significantly differs from the distribution of ranks observed in Judgment $\left(\chi^{2}(9)=19.07, \mathrm{p}=0.025\right)$. Again, the difference in the
distribution of ranks is driven by the feedback to the less-attractive individuals $\left(\chi^{2}(8)=17.77, \mathrm{p}=0.023\right)$. For the attractive individuals the two distributions do not differ $\left(\chi^{2}(8)=8.62, p=0.375\right)$.

The results on the deviation between participant's actual ranks and the feedback provided to them in this treatment are almost identical to those observed in the F2F Feedback with low stakes (Figure 3C). For participants matched with attractive participants the average deviation is -0.23 (vs. -0.15 in F2F Feedback) while for those matched with the less attractive participants it is 3.55 (vs. 3.48 in F2F Feedback). As in the F2F treatment, when participants are matched with a less attractive participant, the average deviation is significantly larger in the High Stakes treatment than in the Judgment treatment (MW test, $\mathrm{z}=-4.15, \mathrm{p}<0.001$ ), while we do not find differences for participants matched with an attractive participant (MW test, $z=-0.26, p=0.796)$

The probit regression results reported in Table 2 show that participants in the High Stakes treatment are 29 percentage points less likely to assign negative ranks to less attractive individuals than participants in the Judgment treatment. A comparison between the coefficients of the High Stakes and F2F Feedback treatment shows that the likelihood of providing honest negative feedback to the less attractive participants does not differ between these two treatments $\left(\chi^{2}(1)=0.11, p=0.746\right)$.

The additional analyses on the participants matched with attractive individuals reported in Appendix A show that participants are 6 percentage points more likely to evaluate their attractive counterpart as attractive (ranks 1-6) in High Stakes than in the the Judgment treatment.

RESULT 7: Increasing the incentives does not increase the accuracy of face to face feedback towards the less attractive individuals

Similarly to the F2F Feedback treatment, participants updated in both directions depending on the content of the message received: $43 \%$ of those who were given negative feedback updated to a worse rank and $76 \%$ of those that were given positive feedback updated to a better rank. The difference in the fraction of people who update (in the direction of feedback) after receiving negative and positive feedback is statistically significant $\left(\chi^{2}(1)=8.71, \mathrm{p}=0.003\right)$. The probit regression in Table A2 (Appendix A) confirms that individuals are less likely to update in the direction of feedback when feedback is negative as compared to positive.

## High Stakes



Figure 3.6 Updating Behavior after F2F High Stakes Feedback

Figure 6 illustrates the extent to which participants update after positive and negative feedback: as in the F2F feedback treatment with low stakes, we see that the regression line is less steep when individuals receive a negative signal. The OLS regression reported in Table 3 shows that participants update more the larger the difference between their initial self-assessment and the feedback they receive, both when the feedback is positive $(\beta=.44, \mathrm{p}<0.001)$ and when it is negative $(\beta=.25$, $\mathrm{p}=<0.001$ ). However, the difference between the two coefficients is not statistically significant $(\mathrm{F}(1,96)=2.24, \mathrm{p}=0.136)$.

Finally, looking at the precision of individuals' self-assessment in the updating stage we see that for the attractive participants the deviation between individuals' selfassessment and their actual rank does not significantly change after feedback ( 0.17 to 0.22 , WS test, $\mathrm{z}=0.37, \mathrm{p}=0.709$ ), while for the less attractive participants it becomes significantly larger, changing from 3.38 to 3.65 (WS test, $\mathrm{z}=-2.18, \mathrm{p}=0.029$ ).

RESULT 8: F2F Feedback with high stakes lowers the accuracy of the selfassessments relative to no feedback

Anonymous Feedback - The reluctance to give honest feedback to less attractive individuals could be driven by the desire of protecting one's own image. Alternatively, participants may be unwilling to hurt another person's feelings by giving negative feedback due to altruistic preferences. To distinguish between these two mechanisms, we study the effect of anonymous feedback. If people are reluctant to hurt other people's feelings, we expect similar behavior in both feedback
treatments. Instead, if participants (also) care about being identified as the person who is providing the negative feedback, we expect more honest feedback when their identity is kept anonymous.

We find that feedback in the Anonymous treatment is less positive than in the F2F Feedback treatments (see Figure 7). The average rank is similar to the average observed in the Judgment treatment (mean rank 4.84, $\mathrm{N}=99$ ). We find that the distributions of ranks provided in Anonymous and Judgment are not significantly different from each other $\left(\chi^{2}(9)=7.07, p=0.630\right)$. On the other hand, the difference between the distribution of ranks in Anonymous and F2F Feedback is marginally significant $\left(\chi^{2}(8)=14.98, \mathrm{p}=0.091\right)$. Comparing the distributions of participants matched with an attractive and those matched with unattractive counterparts separately, however, yields insignificant results in both cases $\left(\chi^{2}(8)=12.38\right.$ and 7.38 , $\mathrm{p} \geq 0.135$ ). The difference between the distributions of ranks in Anonymous and High Stakes is not significant $\left(\chi^{2}(8)=12.88, p=0.168\right)$.

However, the fraction of individuals who evaluated their partner as "lessattractive" in Anonymous is around three times higher than in F2F (7\% vs. 20\%, $\left.\chi^{2}(1)=7.39, p=0.007\right)$ and 3 times higher than in High Stakes ( $7 \%$ versus $20 \%$ ).


Figure 3.7 Distribution of Guesses of Others' Attractiveness

Figure 3D shows the average deviation between participants' actual rank and the anonymous message they receive. The average deviation between the feedback provided in stage three and the less attractive participants' actual ranks is 3.48 in the F2F Feedback treatment, while it is only 2.58 in the Anonymous treatment. The difference between treatments is statistically significant (MW, z=2.04, p=0.042). For the attractive individuals we find no significant difference; the average deviation is 0.15 in the F2F Feedback and -0.61 in the Anonymous treatment ( $\mathrm{z}=0.95, \mathrm{p}=0.340$ ). When we compare the deviations between Anonymous and Judgment, we find that they do not differ for the attractive individuals (average deviation=-0.33 versus -0.61 , MW test, $\mathrm{z}=0.61, \mathrm{p}=0.540$ ) and is marginally different for the less attractive participants (average deviation $=1.9$ versus 2.58 , MW test, $\mathrm{z}=-1.73, \mathrm{p}=0.084$ ).

The probit regression reported in Table 2 shows that participants in the Anonymous treatment are equally likely to provide negative feedback to less attractive individuals as participants in the Judgment treatment. The comparison of the
coefficient estimates for the Anonymous Feedback treatment to those of the other treatments confirms that participants in the Anonymous treatment are significantly more likely to provide negative feedback than those in the F2F Feedback treatment $\left(\chi^{2}(1)=6.57, p=0.010\right)$ and High Stakes treatment $\left(\chi^{2}(1)=05.18, \mathrm{p}=0.023\right)$.

The additional analyses on the participants matched with attractive individuals reported in Appendix A (Table A1) show that participants are equally likely to evaluate their attractive counterpart as attractive in the Anonymous and Judgment treatment.

RESULT 9: When feedback is anonymous individuals are more accurate in their assessment than when their identity is revealed to the receiver

Similarly to the other treatments, in the Anonymous treatment $70 \%$ of the participants among those who received feedback different from their self-evaluation updated their guess in the direction of feedback: $68 \%$ of those receiving negative feedback updated to a worse rank and $75 \%$ of those receiving positive feedback updated to a better one. The fractions of people who update in the direction of the message after receiving negative and positive feedback are not statistically different $\left(\chi^{2}(1)=0.36, \mathrm{p}=0.551\right)$. This result is confirmed by the probit regression reported in Table A2.


Figure 3.8 Updating Behavior after Anonymous Feedback

Taking into account the extent to which individuals update, Figure 8 illustrates the updating behavior after anonymous feedback. As in the other treatments, the OLS regression in Table 3 shows that the larger the difference between participants' initial self-assessment and the feedback they receive, the more they update, both when the feedback is positive ( $\beta=.41, \mathrm{p}<0.001$ ) and when it is negative $(\beta=.28, \mathrm{p}<0.001)$. As it can also be seen in the figure, the difference between the two coefficients is not statistically significant $(\mathrm{F}(1,96)=1.44, \mathrm{p}=0.234)$.

Since individuals use the feedback received to update their self-evaluation and given that feedback is more honest in the anonymous treatment, we find feedback in this treatment to be beneficial to the participants, as it helps them correct their biased self-evaluation. In the updating stage, the average difference between participants'
self-evaluation and their actual rank significantly decreases from 3.7 to 3.4 (WS test, $\mathrm{z}=2.19, \mathrm{p}=0.028$ ) for the less attractive participants, while for the attractive ones it decreases from 0.43 to 0.2 (WS test, $\mathrm{z}=1.98, \mathrm{p}=0.048$ ).

RESULT 10: Anonymous feedback improves the accuracy of the selfassessment as compared to no feedback.

Our results show that the reluctance to provide negative face-to-face feedback to less attractive individuals is mainly driven by individuals' unwillingness to be identified as the messenger of bad news. Participants provide more accurate negative feedback when the anonymity of the feedback provider is guaranteed.

### 3.4 Concluding Remarks

Are there "must-lie" situations? In a novel experimental design we show that when asked to give face-to-face negative feedback people prefer to lie rather than provide an honest assessment. This aversion to providing negative feedback is costly because it slows down the learning process and possibly encourages superfluous investments of either time or money. Our results suggest that especially in cases where an individual's own perception is the furthest from the perception of others, a lack of honest feedback leads to greater distortion of self-perception and a worse outcome than without feedback.

The inflated feedback relates to the literature on deception in which people seem to have costs associated with lying (Charness and Dufwenberg, 2006, Dreber and Johannesson, 2008, Gneezy, 2005, Sutter, 2009, Erat and Gneezy, 2012). In our case, people have costs associated with telling the truth. These cost could be time, effort, money, or - as our results suggest - negative utility from openly delivering negative messages, which creates the "must lie situation." We show that increasing the stakes fivefold does not help to outweigh this cost.

This bias in the provision of information could have strong negative effect on, for example, transmission of information in organizations. In situations in which giving a negative feedback to a co-member of the organization may reflect badly on the sender, the organization may suffer from a slower learning process than is feasible.

The observation that the aversion to giving negative feedback is reduced when it is done anonymously suggests that guaranteeing the anonymity of the feedback provider is important for the accuracy and informational value of feedback. Consider the example of the peer-review process of journals. An obvious reason for making this process anonymous is the repeated game consideration, in which people would be reluctant to give negative feedback out of reciprocity concerns. Consequently, informing the author about the identity of the reviewers may lead to overly positive assessments of research articles and thus reduce the accuracy of evaluations. For example, if we were to ask our friends about their opinion regarding this paper, we might not receive honest feedback. In an anonymous referee process the same friend would be much more critical and thus, more helpful.

In an organizational context, in which the efficiency of team work critically hinges on honest communication, our results suggest that in addition to having an open feedback round, organizations should consider installing a 'feedback box' in which staff can anonymously provide feedback to their colleagues or bosses.

Chapter 3, in part, is currently being prepared for submission for publication of the material. Gneezy, Uri, Christina Gravert, Silvia Saccardo, and Franziska Tausch, "A Must Lie Situation: Avoiding Giving Negative Feedback." The dissertation author was the co-primary investigator and author of this paper.

## Appendix A. Additional Analyses

A1. Additional Tables

Table 3.A1 Probability of Giving Honest, Positive Feedback To Attractive Participants

| Probability (Positive feedback) | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
| F2F Treatment | $.05^{*}$ | $.04^{*}$ | .03 | .03 |
| High Stakes Treatment | $(.03)$ | $(.02)$ | $(.03)$ | $(.03)$ |
| Anonvmous Treatment | $(.02)$ | $.06^{* *}$ | $(.02)$ | $\left(.05^{*}\right.$ |
| Female | .01 | .01 | $.06^{* *}$ |  |
| Age | $(.03)$ | $(.03)$ | $(.01$ | $(.03)$ |
| Ethnicity Control |  | .04 | $(.03)$ | $(.03)$ |
| Observations |  | $(.03)$ | $(.03)$ | .03 |
|  | N | N | $(.03)$ |  |
|  | 239 | 239 | $(.01)$ | -.00 |
|  |  |  | 224 | N |

*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level.
Note: The table presents marginal effects estimated from Probit Regressions. Positive feedback is defined as feedback that categorizes the receiver as attractive (ranks 1-6). Probability (Positive Feedback) is the predicted probability of giving positive feedback in each of the three treatments as compared to judging an attractive individual positively. Therefore, the baseline treatment is the Judgment treatment. Female is a gender dummy and age is a continuous variable. All marginal effects are evaluated at the change of the dummy variable from 0 to 1 . Specification 4 is missing 22 observations, as none of the Hispanic provides positive feedback to an attractive partner. Given the lack of variance in the dependent variable for the Hispanics the observations were omitted.

In this regression we investigate the likelihood of telling attractive individuals (ranks 1-6) that they are attractive. As displayed in the table, we find that individuals in the High Stakes treatment are more likely to provide positive feedback to an attractive individual as compared to Judgment. Also for the F2F Treatment the relation is marginally significant in column 1, but becomes insignificant when controlling for age, ethnicity and gender. No such effect exists for the Anonymous treatment.

Table 3.A2 Probability Of Updating In The Direction Of Feedback By Treatment

| Probability | (1) | (2) | (3) | (4) | (5) | (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { F2F } \\ \text { Feedbac } \end{gathered}$ | F2F <br> Feedbac | High Stakes | High Stakes | $\begin{gathered} \text { Anonymou } \\ \mathrm{s} \end{gathered}$ | Anonymous |
| Negative Feedback | $-.15$ | $-.15$ | (11) | $-.38 * * *$ | $-.08$ | $-.08$ |
| \|Self-message | $\begin{aligned} & .05 \\ & (.04) \end{aligned}$ | $\begin{aligned} & .05 \\ & (.04) \end{aligned}$ | $\begin{aligned} & .07 \\ & (.07) \end{aligned}$ | $\begin{aligned} & .06 \\ & (.07) \end{aligned}$ | $\begin{gathered} .02 \\ (.04) \end{gathered}$ | $\begin{aligned} & .02 \\ & (.04) \end{aligned}$ |
| Attractiveness |  | $\begin{aligned} & .04 \\ & (.11) \end{aligned}$ |  | $\begin{aligned} & -.14 \\ & (.13) \end{aligned}$ |  | $\begin{aligned} & .00 \\ & (.11) \end{aligned}$ |
| Observations | 79 | 79 | 76 | 76 | 75 | 75 |

Note: The table presents marginal effects estimated from Probit Regressions. Probability (Updating) is the probability of updating in the direction of feedback. The dependent variable is a dummy coded as 1 if people update in the direction of the feedback they receive, and 0 if they do not update or update in the opposite direction. The Negative Feedback variable is a dummy coded as 1 if individuals received negative feedback and zero if they received positive feedback. |Self-message received| is a variable that indicates the absolute difference between participants' self-evaluation and the message they receive from others. Attractiveness is a dummy coded as 1 if individuals are attractive (ranks 1-6). All marginal effects are evaluated at the change of the dummy variable from 0 to 1 . For this analysis we only consider individuals that received feedback that is different from their self-evaluation.

With this probit regression we investigate the probability of updating in the direction of feedback. We regress a dummy indicating whether people update in the direction of feedback on the distance between individuals' self-assessment and the message that they receive. We find that in the F2F treatment participants who receive negative feedback are equally likely to update in the direction of the feedback as those who receive positive feedback ( $\mathrm{p}=0.142$ ). In the High Stakes treatment participants who receive negative feedback are 35 percentage points less likely to update in that direction than those who receive positive feedback ( $p=0.001$ ). In the Anonymous treatment participants who receive negative feedback are equally likely to update negatively as compared to those who receive positive feedback ( $\mathrm{p}=0.516$ ). The result doesn't change if we control for participants' attractiveness.

## A2. Additional analysis on the precision of Stage three evaluations

We further investigate the precision of participants' assessment of others during stage three by looking at the percentage of evaluations that match the counterpart's actual attractiveness rank. Since guessing someone's rank exactly right is difficult and involves some degree of luck, in our analysis we investigate the number of correct guesses allowing a one-rank deviation from participants' actual rank in both directions. This analysis provides further support to the findings on how the precision of feedback varies depending on the attractiveness of participants' counterparts. In particular, in the F2F Feedback treatment participants are more likely
to provide a correct evaluation when matched with an attractive then when matched with a less attractive participant. Of all the participants matched with attractive participants, $58 \%$ evaluate their counterpart within one rank of their actual attractiveness in the Judgment treatment, while a similar fraction of participants (62\%) does so in the F2F Feedback treatment $\left(\chi^{2}(1)=0.14, p=0.709\right)$. Of all the participants matched with less attractive counterparts, this fraction is $40 \%$ in the Judgment treatment and only $15 \%$ in F2F Feedback treatment, $\left(\chi^{2}(1)=6.27, p=\right.$ 0.012 ).

In the High Stakes treatment the results are very similar. $65 \%$ of the participants matched with attractive counterparts assessed them within one rank from their actual attractiveness. This fraction is smaller (5\%) when participants are matched with less attractive counterparts $\left(\chi^{2}(1)=35.72, \mathrm{p}<0.001\right)$, it is significantly different from the $40 \%$ observed in the Judgment treatment $\left(\chi^{2}(1)=14.05, \mathrm{p}<0.001\right)$ and does not differ from the $15 \%$ observed in the F2F Feedback treatment $\left(\chi^{2}(1)=2,22, p=\right.$ 0.136 ).

In the Anonymous treatment, we find that the fraction of correct guesses when participants are matched with attractive individuals is similar to the fraction we observe in all the other treatments (59\%). Instead, when participants are matched with less attractive counterparts this fraction is $33 \%$, which does not differ from the respective fraction observed in the Judgment treatment $\left(\chi^{2}(1)=0.49, \mathrm{p}=0.485\right)$ and is significantly larger than the fraction of correct guesses in both F2F Feedback treatments (F2F: $\chi^{2}(1)=3.38, p=0.066$, High Stakes: $\chi^{2}(1)=9.92, p=0.002$ ). This result confirms that individuals are unwilling to provide negative feedback when feedback is provided face to face. When feedback is anonymous instead, individuals are much more precise.

## A3. Robustness check

In this section we investigate whether the results reported in the main text are robust to changing the cut-off rank that we use as a threshold between attractive and less attractive individuals. We conduct two robustness checks with respect to the rank threshold on all estimations where the threshold was relevant. First, we conduct a median split and redefine as "attractive" all participants with a rank between $1-5$, and as "less attractive" all participants with ranks 6-10. Second, we look at the upper 30\% of the distribution and redefine as "attractive" participants with ranks 1-7, and as "less attractive" participants with ranks $8-10$. Overall, the results remain robust. Exceptions are clearly noted below.

Median split. The self-assessment analysis yields qualitatively the same results as with a cutoff of 7 . In the self-evaluation phase with the $\$ 10$ incentives $(\mathrm{N}=298), 17 \%$ of the participants guessed that they were ranked among the less attractive in the group, as opposed to the expected $50 \%$ (test for proportions, $\mathrm{z}=11.24$, $\mathrm{p}<0.001$ ). Looking at the extent to which participants' self-assessments deviate from their actual rank, we see that on average the self-assessment of the "less attractive" individuals is more biased (average deviation=3.16, $\mathrm{SD}=2.07$ ) than that of the "attractive" individuals (average deviation=0.13, $\mathrm{SD}=1.47$ ) ( MW test, $\mathrm{z}=11.44$,
$\mathrm{p}<0.001$ ). In the High Stakes Treatment only $19 \%$ of the participants evaluate themselves as less attractive (ranks 6-10). This percentage significantly differs from the expected $50 \%$ (test for proportions, $\mathrm{z}=6.03, \mathrm{p}<0.001$ ). When evaluating themselves, attractive individuals deviate from their actual rank by -0.16 on average $(\mathrm{SD}=1.72)$, whereas for the less attractive ones the deviation is higher with a value of 3.12 ( $\mathrm{SD}=1.64$, MW test, $\mathrm{z}=7.40, \mathrm{p}<0.001$ ).

In the Judgment treatment we analyze the attractiveness assessment of participants matched with attractive versus less attractive counterparts and we see that as in the main analysis this deviation is closer to zero for the former group (average deviation $=-0.80, \mathrm{SD}=1.94$, WS test: different from zero, $\mathrm{z}=-2.64, \mathrm{p}=0.008$ ) than for the latter (average deviation=1.92, $\mathrm{SD}=1.72$, WS test: different from zero, $\mathrm{z}=5.51$, $\mathrm{p}<0.001$ ). The difference in deviations between the two aforementioned groups is again statistically significant (MW test, $\mathrm{z}=6.13, \mathrm{p}<0.001$ ). When we then compare how less attractive individuals assess themselves to how another same sex participant assesses them we find that in the latter case the deviation from the actual rank is significantly smaller ( 2.96 versus 1.92 , MW test, $\mathrm{z}=-2.913, \mathrm{p}=0.004$ ). All results stay robust to the new threshold.

Next we test whether the different threshold leads to any differences in the F2F Feedback treatment. Again, the distribution of ranks provided by the participants matched with a less attractive individual significantly differs between Judgment and F2F Feedback ( $\chi^{2}(8)=17.39, p=0.043$ ). As before, the distributions of ranks provided by participants matched with attractive individuals do not differ $\left(\chi^{2}(8)=8.28, p=0.407\right)$. While $39 \%$ of the participants in the Judgment treatment evaluated their counterpart as "less attractive," only $22 \%$ in the F2F Feedback treatment did so $\left(\chi^{2}(1)=6.82\right.$, $\mathrm{p}=0.009$ ).

The average deviation between the F2F feedback provided and participants' actual ranks for the participants who were matched with an attractive individual is 0.42 ( $\mathrm{SD}=1.65$ ), as compared to $-0.8(\mathrm{SD}=1.94)$ in the Judgment treatment (MW test, $\mathrm{z}=-0.71, \mathrm{p}=0.479$ ). As in the analysis we report in the main text where we use 7 as a threshold, the difference is not significant. When matched with a less attractive participant, the average deviation is significantly larger in the F2F feedback treatment than in the Judgment treatment ( $3.02(\mathrm{SD}=1.92$ ) vs. $1.92(\mathrm{SD}=1.72)$ respectively (MW test, $\mathrm{z}=-2.82, \mathrm{p}=0.005$ ). We further examine the likelihood that less attractive individuals are ranked as less attractive using a regression framework. We re-run the probit regressions introduced in the main text using the new threshold of 6 (see Table $\mathrm{C} 1)$. The estimates for the F2F Feedback treatment become smaller than with a threshold of 7, but the results remain significant at the 10 percent level.

Table 3.A3 Likelihood of Providing Negative Feedback To The Less Attractive Participants (Median Split)

| Probability (Negative feedback) | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| F2F Treatment | $-.17 *$ | $-.17^{*}$ | $-.17 *$ | -.15 |
| High Stakes Treatment | .$- .28^{* * * *}$ | $-. .09)$ | $(.09)$ | $(.10)$ |
| Anonymous Treatment | $(.09)$ | $(.08)$ | $-.28^{* * * *}$ | $-.26^{* * *}$ |
| Female | -.12 | -.12 | $(.09)$ | $(.09)$ |
| Age | $(.09)$ | $(.09)$ | $(.110)$ | -.10 |
| Ethnicity Control |  | -.04 | -.05 | -.06 |
| Observations |  | $(.07)$ | $(.07)$ | $(.07)$ |
|  | N | N | $(.00$ | -.00 |
|  |  |  | N | $(.02)$ |

*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level.
Note: The table presents marginal effects estimated from Probit Regressions. Probability (Negative Feedback) is the predicted probability of giving negative feedback (ranks 6 to 10) in each of the three treatments compared to judging a less attractive individual negatively. The baseline treatment is the Judgment treatment. Female is a gender dummy and age is an ordinal variable. All marginal effects are evaluated at the change of the dummy variable from 0 to 1 .

Next we see if there are any differences in the updating results with the new threshold. We find that the results are qualitatively the same as in the estimation reported in the main text. For the attractive participants the deviation between the initial self-assessment and the self-assessment after feedback changes from -0.20 to 0.18 (WS test, $\mathrm{z}=0.17, \mathrm{p}=.865$ ) while for the less attractive individuals it changes from 3.19 to 3.46 (WS test, $\mathrm{z}=-0.54, \mathrm{p}=0.587$ ).

In the High Stakes treatment $18 \%$ gave their counterparts feedback that they are among the less attractive participants. Again, the difference in the distribution of ranks as compared to the Judgment treatment is driven by the feedback to the lessattractive individuals $\left(\chi^{2}(8)=17.74, p=0.038\right)$.

For participants matched with attractive participants the average deviation between actual rank and feedback provided is -0.56 (vs. -0.42 in F2F Feedback) while for those matched with the less attractive participants it is 3.12 (vs. 3.02 in F2F Feedback). We can confirm that the average deviation for those matched with a less attractive participant is significantly larger in the High Stakes treatment than in the Judgment treatment (MW test, $\mathrm{z}=-3.29, \mathrm{p}=0.001$ ), while we do not find differences for participants matched with an attractive participant (MW test, $\mathrm{z}=-0.47$, $\mathrm{p}=0.639$ ). Table C1 shows that the probit results with the alternative threshold for High Stakes remain robust and significant.

Looking at the precision of individuals' self-assessment in the updating stage we see that for the attractive participants the deviation between individuals' selfassessment and their actual rank does not significantly change after feedback ( -0.16 to $-0.22, \mathrm{z}=0.590, \mathrm{p}=0.555$ ), while for the less attractive participants it becomes
significantly larger, changing from 3.12 to $3.4(\mathrm{z}=-2.25, \mathrm{p}=0.024)$. This is in line with the findings using 7 as the attractiveness threshold.

The first difference we find with the threshold at the median is in the Anonymous treatment. While with a threshold of 7 we find that significantly more individuals evaluated their partner as "less-attractive" in Anonymous as compared to F2F, this difference is not significant anymore under the new threshold ( $22 \%$ vs. $30 \%$, $\chi^{2}(1)=1.78, \mathrm{p}=0.183$ ). However, importantly the results on the precision of feedback remain robust. The average deviation between the feedback provided in stage three and the less attractive participants' actual ranks is 3.02 in the F2F Feedback treatment, while it is only 2.26 in the Anonymous treatment (MW, $\mathrm{z}=1.84, \mathrm{p}=0.065$ ). For the attractive individuals we again find no significant difference; the average deviation is 0.42 in the F2F Feedback and -0.94 in the Anonymous treatment ( $\mathrm{z}=1.05, \mathrm{p}=0.295$ ). When we compare the precision of feedback in the Anonymous Feedback treatment to the precision of evaluations in the Judgment treatment, we find that, similarly to the main analysis, the average deviation does not differ for the attractive individuals (average deviation $=-0.80$ versus -0.94 , MW test, $\mathrm{z}=-0.38, \mathrm{p}=0.701$ ) and with the median threshold it also does not differ for the less attractive participants (average deviation $=1.92$ versus 2.26 , MW test, $\mathrm{z}=-1.03, \mathrm{p}=0.304$ ).

Table C 1 reports the results on the likelihood that less attractive individuals are ranked as less attractive are reported in Table C1. We find that participants in Anonymous are equally likely to provide negative feedback to less attractive individuals as participants in the Judgment treatment. This supports the result that when ask to provide anonymous feedback, subjects matched with a less attractive individual are more honest than when asked to provide F2F feedback.

As in the main analysis we find feedback in this treatment to be beneficial to the participants, as it helps them correct their biased self-evaluation. In the updating stage, the average difference between participants' self-evaluation and their actual rank significantly decreases from 3.32 to 3.02 (WS test, $\mathrm{z}=2.20, \mathrm{p}=0.028$ ) for the less attractive participants, while for the attractive ones it decreases from 0.18 to -0.6 (WS test, $\mathrm{z}=1.91, \mathrm{p}=0.056$ ).

Taken together, the results from the robustness check with the median split provide support to the results we observe when using 7 as a threshold.
$70^{\text {th }}$ Percentile Split. The self-assessment analysis using a threshold at the $70^{\text {th }}$ percentile (rank 8) yields qualitatively the same results as the ones we find using rank 7 as a threshold. In the self-evaluation stage with the $\$ 10$ incentive, $4 \%$ of the participants guessed that they were ranked among the less-attractive in the group as opposed to the expected $30 \%$ (test for proportions, $\mathrm{z}=-9.651, \mathrm{p}<0.001$ ). Looking at the extent at which participants' self-assessments deviate from their actual rank, we see that on average the self-assessment of the "less attractive" individuals is more biased (average deviation=3.88, $\mathrm{SD}=1.96$ ) than that of the "attractive" individuals (average deviation $=0.69, \mathrm{SD}=1.79$ ). The difference is statistically significant (MW test, $\mathrm{z}=10.38, \mathrm{p}<0.001$ ). In the High Stakes Treatment only $5 \%$ of the participants evaluate themselves as less attractive. This percentage significantly differs from the expected $30 \%$ (test for proportions, $\mathrm{z}=-5.47, \mathrm{p}<0.001$ ). When evaluating themselves, attractive individuals deviate from their actual rank by 0.58 on average ( $\mathrm{SD}=2.06$ ), whereas for
the less attractive ones the deviation is higher with a value of $3.5(\mathrm{SD}=1.59)$. The difference is statistically significant (MW-test, $\mathrm{z}=5.95, \mathrm{p}<0.001$ ).

In the Judgment stage we analyze the behavior of participants matched with attractive versus less attractive counterparts and we see that as in the main analysis this deviation is closer to zero for the former group (average deviation=-0.086, $\mathrm{SD}=2.15$, WS test: not different from zero, $\mathrm{z}=-0.12, \mathrm{p}=0.900$ ) than for the latter (average deviation=2.07, $\mathrm{SD}=1.86$, WS test: different from zero, $\mathrm{z}=4.25, \mathrm{p}<0.001$ ). The difference in deviations between the two aforementioned groups is again statistically significant (MW test, $\mathrm{z}=4.27, \mathrm{p}<0.001$ ). Comparing how less attractive individuals assess themselves to how another same sex participant assesses them we find that in the latter case the deviation from the actual rank is significantly smaller (3.43 versus 2.07 , MW test, $\mathrm{z}=-2.78, \mathrm{p}=0.005$ ). Thus, the results on the selfassessment stay robust to the alternative threshold.

Next we investigate whether there is any difference between subjects assessment of others in the Judgment and F2F feedback treatment. Again, the distribution of ranks provided by the participants matched with a less attractive individual significantly differs between Judgment and F2F Feedback $\left(\chi^{2}(8)=13.84\right.$, $\mathrm{p}=0.054$ ). While $16 \%$ of the participants in the Judgment treatment evaluated their counterpart as "less attractive," only $3 \%$ in the F2F Feedback treatment did so ( $\chi^{2}(1)=9.83, p<0.002$ ).

The average deviation between the F2F feedback received and an individual's actual rank is 0.30 for the participants who were matched with an attractive individual $(\mathrm{SD}=2.02)$ as compared to $-0.09(\mathrm{SD}=2.15)$ in the Judgment treatment (MW test, $\mathrm{z}=-$ $0.74, \mathrm{p}=0.458$ ). When matched with a less attractive participant, the average deviation is significantly larger in the F2F feedback treatment than in the Judgment treatment (3.63, $\mathrm{SD}=1.83$ vs. $2.07, \mathrm{SD}=1.86$ ) respectively ( MW test, $\mathrm{z}=-2.96, \mathrm{p}=0.003$ ).

We confirm our finding with the probit estimation in Table C2. The estimates remain similar in size and the levels of significance are identical to the analysis conducted using a threshold of 7 .

Table 3.A4 Likelihood of Providing Negative Feedback To The Less Attractive Participants (70th Percentile Split)

| Probability (Negative feedback) | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
| F2F Treatment | $-.23^{* * * *}$ | $-.23^{* * *}$ | $-.22^{* * *}$ | $-.21^{* * * *}$ |
| High Stakes Treatment | $(.06)$ | $(.06)$ | $(.07)$ | $(.07)$ |
| Anonvmous Treatment | $(.06)$ | $-.27^{* * *}$ | $-.25^{* * *}$ | $-.24^{* * *}$ |
| Female | -.09 | -.09 | $(.06)$ | $(.07)$ |
| Age | $(.08)$ | $(.08)$ | -.08 | -.07 |
| Ethnicity Control |  | -.01 | .02 | $(.08)$ |
| Observations |  | $(.07)$ | $(.08)$ | $(.01$ |
|  | N | N | $(.01$ | $-.02)$ |

*** Significant at the $1 \%$ level; ** Significant at the $5 \%$ level; * Significant at the $10 \%$ level.
Note: The table presents marginal effects estimated from Probit Regressions. Probability (Negative Feedback) is the predicted probability of giving negative feedback (ranks 8 to 10 ) in each of the three treatments compared to judging a less attractive individual negatively. The baseline treatment is the Judgment treatment. Female is a gender dummy and age is an ordinal variable. All marginal effects are evaluated at the change of the dummy variable from 0 to 1 .

Next we investigate whether there are any differences in the updating results. For the attractive participants the deviation between the initial self-assessment and the self-assessment after feedback changes from 0.40 to 0.47 (WS test, $\mathrm{z}=-0.131$, $\mathrm{p}=0.900$ ) while for the less attractive individuals it changes from 4.11 to 4.37 (WS test, $\mathrm{z}=-0.29, \mathrm{p}=0.772$ ). In line with the results we find when using 7 as a threshold, both changes are not significant.

In the High Stakes treatment $3 \%$ provide feedback to their counterpart implying that the person is among the less attractive participants. Again, the difference in the distributions of ranks between the Judgment and the High Stakes treatment is driven by the feedback to the less-attractive individuals $\left(\chi^{2}(8)=17.29, \mathrm{p}=0.027\right)$.

For participants matched with attractive counterparts the average deviation between subjects' actual rank and the feedback that is provided to them is 0.23 (vs. 0.30 in F2F Feedback), while for those matched with the less attractive participants it is 3.73 (vs. 3.63 in F2F Feedback). We can confirm that the average deviation under this threshold is significantly larger in the High Stakes treatment than in the Judgment treatment (MW test, $\mathrm{z}=-3.28, \mathrm{p}=0.001$ ), while we do not find differences for participants matched with an attractive participant (MW test, $\mathrm{z}=-0.64, \mathrm{p}=0.521$ ). Table C 2 shows that the probit results for the High Stakes treatment remain robust and significant with the alternative threshold.

Looking at the precision of individuals' self-assessment in the updating stage we see that for the attractive participants the deviation between individuals' selfassessment and their actual rank does not significantly change after feedback ( 0.58 to $0.67, \mathrm{z}=-0.35, \mathrm{p}=0.726$ ). In contrast to the threshold of 7 and the threshold of 6 , in this
specification the deviation does not become significantly larger after feedback for the less attractive individuals ( 3.5 to 3.73 ; $\mathrm{z}=-1.48, \mathrm{p}=0.140$ ). However, the direction of the change in the average deviation stays the same however.

As with a threshold of 7, significantly more individuals evaluated their partner as "less-attractive" in Anonymous compared to F2F ( $13 \%$ vs. $3 \%, \chi^{2}(1)=6.90$, $\mathrm{p}=0.009$ ). Comparing the distributions of evaluations separately for attractive and less attractive individuals like in the main analysis yields insignificant results $\left(\chi^{2}(1)=11.32\right.$; 8.75, $\mathrm{p} \geq 0.184$ ).

The average deviation between the feedback provided in stage three and the less attractive participants' actual ranks is 3.63 in the F2F Feedback treatment, while it is only 2.87 in the Anonymous treatment (MW, $\mathrm{z}=1.53, \mathrm{p}=0.126$ ). Due to the lower number of observations this difference is marginally significant, which is in contrast with the significant difference that we find when using a threshold of 7. For the attractive individuals we again find no significant difference; the average deviation is 0.30 in the F2F Feedback and -0.28 in the Anonymous treatment ( $\mathrm{z}=1.24, \mathrm{p}=0.213$ ). When we compare the precision of feedback in the Anonymous Feedback treatment to the precision of evaluations in the Judgment treatment, we find that the average deviation does not differ when participants are matched to attractive individuals (average deviation $=-0.28$ versus -0.09 , MW test, $\mathrm{z}=0.538, \mathrm{p}=0.591$ ) and it marginally differs when participants are matched with the less attractive individuals (average deviation $=2.87$ versus 2.07 , MW test, $\mathrm{z}=-1.687, \mathrm{p}=0.092$ ). These findings are in line with those based on a threshold of 7 .

In the updating stage, the average difference between participants' selfevaluation and their actual rank decreases from 4.10 to 3.87 (WS test, $\mathrm{z}=1.22$, $\mathrm{p}=0.221$ ) for the less attractive participants, while for the attractive ones it decreases from 0.74 to 0.46 (WS test, $\mathrm{z}=2.71, \mathrm{p}=0.007$ ). While when defining attractiveness based on a threshold of 7 both groups had a significant improvement in their selfassessment, with a threshold at the $70^{\text {th }}$ percentile of the rank distribution only the attractive individuals significantly benefit from feedback. However, the direction of the differences is the same for less attractive individuals. Overall, changing the threshold of the classification between "attractive" and "less attractive" to either 6 or 8 has no considerable effect on our main results.

# Appendix B. Instructions 

## Instructions Judgment treatment

## Your ID code is FA

Welcome and thank you for participating in our study!
This experiment will take about 15 minutes. If you read the instructions carefully you can earn a considerable amount of money depending on your decisions and the decisions made by other participants. The money will be paid to you privately and in cash in class next week. Importantly, any choice you make in this experiment will be treated confidentially. Other participants in the experiment will never know what decisions you made. Participation will not affect your grading in any class at Rady.

You have been assigned to a group of 10 participants. The members of your group, Group F, have IDs FA, FB, FC, ...,FJ.

Please do not turn the page until instructed by the experimenter.
------- page break --------

## Stage 1

In the group in front of you there are also 10 participants; they are called Group M. Each of the 10 participants in Group M is wearing a sticker that indicates that person's ID (MA, MB, MC, ... MJ).

Your first task in this experiment is to rank the 10 members of Group M according to attractiveness.

The most attractive person should get a ranking of 1 , the second most attractive a ranking of 2 , and so on-rank 10 should be assigned to the least attractive person in that group. Please note that each of the 10 members of the other group should get a different number.

We ask all the members in your group to do the same ranking task. Based on all the rankings provided by your group, we will create an aggregate ranking (1-10) of Group M. We will pay you $\$ 10$ if your ranking of at least 5 members of Group M matches the aggregate ranking. (In the unlikely case that in the overall ranking two individuals are equally ranked, we will randomly determine which of them is assigned the higher rank.) To mark your choice, please write the participant's ID next to the number ranking below. It is important to note that your ranking and the aggregate ranking will remain totally confidential, and will never be revealed to any of the
participants. Please make sure that no one else in the room will be able to see your ranking.

| Ranking |
| :---: |
| 1 |
| 2 |
| 3 |
| 4 |
| 5 |
| 6 |
| 7 |
| 8 |
| 9 |
| 10 |

Please do not turn the page until instructed to do so.


## Stage 2

In Stage 1 we asked the members of Group $M$ to rank the members of your group in the same way you did the ranking for them. We will use this ranking to compute an aggregate ranking for your group (1-10).

Please indicate below your guess about your rank in this aggregate ranking. That is, we ask you to guess how attractive the members of Group M said you are relative to the other members of your group. Please remember that 1 is the most attractive person in the group and 10 the least attractive.

If your guess about your own rank matches your actual position in the aggregate ranking made by Group M , you will receive 10 dollars.

My guess about my rank in the aggregate ranking made by Group M (1-10): $\qquad$

Please turn the page and continue with stage 3 .
------- page break --------

## Stage 3

This is the third stage of the experiment. We ask you, in a similar way to your guess in stage 2, to guess the ranking of participant FB in your group.

As in stage 2 above, we ask you to guess how attractive the members of Group M said participant FB is relative to the other members of your group. Please remember that 1 is the most attractive person in the group and 10 the least attractive.

If your guess about the rank of FB matches the actual position of this participant in the aggregate ranking made by Group M , you will receive 10 dollars.

My guess about participant FB's position in the aggregate ranking (1-10):

Please do not turn the page until instructed to do so.
------- page break --------

## Stage 4

We now ask you to do a complete ranking of your own Group F.
We will pay you $\$ 10$ if your ranking of at least 5 members of Group F matches the aggregate ranking provided by Group M. (In the unlikely case that in the overall ranking two individuals are equally ranked, we will randomly determine which of them is assigned the higher rank.) To mark your choice, please write the participant's ID next to the number ranking below. It is important to note that your ranking and the aggregate ranking will remain totally confidential, and will never be revealed to any of the participants. Please make sure that no one else in the room will be able to see your ranking.

| Ranking |
| :---: |
| 1 |
| 2 |
| 3 |
| 4 |
| 5 |
| 6 |
| 7 |
| 8 |
| 9 |
| 10 |

Please wait until an experimenter comes to pick up your sheet.
Thank you for participating in our experiment! We will notify you via e-mail about your earnings and inform you where to pick them up.

## Instructions F2F Feedback

Welcome and thank you for participating in our study!
This experiment will take about 20 minutes. If you read the instructions carefully you can earn a considerable amount of money depending on your decisions and the decisions made by other participants. The money will be paid to you privately and in cash. Importantly, if not indicated otherwise, any choice you make in this experiment will be treated confidentially.

You have been assigned to a group of 10 participants. The members of your group, Group F, have IDs FA, FB, FC,...,FJ.

Please do not turn the page until instructed by the experimenter.
------- page break --------

## Stage 1

In the group in front of you there are also 10 participants; they are called Group M. Each of the 10 participants in Group M is wearing a sticker that indicates that person's ID (MA, MB, MC,..., MJ).

Your first task in this experiment is to rank the 10 members of Group M according to attractiveness.

The most attractive person should get a ranking of 1 , the second most attractive a ranking of 2 , and so on-rank 10 should be assigned to the least attractive person in that group. Please note that each of the 10 members of the other group should get a different number.

We ask all the members in your group to do the same ranking task. Based on all the rankings provided by your group, we will create an aggregate ranking (1-10) of Group M. We will pay you $\$ 10$ if your ranking of at least 5 members of Group M matches the aggregate ranking. (In the unlikely case that in the overall ranking two individuals are equally ranked, we will randomly determine which of them is assigned the higher rank.) To mark your choice, please write the participant's ID next to the number ranking below. It is important to note that your ranking and the aggregate ranking will remain totally confidential, and will never be revealed to any of the participants. Please make sure that no one else in the room will be able to see your ranking.
Ranking
1
$2-$
$3-$
$4-$
5
6
7
$8-$

$$
\frac{9}{10}
$$

Please do not turn the page until instructed to do so.


## Stage 2

In Stage 1 we asked the members of Group M to rank the members of your group in the same way you did the ranking for them. We will use this ranking to compute an aggregate ranking for your group (1-10).

Please indicate below your guess about your rank in this aggregate ranking. That is, we ask you to guess how attractive the members of Group M said you are relative to the other members of your group. Please remember that 1 is the most attractive person in the group and 10 the least attractive.

If your guess about your own rank matches your actual position in the aggregate ranking made by Group M , you will receive $\$ 10$.

My guess about my rank in the aggregate ranking made by Group M (1-10):

Please turn the page and continue with stage 3 .
------- page break --------

## Stage 3

In this stage you are matched with participant $\mathbf{F B}$ from your own group F. We now ask you to send participant FB a message with your guess about her rank in the aggregate ranking made by group M. Participant FB will know that the message is sent by you.

After receiving your message, FB will have the opportunity to update her guess about her own position in the ranking.

If FB's updated guess about her rank will match her actual rank both you and participant FB will receive \$10. If FB's guess does not match her actual rank, you will both receive $\$ 0$ for this part.

Please indicate your guess about participant FB's rank in the aggregate ranking made by Group M on the sheet of paper that was given to you.

Please remember that 1 is the most attractive person in your group and 10 the least attractive.

Please raise your hand when you are ready. Your message will be collected by the experimenter and will be given to participant FB.
------- page break --------

## Stage 4

Just like the guess you just provided, participant FJ was asked to send you a message indicating her guess about your rank in the aggregate ranking.

You now have the option to update the guess you provided in stage 2 about your own rank in the aggregate ranking. Please remember that you will earn $\$ 10$ if you guess your own rank correctly in this experiment. If you change your mind regarding your ranking, and now give a different number than the one you gave in Stage 2, we will only use this new number.

My final guess about my rank in the aggregate ranking made by Group M (110):
------- page break --------
Gender: $\qquad$
Ethnicity: $\qquad$
Age: $\qquad$

Please wait until an experimenter comes to pick up your sheet.
Thank you for participating in our experiment! We will notify you via e-mail about your earnings and inform you where to pick them up.

## Message sheet F2F Feedback (10\$) and High Stakes (50\$) treatment

My guess about participant FB's position in the aggregate ranking (1-10): $\qquad$

On the outside of the folded sheet it said: From FA to FB
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## 4. Discrimination in Disguise


#### Abstract

We present evidence of prejudice-based ethnic discrimination. We show that discrimination is absent in contexts in which individuals cannot justify it but occurs in contexts in which it can be disguised behind conformity to social or moral norms. In a binary dictator game where discriminative acts cannot be justified, we find no evidence of discrimination. Subjects are equally likely to choose prosocial payoff allocations for individuals of their own or of a different ethnicity. However, in an experiment in which the prosocial payoff allocation can be obtained by telling an altruistic lie, subjects are predominantly honest only when an individual of a different ethnicity benefits from the lie. Hence, they disguise discrimination behind adherence to the norm of honesty. Further, we show that subjects disguise discrimination behind endorsement of a fairness norm in an ultimatum game. Responders demand higher offers from individuals of a different ethnicity as opposed to their own. We conclude that taste-based discrimination is still present in modern societies. Although it is suppressed in contexts in which it cannot be disguised, discrimination appears when it can be rationalized as compliance to a virtuous norm.


### 4.1 Introduction

Instances of hostility, bigotry and injustice on the grounds of race, ethnicity, gender or religion have been ubiquitous over the course of human history. Behaviors aimed at establishing the superiority of a particular group were formerly not only commonly accepted and embedded in everyday behavior, but also legally institutionalized in many societies. Some remarkable examples are the segregation of African Americans in the United States following centuries of legalized slavery, the anti-Semitic movements in Europe and the US, and the denial of political and social rights to women. Often such acts originated from prejudice, i.e., feelings of hatred or dislike of the targeted group. These types of behaviors arising from preference-based prejudice are known in the economic literature as "taste-based" discrimination (Becker, 1957).

Over the second half of the Twentieth Century, the Western world has made substantial advances in eliminating institutional, sanctioned discrimination. With the progress achieved by civil rights movements, modern democracies began to embrace principles of justice and egalitarianism as well as to enforce various legislation targeting discrimination (Pinker, 2002). Today, Western societies are more multicultural, diverse and tolerant than ever before. Citizens are granted equal legal rights regardless of their gender or ethnicity. Open expression of prejudice has drastically declined (Mdon, 2001; Devine and Elliot, 1995). Society has become more favorable to interracial marriage and more supportive of affirmative policies in favor
of minorities. ${ }^{1}$ These encouraging observations suggest that instances of taste-based discrimination should now occur less often.

Yet economic inequalities on the grounds of race, gender and ethnicity still persist in modern societies (Adida, Laitin and Valfort, 2010; Fryer and Levitt, 2004). Racial gaps characterize labor, credit and consumer markets, contributing to disparities in earnings and overall wealth (Ayres, Banaji, Jolls, 2011; Blanchflowr, Levine and Zimmermann, 2003; Carlsson and Rooth, 2007). For example, in OECD countries, educated foreigners are less likely to be employed than their native-born counterparts ( $77 \%$ versus $84 \%$ as of 2013). Further, when employed they are twice as likely to be over-qualified. ${ }^{2}$ Similarly, whereas gender differences in level of education are disappearing, women still remain a minority in top corporate positions (Bertrand, 2009; Wolfers, 2006). Although historical factors and individuals' preferences might also contribute to such inequalities, empirical studies suggest that discrimination persists in many economic domains (Bertrand and Mullainathan, 2004; Fong and Luttmer, 2011; Kaas and Manger, 2012). However, recent experimental research contends that most of today's discrimination is a consequence of profitmaximization motives and stereotypical expectations about average behavior of the discriminated group rather than prejudice (Ewens, Tomlin and Wang, 2013; Gneezy,

[^25]List and Price, 2012; List, 2004). This type of discrimination is also known as statistical discrimination (Arrow, 1998; Phelps, 1972).

In this paper we show that prejudice remains a significant driver of discrimination, but only when it can be disguised. In a series of incentivized laboratory experiments, we show that individuals do not discriminate when behavior can be easily attributed to prejudice or feelings of dislike. However, when individuals can disguise it behind adherence to certain norms or values, discrimination emerges. In particular, we find that individuals endorse certain norms to a greater extent when doing so allows them to discriminate. Our results are in line with research in social psychology suggesting that changes in modern societies have made prejudice increasingly subtle (Dovidio and Gaertner, 1998; Devine, 1989; Crosby, Bromley and Saxe, 1980). Over the past decades, the social norms that favored open expression of prejudice have evolved into new pervasive norms of political correctness that condemn any verbal or behavioral expression of hatred (Fiske, 1998). This societal change may have not eradicated prejudice but instead driven individuals to disguise it. If this is the case, taste-based discrimination should be limited to contexts where it cannot be recognized as such, for example, in the presence of ambiguity (McConahay, 1986) or conflicting social norms. We add to this literature by demonstrating that prejudice is most likely to affect behavior in settings with conflicting social norms by showing that adherence to norms and values can provide individuals with a way to disguise taste-based discrimination.

Importantly, our experiments consider non-strategic environments such that any disparate treatment can be explained only by expression of prejudice (taste-based
discrimination), isolating it from the payoff-maximizing concerns that govern statistical discrimination. In many cases, statistical and taste-based discrimination result in identical observable outcomes, and thus understanding whether prejudice is a determinant of observed economic disparities is nontrivial and hard to observe in empirical data. However, identifying the nature of discrimination is necessary for designing effective policy interventions. Thus far, a typical experimental design used to isolate taste-based from statistical discrimination is the dictator game. Several experiments based on dictator games have found that giving behavior is not affected by the receiver's group membership, concluding that discrimination in markets is largerly free from prejudice (Castillo, Petrie, Torero and Vesterlund, 2013; Fershtman and Gneezy, 2001; List, 2004). Our results suggest the dictator game might not be the appropriate method to capture taste-based discrimination, as it does not leave room to disguise the expressed prejudice.

In our experiments, we matched subjects with individuals of either their own or of a different ethnicity. We then asked them to make choices that affected both their payoffs and the payoffs of their respective counterparts. In a dictator game in which subjects were asked to directly choose the payoffs for both participants, we find that subjects are equally prosocial toward individuals of their own and different ethnicities. This was expected given that subjects could not disguise discrimination in this setting.

In two additional experiments, we consider settings in which taste-based discrimination can be disguised. In one experiment, instead of requiring a simple direct choice of payoffs as in the dictator game, a prosocial outcome entails telling a white lie - a violation of a moral norm. We find a strikingly different pattern of
behavior than that observed in the dictator game. When the lie benefits a member of a different ethnicity, individuals are significantly less likely to tell a white lie then they are when lying helps an individual of their own ethnicity. These results provide evidence of taste-based discrimination disguised behind honesty. In another experiment, we investigate fairness attitudes of responders in an ultimatum game. Similar to moral norms of honesty, norms of fairness can be used to disguise tastebased discrimination. Indeed, we find that receivers' preferences regarding the minimum acceptable split of a total pie depend on the ethnicity of their counterparts. While individuals request high minimum offers from counterparts of a different ethnic group, the requested minimum offers are substantially lower when interacting with their own ethnicity. Again, we find evidence for taste-based discrimination, which in this case is disguised behind fairness.

### 4.2 The Experiments

Our empirical investigation was carried out in Germany and tested how German subjects behave towards individuals with native-sounding names as opposed to individuals with Turkish- or Arabic-sounding names. Turks are the largest ethnic minority in Germany. In spite of more than 50 years of living in Germany, their integration is still quite poor. They are more likely to be unemployed (Kaas and Manger, 2012), less likely to succeed in school (Ross, 2009), and more likely to have lower income than native Germans (Bruder, Neuberger and Räthke- Döppner, 2011).
. While these statistics suggest discrimination might contribute to the economic gap between Turkish and German natives, it is not clear whether prejudice toward Turks is part of this problem. Further, we also chose to focus on this minority due to cultural, etymological, and religious differences. Turkish names also sound very distinct from common German names.

We invited male subjects ( $\mathrm{N}=329$ ) with German sounding names from the University of Cologne to participate in our experiments in exchange for $€ 2.50$ and assigned them to the role of the decision-maker (DM). We informed them that the decision of one out of every 10 randomly determined participants would be implemented, resulting in additional earnings for himself and another individual - the receiver. Another 32 subjects were recruited to the study and assigned to the role of the receiver. In half of the cases, receivers had German-sounding first names; in the other half they had Turkish-sounding names (see SI Materials and Methods for more details). A manipulation check confirmed that individuals from the same subject pool consider the Germans-sounding names more likely to belong to people of German ethnicity than the Turkish-sounding names (see SI Material and Methods).

### 4.2.1 A Dictator Game.

$\mathrm{DMs}(\mathrm{N}=83)$ played a binary dictator game. They were randomly matched with one of eight receivers. Receivers' first names were either German (named Bernd, Dirk, Ingo, Johannes) or Turkish (named Baris, Emrah, Ismail, and Mustafa). Both the DM and the receiver were informed about the first name of their matching partner (See SI for more details). We then asked DMs to determine their own earnings and the
earnings of the receiver by choosing one of two payoff allocations. Option 1 resulted in a payment of $€ 10$ for both players; Option 2 resulted in an altruistic and more efficient payoff allocation of $€ 9$ to the DM and $€ 15$ to the receiver. DMs also knew that receivers were not informed about the payoffs associated with either option and made no decisions.

We study prosocial behavior toward the receiver as expressed by DMs' willingness to sacrifice one euro in order to give their counterpart five extra euros. In this context, a discriminatory behavior cannot be attributed to factors other then prejudice. We, therefore, expected similar average rates of prosocial choices (Option 2) regardless of the ethnicity of the receiver. Further, given that in this context strategic considerations are not present, any disparity in behavior towards German or Turkish receivers can be explained by taste-based discrimination.

### 4.2.2 Results

In line with our hypothesis and previous findings in dictator games, the rate of prosocial and welfare-maximizing choices was indeed almost identical between the German Receiver (38.1\%) and Turkish Receiver (36.6\%) treatments (test of proportions: $\mathrm{Z}=0.14, p=0.8869$, see Figure 1 panel A). ${ }^{3}$

Is prejudice toward Turks not present or does conformity to anti-discriminative norms prevent individuals from expressing it? To answer this question, we compare the results of our dictator game to the results of the next experiment, in which the altruistic and efficient payoff can only be reached by telling a lie.
${ }^{3}$ All reported tests are two-sided.

### 4.2.3 A Prosocial Lies Experiment

In the prosocial lies experiment, we designed a decision situation with two conflicting norms. DMs ( $\mathrm{N}=83$ ) could reach the same altruistic payoff allocation of the dictator game by sending a false message -a lie - to the receiver. Previous research has shown that engaging in unethical behavior results in moral costs to individuals' self-image (Gneezy, 2005; Fischbacher and Follmi-Heusi, 2013; Mazar, Amir and Ariely, 2008). All else equal, people who experience such costs prefer an outcome that is reached without telling a lie to an outcome reached through dishonesty. The possibility of appearing to comply with the norm of honesty might provide DMs with an excuse not to favor the altruistic payoff allocation. Importantly, we hypothesized that individuals would selectively choose whether to favor compliance to honesty over prosocial behavior depending on the ethnicity of the receiver. While DMs might be willing to bear a moral cost in order to be prosocial when matched with receivers from their own ethnicity, they might not be willing to do something unethical to favor an ethnic minority. In this context, lack of prosocial lying toward a Turkish counterpart can be ascribed to something other than prejudice, a commitment to honest behavior, which allows individuals to disguise discrimination.

DMs with German first names who did not participate in the dictator game $(\mathrm{N}=83)$ took part in this experiment. We randomly assigned half of the subjects to one out of four receivers with a German first name and the other half to one out of four receivers with a Turkish first name. The receivers invited to this experiment had the same first names as those who took part in the dictator game. We kept the monetary incentives identical to those of the dictator game. Instead of making a choice about
payoffs, subjects played a deception game (Erat and Gneezy, 2012; Gneezy, 2005). DMs were informed about the outcome of a dice roll and asked to communicate this to their receiver via a message ("The outcome of the dice roll is $\qquad$ ", where X was a number between one and six). Here the DMs could communicate any possible dice roll number (either true or not).

After the receiver saw the message, he was asked to guess the actual dice roll outcome. If his guess was correct, both players were paid $€ 10$. If the guess was incorrect, the DM received $€ 9$ and the receiver got $€ 15$. Importantly, the DMs knew that receivers were not informed about the actual outcome of the dice roll and did not know the payoffs associated with either option (see SI Appendix for full instructions). Therefore, assuming the receiver follows the message, DMs could increase the receivers' payoffs by sending a false message. ${ }^{4}$

### 4.2.4 Results

Are individuals willing to lie and sacrifice one euro to benefit the receiver? In line with our prediction, a substantial fraction of DMs who were matched with the German receivers lied to benefit their counterpart (23.8\%). However, when matched with Turkish receiver, the percentage of subjects who lied dropped to $7.3 \%$. The difference between the two treatments is statistically significant at the 5\% level (test of proportions: $\mathrm{Z}=2.07, p=0.0387$ ). This finding is in contrast with the results of the dictator game (see Figure 1 for comparison), where participants did not display any disparate behavior between treatments. A regression analysis confirms that individuals

[^26]were less likely to act prosocially in the "Prosocial Lies Turkish Receiver" case than in any of the other cases (see SI Material and Methods).


Figure 4.1 Fraction of Prosocial Choices
Note: Prosocial choices in the dictator game (Panel A) and prosocial lies experiment (Panel B): The fraction of prosocial decisions doesn't depend on the ethnicity of the receiver in the dictator game. However, in the prosocial lies experiment, significantly more subjects engage in prosocial lying when they were matched with a German receiver as compared to the treatment with Turkish receiver. The sample size was as following: Dictator game "German receiver" condition: N=42; Dictator game "Turkish receiver" condition: N=41; Prosocial lies experiment "German receiver" condition: N=42; Prosocial lies experiment "Turkish receiver" condition: $\mathrm{N}=41$.

There are two alternative explanations for the disparity in behavior towards German and Turkish receivers. First, DMs' beliefs about Germans’ and Turks’ reaction to the message could differ. For example, DMs' prior beliefs could be that Turkish participants will be less likely to follow the message. Therefore, DMs may strategically tell the truth to increase the other party's payoff (Sutter, 2009). Second,
the individual moral cost of lying may vary with the ethnicity of the receiver. Individuals may consider lying to someone of the same ethnic group as appropriate but may feel bad about lying to a person of a foreign origin. Both these arguments could have led to more honesty towards Turkish receivers in the prosocial lies experiment.

To rule out these two alternative explanations, we ran an additional experiment in which $\mathrm{DMs}(\mathrm{N}=82)$ could forgo monetary profits by sending a truthful message. In this experiment, an incorrect guess by the receiver resulted in $€ 15$ for the sender and $€ 9$ for the receiver. A correct guess led to a payment of $€ 10$ for each subject. Hence, in this context, honest behavior by the DM decreased his payoff by $€ 5$ and increased the receiver's payoff by $€ 1$. Given that in this game the norm of honesty and altruistic behavior result in the favorable outcome for the receiver, discrimination cannot be disguised behind honesty. Therefore, we did not expect to observe any effect of the ethnicity of receivers. Note that, considering the payoff structure, we expected the overall honesty rates in this game to be lower than in the prosocial lies game.

In line with our predictions, in this treatment only $26.2 \%$ of the participants matched with Turks were honest, while the rest of the subjects lied to maximize their payoffs. This fraction is lower but not statistically different from the fraction of honest subjects matched with Germans ( $37.5 \%$, test of proportions: $\mathrm{Z}=1.10, p=0.2713$ ). In both cases, the honesty rate is significantly lower than in the prosocial lies experiment (test of proportions, $p<0.001$ ). This rules out the alternative explanations mentioned above, showing that subjects did not tell the truth more often when matched with Turks. Thus, the differential behavior we observe in the prosocial lies experiment
cannot be explained by differences in expectations about the likelihood that the message will be followed or by differences in lying costs towards the minority.

Taken together, the three experiments provide clear evidence that taste-based discrimination occurs, but only in a context where it can be disguised. The results suggest that although prejudices still affect behavior, they come to light only in contexts in which discrimination cannot be directly interpreted as such.

Two further questions remain: Are individuals willing to forgo profit to satisfy their prejudice? Is the observed effect limited to moral norms of honesty, or does it extend to other types of norms? To answer these questions, we investigate whether individuals disguise a prejudiced taste behind the norm of fairness in negotiations.

### 4.3 A Bargaining Experiment

In the next experiment, we study responders' behavior in an ultimatum game (Guth, Schimttberger, and Schwarze, 1982). In this game, a proposer is given an endowment and asked to propose how to divide it between himself and an unknown responder. The responder decides whether to accept or reject the proposal. In case of acceptance, the money is split accordingly. If the responder rejects, both players receive zero. A large body of research has shown that responders tend to reject low positive offers, considering them as "unfair" (Kahneman, Knetsch and Thaler, 1986; Ochs and Roth, 1989; Thaler, 1988). In ultimatum games, rejections can be seen as a punishment for proposers who offered an unfair split (Camerer and Thaler, 1995). However, individual standards about what constitutes a fair offer may vary. In the literature, disagreements still exist on what drives individuals' fairness views given
that they seem to be malleable, context dependent and subject to self-serving biases (Babcock and Loewenstein, 1997; Konow, 2000; Konow, 2003). As a result, in our context responders may self-servingly use the proposer's (lack of) fairness as an excuse to discriminate toward a different ethnicity (by imposing punishment more often than toward proposers of their own ethnicity).

Our experiment builds on evidence that individuals adopt fairness arguments to justify behavior. We therefore hypothesized that in a bargaining context individuals would be more likely to reject unfair offers from Turks than from Germans. We focus on the behavior of the ultimatum game responders $(\mathrm{N}=81)$. We manipulate the ethnicity of proposers and use experimental procedures in the same way as in the previous experiments. We randomly matched responders with one of eight proposers. Again, four subjects in the role of proposers had Turkish sounding names (Ali, Huseyin, Ismail and Murat), and the other four subjects had German sounding names (Andreas, Dirk, Florian and Tobias). We informed responders that the proposer was endowed with $€ 20$ and had to offer how to split this amount between herself and the responder. Responders had to indicate the minimum offer they were willing to accept. Both responder and proposer made their decisions before knowing the decision of the partner. Any offer that was equal to or greater than the amount indicated by the responder was implemented. Conversely, any offer below the threshold was automatically rejected, resulting in zero earnings for both parties.

In line with previous findings and norms of fairness, we hypothesized that responders would reject low offers from proposers. However, on top of that we predicted the acceptance rate of low offers to depend on the name origin of the
proposer, with subjects requesting more money from Turkish proposers. Such requests cannot be explained by any strategic considerations or payoff-maximizing beliefs. Thus, when observed, it allows us to disentangle taste-based from statistical discrimination.

### 4.3.2 Results.

We find that, on average, individuals reject offers below $€ 7.15$ (Median=8, $\mathrm{SD}=3.85$ ). However, when matched with Germans proposers, on average responders were willing to accept offers that were $21.6 \%$ lower than when matched with Turkish proposers (Mean $=6.28$, Median=6.45, $\mathrm{SD}=3.94$ from Germans vs. Mean=8, Median=8, $\mathrm{SD}=3.61$ from Turks). The difference between the two distributions is statistically significant (MWU test: $\mathrm{U}=2.26, p=0.0239$ ). As shown in Figure 2, the difference is driven by a larger fraction of participants requesting a minimum offer of $€ 10$ - the equal split - in the Turkish treatment. Indeed, while $80 \%$ of the subjects matched with Germans demanded less than $€ 10$, only $58.5 \%$ of those matched with Turks did so (test of proportions: $\mathrm{Z}=-2.09, p=0.0366$ ).

To test whether this result is driven by different expectations about proposer behavior of the two ethnicities, we surveyed another 53 male subjects regarding their beliefs about the amount proposers with one of the names used in the experiment would offer. We find no difference in the beliefs (Mean=7.28, Median=8, $\mathrm{SD}=2.89$, $\mathrm{N}=25$ from German proposers vs. Mean=7.82, Median=9, $\mathrm{SD}=3.62, \mathrm{~N}=28$ from Turkish proposers, MWU test: $\mathrm{U}=-0.476, p=0.669$ ). Further, we find that the large
majority of the subjects believe that in Germany native Germans have higher average income than the population with a Turkish background (71.7\%), suggesting that beliefs about subjects' income also cannot explain the effect we observe.


Figure 4.2 Distribution of Responders' Demanded Minimum Offers.

This result suggests provide evidence for taste-based discrimination. Subjects matched with Turkish counterparts were more willing to forgo positive profits in order to punish the "unfair" behavior of proposers. In term of monetary payoffs, this type of discrimination harms both the responder and the proposer, suggesting individuals experience more disutility from the disparity in allocation between themselves and a Turkish counterpart than from a disparity in allocation between themselves and a German counterpart. Similar behavior in the real world could lead to a bias toward
minorities in take-it-or-leave-it negotiations, with considerably inefficient economic consequences.

### 4.4 Conclusion

Understanding the nature of discrimination can help policy makers to design interventions aimed at fighting inequalities in markets. For this purpose, it is important to understand whether taste-based discrimination still contributes to today's inequalities. By incorporating insights from economics and social psychology, we provide evidence for subtle, disguised taste-based discrimination. When behavior can easily be ascribed to prejudice, discrimination is less likely to emerge, as the strong anti-discrimination norms and legislation that govern behavior in today's societies prevent individuals from openly expressing those attitudes. However, taste-based discrimination does emerge when it can be attributed to other factors.

In the context of prosocial behavior, individuals selectively adhere to the norm of honesty to abstain from being prosocial toward a minority counterpart but are less concerned about this norm when the prosocial act benefits somebody of their own ethnicity. In a bargaining context, they embrace different fairness standards depending on the ethnicity of their counterpart. Individuals require higher offers from minority proposers than from proposers of their ethnicity, even though they are aware that the minority might have a lower income. Taken together, these findings support the hypothesis that individuals tend to disguise taste-based discrimination.

Our findings inform the debate around the economic theories of discrimination. First, they suggest that failure to detect taste-based discrimination in previous literature could have been an artifact of the particular research design used. Second, they suggest that individuals might disguise discrimination not only behind norms of honesty or fairness, but also behind selective adherence to law, regulations or other principles. Given the complexity and numerous norms that characterize today's markets, individuals might have great scope for disguising taste-based discrimination behind an excessive endorsement of rules, regulations or of certain norms. Consider, for example, the case of white US policemen's behavior toward African American. In the US, African Americans are more likely to be stopped and searched by the police, more likely to receive citations and to be arrested after being stopped (Gelman, Fagan and Kiss, 2007). The over-targeting of African Americans by police officers sometimes results in unnecessary shootings.

In a 2014 speech condemning the rise of such episodes of violence, US President Barack Obama stated: "We have made enormous progress in race relations over the past several decades. But there are still problems, and communities of color aren't just making these problems up. Separating that from this decision, there are issues in which the law too often feels as if it is being applied in a discriminatory fashion."

Nevertheless, while multiple factors can contribute to this problem, it also is possible that such behavior is a result of prejudice disguised behind laws and statistics regarding average African-American behavior. Similar to participants of our experiments, officials may disguise prejudice toward African-Americans behind over-
compliance to justice and fire weapons more often towards ethnic minorities. Future research should explore this possibility.

From a policy perspective, reducing the complexity of an environment and minimizing the prevalence of conflicting norms in markets could prove successful in limiting the scope for taste-based discrimination. Preventing individuals from hiding their prejudice behind other forms of "appropriate" behavior could help to reduce inequalities in society.

Chapter 4, in part, is currently being prepared for submission for publication of the material. Danilov, Anastasia and Silvia Saccardo, "Discrimination in Disguise". The dissertation author was the co-primary investigator and author of this paper.

## Appendix A. Procedures and Additional Analyses

Treatment Manipulation. All participants learned the first name of the person they were matched with. All subjects at the focus of this study were males, German native speakers with typical German names. They were referred as Participants A in the instructions. The first name origin of experimental opponents (referred as Participant B in the instructions) varied between experimental conditions. In the German condition (GER), Participants B had common German male names. In the Turkish condition (TUR), Participants B had Turkish-sounding male names that signaled their Turkish ethnic background.

Pronounced residential ethnic segregation as a result of gaps in socioeconomic status hampers integration (De Groot and Sager, 2010; Schelling, 1969). This narrows down interaction between the German and Turkish population, and hence, many prejudices and stereotypes persist (Kuhnel, Leibold and Mays, 2013).

Since Turks in Germany marry mostly within their own ethnicity, the vast majority of children bear Turkish names, even in the second and third generations. Due to cultural, etymological, and religious differences, these names sound very distinct from common German names. Turkish origin, even of those who were born in Germany or have German citizenship, can therefore be easily detected from their names. The detrimental effect of ethnically differently sounding names has also been used in other studies of discrimination (Bertrand and Mullainathan, 2004; Kaas and Manger, 2012).

Manipulation Check. To ensure the validity of the GER/TUR manipulation, we ran a survey that confirmed that the first names used in the TUR condition are perceived as being less likely to belong to a German than names used in GER. A group of 220 individuals from the subject pool of the Cologne Laboratory for Experimental Research was presented with one of the two lists of 10 first names sorted in a random order. Subjects were asked how likely is it that a person with a particular first name is of German origin. For each name we had a total of 110 answers. Each answer was given on a 5-points Likert scale with $1=$ "definitely not" to $5=$ "for sure" with an additional option "do not know". See Table S1 for average name evaluations. An ordered probit regression of the estimated likelihood on the dummy of the name being used in the TUR conditions with standard errors clustered on individual levels provides a significant negative correlation ( $\beta=-2.74, \mathrm{z}=-16.61, p<0.001$ ).

Table 4.A1 Name evaluation survey

| Condition | Name | Used in the experiment | Mean estimated likelihood of a name to belong to a person of German origin ( $1=$ "definitely not" to 5 = "for sure") | Number of evaluations ("Don't know" answers) |
| :---: | :---: | :---: | :---: | :---: |
| GER | Andreas | UG | 4.24 | 108 (2) |
|  | Bernd | DG, PL, SL | 4.50 | 109 (1) |
|  | Dirk | DG, PL, SL, UG | 4.44 | 109 (1) |
|  | Florian | UG | 4.31 | 108 (2) |
|  | Ingo | DG, PL, SL | 4.20 | 109 (1) |
|  | Johannes | DG, PL, SL | 4.25 | 108 (2) |
|  | Tobias | UG | 4.22 | 108 (2) |
| TUR | Ali | UG | 2.44 | 107 (3) |
|  | Baris | DG, PL, SL | 2.35 | 103 (7) |
|  | Huseyin | UG | 2.08 | 108 (2) |
|  | Emrah | DG, PL, SL | 1.93 | 108 (2) |
|  | Ismail | DG, PL, SL, UG | 2.28 | 108 (2) |
|  | Murat | UG | 2.29 | 108 (2) |
|  | Mustafa | DG, PL, SL | 2.12 | 109 (1) |

Note: DG denotes Dictator Game, PL denotes Prosocial Lies experiment, SL denotes selfish lies experiment, UG denotes Ultimatum Game.

Experimental Procedures. The experimental procedures were identical in all four experiments. Participants A were recruited from the subject pool of the Cologne Laboratory for Experimental Research. To control for the nationality, participants were asked at the end of the experiment about their mother tongue and place of birth. Indeed, all Participants A indicated German as their mother tongue. A very small fraction (4\%) indicated an additional native language (such as English, French, Italian, Polish, Filipino or Russian). Excluding these participants from the analysis does not change our results. Individuals with German or Turkish names were recruited for the role of Participants B.

At the very beginning of the experiment, all participants were asked to agree to disclose their first names to the experimental opponent and type it in the respective field. In the event that subjects did not agree to the name disclosure request, they were given the option to close the web browser window and terminate their participation in the experiment (only $0.8 \%$ of all subjects did so). Hence, all individuals who participated were informed of the first name of the person they were matched with.

We limited the number of enrolled Participants A to 84 per experiment (assuming a $5 \%$ attrition rate, we aimed to have 40 independent observations in each condition). The subjects were assigned randomly to an opponent from GER or TUR conditions and participated only once.

All names of Participants B used in the experiment result from individuals who signed up for the experiment (see Table S1 for an overview). We kept these names constant in the dictator game, prosocial lies and selfish lies experiments to allow the highest possible comparability between experiments. Therefore, some of the Participants B (especially in the TUR condition) took part in more than one experiment. Since we do not study the behavior of Participants B, this detail has no impact on our results.

Our original intention was also to use the same names of the Participants B in the Ultimatum Game as in the other three experiments. However, we did not succeed in finding enough Participants B with the same names used in the other experiments. Thus, some Participants B had different names in the Ultimatum Game as in the previous three experiments.

Each participant was compensated with a participation fee of $€ 2.50$. In addition, Participants A were informed that the decision of one out of every 10 individuals - determined at random - would be implemented in accordance with the instructions and would result in additional earnings for the selected individuals. All payments were conducted online via Paypal or bank transfer or with amazon.de gift vouchers.

Belief elicitation about the ultimatum game. We surveyed a total of 134 German participants ( 53 males) from the subject pool of the Cologne Laboratory for Experimental Research. Subjects were given the description of the ultimatum game we conducted before. They were asked to estimate the average amount offered by proposer (who had one randomly chosen first names that had been used in our experiment) to the receiver. The second question asked their opinion about the income of Turkish immigrants in Germany ("higher/equal/lower than native German population").

The analyses for the male subjects are reported in the main text. Looking at the full sample, we do not observe any gender difference in responses. Over all subjects, we also find no difference in the average offer that subjects expect from proposers with German vs. Turkish names beliefs (Mean=8.08, Median=8, $\mathrm{SD}=2.97, \mathrm{~N}=67$ from German proposers vs. Mean $=8.21$, Median $=10, \mathrm{SD}=2.93$, $\mathrm{N}=67$ from Turkish proposers, two-sided MWU test: $\mathrm{U}=-0.405, p=0.686$ ). Further, we find that also in the full sample $67.16 \%$ of the subjects believe that in Germany native Germans have on average a higher income than population with Turkish background, only $2.24 \%$ believes the opposite, and $30.60 \%$ believe that the incomes are equal.

## Additional Analysis

Table 4.A2 Overview of descriptive statistics

|  | Decision | German condition | names | Turkish condition | names | Proportion test | Chi-square test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dictator | Selfish choice | 26 (61.9\%) |  | 26 (63.4\%) |  | $\mathrm{Z}=0.14$ | ${ }^{2}(1)=0.02$ |
| Game | Altruistic choice | 16 (38.1\%) |  | 15 (36.6\%) |  | $\mathrm{p}=0.8869$ | $\mathrm{p}=0.887$ |
| Prosocial Lies | Truth | 32 (76.2\%) |  | 38 (92.7\%) |  | $\begin{aligned} & \mathrm{Z}=2.07 \\ & \mathrm{p}=0.0387 \end{aligned}$ | $\begin{aligned} & { }^{2}(1)=4.27 \\ & \mathrm{p}=0.039 \end{aligned}$ |
|  | Altruistic lie | 10 (23.8\%) |  | 3 (7.3\%) |  |  |  |
| Selfish Lies | Truth | 15 (37.5\%) |  | 11 (26.2\%) |  | $\begin{aligned} & \mathrm{Z}=1.10 \\ & \mathrm{p}=0.2713 \end{aligned}$ | $\begin{gathered} { }^{2}(1)=1.21 \\ \mathrm{p}=0.271 \end{gathered}$ |
|  | Selfish Lie | 25 (62.5\%) |  | 31 (73.8\%) |  |  |  |

Table 4.A3 Regression analysis of the TUR condition effect.
$\left.\begin{array}{llllllllll}\hline & (1) & (2) & (3) & (4) & (5) & (6) & (7) & (8) & (9) \\ \begin{array}{l}\text { Experiment } \\ \text { Dependent variable } \\ (0 / 1)\end{array} & \begin{array}{llllll}\text { Dictator Game }\end{array} & & \text { Prosocial Lies } & & \text { Selfish Lies }\end{array}\right]$

Probit regressions (marginal effects). p-values are reported in parentheses. Variable "TUR condition" is a binary variable equal to 1 in TUR conditions and 0 in GER condition. Socio-demographic controls include age and field of study.

Table 4.A4 Pooled regression analysis

|  | (1) | (2) | (3) | (4) |
| :---: | :---: | :---: | :---: | :---: |
|  | Probit marginal effects | Linear probability model | Probit marginal effects | Linear probability model |
| Pooled data from... | Prosocial Lies and Dictator Game Altruistic decision" |  | Prosocial Lies and Selfish Lies Lie |  |
| Dependent variable (0/1) |  |  |  |  |
| TUR condition in Dictator | -0.02 | -0.02 |  |  |
| Game (0/1) | (0.842) | (0.874) |  |  |
| GER condition in Prosocial | -0.12 | -0.15 | -0.34 | -0.38 |
| Lies (0/1) | (0.140) | (0.149) | (0.001) | (<0.001) |
| TUR condition in Prosocial | -0.27 | -0.30 | -0.51 | -0.55 |
| Lies (0/1) | (0.002) | (0.001) | (<0.001) | $(<0.001)$ |
| TUR condition in Selfish |  |  | 0.13 | 0.11 |
| Lies (0/1) |  |  | (0.260) | (0.281) |
| Constant |  | 0.80 |  | 0.93 |
|  |  | $(<0.001)$ |  | (0.002) |
| (Pseudo) R-squared | 0.1005 | 0.1021 | 0.2642 | 0.3206 |
| Observations | 166 | 166 | 165 | 165 |

Notes. p-values are reported in parentheses. The reference group in models (1) and (2) is GER condition of the dictator game. The reference group in models (3) and (4) is GER condition in the selfish lies experiment. All regressions include socio-demographic control variables such as age and field of study.

Table 4.A5 Overview of descriptive statistics and non-parametric analyses of Ultimatum Game

| Condition | N | Mean | Median | Standard deviation | Mann-Whitney-U <br> test |
| :--- | :--- | :--- | :--- | :--- | :--- |
| GER | 40 | 6.28 | 6.5 | 3.94 | $\mathrm{U}=2.26$ |
| TUR | 41 | 8 | 8 | 3.61 | $\mathrm{p}=0.0239$ |

Table 4.A6 Regression analysis of Ultimatum Game.

| Dependent variable: <br> Requested minimum transfer | $(1)$ | $(2)$ |
| :--- | :--- | :--- |
| TUR condition $(0 / 1)$ | 1.72 | 1.76 |
|  | $(0.043)$ | $(0.036)$ |
| Socio-demographic controls | No | Yes |
| Constant | 6.28 | 8.25 |
|  | $(0.62)$ | $(0.003)$ |
| R-squared | 0.0508 | 0.09 |
| Observations | 81 | 81 |

Notes. Variable "TUR condition" is a binary variable equal to 1 in TUR condition and 0 in GER condition. Socio-demographic controls include age and field of study.


Figure 4.A1 Distribution of the requested minimum transfers in ultimatum game.

## Appendix B. Instructions

Instructions.

## Experimental Instructions.

Below we report the instructions for subjects in the Role of Dictator/Sender in the Dictator Game, Prosocial Lies and Selfish Lies Experiments (Translation from German)

## Screen 1 - In all three experiments

Welcome to this online experiment.
Please consider the following: This experiment is designed in such a way that your first name will be reported to another participant of this experiment. Nevertheless, your decisions remain fully anonymous. By participating in this experiment, you agree with the rule that another participant will be notified of your first name.

If you don't agree with the surname disclosure rule, please close the browser window. By doing this you will opt out of this experiment.

The experiment will take about 15 minutes of your time. Please read these instructions carefully. You may earn a considerable sum of money. At the end of the experiment we will randomly choose 1 participant out of 10 and pay this person according to the instructions below. Additionally, each participant will receive $€ 2.50$ as a participation fee. At the end of the experiment, you can choose your preferred method of payment. It can be either an Amazon voucher, or a PayPal or bank transfer.
The instruction on the next page describes what the procedure will be should you be chosen.

## Screen 2 - In the Dictator Game

Please note that your decisions are fully anonymous. Neither the other participant nor the experimenter will find out your full name and identity.

You are randomly matched with another participant. You are called Participant A and the other person you are matched with is called Participant B. Neither of you will know the full identity of the other. You and Participant B will know only the first names of each other:

The name of Participant B, with whom you are matched, is FIRST_NAME.
Also, Participant A will know your first name. Please type your first name here:

Your only decision today is to choose between two options that impose different payments on you and Participant B.

Please choose one of two options:

- Option 1: You receive $€ 10$ and Participant B receives $€ 10$.
- Option 2: You receive $€ 9$ and Participant B receives $€ 15$.

Only you know the particular monetary values connected to each option. Participant B will not be informed about them. However, Participant B will be told that you have been informed of the monetary value connected to each option.

Which option do you choose?

## - Option 1

- Option 2


## Screen 2 - In the Prosocial Lies Experiment

Please note that your decisions are fully anonymous. Neither the other participant nor the experimenter will find out your full name and identity.

You are randomly matched with another participant. You are called Participant A and the other person you are matched with is called Participant B. Neither of you will know the full identity of the other. You and Participant B will know only each other's first names:

The name of Participant B, with whom you are matched, is FIRST_NAME. Also, Participant A will know your first name. Please type your first name here:

Before starting this experiment, we have rolled a 6 -sided dice.
The outcome of the dice roll is: - (in words: TWO).
Participant B is not informed about the outcome of the dice roll. However, he knows that you have been informed about the outcome of the dice roll.

We now ask you to send a message to Participant B. The message is:
"The outcome from the roll of the 6 -sided dice is (i)." where (i) corresponds to a number from 1 to 6 .

Your message will be shown to Participant B, and then he will be asked to choose a number between 1 and 6. This is the only information Participant B knows.

The number participant B chooses will determine the payments in the experiment. Participant B will not be informed of these monetary values. But you know them:

- Option 1: If Participant B chooses the correct outcome of the roll of the dice, then you will receive $\mathbf{€ 1 0}$ and Participant $\mathbf{B}$ will receive $\mathbf{€ 1 0}$.
- Option 2: If Participant $B$ chooses a number different than the actual outcome, you will receive $\boldsymbol{€ 9}$ and Participant $\mathbf{B}$ will receive $\boldsymbol{€ 1 5}$.

Only you know the particular monetary values connected to each option. Participant B will not be informed either of the dice-roll outcome or of the options' monetary values. However, Participant B will be told you have been informed of the monetary value connected to each option.

Which message do you want to send?
The message I will send is "The outcome from the roll of the 6 -sided dice is <Scroll 1-6>."

Screen 2 - In the Selfish Lies Experiment

Please note that your decisions are fully anonymous. Neither the other participant nor the experimenter will find out your full name and identity.

You are randomly matched with another participant. You are called Participant A and the other person you are matched with is called Participant B. Neither of you will know the full identity of the other. You and Participant B will know only each other's first names:

The name of Participant B, with whom you are matched, is FIRST_NAME.
Also, Participant A will know your first name. Please type your first name here:

Before starting this experiment, we have rolled a 6 -sided dice.
The outcome of the dice roll is: ${ }^{\bullet}$ • (in words: TWO).
Participant B is not informed about the outcome of the dice roll. However, he knows that you have been informed about the outcome of the dice roll.

We now ask you to send a message to Participant B. The message is:
"The outcome from the roll of the 6 -sided dice is (i)." where (i) corresponds to a number from 1 to 6 .

Your message will be shown to Participant B, and then he will be asked to choose a number between 1 and 6 . This is the only information Participant B knows. The number participant B chooses will determine the payments in the experiment. Participant B will not be informed of these monetary values. But you know these:

- Option 1: If Participant B chooses the correct outcome of the roll of the dice, then you will receive $\mathbf{€ 1 0}$ and Participant $\mathbf{B}$ will receive $\mathbf{€ 1 0}$.
- Option 2: If Participant $B$ chooses a number different than the actual outcome, you will receive $\boldsymbol{€ 1 5}$ and Participant $\mathbf{B}$ will receive $\boldsymbol{€ 9}$.

Only you know the particular monetary values connected to each option. Participant B will not be informed either about the dice-roll outcome or about the options' monetary values. However, Participant B will be told that you have been informed of the monetary value connected to each option.

Which message do you want to send?

The message I will send is, "The outcome from the roll of the 6 -sided dice is $<$ Scroll 1-6>."
Screen 3 - In all three experiments

Now we would like to ask you to fill in a short questionnaire. After the questionnaire, you will be asked to choose your preferred method of payment.
Please indicate your gender: O male / O female
How old are you? $\qquad$
What is your place of birth? $\qquad$
What is your field of study? $\qquad$
Please indicate your mother tongue (more than one choice is possible):

- German,
- English,
- French,
- Italian,
- Polish,
- Russian,
- Spanish,
- Turkish,
- Other $\qquad$
Screen 4 - In all three experiments

You can get paid through Paypal, an amazon.com voucher, or by check. Please provide your PayPal email, the email where you wish to receive your Amazon voucher, or a physical address to which we can send a check between $\qquad$ and $\qquad$ .

- Paypal
- Amazon.com
- Bank transfer

Screen 5-A

Please enter your e-mail address for Paypal: $\qquad$
Screen 5-B

Please enter the e-mail address where the Amazon gift card should be sent:
Thank you for your participation in our online experiment!

## Experimental Instructions for Subjects in the Role of Receivers in the Ultimatum Game (Translation from German)

## Stage 1

## Screen 1

Welcome to our online experiment. The experiment consists of two stages.
In the first stage (today), you are only required to confirm that you accept the rules of the experiment.

In the second stage (over the course of the next two days), you will make a decision. This will take up to 10 minutes. Here you have the opportunity to earn a significant amount of money, depending on the decision you make during the experiment. You have two options for receiving the amount earned: Paypal or an Amazon.de gift card.
Screen 2

Please note that this experiment is designed such that your first name will be shared with one other participant in the experiment. However, your decision will remain completely anonymous. With your participation in this experiment you agree that your first name will be shared with one other participant. If you agree to this terms, please click on "next." If you do not agree to this terms, please close your browser window. Your participation in this experiment will be canceled.

## Screen 3

The first stage has been completed. In the next few days, you will receive a link to the second stage of the experiment. For this purpose, we ask that you enter the e-mail address here where the link should be sent.

E-mail address: $\qquad$
Screen 4

Stage 1 has been completed. You may close the browser window.

## Stage 2

Screen 1

## Welcome to the second stage of the online experiment.

The experiment will take approximately 10 minutes of your time (including reading the instructions). Please read the instructions carefully.

You have the opportunity to earn an amount of money that is dependent on the decisions made by you and the other participants. At the end of the experiment, one out of ten participants will be randomly chosen and paid their respective earnings.
Independent of that, each participant will receive a participation fee of $€ 2.50$.
At the end of the experiment, you can choose whether you would like to receive your earnings through Paypal or in the form of an Amazon.de gift card.
The following instructions describe the process should you be selected.

## Screen 2

Please note that your decisions will be treated in a completely anonymous manner. Neither the other participants nor the experimenter will be informed of your full name or your identity.

You will be randomly paired with one other participant in the experiment. You will take on the role of Participant A , and the other person will play the role of Participant B. Neither of you will find out the identity of the other person. You and Participant B will only see each other's first name. The first name of Participant B matched with you is Ali.

Participant B will also be informed of your first name, but only after he has made his decision.
Please enter your first name here: $\qquad$
The purpose is to divide $€ 20$ between Participant A (you) and Participant B.
Participant B will make an offer for how the $€ 20$ should be divided between you and him. That means that Participant B suggests how much you should receive and how much is left over for him.

You decide whether you want to accept or reject his offer. If you accept the offer, you will receive the amount offered by Participant B. If you reject the offer, neither you nor Participant B will receive any amount.
Please choose the smallest amount that you would be willing to accept:
(slider with no default option)

When both you and Participant B have made your decisions, the decisions will be compared:

1. If Participant B offers you an amount that is at least as high as the minimum threshold you chose, then $€ 20$ will be divided according to Participant B's offer. You will receive the amount offered and Participant B keeps the remainder.
2. If Participant B offers less than you are prepared to accept, then no division (of the $€ 20)$ will take place. Neither you nor Participant B will receive any money.

The experiment ends after this decision.

## Screen 3

We ask that you fill out a brief survey. After the survey, you can choose your preferred method of payment for the experiment.
Please select your gender:
o male
o female
Please enter your age: $\qquad$
Please enter your place of birth: $\qquad$
Please enter your field of studies: $\qquad$

Please select your native language(s) (you may choose more than one):
o German
o English
o French
o Italian
o Polish
o Russian
o Turkish
o other:
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# 5. On the Size of the Gender Difference in 

## Competitiveness


#### Abstract

We design and test a new procedure for estimating the magnitude of the gender gap in competitiveness. Before working on a task, participants choose what percentage of their payoffs will be based on a piece-rate compensation scheme; the rest of their payoff is allocated to a competitive compensation scheme. This allows us to measure 101 different levels of competitiveness. We find that the size of the gender gap is larger than previous research has suggested, in particular between the most competitive participants. For example, we find that the top competitive 10 percent of our participants are all men.


### 5.1 Introduction

In 2013, the number of female CEOs of Fortune 500 companies reached a historical high of 23 (or 4.6 percent of all CEOs). Although the increase in female leadership is encouraging, this number shows that the gender gap in the labor market is still large. ${ }^{1}$ All over the world, women earn, on average, less than men in similar jobs, and in all but four countries, females account for substantially less than half of the senior positions in business and government. Strikingly, in only 11 countries ( $2.4 \%$ of the world population) do women account for their share of senior positions in business and government (Hausmann et al. 2010). Researchers have proposed a large variety of causes to explain this difference, including discrimination and differences in work-home preferences. In this paper, we focus on the magnitudes of individuals' preferences for competition.

Over the last decade, a stream of experimental research has argued that women are less competitive than men, and that this difference could partially explain the differential success between men and women in the labor market (see Croson and Gneezy, 2009, for a survey). This research has focused on two aspects of competitiveness. One line of literature measured participants' reactions to changes in the competitive nature of the compensation schemes, and showed that, when forced

[^27]into a competitive setting, women perform worse than men (e.g., Gneezy, Niederle, and Rustichini, 2003; Gunther et al., 2010; Shurchov, 2012). A second line of literature has investigated individuals' self-selection into competitive environments. Typically, these papers ask participants to choose a compensation scheme for themselves (e.g., Niederle and Vesterlund, 2007). The major result of this line of literature is that women select into competitive environments less often than men. ${ }^{2}$

The question of how to model individual differences in competitiveness is still open. Consider the following schematic model of individuals' competitiveness. We assume each individual is characterized by some tendency to compete, denoted by $c$. Larger values $c$ represent higher tendency to compete. Normalize the level of competitiveness in the population to be distributed between 0 and 1 , with $c=0$ denoting a person who never competes, and $c=1$ a person who always competes. The distribution of $c$ could take any shape.

A first hypothesis is that the distribution of $c$ is gender specific, that is, that men and women have a different tendency to compete. In particular, according to this hypothesis, the distribution of c is more shifted toward zero for women than for men, resulting in a lower level of competitiveness for women. This is a direct preference effect that occurs if people have some inherent taste for competition distinct from, for example, risk and ambiguity preferences-a "competitive spirit."

[^28]An alternative hypothesis is that the distribution of $c$ is not gender specific, but rather that the minimal level of $c$ for which a person would choose to compete in a given task, represented by a threshold $c_{m}$ is gender specific. Participants for whom $c<c_{m}$ choose not to compete, whereas those for whom $c>c_{m}$ do. This hypothesis accounts for the possibility that, even if men and women have the same competitive disposition, they may choose differently because of indirect preference. For example, different cultures and societies can affect $c_{m}$ differently for men and women. Even if the initial disposition of the competitiveness of women is the same as for men, nurture can move $c_{m}$ such that women will be less likely to compete (see Gneezy, Leonard, and List, 2009).

To give this schematic model an empirical basis, one needs a more refined measure of competitiveness than the one used in the current literature. The papers that study selection into competitive environments typically use the choice of incentive scheme as a binary measure of competitive behavior: participants are asked to choose whether they would like to be paid according to a piece-rate incentive scheme or a tournament incentive scheme (as presented in the left part of Figure 1 below). Note that in this line of research "competitiveness" is defined as the selection of the tournament scheme. A robust finding of this line of research is that men choose competitive incentives (the tournament scheme) more often than women, and hence, that the "average woman" is less competitive in this context than the "average man." A binary measure, which focuses on competitiveness on the extensive margin (the choice whether to enter the competition), does not allow us to test the above two hypotheses.

Further, while fewer women than men choose to compete in these experiments, on average, around one third of women do choose the competitive incentives. Hence, when considering the role of competitiveness in explaining the extent of the gender gap in elite labor market outcomes, these results present some shortcomings. In particular, they seem to understate the size of the gap and to suggest that about a third of the women are as competitive as the competitive men. Given the small gender differences in competitiveness relative to the vast gap in top competitive jobs in certain sectors of the labor market, competitiveness must only play a relatively minor part.

In contrast to the binary measure, in this paper we introduce a measure that allows us to observe 101 different levels of competitiveness: we ask participants to choose what percentage of their compensation they would prefer to be derived from the tournament scheme and what percentage to be derived from the piece-rate scheme (as presented in the right side of Figure 1). This measure is similar in spirit to Gneezy and Potters' (1997) measure of risk aversion and it allows us to measure an intensive margin of competitiveness. Importantly, this measure allows us to better understand the distribution of $c$.


A binary measure
A linear measure
Figure 5.1 Illustration of the Binary and Linear Measure
Note: The left side represents the binary measure in which participants are asked to choose between a piece-rate compensation scheme and a competition-based compensation scheme. The right side represents the linear measure in which the participants can choose a combination of the two compensation schemes.

Using this new measure, we explore a new dimension of competitiveness-the extent of competitiveness. We show that the evidence for gender differences in competitiveness is much stronger than that revealed by previous experimental paradigms. Through more refined experimental procedures, we are able to collect a richer data set that allows us to perform analyses that are more informative than the examination of averages alone; we measure the size of the gender gap in competitiveness-the extent to which one individual is more competitive than another-and examine how the distribution of competitiveness differs between the populations of men and women. With this measure, we are able to observe the underlying distributions of both populations, which are masked when measuring competitiveness on the extensive margin, through a binary choice. The differences between men and women at the upper tail of the distribution of competitiveness cannot be observed through a binary choice-any two levels of competitiveness within the
same binary classification will appear to be the same. When looking at the population of men and women combined, we show that the ratio of women to men in the distribution of competitiveness decreases as the degree of competitiveness increases.

While in the extensive margin measure the women to men ratio reveals that of all the people who choose the tournament approximately one third are women, the intensive margin measure reveals that this proportion is much smaller in the upper tail of the distribution of competitiveness, where the women to men ratio substantially decreases. Strikingly, all the participants in the top 10 percent of the distribution of competitiveness are men. Our results suggest that the distribution of $c$ in our sample is gender dependent.

Our refined measure of competitiveness also allows us to investigate the role of confidence, risk taking and ambiguity aversion, in determining the gender gap. We find, for example, that confidence and risk attitudes explain part of the variance of competitiveness and predict whether participants are in the top $75^{\text {th }}$ percentile of the competitiveness distribution; yet, they do not account for the entire gender gap.

To test the hypothesis that women and men differ in their minimum level of competitiveness required to enter a tournament, $c_{m}$, we can compare the results of the extensive and intensive measures to backup the average cutoff points or decision rules in the above model. We find that women's $c_{m}$ is not larger than men's $c_{m}$. Under the assumption that participants' behavior in the two measures is directly comparable, our result suggests that the gender difference in entering the competition is due to differences in the distribution of competitiveness preferences rather than differences in the cutoffs.

If successful careers in certain segments of the labor market demand a high level of competitiveness, we can reasonably project that a weaker preference for competition will lead fewer women to commit to such career paths. Our results suggest that women with highly competitive preferences may be the exception rather than the rule. These results have implications beyond career choice and financial success. An individual's competitiveness also affects her likelihood of engaging in other competitive interactions, such as auctions and bargaining. Hence attitudes toward competition may affect, for example, entry into wage negotiations. This could have bearing on the wage gap between men and women in similar occupational positions (Babcock and Laschever, 2003; Rigdon, 2013).

### 5.2 Experimental Design

In our experiment all participants faced the same task and competitiveness was either measured using a binary choice (extensive margin) or a linear choice (intensive margin). For this purpose, we employed two treatments. Participants in both treatments chose how they wanted to be compensated for completing a ball-tossing task. The ball-tossing task involves tossing a tennis ball into a small basket 10 feet away. In the task, participants are given 10 opportunities to make successful tossestosses that land and stay in the basket. Each toss must be completed underhand. We explained the task in detail to the participants at the start of each experimental session. That is, while reading out loud the instructions about the task the research assistant
showed the tennis ball to the participants and mimicked tossing it in a basket placed 10 feet away, making clear that tosses had to be completed underhand. The experimenter did not actually perform the task to prevent a successful/unsuccessful outcome from affecting participants' beliefs about the difficulty of the task. Participants performed the task in private so that no other participant could observe their performance.

Differently from the Niederle and Vesterlund (2007) paradigm, in our experiment we did not collect a baseline measure of ability before measuring participants' willingness to compete. We made this design choice not to have a withinparticipant design to prevent the different stages of the experiment from affecting each other. Previous research with this task in a different participant pool (Gneezy, Leonard, and List, 2009) found no gender differences in ability. To exclude the possibility of a gender difference in ability in our sample, we conducted a separate between-participants test in which we measured ability by asking participants to engage in the task without letting them choose their compensation scheme. All instructions can be found in Appendix B. This test consisted of 84 participants (42 women) that belonged to the same participant pool as in the main experiment. These participants took part in an unrelated laboratory experiment and were asked to complete the task for no incentives. The test was conducted in the Fall 2013. While the gender differences in competitiveness we show in this paper may be task-specific (as is true for any task used), our focus is on the comparison of the measures. Future research can test whether the different measures are influenced differently by the nature of the task.

The main experiment was conducted in a university laboratory with a total of 210 participants in two treatments. The binary treatment, which tests behavior on the extensive margin, consisted of 126 participants ( 71 women), with six participants per session. Seven sessions of this treatment were conducted in Winter 2012, seven sessions were conducted in Fall 2013, and seven in Fall 2014. ${ }^{3}$

The linear treatment, testing behavior on the intensive margin, consisted of 14 experimental sessions with six participants in each session. The sessions were conducted between Winter 2012 and Spring 2013. There were 84 total participants (44 women) in the linear choice experiment. On average, participants earned $\$ 8.20$ including the show-up fee. ${ }^{4}$

### 5.2.1 Measures of Competitiveness

The only difference between the binary (extensive margin) and the continuous (intensive margin) measure of competitiveness was in the decisions participants made about their compensation for the task. Each participant made this choice before the beginning of the task.

## Competitiveness on the Extensive Margin

[^29]The typical elicitation of competitiveness focuses on choices on the extensive margin. This measure entails a binary choice between two compensation schemes: a tournament compensation scheme $(T)$ and a piece-rate compensation scheme $(P R)$. The piece-rate scheme is based on individual performance alone: participants are paid \$1 per successful toss independent of others' performances. The tournament compensation scheme pays $\$ 3$ per successful toss if a participant wins against a randomly chosen opponent. The opponent was chosen ex post from the entire pool of participants from the same session, men and women, not just those who chose to compete. The participant is paid nothing if she loses in the competition, and $\$ 1$ per successful toss in case of a tie.

## Competitiveness on the Intensive Margin

To measure competitiveness on the intensive margin we introduce a continuous measure of competitiveness. This measure asks participants to choose a linear combination of tournament compensation and piece-rate compensation to compose her overall payoff for the given task. The procedure for this experiment is similar to the binary choice experiment except that participants choose how to allocate an endowment between the piece-rate scheme and the tournament scheme. Participants were endowed with 100 points and were asked to allocate a portion of these points, from 0 to 100 inclusive, to the tournament scheme and the rest to the piece-rate scheme. At the end of the experiment, we paid participants $\$ 1$ for every 100 points earned.

That is, the decision maker receives 100 points and is asked to choose how much of it, $t$, she wishes to invest in the tournament option, $T$, and how much to invest in the piece-rate option, $P R$. The payoffs are then $(100-t+3 t)^{*}$ (the number of successful tosses) if the participant scores higher than her opponent, and $(100-t)^{*}$ (the number of successful tosses) if the participant scores lower than her opponent. In case of a tie, the participants simply get 100 times the number of successful tosses, or (100$t+t) *($ number of successful tosses).

This allocation $t$ represents the percentage of the resulting tournament payoff that will be included in the realized payoff. The remainder of the realized payoff is comprised of the complementary percentage, $(100-\mathrm{t}) \%$, of the resulting piece-rate payoff. Thus you might calculate what she would have received from the tournament scheme, tournament payoff, and what she would have received from the piece-rate scheme, piece-rate payoff, according to the definitions above. Then her total compensation for the task would be calculated according to $\Pi=\left(\frac{t}{100}\right) \pi^{T}+\left(1-\frac{t}{100}\right) \pi^{P R}$, with $\pi^{\mathrm{T}}$, her tournament payoff and $\pi^{\mathrm{PT}}$, her piece-rate payoff. For example, if $t=50$, we can say the agent receives 50 percent of her resulting tournament payoff and 50 percent of her resulting piece-rate payoff. This representation is equivalent to the point-based representation.

This allocation to the tournament, $t$, is our measure of competitiveness. An individual is deemed more competitive than another if she chooses to include a greater amount of the tournament payoff in her chosen payoff combination than another individual.

## Additional Measures

In addition to eliciting levels of competitiveness, in all sessions but the Fall 2013 ones we measured other factors that may affect competitiveness. With these measures we can observe the effect of hedging uncertainty and beliefs. There may of course be other factors contributing to gender differences in competitiveness, such as social preferences (see Balafoutas et al., 2012, for such a relation between social preferences and competitiveness). The instructions are reported in Appendix C.

## Confidence

Participant's decision to compete might be affected by their confidence about their expected relative performance as compared to a random opponent from their same session. To explore the role of confidence, we used two measures that were administered before the start of the ball-tossing task but after the choice of an incentive scheme. First, we asked participants to guess their expected number of successful tosses on a scale from 0-10 ("How many successful tosses do you think you will make?"). We label this measure "Expected performance." Second, we asked participants to state the expected likelihood of winning against a random opponent, as a percentage from 0-100 ("What do you believe is the probability that you will make more successful tosses than a randomly selected opponent?"), which we refer to as "Confidence of Winning."

Measuring beliefs is always a tricky task. We decided not incentivize this belief elicitation in order to keep the instructions simple and avoid cross influence
between beliefs and effort on the task. There is no strategic reason for participants to misreport their beliefs in our experiment. As for the timing of the question, we ask about expected performance after the entry decision has been made. This could produce a bias, coming from the fact that the choice of tournament by itself could cause the participants to report higher confidence (just to reaffirm the decision). Since more men selected into the tournament, or selected to participate more heavily, this in itself could cause us to observe more "confidence" among men than women. However, eliciting confidence before the choice of a payment scheme could have biased the entry decision.

## Risk attitudes

Since the choice of being compensated according to a tournament scheme (or of allocating more points to the tournament scheme) can depend on the participant's risk attitudes, we elicited risk attitudes using two different measures. First, after making the choice but before performing the task, we elicited risk attitudes through multiple price list (MPL; see Holt and Laury, 2002) measure of risk aversion. The measure was incentive-compatible. Participants were presented with a series of 10 decisions between pairs of gambles (A and B). In all 10 decisions the payoff for each gamble, A and B , remained constant but the probability of getting the higher payoffs (B) increased moving from decision 1 to decision 10 . We asked participants to indicate their "switch point", the point at which they decided to switch from choosing to be paid according gamble A to choosing to be paid according to gamble B . The "switch point" serves as a measure of Risk aversion, with more risk-averse
participants indicating higher the switch points. We denote this measure as "Risk Aversion." Decisions made using this measure were compensated at the end of the experiment (see payment procedure below).

We also elicited self-assessed risk taking on a scale from $0-10$ using the following question: "Please answer the following question using a 1-10 scale, where $1=$ completely unwilling and $10=$ completely willing: Rate your willingness to take risks in general." This measure is adapted from Dohemen et al. (2011), which find it to be predictive of risky behaviors and of participants' choices in an incentivized risk task.

## Ambiguity aversion

We also assessed ambiguity preferences with an MPL over known and unknown lotteries. As is typical of MPL, participants are presented with a series of 20 decisions. Each decision entails a choice over a known and an unknown lottery. Similar to the risk measure, participants must indicate a "switch point"- the point at which they are willing to switch from entry into the known lottery to entry into the unknown lottery. This switch point serves as a measure of aversion to ambiguity and represents the premium the agent is willing to pay to avoid the ambiguous outcome. Responses for the two MPLs (risk and ambiguity measures) were compensated at the end of the experiment. In particular, participants were paid for one of the two MPLs, determined at random by a coin-flip.

### 5.2.2 Procedure

Participants were invited to the lab using standard recruiting procedures. Each session had six participants. We invited more participants to make sure to have six people session and in case more than 6 people showed up, we dismissed the exceeding participants. Our goal was to have gender-balanced sessions, with 3 women and 3 men. However, since we could not recruit participants by gender, this was not possible at all times. After being seated at their computer station, participants started to read the instructions. The instructions explained that participants would participate in a balltossing task and that they had to decide how to be compensated for it. To make sure participants understood the instructions, before they made their decision, an experimenter also read the instructions out loud. The experimenter also gave a demonstration of the task without actually tossing the ball in the basket. Participants were invited to ask any clarification questions about the task and the payment scheme. Questions were taken by the research assistant in private. In both treatments, participants did not practice the task before making their compensation choice.

In the "Extensive Margin" treatment, participants had to make a binary choice between being compensated according to a piece-rate (\$1 for each successful toss) or to a tournament payment scheme ( $\$ 3$ for each successful toss if the total number of tosses was greater than the total tosses of a random opponent from the same session). In the "Intensive Margin" treatment, participants were informed that they had to divide 100 points between a piece rate and a tournament compensation scheme. Participants were explained that the tournament option paid 3 cents per point for each successful toss if their total number of tosses was greater than the total tosses of a random
participant in the room. The piece rate option paid 1 cent per point for each successful toss. Participants knew that all 100 points had to be allocated. We did not ask checkup questions in order not to provide participants with an anchor for their decisions. However, we instructed participants to raise their hand and ask questions in case they did not understand how the payment worked. For all the 84 participants in the "Intensive Margin" measure, the number of points allocated to tournament and piece rate totaled to 100 , suggesting that participants did understand the instructions.

Throughout the experiment gender was not made salient. Participants only knew that if they selected the tournament their performance would be matched with the performance of a random opponent in the room. Most of the sessions were gender balanced. The computer stations in the lab faced the walls of the laboratory and were separated by dividers, preventing participants from looking at each other without completely turning. This does not prevent participants from knowing the gender composition of the experimental session before the experiment started, but we did not make gender salient.

In all sessions but the Fall 2013 ones, after making their choices participants were distributed a short survey aimed at eliciting their confidence. After that, they were handed out two separate envelopes. The first envelope contained the instructions and decision sheet for the risk attitudes measure, whereas the second envelope contained the ones for the ambiguity preferences measure. ${ }^{5}$ Participants were informed that in this portion of the experiment they would be paid according to the realization of

[^30]one decision across both tasks, and that the task determining their payment would be determined by a coin toss at the end of the experiment. If the coin landed on heads, participants would be paid according to the risk measure. If it landed on tails, they would be paid according to the ambiguity measure.

After that, each participant was directed to a separate room to perform the balltossing task, while the rest of the participants waited at their computer station. No communication was allowed between participants at any moment throughout the experiment. At the end of the experiment, participants filled out a short survey of basic demographic information, asking them for their age, ethnicity, spoken language, major, and GPA. The questionnaire also contained the self-reported measure of risk. At the end of the experiment, we paired each participant anonymously with a random opponent from the same session. We then paid them according to their choice of compensation scheme offerings and, in the relevant cases, according to the outcome of the tournament. After that, we also paid each participant for either the risk or the ambiguity measure, depending on the outcome of the coin toss. We used a 10 or 20sided dice to determine the decision row according to which participants were paid.

In the next section we start by presenting the results of the pre-test aimed at measuring participants' ability, then the results of the extensive margin measure, followed by the results of the intensive margin measure.

### 5.3 Results

### 5.3.1 Ability

We first present the data of the separate test $(\mathrm{N}=84)$ in which participants performed the ball-tossing task with no monetary incentives. We do not find significant gender differences in performance in this task in our sample. This result is in line with previous research using the same task (Gneezy, Leonard, and List, 2009). On average, women completed 2.12 tosses successfully ( $\mathrm{SE}=0.19$ ), while men completed 2.40 tosses successfully ( $\mathrm{SE}=0.25$ ). Because in competition the distribution might also be important, the cumulative distribution of the number of successful tosses for each gender is displayed in Figure 2.


## Figure 5.2 Empirical CDF of Number of Tosses by Gender

For every possible number of tosses, the graph shows the proportion of women or men who successfully scored up to that many tosses. The performance distributions of men and women are not statistically different ( $\mathrm{z}=-0.547, \mathrm{p}=.584$ Mann-Whitney). This suggests that differences in choice of competitive scheme are not driven by gender differences in ability to perform this particular task.

### 5.3.2 Competitiveness on the Extensive Margin

The results of the extensive margin measure treatment provide a benchmark to which we can compare the results of the intensive margin measure. A total of 126 participants ( 71 females) took part in three waves of this treatment. The average age
was 21 years old. Additional descriptive statistics about the sample are reported in Appendix A.

The tournament entry results for the three rounds of experimental sessions are summarized in Table 1. We observe no statistical difference in the proportion of women and men who selected the tournament across the three waves of sessions (Men: $\chi^{2}(2)=3.02, \mathrm{p}=.22$; Women: $\left(\chi^{2}(2)=0.35, \mathrm{p}=.84\right)$. Therefore, we pool all the binary task data together for the analyses. Of 126 individuals in the sample, 52.4 percent chose to participate in the tournament. Of the women, 32.4 percent chose to participate in the tournament, whereas 78.2 percent of men chose the tournament. This difference is statistically significant $\left(\chi^{2}(1)=26.05, \mathrm{p}<.001\right)$.

## Table 5.1 Fraction of Participants who selected the Tournament

|  | $\begin{array}{r} 201 \\ \text { Sessi } \\ (\mathrm{N}=4 \end{array}$ |  | $\begin{array}{r} 2013 \\ \text { Sessio } \\ (\mathrm{N}=4 \end{array}$ |  | $\begin{aligned} & 2014 \text { sessions } \\ & (\mathrm{N}=42) \end{aligned}$ |  | Pooled data$(\mathrm{N}=126)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Fractio <br> n | $N$ | Fractio <br> n | $N$ | Fractio <br> n | $N$ | Fraction | $N$ | Min | $\begin{gathered} p 5 \\ 0 \end{gathered}$ | Max |
| Men | 0.71 | 14 | 0.70 | 20 | . 90 | 21 | 0.78 | 55 | 0 | 1 | 1 |
| Women | 0.29 | 28 | 0.36 | 22 | . 33 | 21 | 0.32 | 71 | 0 | 0 | 1 |
| All | 0.43 | 42 | 0.52 | 42 | 61.9 | 42 | 0.52 | $\begin{gathered} 12 \\ 6 \end{gathered}$ | 0 | 1 | 1 |

This gender gap in competitiveness replicates the results of previous research in selection into competitive environments using the same or a different task. In a task requiring participants to add up some numbers, Niederle and Vesterlund (2007) find a similar gap in tournament entry, with $73 \%$ of the men and $35 \%$ of the women choosing the competitive scheme. In a maze-solving task, Gupta et al. (2005) find that
$60 \%$ of men, but only $34 \%$ of women choose the tournament option. Further, using the number addition task, Dargnies (2009) find that $51.3 \%$ of the women and $84.6 \%$ of the men chose the tournament option, Balafoutas and Sutter (2012) find that the tournament is chosen by $30.4 \%$ of the women and about twice as many men, Niederle et al. (2010) find that it is chosen by $31 \%$ of the women and $73 \%$ of the men, whereas Healy and Pate (2011) that it chosen by $28 \%$ of the women and $81 \%$ of the men. In a sample of children, Sutter and Rutzler (2010) also find a gender gap, with $19 \%$ of girls and $40 \%$ of boys choosing to compete on the NV task. In a similar math task, Dohmen and Falk (2011) found that $37.3 \%$ of the women and $62.3 \%$ of the men self-selected into a tournament compensation scheme.

Using the same task we adopted in our experiment, the ball-tossing task, Gneezy et al. (2009) find a comparable gender gap in an African patriarchal society, where $50 \%$ of the men and $26 \%$ of the women compete. With the same task, Andersen et al. (2013) find a slightly larger gap in a sample of adolescents from an Indian patriarchal society ( $19 \%$ vs. $67 \%$ ), while no gap is found in children from the same society, and in children or adolescents from a matriarchal society. Other research has showed that when using more female-oriented tasks (e.g., verbal tasks) men are not more likely to select into the tournament than women, possibly because women are more confident about their performance in such tasks (Wozniak et al., 2010; Gosse and Reiner, 2010; Shurchkov, 2011). Thus, the gender gap we observe in our sample is in line with the overall results observed in the literature in which the tournament in chosen by about twice as many men than women (see Niederle and Vesterlund, 2010 for a review).

To confirm the robustness of our result, we further investigate it using a regression framework. Table 2 reports the results of different specifications of a probit model in which we regress a tournament entry dummy variable on a female dummy. As shown in the table, women are significantly less likely to choose the competitive scheme. The estimated marginal effect reported in column 1 suggests that women are 36.4 percentage points less likely to enter the tournament than men.

Since the women to men ratio was not constant across sessions in column 2 we control for the gender composition of the sessions. In particular, whereas most of the observations ( $66.7 \%$ ) come from gender-balanced sessions ( 3 men and 3 women), some of the sessions ( $28.6 \%$ of the observations) were characterized by a majority of women ( 3 sessions had 4 women and 2 men, and 3 sessions had 5 women and 1 men), and one session ( $4.8 \%$ of the observations) had a majority of men. Since the gender of a potential competitor may affect participants' willingness to compete, it is possible that participants' choices differed in the unbalanced sessions. We control for this heterogeneity in the gender composition of the sessions by adding to the model a variable indicating the women to men ratio in each session ${ }^{6}$. When adding this variable to the model we find women to be 39.9 percentage points less likely to select into the tournament. Further, running a regression only on the $66.7 \%$ of the participants $(\mathrm{N}=84)$ who took part in gender-balanced sessions leads to a similar

[^31]result, with an estimated gender gap of 36.7 percentage points ( $\mathrm{p}<.001$ ). The results are reported in Appendix A.

Table 5.1 Probit of Tournament Entry Decisions

| Choice of Tournament | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} -.364 * * * \\ (.046) \end{gathered}$ | $\begin{gathered} -.399 * * * \\ (.086) \end{gathered}$ | $\begin{gathered} -.423 * * * \\ (.103) \end{gathered}$ | $\begin{gathered} -.334 * * * \\ (.112) \end{gathered}$ | $\begin{gathered} -.318 * * * \\ (.114) \end{gathered}$ | $\begin{gathered} -.313 * * * \\ (.116) \end{gathered}$ | $\begin{gathered} -340^{* * *} \\ (.123) \end{gathered}$ |
| Gender composition |  | $\begin{gathered} .001 \\ (.036) \end{gathered}$ | $\begin{aligned} & -.001 \\ & (.037) \end{aligned}$ | $\begin{aligned} & -.016 \\ & (.048) \end{aligned}$ | $\begin{aligned} & -.021 \\ & (.047) \end{aligned}$ | $\begin{aligned} & -.016 \\ & (.049) \end{aligned}$ | $\begin{gathered} -.004 \\ (.049) \end{gathered}$ |
| Expected Performance |  |  | $\begin{gathered} .005 \\ (.027) \end{gathered}$ |  |  |  |  |
| Confidence Winning |  |  |  | $\begin{aligned} & .011^{* *} \\ & (.004) \end{aligned}$ | $\begin{aligned} & .011 * * \\ & (.005) \end{aligned}$ | $\begin{aligned} & .011 * * \\ & (.005) \end{aligned}$ | $\begin{aligned} & .011^{* *} \\ & (.005) \end{aligned}$ |
| Self-reported Risk |  |  |  |  | $\begin{aligned} & -.001 \\ & (.034) \end{aligned}$ | $\begin{aligned} & -.001 \\ & (.033) \end{aligned}$ | $\begin{aligned} & -.000 \\ & (.034) \end{aligned}$ |
| Risk <br> Aversion |  |  |  |  |  | $\begin{gathered} 046 \\ (.030) \end{gathered}$ | $\begin{gathered} .049 \\ (.031) \end{gathered}$ |
| Ambiguity aversion |  |  |  |  |  |  | $\begin{aligned} & -.019 \\ & (.012) \end{aligned}$ |
| Year dummy | N | Y | Y | Y | Y | Y | Y |
| Observations | 126 | 126 | 84 | 84 | 83 | 80 | 80 |
| Pseudo ${ }^{2}$ | . 156 | . 166 | . 217 | . 307 | . 304 | . 312 | . 329 |

Note: The table presents marginal effects estimated from probit regression. Dependent variable: Choice of tournament ( 1 tournament and 0 piece-rate). Gender composition refers to the women to men ratio in each session. Expected performance refers to the estimated number of successful tosses. Confidence of winning refers to subjects' expected likelihood of winning against a random opponent from the same session. Self-reported Risk refers to the self-reported willingness to take risks. Risk aversion refers to the incentivized measure of risk. Ambiguity aversion refers to the incentivized measure of ambiguity. Marginal effects are estimated at a man in a gender-balanced session, and at the mean for all the other variables. Robust standard errors are in parenthesis.

When considering participants' performance conditional on tournament choice, we find that subjects completed an average of 2.48 tosses ( $\mathrm{SD}=1.68$ ). Further, we find that men performed better than women under the tournament (MW test, $\mathrm{z}=2.277$, $\mathrm{p}=.02$ ), which is in line with previous literature (Gneezy, Niederle, and Rustichini,
2003), and marginally better than women under the piece rate $(z=1.717, p=.09) .{ }^{7}$ Both results become insignificant if we exclude the top participants who perform 5 or more successful tosses ( $11.66 \%$ of the participants; MW test, $\mathrm{z}=1.438, \mathrm{p}=.15$ for the tournament; MW test, $\mathrm{z}=1.289, \mathrm{p}=.20$ for the piece rate). If we exclude these observations and run a regression of tournament on female we find that females are still 35.5 percentage points less likely to select the tournament than men ( $\mathrm{p}<.001$, $\mathrm{N}=106$, see Appendix A)."

## Determinants of Competitiveness on the Extensive Margin

In this section, we investigate whether the gender gap in tournament entry is driven by gender differences in participants' confidence of winning the competition, in risk preferences and ambiguity aversion.

Confidence. To measure confidence, we elicited participant's belief about their performance as well as their likelihood of winning against a random opponent. We find that both men and women in our sample were overconfident regarding the number of successful tosses they would perform in the task. On average, participants expected to successfully make 5.04 tosses $(\mathrm{SD}=1.93, \mathrm{~N}=84)$, which is bigger than the actual average number of tosses completed by these participants ( $\mathrm{z}=7.62, \mathrm{p}<.001$, signrank test). In line with previous literature we find a gender gap in overconfidence. In

[^32]particular, men expected an average of 5.79 tosses ( $\mathrm{SD}=1.75, \mathrm{~N}=35$ ), while women expected to successfully complete an average of 4.51 tosses $(\mathrm{SD}=1.90, \mathrm{~N}=49)$, with the two distributions being significantly different ( $\mathrm{z}=2.550, \mathrm{p}=0.01$, Mann-Whitney). When we look at participants' confidence of winning against a random opponent, we find a similar gender difference. On average, men reported expected likelihood of winning is $63.13 \%$, while women's is $43.2 \%$ ( $\mathrm{z}=4.731$, $\mathrm{p}<.001$, Mann-Whitney). The two measures of confidence are strongly correlated $(\mathrm{r}=0.62, \mathrm{p}=.001)$.

To explore the extent at which participants' beliefs about their expected performance in the task and their likelihood of winning against a random opponent affect their choice to compete, we add these variables to the regression model reported in Table 2 . Since the two variables are highly correlated, we do not add both of them to the same model. Column (3) shows that participants' expected performance is not correlated with tournament entry. Adding this variable to the model does not reduce the gender gap in competitiveness. Column (4) instead shows that participant's confidence of winning against a random opponent is significantly correlated with the tournament entry decision. Adding this variable to the model reported in Column (2) reduces the gender gap from 39.9 to 33.4 percentage points. This is consistent with the results observed in the literature (e.g. Niederle and Vesterlund, 2007). While part of the gender gap in tournament entry can be attributed to confidence about the likelihood of winning, a substantial gap between men and women's choices to compete remains.

Risk. To investigate whether participants' risk preferences affected their decision to compete we look at the incentivized risk aversion measure (MPL, Holt \& Laury, 2002) as well as the self-reported risk measure. The two measures are not significantly correlated $(\mathrm{r}=-0.134, \mathrm{p}=.238)$. We do not observe gender differences in the incentivized Risk Aversion measure (Switch point Mean $_{\text {Men }}=6.34, \mathrm{SD}=1.81$ vs. Mean $_{\text {Women }}=6.78, \mathrm{SD}=1.99, \mathrm{z}=-1.022, \mathrm{p}=.307$, Mann-Whitney). However, we do find a gender difference in the self-reported Risk measure, with men being on average more likely to take risk $\left(\operatorname{Mean}_{\text {Men }}=6.77, \mathrm{SD}=1.80 \mathrm{vs}\right.$. Mean $_{\text {Women }}=5.48, \mathrm{SD}=1.87, \mathrm{z}=-$ 3.27, $\mathrm{p}=.001$, Mann-Whitney). When adding the risk measures to the model (columns 5 and 6), we find no significant effect of the risk measures on the tournament dummy and the gender gap does not substantially change.

Ambiguity. Finally, we investigate whether ambiguity attitudes affect participants' tournament entry decision. We do not observe gender differences in ambiguity aversion. The average switching point of men was 11.86 ( $\mathrm{SD}=4.83$ ) while the average switching point of women was 11.62 ( $\mathrm{SD}=4.73, \mathrm{z}=.26, \mathrm{p}=0.80$, Mann-Whitney). Adding this variable to the regression model shows no correlation with the tournament entry decision. Importantly, controlling for ambiguity preferences in addition to risk preferences and confidence leaves the gender gap at 32.7 percentage points.

In Appendix A we report additional regression analyses in which we include demographics controls such as age, ethnicity, first language spoken, academic major, and GPA, and show that the gender gap remains.

Taken together, these results show that competitiveness on the extensive margin is partly explained by confidence, whereas risk and ambiguity preferences do not correlate with tournament entry decisions. Importantly, accounting for such measures leaves a substantial gender gap in tournament entry. In the next section we will present the results of the measure of competitiveness on the intensive margin, and investigate whether this measure provides greater insights on the relationship between competitiveness, confidence and other preferences.

### 5.3.3 Competitiveness on the Intensive Margin

A total of 84 participants ( 44 females) took part in the two rounds of data collection for this experiment. Table 3 presents the summary of tournament allocations by gender. We find no difference between the distributions of points allocated in the two rounds of sessions ( $\mathrm{z}=-0.987, \mathrm{p}=.32$, Mann-Whitney). Hence, we pool the data for the analyses. Overall, participants allocated an average of 50.11 ( $\mathrm{SD}=28.09$ points) points to the tournament. The median allocation was 50 points. The average number of points allocated to the tournament is markedly different for men and women: on average, women allocated 35.27 points to the tournament ( $\mathrm{SD}=21.19$ ) whereas men allocated 66.43 points to the tournament $(\mathrm{SD}=25.74)$. The distribution of points allocated to the tournament differs by gender ( $\mathrm{z}=-4.99, \mathrm{p}<.001$, Mann-Whitney).

Table 5.2 Summary Statistics for Competitiveness on the Intensive Margin
Tournament Allocations

|  | Tournament Allocations |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2012 | 2013 | Pooled | Min | $25^{\text {th }}$ <br> Percentile | Median | $75^{\text {th }}$ <br> Percentile | Max |  |
|  | Wen | 63.8 | 69.05 | 66.43 | 10 | 50 | 70 | 90 | 100 |
|  | $(27.86)$ | $(23.86)$ | $(25.74)$ |  |  |  |  |  |  |
| All | 31.64 | 38.91 | 35.27 | 0 | 20 | 35.5 | 50 | 80 |  |
|  | $(20.39)$ | $(21.81)$ | $(21.19)$ |  |  |  |  |  |  |
|  | 46.95 | 53.26 | 50.11 | 0 | 30 | 50 | 70 | 100 |  |
|  | $(28.93)$ | $(28.81)$ | $(28.09)$ |  |  |  |  |  |  |

Importantly, the shapes of the distributions are also different. This fact is evident in the smoothed PDF in Figure 3 and the empirical CDF in Figure 4. The distribution for men is visibly shifted to the right, along the axis of competitiveness, with respect to the distribution for women. The summary statistics provided in Table 3 also depict this difference in distributions; the quartiles calculated for each population are strikingly different. For example, only the most competitive 25 percent of women allocated 50 points or more to the tournament, whereas only the 25 percent least competitive men allocated fewer than 50 points. Only the most competitive woman, who allocated 80 points, allocated more points than the median man (who allocated 70 points).


Figure 5.3 Smoothed PDF of Tournament Allocations by Gender


Figure 5.4 Empirical CDF of Tournament Allocations by Gender

Table 4 reports the empirical results from different specifications of an OLS regression where the number of points $t$ allocated to the tournament option is regressed on a gender dummy. The first specification of the model reported in column (1) shows that women allocate significantly fewer points to the tournament scheme than men ( $\beta=-31.2, \mathrm{p}<.001$ ). In the experiment, all but two sessions were gender balanced (3 men and 3 women). In the two unbalanced sessions, the fraction of women to men was 4 to 2 . When controlling for the gender composition of the session by adding to the regression model a variable indicating the women to men ratio in the sessions (column 2), we find that women still allocate significantly fewer points to the tournament option. The coefficient of the gender composition variable indicates that participants
allocate a larger number of points to the tournament in the sessions with higher fraction of women, though caution is needed in interpreting this result as it is based on only two sessions with more women than men. In addition, we find a non-significant effect of the interaction between gender and gender composition, suggesting that gender composition does not affect women and men differently ( $\beta=2.64, p=.852$ ), and hence we do not include the interaction term in the models reported in Table 4.

Table 5.3 OLS Regression of Tournament Allocations

| Tournament Allocations | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} -31.5 * * * \\ (5.17) \end{gathered}$ | $\begin{gathered} -32.3 * * * \\ (5.17) \end{gathered}$ | $\begin{gathered} -28.8^{* * *} \\ (5.42) \end{gathered}$ | $\begin{gathered} -17.6^{* * *} \\ (5.86) \end{gathered}$ | $\begin{gathered} -14.7^{* *} \\ (6.00) \end{gathered}$ | $\begin{gathered} -12.6^{* *} \\ (5.79) \end{gathered}$ | $\begin{gathered} -16.32 * * * \\ (5.82) \end{gathered}$ |
| Gender composition |  | $\begin{gathered} 14.0^{* *} \\ (6.35) \end{gathered}$ | $\begin{aligned} & 12.85^{*} \\ & (7.01) \end{aligned}$ | $\begin{gathered} 8.79 * * \\ (4.28) \end{gathered}$ | $\begin{gathered} 4.72 \\ (4.60) \end{gathered}$ | $\begin{gathered} 4.84 \\ (4.40) \end{gathered}$ | $\begin{gathered} 4.85 \\ (4.24) \end{gathered}$ |
| Expected Performance |  |  | $\begin{aligned} & 2.64 * \\ & (1.44) \end{aligned}$ |  |  |  | . |
| Confidence Winning |  |  |  | $\begin{gathered} .664 * * * \\ (.118) \end{gathered}$ | $\begin{gathered} .533 * * * \\ (.137) \end{gathered}$ | $\begin{gathered} .594^{* * *} \\ (.136) \end{gathered}$ | $\begin{gathered} .539 * * * \\ (.135) \end{gathered}$ |
| Self-reported Risk |  |  |  |  | $\begin{gathered} 3.22 * * \\ (1.51) \end{gathered}$ | $\begin{gathered} 3.16^{* *} \\ (1.52) \end{gathered}$ | $\begin{aligned} & 3.03^{*} \\ & (1.64) \end{aligned}$ |
| Risk <br> Aversion |  |  |  |  |  | $\begin{gathered} .533 \\ (1.09) \end{gathered}$ | $\begin{gathered} .567 \\ (1.08) \end{gathered}$ |
| Ambiguity aversion |  |  |  |  |  |  | $\begin{gathered} -.809 \\ (.549) \end{gathered}$ |
| Constant | $\begin{gathered} 77.5^{* * *} \\ (12.5) \end{gathered}$ | $\begin{gathered} 47.86^{* * *} \\ (8.66) \end{gathered}$ | $\begin{gathered} 33.91 * * * \\ (12.69) \end{gathered}$ | $\begin{gathered} 1.98 \\ (12.21) \end{gathered}$ | $\begin{gathered} 2.32 \\ (12.63) \end{gathered}$ | $\begin{gathered} -6.21 \\ (16.93) \end{gathered}$ | $\begin{gathered} 8.40 \\ (19.85) \end{gathered}$ |
| Year dummy | N | Y | Y | Y | Y | Y | Y |
| Observations | 84 | 84 | 84 | 84 | 82 | 78 | 77 |
| $\mathrm{R}^{2}$ | . 31 | . 350 | . 382 | . 507 | . 538 | . 573 | . 587 |

*** $\mathrm{p}<.01,{ }^{* *} \mathrm{p}<.05, * \mathrm{p}<.10$
Note: The table reports OLS estimates. Dependent variable: Points allocated to tournament. Gender composition refers to women to men ratio in the session. Expected performance refers to the estimated number of successful tosses. Confidence of winning refers to subjects' expected likelihood of winning against a random opponent from the same session. Self-reported Risk refers to the self-reported willingness to take risks. Risk aversion refers to the incentivized measure of risk. Ambiguity aversion refers to the incentivized measure of ambiguity. Robust standard errors are reported in parenthesis.

When looking at participants' performance after their allocation decision, we find that on average participants successfully complete 1.90 tosses ( $\mathrm{SD}=1.65$ ). We find that men perform marginally better than women $(z=1.85, p=.064)$, though this difference becomes insignificant if we exclude participants who perform more than 5 tosses $(5.95 \%$ of the participants; $z=1.335, p=.182)$. Further, if we exclude these participants we still find that women allocate 29.8 fewer points to the tournament than men $(\mathrm{p}<.001, \mathrm{~N}=79$, see Appendix A).

## Determinants of Gender Differences in Competitiveness on the Intensive Margin

Next, we investigate whether confidence, and preferences for risk and ambiguity affect participants' allocation decisions.

Confidence. As in the sample of participants who participated in the extensive margin measure sessions, participants in this sample were overconfident about their taskability. On average, participants expected to successfully complete 4.90 tosses $(\mathrm{SD}=1.90)$, which is bigger than the average number of tosses actually completed by these participants ( $\mathrm{z}=7.94, \mathrm{p}<.001$, signrank test). However, men were significantly more confident about their performance than women (Men: average $=5.75, \mathrm{SD}=1.71$, $\mathrm{N}=40$ vs. Women: average $=4.28, \mathrm{SD}=1.89, \mathrm{~N}=44$ ), with the two distributions being statistically different ( $\mathrm{z}=3.27, \mathrm{p}<.001$, Mann-Whitney). Similarly, men expected chance of winning was $65.15 \%(\mathrm{SD}=16.19)$, while women's was only $43.70 \%$ ( $\mathrm{SD}=17.55, \mathrm{p}<.001$, Mann-Whitney). The two confidence measures are strongly correlated ( $\mathrm{r}=.52, \mathrm{p}<.001$ ).

To investigate whether participants' tournament allocations depend on participants' beliefs about their ability and likelihood of winning, we add these variables to the regression model reported in Table 2. Column (3) shows that the number of points allocated to the tournament is marginally affected by individuals' expected performance. However, adding expected performance to the model does not reduce the gap in female average tournament allocations. Column (4) shows that confidence of winning is positively correlated with tournament allocations. That is, more confident individuals allocate more points to the tournament, regardless of their gender. However, considering a men and a woman with the same level of confidence, a woman allocates less points to the tournament. This result shows that although accounting for differences in confidence between men and women substantially reduces the gap in tournament allocations, confidence of winning cannot explain it entirely.

Risk. Similarly to the binary measure sessions, we find a significant gender difference in the self-reported risk measure. On average, men rated themselves as more willing to take risks than women $\left(\right.$ Mean $_{\text {Men }}=6.79, \mathrm{SD}=1.70$ vs. $\mathrm{Mean}_{\text {Women }}=4.78$, $\mathrm{SD}=1.79$, MW test, $\mathrm{p}<.001$ ). We do not observe a gender difference in the incentivized measure of risk (Men's average switch point=7.24, $\mathrm{SD}=1.91$; Women's average switch point $=7.21, \mathrm{SD}=2.04, \mathrm{p}=.964$, Mann-Whitney). The two risk measures are not correlated ( $\mathrm{r}=-.023, \mathrm{p}=.84$ ).

In column (5) and (6) of Table 4 we explore whether risk preferences affect participants' tournament allocation decisions by adding these variables to the
regression reported in Column (4). Column (5) shows that participants' tournament allocation is partly explained by the self-reported measure of risk. In particular, participants' who describe themselves as more likely to take risks allocate more points to the tournament. However, the gender differences in tournament allocation remains. In column (6) we show that the result is robust to adding to the model the incentivized measure of risk.

Ambiguity. We find a significant difference in ambiguity aversion in this sample, with men being more ambiguity averse than women (Men: average switching point $=12.63$ ( $\mathrm{SD}=4.99$ ); Women: $9.65(\mathrm{SD}=3.74), \mathrm{p}=.007$, Mann-Whitney). When adding the ambiguity measure to the regression model, we find that it does not contribute to explaining tournament allocations decisions. Column (7) shows that when controlling for this variable, women still allocate significantly fewer points to the tournament.

Overall, these results show that confidence about winning as well as risk preferences can partly explain participants' allocation decisions. However, when accounting for beliefs and risk preferences, women still allocate significantly less points to the tournament. This result provides additional evidence that participant's taste for competition seems to arise from something different from such preferencesa "competitive spirit". In Appendix A, we report results of regressions in which on top of the variables reported in Table 4, we control for additional demographics, showing that the gender gap in points allocated to the tournament option remains.

Confidence and Risk in the two measures of Competitiveness. Our results also show that, as compared to the extensive margin measure of competitiveness, measuring competitiveness through a linear allocation task provides a finer characterization of the relationship between competitiveness and other economic preferences. In the binary elicitation, our analyses show that participants' confidence predicts tournament entry, even when controlling for gender. With respect to risk, whereas the self-reported measure of willingness to take risk predicts tournament entry decisions in a probit regression of risk on tournament entry and no other control variables by increasing subjects likelihood of entering the tournament by 8 percentage points ( $\mathrm{p}=.006$ ), the effect becomes non-significant when controlling for confidence $(\mathrm{p}=.363)$ or gender $\mathrm{p}<.175)$. In our sample, measuring competitiveness with the binary choice does not allow us to pick up a relationship between risk preferences and competitiveness. In contrast, the continuous elicitation of competitiveness not only captures the relationship between competitiveness, confidence, and gender, but it also allows us to identify the relationship between (self-reported) risk preferences and competitiveness.

### 5.3.4 The Gender gap in Competitiveness in the Two Measures

In line with research examining the size of the gender gap in science and in standardized tests (e.g. Fryer and Levitt, 2010; Pope and Sydnor, 2010; Ellison and Swanson, 2010), in this section we examine the women to men ratio across the different percentiles of the distribution of competitiveness of the linear measure and
compare it to the one captured by the binary measure. This allows us to observe whether women are especially underrepresented in certain percentiles of the distribution of competitiveness. To compute the women to men ratio we consider the fraction of women who selected into the tournament out of all the women in the treatment and divide it by the fraction of men who choose the tournament out of all the men in the treatment. This allows us to correct for the unbalance in the number of men and women in the two treatments of our experiment ( 71 women and 55 men in the treatment with binary measure, and 40 women and 44 men in the treatment with the linear measure) and to directly compare the size of the gender gap between treatments.

In particular, for the binary measure, we compute this ratio by dividing the fraction of women who choose the tournament, $w(T)$ by the fraction of men who choose the tournament, $m(T)$. For the linear measure we calculate this ratio at various percentiles of the distribution of competitiveness, represented by the points $t$ allocated to the tournament. At the different percentiles in the distribution, we consider $w(t)$ the fraction of women who allocate $t$ points or higher to the tournament option and $m(t)$ the fraction of men who allocated $t$ points or higher to the tournament option, and calculate the women-men ratio $w(t) / m(t)$. These ratios are displayed in Table 5. Note that for the linear measure, Table 5 reports the empirical CDF, the fraction of men, women and their ratio in the top x percentile of the distribution of competitiveness. In Appendix A, we report these fractions and ratios across the 4 quartiles of the distribution.

Table 5.4 Women to Men Ratio

|  | Binary |  | Linear |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tournament choice | Percentile |  |  |  |  |  |  |
|  |  | 1th | 10th | 25th | 50th | 75th | 90th | 95th |
| $t$ to tournament | - | $t \geq 0$ | $t \geq 15$ | $t \geq 30$ | $t \geq 50$ | $t \geq 70$ | $t \geq 90$ | $t=100$ |
| Fraction of Men | 0.78 | 1 | 0.98 | 0.90 | 0.78 | 0.53 | 0.28 | 0.18 |
| Fraction of Women | 0.32 | 1 | 0.86 | 0.66 | 0.32 | 0.05 | 0 | 0 |
| Women to Men Ratio | 0.41 | 1 | 0.88 | 0.73 | 0.41 | 0.09 | 0 | 0 |

Note: The table displays the fraction of Women, the fraction of Men, and the Women to Men ratio in the binary and linear measure.

As shown by Table 5, the binary measure captures a women-to-men ratio of 0.41 to 1 , with about a third of the women and a little over two thirds of the men choosing to compete. Is this ratio constant in all the percentiles above a certain cutoff of the distribution of competitiveness in the linear measure? Our analysis reveals that this is not the case; we find that this ratio decreases for increasing degree of competitiveness. Figure 5 provides a graphical representation of the decay in the women-men ratio at the higher percentiles of the distribution of competitiveness. This ratio is plotted as a function of the number of points $t$ allocated to the tournament, which are represented on the $x$-axis by percentile ranks of all the sample of men and women. The $1^{\text {st }}$ percentile of the distribution serves as a benchmark where the womenmen ratio is 1 , as it is computed on all participants who allocated zero or more points to the tournament. If women and women were equally distributed across the distribution of competitiveness, we should observe this ratio at all percentiles of the
distribution. When focusing on the top 50 percent of the distribution (by looking at this ratio among the participants who allocated a number of points that is greater of equal to the $50^{\text {th }}$ percentile of the distribution of competitiveness), the women to men ratio is 0.41 to 1 . However, the gap between the fractions of men and women widens substantially when moving towards the upper tail of the distribution. The women-tomen ratio becomes 0.09 on the $75^{\text {th }}$ percentile and above; it becomes zero at the $90^{\text {th }}$ percentile, as all the participants in the top 10 percent of the distribution are men.

We investigate whether the estimated gender-gap at the median and on the top percentiles of the distribution of competitiveness differ from the estimated gender-gap observed with the binary measure. To compare the observations from the two elicitation of competitiveness, we consider the top-x percentile of all players (men and women) ranked in terms of the linear measure of competitiveness. We classify as "competitive" the participants in the top-x percentile and "non-competitive" the participants who are below the top-x percentile. In the binary measure, we code as "competitive" the participants who chose the tournament and as "non-competitive" the participants who chose the piece-rate. We compare whether the proportion of men and women among the competitive participants are the same across the two measures.


Figure 5.5 Women to Men ratio along the Distribution of Competitiveness

A Fisher exact test reveals that in the top $50^{\text {th }}$ percentile of the distribution of competitiveness, the proportion of men and women does not differ across the two elicitations $(\mathrm{p}=.83)$. Indeed, the women to men ratio are similar in the two cases. This result confirms that the gender gap observed at the median of the distribution of competitiveness in the continuous measure is similar to the gap we observe in the binary measure. However, when we compare the fraction of men and women at the $75^{\text {th }}$ percentile of the distribution of competitiveness and above to the proportion of people who choose the tournament when the choice to compete is binary, the two proportions differ ( $p=.016$, Fisher exact). Similarly, the proportion of men and women in the top $10^{\text {th }}$ percentile of the distribution is significantly different than this
proportion in the binary measure ( $\mathrm{p}=.028$, Fisher exact). As shown by the smaller women to men ratio displayed in table 5, the gender gap on the right tail of the competitiveness distribution is larger than the gap of the binary measure. It is important to mention, however, that the fractions of men and women are not always balanced in these comparisons. If we run the same tests only for the observations from gender balanced sessions $(\mathrm{N}=84$ in the extensive margin measure and $\mathrm{N}=72$ in the intensive margin one) we find a similar result.

When we compare the fraction of women and men above the $50^{\text {th }}$ percentile of the distribution of tournament allocation with the fraction of men and women who compete in the extensive margin elicitation, we find no difference in the proportions ( $\mathrm{p}=1.0$, Fisher exact). However, we find a statistical difference in the proportions if we compare subjects above the $75^{\text {th }}$ percentile of the tournament allocation distribution to those who selected into the tournament in the extensive margin measure ( $\mathrm{p}=.05$, Fisher exact). If we repeat the analysis on subjects who are on the top $10^{\text {th }}$ percentile we do not find a statistical difference ( $p=.10$, Fisher exact) though this may be driven by limited power due to the low number of observations; there are no women among these subjects.

Taken together, these results show that while about a third of the women show some level of competitiveness, the most competitive people in our sample are almost all men. The fraction of women among the most competitive participants is smaller than what is captured by a measure that relies on a binary choice. We will use the observation that the proportion of men and women who compete in the binary measure is about the same at the median of our new measure to back up the cutoff $c_{m}$ below. If
those who are hired for very competitive jobs are drawn from the pool of individuals in the very upper tail of the distribution of competitiveness, then the large gender gap we observe in the real world could also be partly due to the fact that women are largely underrepresented at the top of the distribution. This gap does not need to appear when a person is considered for the job of a CEO; it could start at a much earlier stage in which the person is considering a future career path.

In the next section we explore whether confidence and risk preferences, which are predictive of the number of points allocated to the tournament, can predict who ends up among the most and least competitive participants in the distribution.

## Determinants of the top and bottom $25^{\text {th }}$ percentiles of the competitiveness

 distribution.In this section, we explore whether confidence and risk preferences can predict whether participants end up in the top (bottom) tail of the distribution of competitiveness based on the number of points allocated to the tournament in the intensive margin measure. For this purpose, we regress these measures on a dummy variable coded as 1 when a participant is in the top (bottom) $25^{\text {th }}$ percentile of the competitiveness distribution. Table 5 reports the results of the probit regressions. Column 1 (of Panel A) shows that participants who were more confident about their likelihood of winning are also more likely to be in the top $25^{\text {th }}$ percentile of the competitiveness distribution. Considering participants' gender in addition to confidence improves the goodness of fit of the model. The estimated marginal effects reported in column 2 shows that both confidence and gender significantly predict
which participants are the most competitive. When controlling for confidence, women are 50 percentage points less likely to be in the top $25 \%$ of the distribution. Column 3 and 4 show that on top of confidence and gender, risk preferences are also predictive of the most competitive participants.

Table 5 (Panel B) reports the analyses on the participants who are in the bottom $25^{\text {th }}$ percentile of the competitiveness distribution. Column 1 shows that confident participants are less likely to be among the least competitive participants. Considering participants' gender (column 2) does not improve the fit of the model. While confidence remains predictive of whether participants' are in the bottom $25^{\%}$ of the competitiveness distribution, gender is not. Risk preferences are also not predictive of whether participants are at the bottom of the distribution.

These results show that the gender composition of the top $25^{\text {th }}$ percentile of the competitiveness distribution is not driven only by differences in confidence and attitude toward risk between men and women. In other words, confidence and propensity to risk explain only part of the gender gap among the most competitive individual. On the other hand, the gender composition of the bottom $25^{\text {th }}$ percentile of the competitiveness distribution is exclusively determined by differences in confidence between men and women.

Table 5.5 Determinants of the Most and Least Competitive Participants

|  | Panel A <br> DV: Top 25 th percentile |  |  |  | Panel B <br> DV: Bottom 25th percentile |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (1) | (2) | (3) | (4) |
| Female |  | $\begin{gathered} -.504^{* * *} \\ (.188) \end{gathered}$ |  | $\begin{gathered} -.451 * * \\ (.190) \end{gathered}$ |  | $\begin{gathered} -.012 \\ (.091) \end{gathered}$ |  | $\begin{gathered} -.039 \\ (.106) \end{gathered}$ |
| Confidence | $\begin{gathered} .015^{* * *} \\ (.003) \end{gathered}$ | $\begin{gathered} .016^{* * *} \\ (.004) \end{gathered}$ | $\begin{gathered} .011 * * * \\ (.003) \end{gathered}$ | $\begin{gathered} .013 * * * \\ (.004) \end{gathered}$ | $\begin{gathered} -.012 * * * \\ (.003) \end{gathered}$ | $\begin{gathered} -.013 * * \\ (.005) \end{gathered}$ | $\begin{gathered} -.011 * * * \\ (.003) \end{gathered}$ | $\begin{gathered} -.013^{* *} \\ (.005) \end{gathered}$ |
| Self reported Risk |  |  | $\begin{aligned} & .053 * * \\ & (.025) \end{aligned}$ | $\begin{aligned} & .066^{*} \\ & (.038) \end{aligned}$ |  |  | $\begin{gathered} -.022 \\ (.024) \end{gathered}$ | $\begin{gathered} -.028 \\ (.030) \end{gathered}$ |
| N | 84 | 84 | 82 | 82 | 84 |  | 82 | 82 |
| Pseudo $\mathrm{R}^{2}$ | . 32 | . 42 | . 35 | 0.43 | . 37 | . 37 | . 38 | . 38 |

*** $\mathrm{p}<.01$, ** $\mathrm{p}<.05$, * $\mathrm{p}<.10$
Note: The table presents marginal effects estimated from probit regression. The dependent variable in Panel A is a dummy variable coded as 1 if participants are in the top $25 \%$ of the distribution of tournament allocations, and zero otherwise. The dependent variable in Panel B is a dummy variable coded as 1 if participants are in the bottom $25 \%$ of the distribution of tournament allocations, and zero otherwise. Marginal effects are estimated at a man, and at the mean for all the other variables. Robust standard errors are in parenthesis.

The intensive margin measure is more useful in estimating the size of the gender gap in preferences for competition than the extensive margin measure. Since the linear measure provides a finer measure, it allows for a deeper investigation of the relationship between competitiveness and economic preferences. The regression model investigating how the binary choice to compete depends on confidence, risk and ambiguity preferences do not explain much of the decision to enter the tournament. The same model accounts for nearly $60 \%$ of the variation in competitiveness in the linear measure, providing a much better fit. Further, since it allows for a finer representation, the finer measure has the methodological advantage that for a given power level fewer observations are needed to correctly reject a null hypothesis.

### 5.4 Discussion

Competiveness is a personal trait with important economic implications; hence, understanding what affects the tendency to compete is useful for economic analysis. We propose a new method that allows us to obtain a refined measure of individual competitiveness. Previous measures did not allow for variation in levels of competitiveness, and therefore masked the real size of the gender gap. As we argued in the introduction, competitiveness is a multi-dimensional personal trait that cannot be captured by a single design. Elements that could go into it include the reaction to competitive incentives as well as the selection into competitive environments. Future research can use our findings in addition to other findings in the literature in a search for a more comprehensive measure.

With our proposed measure we find the size of the gender gap in competitiveness to be much larger than what previous research has found. These large gender differences in the size of the tendency to compete may have important implications for labor market outcomes. While women may choose to apply for jobs characterized by a moderate degree of competitiveness, they might opt out from highly competitive environments.

Our results provide insights into how to model competitiveness. We find that the distribution of competitiveness $c$ is gender dependent. The combination of the model presented in the introduction and the results allows us to calculate the average cutoff points used by men and women when choosing to compete and explore whether $\mathrm{c}_{\mathrm{m}}$ also differs by gender. Of the women in the binary treatment, approximately 32
percent chose to enter the tournament. Of the women in the intensive margin treatment, approximately 68 percent allocated to the tournament 45 points or less. If we were to extend the results of the extensive margin measure into the context of the intensive margin measure, around 45 points would be the cutoff point, or decision rule, for women: women who allocate 45 points or more in the linear measure are the type we assume chose to enter the tournament in the extensive margin treatment.

In contrast, about 78 percent of men chose to enter the tournament in our extensive margin measure sample, where 77.5 percent of men allocated more than 40 points to the tournament. Thus, following the same reasoning as for women, the average cutoff point of men is about the same as that of the women: a man allocating 40 points or less to the tournament would likely not choose to enter the tournament.

This suggests that the distribution of $c$ in our sample is gender dependent. Furthermore, women's $c_{m}$ does not appear to be larger than men's $c_{m}$. Women in this comparisons use a similar cutoff when deciding whether to enter the tournament. While this comparison is based on strong assumptions that behavior is directly comparable between the two measures, the conclusion that the gender difference in entering the competition is due to differences in the distribution of competitiveness preferences rather than differences in cutoffs is important.

The difference in the distribution of competitiveness, and in particular the smaller proportion of women with very high $c$, can help us understand differences in the labor market. We show that the women-men ratio decreases as a function of the degree of competitiveness. The lack of women in many top positions in the labor market is not surprising as among the most competitive individuals, very few are
women. While we acknowledge that several other factors, such as discrimination, contribute to the lack of women in top corporate positions, our results suggests an additional explanation for the extreme lack of women in highly competitive positions.

The results we present in this paper show that men are not simply more likely to opt into competitive environments. The refined measure we propose shows that the magnitude of the gender difference is large. This new measure can also help improving our understanding of the effect of competitiveness on real life outcomes. For example, Buser, Niederle and Oosterbeek (2012) validate the binary measure by showing that it correlates with career choices made by high school students. In their experiment, 51 percent of the men and 77 percent of the women chose not to enter the competition. Hence, the rest of the analysis they perform had to be done based on a minority of participants. A more refined measure could have helped in getting more insight from a larger portion of the participants. Another example is Flory, Leibbrant, and List (2015) who used a field experiment to show that women are less likely to select into competitive work settings relative to men. By varying the role of competition in determining a job wage, they find that women are less likely to apply for jobs in which competitiveness plays a larger role in determining the compensation package.

Future research can use this setup to further our understanding of the underlying causes of the gender gap in labor markets, and the ways to model it, including by using a design in which the same person is performing the same task under different incentives as in Niederle and Vesterlund (2007); see Charness, Gneezy and Kuhn (2012) for a discussion of advantages and disadvantages of such an
approach. Applications of this method could investigate the sources of gender differences in competitiveness observed in our experiment. Differences in competitiveness could arise from differences in these preferences, either directly or indirectly.

Chapter 5, in full, has been submitted for publication of the material as it may appear in Management Science, 2015, Gneezy, Uri, Aniela Pietraz, and Silvia Saccardo. "On the Size of the Gender Difference in Competitiveness." The dissertation author was the co-primary investigator and author of this paper.

## Appendix A. Additional Analyses

## A1. Demographics

## Demographic Variables and Competitiveness on the Extensive Margin

In this section we investigate whether demographic variables such as age, ethnicity, english native language, GPA, and major affect the gender gap in tournament entry. The descriptive statistics reported in the table reveal that men and women in our sample do not differ in most of the demographic variables. Some differences are that women in our sample were on average, about a year younger than men, were less likely to major in technical fields, and were more likely to be of Asian ethnicity than men, though not significantly so.

Age. Subject's average age was 21.05. The age distribution in this treatment differs across genders (MW, $\mathrm{z}=1.96, \mathrm{p}=.05$ ), though this difference is entirely driven by 4 outliers (all men) who were between 28 and 32 years old. When excluding these outliers, we observe no gender difference in the participants' age distribution (MW, $\mathrm{z}=1.32, \mathrm{p}=0.188$ ). In Table A1 we add demographic controls to the regression results that are reported in Table 2 in the main text. As shown in the table, when we include age as a control variable, we see that the gender gap in tournament entry does not change. Importantly, age does not correlate with tournament entry in any of the regression specifications. Alternatively, if we limit our regression analysis only to participants that are younger than the median age (21), we observe a gender gap of 37 percentage points; if we limit the analysis to individuals who are 21 or older, we observe a gender gap of 34.5 percentage points (analysis available upon request). These results suggest that the gender gap in tournament entry we observed in our data is not driven by a difference in men and women's age.

Ethnicity and language. Out of the 126 participants who participated in the Extensive Margin measure treatment, $53.97 \%$ were Asian, $23.02 \%$ were White, $11.11 \%$ were Hispanic or Latino while the remaining subjects had either a mixed ethnicity ( $6.35 \%$ ) or did not indicate their ethnicity in the survey ( $5.36 \%$ ). This sample is representative of student population were the experiment was conducted. Further, $79.37 \%$ of the participants indicated that English was their native language while the remaining participants ( $20.63 \%$ ) indicated another language. Since Asians are the largest ethnic group in our sample, we add to the model a dummy variable coded as 1 if subjects indicated to be of an Asian ethnicity, and zero otherwise. We also control for whether subjects were native English speakers. As shown in Table A1, controlling for these variables in the regression model leaves a substantial gender gap in competitiveness. We also observe that subjects of Asian ethnicity were less likely to select into the tournament (columns 1-2), though this result becomes insignificant when we control for GPA and the other variables such as confidence, risk, and ambiguity aversion (columns 3-9).

Major. Participants came from a variety of departments at UCSD: 23\% were students in technical fields such as engineering, computer science or mathematics,
$29 \%$ majored in biology, chemistry or other sciences, $32.5 \%$ majored in social sciences like economics, psychology, sociology or political sciences, and $10 \%$ were students in the humanities and arts. A smaller proportion of women came from technical fields ( $p=.03$, Fisher exact). In Table A1 (column 3), we add dummy variables to the regression model in order to control for participants' major. The result shows that including such variables does not substantially affect the size of the gender gap in competitiveness. None of these dummy variables are predictive of tournament entry.

GPA. We find no gender differences in GPA between subjects in our sample ( $\mathrm{z}=-.36, \mathrm{p}=.718)^{8}$. Further, GPA is not correlated with tournament entry nor it affects the gender gap if included to the regression model (column 3-8).

[^33]Table 5.A1 Probit of Tournament Entry

| Choice of Tournament | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} -.351 * * * \\ (.105) \end{gathered}$ | $\begin{gathered} -.449 * * * \\ (.113) \end{gathered}$ | $\begin{gathered} -.432^{* * *} \\ (.153) \end{gathered}$ | $\begin{gathered} -.432 * * * \\ (.1154) \end{gathered}$ | $\begin{gathered} -.373 * * * \\ (.124) \end{gathered}$ | $\begin{gathered} -.363 * * * \\ (.128) \end{gathered}$ | $\begin{gathered} -.373 * * * \\ (.142) \end{gathered}$ | $.404^{*}$ |
| Gender composition | $\begin{gathered} .005 \\ (.030) \end{gathered}$ | $\begin{gathered} .002 \\ (.036) \end{gathered}$ | $\begin{gathered} .001 \\ (.034) \end{gathered}$ | $\begin{aligned} & .001 \\ & (.034) \end{aligned}$ | $\begin{gathered} -.014 \\ (.046) \end{gathered}$ | $\begin{gathered} -.019 \\ (.048) \end{gathered}$ | $\begin{aligned} & -.027 \\ & (.051) \end{aligned}$ | $\begin{aligned} & -.016 \\ & (.050 \end{aligned}$ |
| Expected Performance |  |  |  | $\begin{gathered} -.002 \\ (.026) \end{gathered}$ |  |  |  |  |
| Confidence Winning |  |  |  |  | $\begin{aligned} & .010^{* *} \\ & (.005) \end{aligned}$ | $\begin{aligned} & .010^{*} \\ & (.005) \end{aligned}$ | $\begin{aligned} & .011^{* *} \\ & (.005) \end{aligned}$ | $.011_{*}^{*}$ |
| Self reported Risk |  |  |  |  |  | $\begin{gathered} .015 \\ (.038) \end{gathered}$ | $\begin{gathered} .016 \\ (.038) \end{gathered}$ | $\begin{aligned} & .016 \\ & .038 \\ & .038 \end{aligned}$ |
| Risk Aversion |  |  |  |  |  |  | $\begin{aligned} & .057 \\ & (.036) \end{aligned}$ | $\begin{gathered} .063 \\ . .039 \end{gathered}$ |
| Ambiguity Aversion |  |  |  |  |  |  |  | $.022^{*}$ |
| Age | $\begin{gathered} -.000 \\ (.017) \end{gathered}$ | $\begin{aligned} & .001 \\ & (.021) \end{aligned}$ | $\begin{aligned} & .009 \\ & (.025) \end{aligned}$ | $\begin{aligned} & -.008 \\ & (.023) \end{aligned}$ | $\begin{aligned} & -.001 \\ & (.030) \end{aligned}$ | $\begin{gathered} -.001 \\ (.030) \end{gathered}$ | $\begin{aligned} & -.001 \\ & (.031) \end{aligned}$ | $\begin{aligned} & -.005 \\ & . .029 \end{aligned}$ |
| Asian | $\begin{gathered} -.139 * * \\ (.068) \end{gathered}$ | $\begin{gathered} -.148^{*} \\ (.083) \end{gathered}$ | $\begin{gathered} -.130 \\ (.086) \end{gathered}$ | $\begin{aligned} & -.128 \\ & (.085) \end{aligned}$ | $\begin{aligned} & -.162 \\ & (.115) \end{aligned}$ | $\begin{gathered} -.166 \\ (.115) \end{gathered}$ | $\begin{aligned} & -.153 \\ & (.121) \end{aligned}$ | $\begin{aligned} & -.168 \\ & (.118 \end{aligned}$ |
| Non-native speaker | $\begin{gathered} .037 \\ (.095) \end{gathered}$ | $\begin{gathered} .020 \\ (.115) \end{gathered}$ | $\begin{aligned} & -.045 \\ & (.117) \end{aligned}$ | $\begin{aligned} & -.047 \\ & (.112) \end{aligned}$ | $\begin{gathered} .018 \\ (.174) \end{gathered}$ | $\begin{gathered} .054 \\ (.188) \end{gathered}$ | $\begin{gathered} .076 \\ (.196) \end{gathered}$ | $\begin{aligned} & .030 \\ & (.192 \end{aligned}$ |
| GPA |  |  | $\begin{aligned} & -.053 \\ & (.105) \end{aligned}$ | $\begin{gathered} -.054 \\ (.106) \end{gathered}$ | $\begin{gathered} -.065 \\ (.122) \end{gathered}$ | $\begin{gathered} -.049 \\ (.125) \end{gathered}$ | $\begin{gathered} -.100 \\ (.133) \end{gathered}$ | $\begin{aligned} & -.103 \\ & (.137 \end{aligned}$ |
| Major | N | Y | Y | Y | Y | Y | Y | Y |
| Year dummy | Y | Y | Y | Y | Y | Y | Y | Y |
| Observations | 119 | 119 | 81 | 81 | 81 | 80 | 77 | 77 |

*** $\mathrm{p}<.01,{ }^{* *} \mathrm{p}<.05,{ }^{*} \mathrm{p}<.10$
Note: The table presents marginal effects estimated from probit regression. Dependent variable: Choice of tournament ( 1 tournament and 0 piece-rate). Gender composition refers to the women to men ratio in each session. Expected performance refers to the estimated number of successful tosses. Confidence of winning refers to subjects' expected likelihood of winning against a random opponent from the same session. Self-reported Risk refers to the self-reported willingness to take risks. Risk aversion refers to the incentivized measure of risk. Ambiguity aversion refers to the incentivized measure of ambiguity. Asian is a dummy variable coded as zero if subjects were of Asian ethnicity and zero otherwise. Nonnative speaker is dummy variable coded as 1 if subjects were not English native, and zero otherwise. Major-dummies are dummy variables for the following majors Engineering and Math, Social Science, Literature and Art, with the Science major as a baseline. Marginal effects are estimated at a white English native man from a gender-balanced session, majoring in science. Robust standard errors are in parenthesis.

## Demographic Variables and Competitiveness on the Intensive Margin

Next, we investigate whether controlling for demographic variables reported in Panel B of Table A2 affects the allocations of points to the tournament in the Intensive Margin treatment. The descriptive statistics reported in the table reveal that men and women in our sample do not differ in most of the demographics However, women in this sample were more likely not to be English native speakers, less likely to major in technical fields and more likely to major in the social sciences. Further, their average GPA that was higher than that of men.

Age. We find no significant differences in men and women's age distributions in this sample. In Table A2, we report the regression results from the main text and add the demographic controls to the model. We find that age does not correlate with tournament allocation in any of the regression specifications.

Ethnicity and language. As shown in Table A1, out of the 84 participants who participated in binary version of the experiment, $69.05 \%$ were Asian, $11.90 \%$ were White, $11.90 \%$ were Hispanic or Latino while the remaining subjects had either a mixed ethnicity ( $3.6 \%$ ) or did not indicate their ethnicity in the survey ( $3.6 \%$ ). The mix of ethnicities is similar to the one detected in the binary measure. We do not find differences in the proportion of men and women across ethnicities. Further, $46.43 \%$ of our subjects were not English natives. Of those, the majority were women ( $\mathrm{p}=.02$, Fisher Exact). In table A3 we report the results of OLS regressions in which we include a dummy variable indicating whether subjects were of Asian ethnicity, as well as a control dummy variable for whether subjects were English natives. None of the variables correlate with tournament allocation. Importantly, controlling for these variables does not substantially affect the gender gap in tournament allocation.

Major. Participants came from a variety of departments at UCSD: 21\% were students in technical fields such as engineering, computer science or mathematics, $27 \%$ majored in biology, chemistry or other sciences, $45 \%$ majored in social sciences, and about $6 \%$ were students in the humanities and arts. In Table A3 (column 2), we add dummy variables to the regression model in order to control for participants' major. The result shows that including such variables does not substantially affect the size of the gender gap in competitiveness. None of these variables correlates with tournament allocation.

GPA. We find a significant gender differences in GPA between subjects in our sample ( $\mathrm{z}=-2.159, \mathrm{p}=.031$, Mann-Whitney) with women having a higher GPA than men. In Table A3 we explore the relationship between GPA and tournament allocation (columns 3-8). We find that GPA is negatively correlated with tournament entry. That is, when controlling for gender and other demographics, people with lower GPA allocated less points to the tournament. However, the female coefficient remains large and significant in all regressions specifications.

Table 5.A2 OLS Regression of Tournament Allocation

| Points allocated to tournament | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fmale | $\begin{gathered} -33.57 * * * \\ (5.69) \end{gathered}$ | $\begin{gathered} -36.34^{* * *} \\ (6.16) \end{gathered}$ | $\begin{gathered} -31.70^{* * *} \\ (6.47) \end{gathered}$ | $\begin{gathered} -28.48^{* * *} \\ (6.54) \end{gathered}$ | $\begin{gathered} -176.96^{* *} \\ (6.97) \end{gathered}$ | $\begin{gathered} -15.72 * * \\ (7.21) \end{gathered}$ | $\begin{gathered} -12.95^{*} \\ (7.08) \end{gathered}$ | $\begin{gathered} -16.04^{* *} \\ (7.31) \end{gathered}$ |
| Gender composition | $\begin{gathered} 13.92 * * \\ (6.03) \end{gathered}$ | $\begin{gathered} 13.50^{* *} \\ (5.70) \end{gathered}$ | $\begin{gathered} 13.44^{* *} \\ (5.45) \end{gathered}$ | $\begin{gathered} 11.98^{* *} \\ (5.82) \end{gathered}$ | $\begin{gathered} 8.12 * * \\ (3.91) \end{gathered}$ | $\begin{gathered} 4.99 \\ (4.76) \end{gathered}$ | $\begin{gathered} 4.74 \\ (4.74) \end{gathered}$ | $\begin{gathered} 4.20 \\ (4.76) \end{gathered}$ |
| Expected Performance |  |  |  | $\begin{gathered} 2.76 * * \\ (1.23) \end{gathered}$ |  |  |  |  |
| Confidence Winning |  |  |  |  | $\begin{gathered} .614 * * * \\ (.122) \end{gathered}$ | $\begin{gathered} .518^{* * *} \\ (.142) \end{gathered}$ | $\begin{gathered} .564 * * * \\ (.145) \end{gathered}$ | $\begin{gathered} .511^{* * *} \\ (.146) \end{gathered}$ |
| Self reported Risk |  |  |  |  |  | $\begin{gathered} 2.41 \\ (1.79) \end{gathered}$ | $\begin{gathered} 2.56 \\ (1.83) \end{gathered}$ | $\begin{gathered} 2.79 \\ (1.97) \end{gathered}$ |
| Risk Aversion |  |  |  |  |  |  | $\begin{gathered} -.130 \\ (1.21) \end{gathered}$ | $\begin{gathered} -.123 \\ (1.22) \end{gathered}$ |
| Ambiguity aversion |  |  |  |  |  |  |  | $\begin{aligned} & -.702 \\ & (.613) \end{aligned}$ |
| Age | $\begin{gathered} 1.35 \\ (1.40) \end{gathered}$ | $\begin{gathered} 1.65 \\ (1.47) \end{gathered}$ | $\begin{gathered} 1.73 \\ (1.55) \end{gathered}$ | $\begin{gathered} 1.86 \\ (1.50) \end{gathered}$ | $\begin{gathered} 1.43 \\ (1.24) \end{gathered}$ | $\begin{gathered} 1.19 \\ (1.26) \end{gathered}$ | $\begin{gathered} 1.31 \\ (1.26) \end{gathered}$ | $\begin{gathered} 1.70 \\ (1.36) \end{gathered}$ |
| Asian | $\begin{gathered} -7.31 \\ (5.73) \end{gathered}$ | $\begin{gathered} -7.60 \\ (5.87) \end{gathered}$ | $\begin{gathered} -8.49 \\ (5.80) \end{gathered}$ | $\begin{gathered} -8.05 \\ (5.50) \end{gathered}$ | $\begin{gathered} -5.50 \\ (4.76) \end{gathered}$ | $\begin{gathered} -5.81 \\ (4.79) \end{gathered}$ | $\begin{gathered} -5.73 \\ (4.96) \end{gathered}$ | $\begin{gathered} -5.51 \\ (4.83) \end{gathered}$ |
| Non-native speaker | $\begin{gathered} -.191 \\ (5.77) \end{gathered}$ | $\begin{gathered} 1.53 \\ (5.62) \end{gathered}$ | $\begin{gathered} -.251 \\ (5.69) \end{gathered}$ | $\begin{gathered} .617 \\ (5.46) \end{gathered}$ | $\begin{gathered} .722 \\ (4.77) \end{gathered}$ | $\begin{gathered} 5.76 \\ (4.71) \end{gathered}$ | $\begin{gathered} 1.64 \\ (4.84) \end{gathered}$ | $\begin{gathered} 1.22 \\ (5.13) \end{gathered}$ |
| GPA |  |  | $\begin{gathered} -16.62^{* *} \\ (6.95) \end{gathered}$ | $\begin{gathered} -16.95^{* *} \\ (6.59) \end{gathered}$ | $\begin{gathered} -14.64^{* *} \\ (5.85) \end{gathered}$ | $\begin{gathered} -14.07 * \\ (5.72) \end{gathered}$ | $12.54^{* *}$ | $\begin{gathered} -11.65^{*} \\ (6.31) \end{gathered}$ |
| Constant | $\begin{gathered} 28.97 \\ (29.63) \end{gathered}$ | $\begin{gathered} 28.17 \\ (30.14) \end{gathered}$ | $\begin{aligned} & 78.03^{*} \\ & (40.13) \end{aligned}$ | $\begin{gathered} 63.50 \\ (38.41) \end{gathered}$ | $\begin{gathered} 41.05 \\ (32.59) \end{gathered}$ | $\begin{gathered} 36.19 \\ (34.18) \end{gathered}$ | $\begin{gathered} 20.55 \\ (34.87) \end{gathered}$ | $\begin{gathered} 21.22 \\ (39.80) \end{gathered}$ |
| Major controls | Y | Y | Y | Y | Y | Y | Y | Y |
| Year dummy | N | Y | Y | Y | Y | Y | Y | Y |
| Observations | 81 | 81 | 78 | 78 | 78 | 78 | 74 | 73 |
| $\mathrm{R}^{2}$ | . 372 | . 394 | . 430 | . 461 | 0.561 | 0.573 | 0.590 | . 602 |

*** $\mathrm{p}<.01, * * \mathrm{p}<.05, * \mathrm{p}<.10$
Note: The table presents OLS estimates. Dependent variable: points allocated to the tournament. Gender composition refers to the women to men ratio in each session. Expected performance refers to the estimated number of successful tosses. Confidence of winning refers to subjects' expected likelihood of winning against a random opponent from the same session. Self-reported risk refers to the self-reported willingness to take risks. Risk aversion refers to the incentivized measure of risk. Ambiguity aversion refers to the incentivized measure of ambiguity. Asian is a dummy variable coded as zero if subjects were of Asian ethnicity and zero otherwise. Non-native speaker is dummy variable coded as 1 if subjects were not English native, and zero otherwise. Major-dummies are dummy variables for the following majors Engineering and Math, Social Science, Literature and Art, with Science as the baseline. Robust standard errors are in parenthesis.

## A2. Analysis on the restricted sample of subjects from gender balanced sessions.

Table 5.A3 and Table 5.A4 report the regression results for the sample of participants from gender balanced sessions for the extensive ( $\mathrm{N}=84$ ) and intensive margin ( $\mathrm{N}=72$ ) of competitiveness respectively. The regressions show that the results
for these participants are in line with the analyses we report in the main text, where we control for the women to men ratio.

Table 5.A3. Probit of Tournament Entry

| Choice of Tournament | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} -.366^{* * *} \\ ((.056) \end{gathered}$ | $\begin{gathered} -.365^{* * *} \\ ((.056) \end{gathered}$ | $\begin{gathered} -.351 * * * \\ (.073) \end{gathered}$ | $\begin{gathered} -.304 * * * \\ .(072) \end{gathered}$ | $\begin{gathered} -.300^{* * *} \\ (.073) \end{gathered}$ | $\begin{aligned} & -.296 * * * \\ & (.072) \end{aligned}$ | $\begin{aligned} & -.294 * * * \\ & (.071) \end{aligned}$ |
| Expected Performance |  |  | $\begin{aligned} & -.003 * \\ & (.021) \end{aligned}$ |  |  | . |  |
| Confidence Winning |  |  |  | $\begin{aligned} & .006 * * \\ & (.003) \end{aligned}$ | $\begin{aligned} & .008^{* *} \\ & (.003) \end{aligned}$ | $\begin{gathered} 008 * * * \\ (.003) \end{gathered}$ | $\begin{gathered} .008 * * * \\ .003 \end{gathered}$ |
| Self reported Risk |  |  |  |  | $\begin{gathered} -.021 \\ (.035) \end{gathered}$ | $\begin{gathered} .025 \\ (.034) \end{gathered}$ | $\begin{gathered} -.018 \\ (.035) \end{gathered}$ |
| Risk Aversion |  |  |  |  |  | $\begin{aligned} & .051^{* *} \\ & (.024) \end{aligned}$ | $\begin{aligned} & .049 * * \\ & (.024) \end{aligned}$ |
| Ambiguity Aversion |  |  |  |  |  |  | $\begin{gathered} -.010 \\ (.010) \end{gathered}$ |
| Year dummy | N | Y | Y | Y | Y | Y | Y |
| Observations | 84 | 84 | 60 | 60 | 59 | 59 | 59 |
| Pseudo R2 | . 217 | . 228 | . 275 | . 344 | . 343 | . 391 | . 398 |

*** $\mathrm{p}<.01,{ }^{* *} \mathrm{p}<.05,{ }^{*} \mathrm{p}<.10$
Note: The table presents marginal effects estimated from probit regression for the restricted sample of subjects from gender balanced sessions. Dependent variable: Choice of tournament ( 1 tournament and 0 piece-rate). Confidence of winning refers to subjects' expected likelihood of winning against a random opponent from the same session. Self-reported Risk refers to the self-reported willingness to take risks. Risk aversion refers to the incentivized measure of risk. Ambiguity aversion refers to the incentivized measure of ambiguity. Marginal effects are estimated at a man, and at the average for all the other variables. Robust standard errors are in parenthesis.

Table 5.A4 OLS Regression of Tournament Allocation

| Points allocated to tournament | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} -32.64 * * * \\ (5.57) \end{gathered}$ | $\begin{gathered} -32.63^{* * *} \\ (5.53) \end{gathered}$ | $\begin{gathered} -28.46 * * * \\ (5.53) \end{gathered}$ | $\begin{gathered} -18.8^{* * *} \\ (6.70) \end{gathered}$ | $\begin{gathered} -15.39 * * \\ (6.99) \end{gathered}$ | $\begin{gathered} -13.01 * \\ (6.68) \end{gathered}$ | $\begin{gathered} -16.12 * * \\ (6.93) \end{gathered}$ |
| Expected Performance |  |  | $\begin{gathered} 4.01 * * * \\ (1.33) \end{gathered}$ |  |  |  |  |
| Confidence Winning |  |  |  | $\begin{gathered} .612^{* * *} \\ (.135) \end{gathered}$ | $\begin{gathered} .489^{* * *} \\ (.151) \end{gathered}$ | $\begin{gathered} .555^{* * *} \\ (.149) \end{gathered}$ | $\begin{gathered} .514^{* * *} \\ (.149) \end{gathered}$ |
| Self-reported Risk |  |  |  |  | $\begin{gathered} 3.24 * * \\ (1.61) \end{gathered}$ | $\begin{aligned} & 3.20^{*} \\ & (1.61) \end{aligned}$ | $\begin{aligned} & 3.12^{*} \\ & (1.75) \end{aligned}$ |
| Risk Aversion |  |  |  |  |  | $\begin{gathered} .353 \\ (1.26) \end{gathered}$ | $\begin{gathered} .419 \\ (1.24) \end{gathered}$ |
| Ambiguity Aversion |  |  |  |  |  |  | $\begin{gathered} -.649 \\ (.597) \end{gathered}$ |
| Constant | $\begin{gathered} 65.19 * * * \\ (4.29) \end{gathered}$ | $\begin{gathered} 61.24^{* * *} \\ (5.17) \end{gathered}$ | $\begin{gathered} 38.88^{* * *} \\ (8.81) \end{gathered}$ | $\begin{gathered} 22.67 * * \\ (10.86) \end{gathered}$ | $\begin{gathered} 9.11 \\ (13.74) \end{gathered}$ | $\begin{gathered} 1.76 \\ (18.29) \end{gathered}$ | $\begin{gathered} 13.09 \\ (22.04) \end{gathered}$ |
| Year dummy | N | Y | Y | Y | Y | Y | Y |
| Observations | 72 | 72 | 72 | 72 | 70 | 66 | 65 |

*** $\mathrm{p}<.01,{ }^{* *} \mathrm{p}<.05, * \mathrm{p}<.10$
Note: The table presents OLS estimates for the restricted sample of subjects from gender balanced sessions. Dependent variable: points allocated to the tournament. Expected performance refers to the estimated number of successful tosses. Confidence of winning refers to subjects' expected likelihood of winning against a random opponent from the same session. Self-reported risk refers to the self-reported willingness to take risks. Risk aversion refers to the incentivized measure of risk. Ambiguity aversion refers to the incentivized measure of ambiguity. Robust standard errors are in parenthesis.

## A3. Analysis on the restricted sample of participants with no difference in performance

As we report in the main text, in the Extensive Margin treatment we find that men perform better than women under the tournament (MW test, $\mathrm{z}=2.277, \mathrm{p}=.02$ ) and marginally better than women under the piece rate ( $\mathrm{z}=1.717, \mathrm{p}=.09$ ). Both results become insignificant if we exclude the top $11.6 \%$ of the observations who perform 5 or more successful tosses (MW test, $\mathrm{z}=1.438, \mathrm{p}=.15$ for the tournament; MW test, $\mathrm{z}=$ $1.289, \mathrm{p}=.20$ for the piece rate). Importantly, if we exclude these observations and regress tournament on female we find that females are still 35.5 percentage points less likely to select the tournament than men. The regression results are illustrated in Table A6 below. Similarly, in the Intensive Margin treatment we find that men perform marginally better than women ( $\mathrm{z}=1.85, \mathrm{p}=.064$ ), though this difference becomes
insignificant if we exclude subjects (5.95\%) who perform more than 5 tosses ( $\mathrm{z}=$ $1.335, p=.182$ ). Further, if we exclude these subjects we still find that women allocate 29.8 fewer points to the tournament than men. The regression results are reported in the table below.

Table 5.A5 Probit of Tournament Entry

| Choice of Tournament | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} .355 * * * \\ (.051) \end{gathered}$ | $\begin{gathered} .351 * * * \\ (.052) \end{gathered}$ | $\begin{gathered} -.344 * * * \\ (.056) \end{gathered}$ | $\begin{gathered} -.301^{* *} \\ (.069) \end{gathered}$ | $\begin{gathered} -.297 * * * \\ (.068) \end{gathered}$ | $\begin{gathered} -.288^{* * *} \\ (.064) \end{gathered}$ | $\begin{gathered} -.303^{* * *} \\ (.052) \end{gathered}$ |
| Gender composition |  | $\begin{gathered} -.002 \\ (.039) \end{gathered}$ | $\begin{gathered} -.005 \\ (.035) \end{gathered}$ | $\begin{gathered} -.012 \\ (.044) \end{gathered}$ | $\begin{gathered} -.018 \\ (.045) \end{gathered}$ | $\begin{aligned} & -.018 \\ & (.044) \end{aligned}$ | $\begin{aligned} & -.002 \\ & (.037) \end{aligned}$ |
| Expected Performance |  |  | $\begin{aligned} & .007 \\ & (.023) \end{aligned}$ |  |  |  |  |
| Confidence Winning |  |  |  | $\begin{gathered} .007^{* *} \\ (.003) \end{gathered}$ | $\begin{gathered} .007 * * * \\ (.003) \end{gathered}$ | $\begin{gathered} .008^{* * *} \\ .003 \end{gathered}$ | $\underset{(.002)}{.007 * * *}$ |
| Self reported Risk |  |  |  |  | $\begin{gathered} -.017 \\ (.026) \end{gathered}$ | $\begin{aligned} & -.017 \\ & (.025) \end{aligned}$ | $\begin{gathered} .022 \\ (.022) \end{gathered}$ |
| Risk Aversion |  |  |  |  |  | $\begin{gathered} .030 \\ (.022) \end{gathered}$ | $\begin{gathered} .030 \\ (.020) \end{gathered}$ |
| Ambiguity Aversion |  |  |  |  |  |  | $\begin{gathered} -.020 * * \\ (.008) \end{gathered}$ |
| Year dummy | N | Y | Y | Y | Y | Y | Y |
| Observations | 106 | 106 | 72 | 72 | 71 | 69 | 69 |
| Pseudo R2 | . 136 | . 150 | . 229 | . 300 | . 301 | . 310 | . 355 |

Note: The table presents marginal effects estimated from probit regression for the restricted sample of subjects with no differences in performance. Dependent variable: Choice of tournament ( 1 tournament and 0 piece-rate). Gender composition refers to the women to men ratio in each session. Expected performance refers to the estimated number of successful tosses. Confidence of winning refers to subjects' expected likelihood of winning against a random opponent from the same session. Self-reported Risk refers to the self-reported willingness to take risks. Risk aversion refers to the incentivized measure of risk. Ambiguity aversion refers to the incentivized measure of ambiguity. Marginal effects are estimated at a man from a gender-balanced session, and at the average for all the other variables. Robust standard errors are in parenthesis.

Table 5.A6 OLS Regression of Tournament Allocation

| Points allocated to | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} -29.78^{* * *} \\ (5.51) \end{gathered}$ | $\begin{gathered} -31.09^{* * *} \\ (5.51) \end{gathered}$ | $\begin{gathered} -27.89^{* * *} \\ (5.83) \end{gathered}$ | $\begin{gathered} -17.03^{* * *} \\ (6.13) \end{gathered}$ | $\begin{gathered} -13.44 * * \\ (6.21) \end{gathered}$ | $\begin{gathered} -11.25^{*} \\ (5.88) \end{gathered}$ | $\begin{gathered} -14.81 * * \\ (6.24) \end{gathered}$ |
| Gender composition |  | $\begin{gathered} 14.50^{* *} \\ (6.35) \end{gathered}$ | $\begin{aligned} & 13.33 * \\ & (6.93) \end{aligned}$ | $\begin{gathered} 8.99 \\ (4.35) \end{gathered}$ | $\begin{gathered} 4.62 \\ (4.67) \end{gathered}$ | $\begin{gathered} 4.60 \\ (4.43) \end{gathered}$ | $\begin{gathered} 4.63 \\ (4.35) \end{gathered}$ |
| Expected <br> Performance |  |  | $\begin{gathered} 2.45 \\ (1.51) \end{gathered}$ |  | . |  |  |
| Confidence Winning |  |  |  | $\begin{gathered} .664^{* * *} \\ (.123) \end{gathered}$ | $\begin{gathered} .528^{* * *} \\ (.140) \end{gathered}$ | $\begin{gathered} .590^{* * *} \\ (.137) \end{gathered}$ | $\begin{gathered} .537 * * * \\ (.138) \end{gathered}$ |
| Self-reported Risk |  |  |  |  | $\begin{gathered} 3.48 * * \\ (1.51) \end{gathered}$ | $\begin{gathered} 3.44 * * \\ (1.51) \end{gathered}$ | $\begin{aligned} & 3.27^{*} \\ & (1.66) \end{aligned}$ |
| Risk <br> Aversion |  |  |  |  |  | $\begin{gathered} .424 \\ (1.09) \end{gathered}$ | $\begin{gathered} .506 \\ (1.08) \end{gathered}$ |
| Ambiguity aversion |  |  |  |  |  |  | $\begin{aligned} & -.722 \\ & (.582) \end{aligned}$ |
| Constant | $\begin{gathered} 65.06 * * * \\ (4.43) \end{gathered}$ | $\begin{gathered} 46.67 * * * \\ (8.78) \end{gathered}$ | $\begin{gathered} 33.84^{* *} \\ (12.79) \end{gathered}$ | $\begin{gathered} 10.43 \\ (11.09) \end{gathered}$ | $\begin{gathered} .295 \\ (12.57) \end{gathered}$ | $\begin{gathered} -7.26 \\ (17.09) \end{gathered}$ | $\begin{gathered} 6.03 \\ (20.80) \end{gathered}$ |
| Year dummy | N | Y | Y | Y | Y | Y | Y |
| Observations | 79 | 79 | 79 | 79 | 78 | 74 | 73 |
| $\mathrm{R}^{2}$ | . 282 | . 326 | . 350 | . 479 | . 519 | . 555 | . 566 |

*** $\mathrm{p}<.01,{ }^{* *} \mathrm{p}<.05, * \mathrm{p}<.10$
Note: The table presents OLS estimates for the restricted sample of subjects with no difference in performance. Dependent variable: points allocated to the tournament. Gender composition refers to the women to men ratio in each session. Expected performance refers to the estimated number of successful tosses. Confidence of winning refers to subjects' expected likelihood of winning against a random opponent from the same session. Self-reported risk refers to the self-reported willingness to take risks. Risk aversion refers to the incentivized measure of risk. Ambiguity aversion refers to the incentivized measure of ambiguity. Robust standard errors are in parenthesis.

## A4. The Gender Gap across the quartiles of the distribution of tournament allocation

Table 5.A7 Women to Men ratio across the quartiles of the distribution of tournament allocation

|  | Extensive Margin | Intensive Margin |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tournament choice | $1^{s t}-25^{\text {th }}$ | $25^{\text {th }}-49^{\text {th }}$ | $50^{\text {th }}-75^{\text {th }}$ | $75^{\text {th }}-99^{\text {th }}$ |
| $t$ to tournament | - | $t \leq 25$ | $25<t<50$ | $50 \leq t<70$ | $t \geq 70$ |
| Fraction of Men | 0.78 | . 10 | 0.13 | 0.25 | 0.53 |
| Fraction of Women | 0.32 | . 34 | 0.34 | 0.27 | 0.05 |
| Women to Men Ratio | 0.41 | 3.4 | 2.62 | 1.08 | 0.09 |

The Table illustrates the fraction of men and women across the four quartiles of the distribution of competitiveness. As shown in the table, we see high women to men ratios in the first two quartiles of the distribution. Only $23 \%$ of the men are below the median of the distribution. In the third quartiles of the distribution we see that the fraction of men and the fraction of women are about the same, with a women to men ratio of 1.08 to 1 . Instead, we see that more than half of the men ( $53 \%$ ) are in the top quartile of the distribution, whereas only $5 \%$ of the women are in this quartile. On this quartile of the distribution the women to men ratio is 0.09 . Overall, we observe a higher proportion of women in the first and second quartiles of the distribution ( $p=.01$ and $\mathrm{p}=.02$, Fisher exact), while a higher proportion of men in the top quartile ( $\mathrm{p}<.001$, Fisher exact).

## Appendix B. Instructions


#### Abstract

Ability Welcome to the experiment. The experiment is simple. We will keep anonymous any and all information that we receive from you during this session. Please read the following instructions carefully.

Thank you for your participation. In this study, you will be asked to participate in a ball-tossing task.

In this task, you will toss a tennis ball into a small bin 10 feet away. You will have 10 opportunities to toss the ball. The toss must be underhand. A successful toss is a toss that lands in the bin and stays in the bin. The task itself will be completed at the end of the session, and we will record your results individually; that is, no other participants will observe your performance in this task.


## Competitiveness on the Extensive Margin Measure

Welcome to the experiment. The experiment is simple and if you will follow the instructions you may earn a considerable amount of money that will be paid to you, privately and in cash, at the end of the experiment. We will keep anonymous any and all information that we receive from you during this session. Please read the following instructions carefully.

Thank you for your participation. In this study, you will be asked to participate in a ball-tossing task, and to choose how you would like to be compensated.

In this task, you will toss a tennis ball into a small bin 10 feet away. You will have 10 opportunities to toss the ball and you will be paid according to your success. The toss must be underhand. A successful toss is a toss that lands in the bin and stays in the bin. The task itself will be completed at the end of the session, and we will record your results individually; that is, no other participants will observe your performance in this task.

You are now asked to select how you would like to be paid for the completion of this task by filling out the bottom of this sheet. This sheet will be collected before the start of the ball-tossing task.

You may choose to be paid by piece-rate or by participating in a tournament. You may choose only one.
A. The piece-rate option pays $\$ 1.00$ for each successful ball toss
B. The tournament option pays $\$ 3.00$ for each successful ball toss if you have more successful tosses than a randomly chosen participant in the room. If you have fewer successful tosses than that participant, you will be paid zero for this part of the experiment. In case the two of you tie, you will be paid $\$ 1.00$ for each successful toss.

Please select how you would like to be paid now, by circling the desired option below.

I would like to be paid by:

Piece-Rate
Tournament

## Competitiveness on the Intensive Margin Measure

Welcome to the experiment. This experiment is simple and if you follow the instructions you may earn a considerable amount of money that will be paid to you, privately and in cash, at the end of the experiment. We will keep anonymous any and all information that we receive from you during this session. Please read the following instructions carefully.

Thank you for your participation. In this study, you will be asked to participate in a ball-tossing task, and to choose how you would like to be compensated.

In this task, you will toss a tennis ball into a small bin 10 feet away. The toss must be underhand. You will have 10 opportunities to toss the ball and you will be paid according to your success. A successful toss is a toss that lands in the bin and stays in the bin. The task itself will be completed at the end of the session, and we will record your results individually; that is, no other participants will observe your performance in this task.

The decision you are asked to make is how you would like to be paid for the completion of this task. You will make this decision before the start of the ball-tossing task.

You are endowed with 100 points and asked to choose the portion of this amount (between 0 and 100 points, inclusive) that you wish to invest in a tournament. The rest of the 100 points will be invested in a piece-rate compensation scheme.

The payments for each point invested in the options are as follows:
A. The piece-rate option pays 1 cent per point for each successful toss
B. The tournament option pays 3 cents per point for each successful toss if you have more successful tosses than a randomly chosen participant in the room. If you have fewer successful tosses than that participant, you will be paid zero for this part of the experiment. In case the two of you tie, you will be paid 1cent per point for each successful ball toss.

We now ask you to choose how many of the 100 points you would like to invest in option A (the piece-rate) and how many in option B (the tournament). Please remember that the two numbers should add up to 100 points.

I would like to invest:
$\qquad$

## Additional measures -Instructions <br> Confidence Questionnaire

Please complete the following questions. Raise your hand when you are finished. This form will be collected prior to the start of the timed task.

How many successful tosses do you think you will make?

What do you believe is the probability that you will have more successful tosses than a randomly selected opponent? Please give a percentage from 0-100.

## Risk Assessment

Please answer the following question using a $1-10$ scale, where $1=$ completely unwilling and $10=$ completely willing:

Rate your willingness to take risks in general: $\qquad$

## Incentivized Risk Aversion Elicitation

## Instructions for Task H

In addition to the Instructions, this envelope contains a Decision Sheet. Please look on to your Decision Sheet as you read these Instructions to ensure that you understand the procedure of the experiment. If you have a question at any point, please raise your hand.

The Decision Sheet contains 10 separate Decisions numbering 1 through 10. Each of these Decisions is a choice between "Option A" and "Option B". One of these decisions will be randomly selected to determine your earnings. A ten-sided die will be used to determine the payoffs. After you have made your choice, this die will be rolled twice: once to select one of the 10 Decisions to be used, and then again to determine your payoff for the Option associated with that decision, either A or B, given your choice at that decision.

To choose an Option for each decision, you will make one choice in the "Switch" column on the right. This choice indicates that you would like to switch from Option A to Option B, and will signify whether Option A or Option B is used to determine your earnings for each of the 10 decisions. For each decision before your choice, Option A will be used for payment. For each decision after your choice, including the decision where the choice was made, Option B will be used.

For example, if the die roll outcome is 6 , Decision No. 6 will determine payment.

1. If your "Switch" number is after Decision No. 6, then Option A be used to determine your payoff. You will have a $6 / 10$ chance of earning 200 tokens, and a $4 / 10$ chance of earning 160 tokens.
2. If your "Switch" number is before or at Decision No. 6, then Option B will be used to determine your payoff. You will have a $6 / 10$ chance of earning 385 tokens, and a 4/10 chance of earning 10 tokens.

Namely, once we select a decision to determine your earnings, if that decision came before your choice to switch, Option A will be used. If that decision came after or at your choice, Option B will be used.

Please look at Decision 3 at the top of the Decision Sheet. Option A pays 200 tokens with a chance of $3 / 10$, and 160 tokens with a chance of $7 / 10$. Since each side of a ten-sided die has an equal chance of being the outcome in a throw, this corresponds to Option A paying 200 tokens if the throw of the die is 1,2 or 3, and 160 tokens if the throw of the die is any other number ( 4 through 10). Option B pays 385 tokens if throw of the die is 1,2 or 3 , and 10 tokens if the throw of the die is any other number (4 through 10). The other Decisions are similar, except that as you go down the table, the chances of the higher payoff for each Option increase. For Decision 10 in the bottom row, no die will be needed since each Option pays the highest payoff for sure. Your choice there is between 200 tokens and 385 tokens.

Once you are done with both tasks H and T, you will proceed to another room where an experimenter will flip a coin. If the outcome is Heads, the experimenter will throw a ten-sided die to select which of the ten Decisions will be used. The die will then be thrown again to determine your earnings for the Option you chose for the selected Decision. Earnings in tokens will be converted to dollars such that 20 tokens $=\$ 1$, so if your payoff was 200 tokens you would earn $\$ 10$. This will be added to your previous earnings, and you will be paid in cash when finished.

Please raise your hand if you have any questions. If you do not have any questions, please proceed to the Decision Sheet and mark your choices.

## Decision Sheet

Please indicate at which decision you would like to switch from Option A to Option B by putting a check mark in the box of the Switch column. You should have 1 check mark. For any decisions before this check mark, Option A will be used to determine payment. For any decisions after and including the check mark, Option B will be used.

| NO. | Option A | Option B | Switch |
| :---: | :---: | :---: | :---: |
| 1 | $1 / 10$ chance of 200 tokens 9/10 chance of 160 tokens | $1 / 10$ chance of 385 tokens $9 / 10$ chance of 10 tokens |  |
| 2 | $2 / 10$ chance of 200 tokens 8/10 chance of 160 tokens | $2 / 10$ chance of 385 tokens $8 / 10$ chance of 10 tokens |  |
| 3 | $3 / 10$ chance of 200 tokens $7 / 10$ chance of 160 tokens | $3 / 10$ chance of 385 tokens $7 / 10$ chance of 10 tokens |  |
| 4 | 4/10 chance of 200 tokens $6 / 10$ chance of 160 tokens | 4/10 chance of 385 tokens $6 / 10$ chance of 10 tokens |  |
| 5 | 5/10 chance of 200 tokens $5 / 10$ chance of 160 tokens | 5/10 chance of 385 tokens $5 / 10$ chance of 10 tokens |  |
| 6 | 6/10 chance of 200 tokens $4 / 10$ chance of 160 tokens | 6/10 chance of 385 tokens $4 / 10$ chance of 10 tokens |  |
| 7 | 7/10 chance of 200 tokens <br> $3 / 10$ chance of 160 tokens | $7 / 10$ chance of 385 tokens $3 / 10$ chance of 10 tokens |  |
| 8 | 8/10 chance of 200 tokens $2 / 10$ chance of 160 tokens | 8/10 chance of 385 tokens $2 / 10$ chance of 10 tokens |  |
| 9 | 9/10 chance of 200 tokens $1 / 10$ chance of 160 tokens | 9/10 chance of 385 tokens $1 / 10$ chance of 10 tokens |  |
| 10 | 10/10 chance of 200 tokens $0 / 10$ chance of 160 tokens | 10/10 chance of 385 tokens $0 / 10$ chance of 10 tokens |  |

## Incentivized Ambiguity Aversion Elicitation

## Instructions for Task T

In addition to the Instructions, this envelope contains a Decision Sheet. Please look on to your Decision Sheet as you read these Instructions to ensure that you understand the procedure of the experiment. If you have a question at any point, please raise your hand.

The Decision Sheet contains 20 separate Decisions numbering 1 through 20. Each of these Decisions is a choice between drawing a ball from "Urn A" or "Urn B". One of these decisions will be randomly selected, depending upon a roll of a one 20 -sided die, to determine your earnings. You will select a color, Red or Black, and this will be your Success Color. Once a decision is selected, your earnings will be determined by whether the ball drawn from the Urn matches your Success Color.

You will make one choice in the "Switch" column on the right. This choice indicates that you would like to switch from drawing a ball out of Urn A to drawing out of Urn B. Making a choice to switch means that every decision before your choice, a ball will be drawn from Urn A. For each decision after your decision, including the decision where the choice was made, a ball will be drawn from Urn B.

For example, if the die roll is 9, Decision No. 9 will determine payment.

1. If your "Switch" number is after Decision No. 9, a ball will be drawn from Urn A, and if the color of the ball matches the Success Color, then you will 200 tokens. If it does not match, you will earn 0 tokens.
2. If your "Switch" number is before or at Decision No. 9, a ball will be drawn from Urn B, and if the color of the ball matches the chosen Success Color, then you will earn 228 tokens. If it does not match, you will earn 0 tokens.

Namely, once we select a decision to determine your earnings, if that decision came before your choice to switch, a ball will be drawn from Urn A. If that decision came after or at your choice, a ball will be drawn from Urn B.

In each of the 20 decisions, Urn A has 50 Red balls and 50 black balls, and pays 200 tokens if the ball drawn from Urn A matches your Success Color, and 0 tokens if it does not match. Since each color has a $1 / 2$ chance of being drawn, this means that drawing from Urn A pays 200 tokens with a chance of $1 / 2$, and pays 0 with a chance of $1 / 2$.

Urn B, on the other hand, has an unknown number of Red and Black balls (with a total of 100 balls). It pays a positive amount if the ball drawn from Urn B matches your Success Color, and 0 tokens if it does not match. Since the chance of each color being drawn is unknown, the chance of Urn B paying a positive number of tokens is
unknown as well. The only difference between the 20 options is the amount paid when a ball matching your Success Color is drawn from Urn B.

When you have made your choice to switch, please place these instructions and your Decision Sheet back into the envelope marked T. Once you are done with both tasks H and T , you will proceed to another room where an experimenter will flip a coin. If the outcome is Tails, the experimenter will throw one 20 -sided die to select which of the 20 decisions will be used. The experimenter will then draw a ball from the Urn you had selected for that Decision to determine your payoff. Earnings in tokens will be converted to dollars such that 20 tokens $=\$ 1$, so if your payoff was 200 tokens you would earn $\$ 10$. You will then be paid in cash.

Please raise your hand if you have any questions. If you do not have any questions, please proceed to the Decision Sheet and mark your choices.

## Decision Sheet

My Success Color is (please circle one): Red Black
Please indicate at which decision you would like to switch from Urn A to Urn B by putting a check mark in the box of the Switch column. You should have 1 check mark total. For any decisions before this check mark, a ball will be drawn from Urn A. For any decisions after and including the check mark, a ball will be drawn from Urn B

|  | Urn A | Urn B |  |
| :---: | :---: | :---: | :---: |
| No. | 50 Red balls, 50 Black balls | ? Red balls, ? Black balls | Switch |
| 1 | 200 tokens if Chosen Color 0 tokens if not | 164 tokens if Chosen Color 0 tokens if not |  |
| 2 | 200 tokens if Chosen Color 0 tokens if not | 172 tokens if Chosen Color 0 tokens if not |  |
| 3 | 200 tokens if Chosen Color 0 tokens if not | 180 tokens if Chosen Color 0 tokens if not |  |
| 4 | 200 tokens if Chosen Color 0 tokens if not | 188 tokens if Chosen Color 0 tokens if not |  |
| 5 | 200 tokens if Chosen Color 0 tokens if not | 196 tokens if Chosen Color 0 tokens if not |  |
| 6 | 200 tokens if Chosen Color 0 tokens if not | 204 tokens if Chosen Color 0 tokens if not |  |
| 7 | 200 tokens if Chosen Color 0 tokens if not | 212 tokens if Chosen Color 0 tokens if not |  |
| 8 | 200 tokens if Chosen Color 0 tokens if not | 220 tokens if Chosen Color <br> 0 tokens if not |  |
| 9 | 200 tokens if Chosen Color 0 tokens if not | 228 tokens if Chosen Color 0 tokens if not |  |
| 10 | 200 tokens if Chosen Color 0 tokens if not | 236 tokens if Chosen Color 0 tokens if not |  |
| 11 | 200 tokens if Chosen Color 0 tokens if not | 244 tokens if Chosen Color 0 tokens if not |  |
| 12 | 200 tokens if Chosen Color 0 tokens if not | 252 tokens if Chosen Color 0 tokens if not |  |
| 13 | 200 tokens if Chosen Color 0 tokens if not | 260 tokens if Chosen Color 0 tokens if not |  |
| 14 | 200 tokens if Chosen Color 0 tokens if not | 268 tokens if Chosen Color 0 tokens if not |  |
| 15 | 200 tokens if Chosen Color 0 tokens if not | 276 tokens if Chosen Color 0 tokens if not |  |
| 16 | 200 tokens if Chosen Color 0 tokens if not | 284 tokens if Chosen Color 0 tokens if not |  |
| 17 | 200 tokens if Chosen Color 0 tokens if not | 292 tokens if Chosen Color <br> 0 tokens if not |  |
| 18 | 200 tokens if Chosen Color 0 tokens if not | 300 tokens if Chosen Color 0 tokens if not |  |
| 19 | 200 tokens if Chosen Color 0 tokens if not | 308 tokens if Chosen Color 0 tokens if not |  |
| 20 | 200 tokens if Chosen Color 0 tokens if not | 316 tokens if Chosen Color 0 tokens if not |  |
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[^0]:    ${ }^{1}$ Previous literature has shown that choices and judgment can be distorted by social pressure (Asch, 1954; Bond and Smith, 1996), self-serving biases (Babcock et al., 1995; Lord et al., 1979; Kunda, 1990; Haisley and Weber, 2010, see also Bazerman et al., 2002), or through a conflict of interest (Cain et al., 2005; Moore and Loewenstein, 2010).

[^1]:    ${ }^{2}$ See also Cappelen, Sørensen, and Tungodden (2013), Erat (2013), and Lightle (2013) for investigations of the factors that affect moral costs in deception behavior, and Belot and Schröder (2013), who examine the relationship between payment schemes and lying and theft in a principal agent setting.

[^2]:    ${ }^{3}$ When we refer to reciprocity in the paper, we refer exclusively to non-strategic, social-preference based reciprocity. Strategic reciprocity would require repeated interactions with feedback, which are not part of our design.

[^3]:    ${ }^{4}$ Treatment KeepBothReject and treatment CoinFlip were conducted in October 2014. We thank the editor and two anonymous referees for suggesting we run these additional treatments.

[^4]:    ${ }^{5}$ In treatment Objective, we had to discard one group because the referee did not follow the instructions and rejected both bribes even though he was not allowed to do so. Therefore, we ran one additional session in order to have at least 20 groups.

[^5]:    ${ }^{6}$ However, this effect is only driven by a few observations. Thirty of the 40 workers bribed exactly the same in the second round, two people bribed more, and the remaining eight people bribed less.

[^6]:    7 We thank an anonymous referee for suggesting this method to us. Cameron, Gelbach, and Miller (2008) show that for small cluster sizes and/or a small number of clusters, this approach leads to more accurate (and more conservative) p-values than alternative techniques. In Appendix A5, we also redo all regressions of Table 4 , using several alternative techniques, including clustered standard errors and nonparametric bootstraps.

[^7]:    ${ }^{8}$ The reason that the three non-interacted coefficients in column 3 of Table 4 are not exactly identical to the coefficients in column 1 is standardization. For column 1, we standardized all coefficients with respect to the standard deviation of the explanatory variables in KeepWinner, whereas for column 3 we used the standard deviation for the combined data of KeepWinner and KeepBoth.

[^8]:    ${ }^{1}$ We could not control for demographics in the regressions presented in the main text. When workers are randomly selected, selected workers have a $50 \%$ chance of winning, irrespective of the referee's demographics, and hence all demographic variable coefficients are zero in expectation.

[^9]:    ${ }^{2}$ The marginal-effect estimates for probit are typically larger than the coefficient estimates of OLS, which is the result of the marginal effect being estimated at the sample average, where the probability of winning is approximately .5 .

[^10]:    ${ }^{3}$ One potential reason for this result is that, by chance, a greater number of pairs of jokes in round 1 were very similar in quality. If referees found that deciding between two very similar jokes was difficult, they may have selected the better bribe instead. In line with this reasoning, we show in appendix A4 that referees appear to have been more likely to care about bribes when jokes were of similar quality.

[^11]:    ${ }^{4}$ These are the instructions for the KeepWinner treatment. The instructions for treatment Objective are presented below. The instructions for the other treatments are similar to KeepWinner and available upon request.
    ${ }^{5}$ A horizontal line indicates that participants went to the next screen.

[^12]:    ${ }^{6}$ Instructions for round 2 started from "please write a joke about economists" onwards and were identical to the instructions for round 1 , except that workers were instructed to write a joke about psychologists instead.

[^13]:    ${ }^{7}$ Instructions for round 2 contained the topic of the second round. Otherwise, they were identical to the last page of the instructions for round 1 (from "In a few moments" onwards).

[^14]:    ${ }^{8}$ Instructions for round 2 were the same as round 1, starting from "what do you believe is the probability ...".

[^15]:    ${ }^{1}$ See also the related models by Bodner and Prelec (2003), in which individuals may choose their beliefs self-servingly, and Brocas and Carrillo (2008), who model asymmetric information conflicts using a dual-self model of the brain, based on neuroscience evidence.

[^16]:    ${ }^{2}$ All other studies in a session were not incentivized and unrelated to our study. They were surveys in the fields of marketing and management, remained always the same and were presented in the same order within a week.
    ${ }^{3}$ Some participants (34 out of 324) did not follow the instructions as indicated. They did not raise their hand to request the paper for the message. We leave these participants in the sample and thereby report results conservatively. If we exclude these participants from the sample, results are strengthened in the direction of our prediction.

[^17]:    ${ }^{4}$ We conducted additional experiments, as will be described in what follows. In parallel, we conducted a Replication Experiment, in which we replicated this experiment to test its robustness to cohort effects in our subject pool. We recruited an additional 311 advisors following the same procedures (104 in the Control treatment, 103 and in the Before treatment and 104 in the After treatment). We obtained even stronger treatment effects than in this experiment. There was a significant difference in A recommendations between the Before ( $60.2 \%$ of the cases) and the After ( $34.7 \%$ of the cases) treatments ( $\mathrm{Z}=3.826, \mathrm{p}<.01$ ). In the Control treatment, A was recommended in $29.8 \%$ of the cases, which is not significantly different from the frequency of A recommendations in the After treatment $(\mathrm{Z}=0.596, \mathrm{p}=.551)$.

[^18]:    ${ }^{1}$ Gneezy, Saccardo, and Van Veldhuizen (2013) use this game to study the relative importance of greed and reciprocity in accepting bribes. Their key comparison is between a treatment in which referees can keep only the money sent by the winner and a treatment in which they keep the money from both workers. The main finding is that sending money is significantly more effective in the former than in the latter.

[^19]:    ${ }^{2}$ The data of 123 participants ( 60 in Before, 63 in Objective) are also reported in Gneezy, Saccardo, and Van Veldhuizen (2013). Because we wanted to have 90 observations per treatment for this paper, we also collected 30 additional observations for these treatments as well as 90 new observations for the After treatment. Results remain essentially unchanged if we consider only the first 60 observations in each treatment (results available from the authors).
    ${ }^{3}$ In one group in treatment Objective, the referee did not follow the instructions and rejected both amounts sent even though this was not part of the instructions. The experimenter only realized this at the end of the session. We decided to discard this observation. To reach the sample size we had originally planned, we ran an additional session.

[^20]:    ${ }^{4}$ For a threshold of $69.4 \%$, which corresponds to jokes being significantly different at the $5 \%$ level, the results are similar. To keep the largest number of observations, we chose to focus on the threshold of $65.1 \%$ instead.
    ${ }^{5}$ The agreement of raters is also reflected in the difference in our measure of quality, the average rating provided by the independent raters. The average difference in ratings within pairs of jokes that exceed the $65.1 \%$ threshold (1.63) is significantly larger than the average difference in quality in jokes below the threshold (0.75) (Mann-Whitney test, $\mathrm{p}<0.001$ ).

[^21]:    ${ }_{6}$ Because the two workers in each pair are the exact inverse observation of one another and therefore not independent observations, we randomly select one worker per pair to include in the analysis. In section A. 4 below, we redo the analysis with 1,000 random samples to show that the results reported here are not due to the particular random sample that was selected.

[^22]:    ${ }^{7}$ The significance of this coefficient varies depending on the random sample drawn. In 575 out of 1,000 random samples, the coefficient is significant at the $10 \%$ level or lower. In the draw randomly selected for Table A.2. the coefficient is not significant. All other interaction terms are robust and remain significant in at least 900 random samples out of 1,000 .

[^23]:    ${ }^{8}$ We did not originally intend to incorporate this analysis in our paper；we only included it after it had been repeatedly suggested to us by seminar participants and others．

[^24]:    ${ }^{1}$ The number of observations is 298 instead of 300 as one participant indicated numbers instead of ID letters in this stage and a second participant left out more than one ID number in his ranking. Out of all 400 participants in all four treatments 18 left out one ID letter in their ranking and repeated another one instead. In this case we randomly assigned the missing ID number to one of the rank positions with the repeated ID.
    ${ }^{2}$ Cronbach's Alpha is a measure of internal consistency. It measures the average correlation of the individual rankings we use to create the aggregate ranking. The higher the score, the more reliable is the generated scale.

[^25]:    ${ }^{1}$ See also Gallup (2013) Poll 163687, June 13 - July 5. Available at: http://www.gallup.com/poll/163697/approve-marriage-blacks-whites.aspx
    ${ }^{2}$ OECD (2014) International Migration Outlook 2014 (OECD Publishing) Available at: http://www.oecd-ilibrary.org/social-issues-migration-health/international-migration-outlook-2014_migr_outlook-2014-en [Accessed May 13, 2015].

[^26]:    ${ }^{4}$ Note that in similar experiments the majority of receivers in this game follow the message.

[^27]:    ${ }^{1}$ For discussions regarding the estimated size of the gender gap in, for example, wages, and for possible economic explanations, see Altonji and Blank (1999); Bertrand and Hallock (2001); Bertrand (2010); and Goldin, Katz, and Kuziemko (2006). For recent statistics, see USA Today, 2011, http://www.usatoday.com/money/companies/management/story/2011-10-26/women-ceos-fortune-500companies/50933224/1.

[^28]:    ${ }^{2}$ For further evidence on gender differences in selecting into competition, see Andersen, Ertac, Gneezy, List, and Maximiano (2012); Balafoutas and Sutter (2012); Booth and Nolen (2012); Cason, Masters, and Sheremeta (2010); Datta Gupta, Poulsen, and Villeval (2011); Dohmen and Falk (2011); Ertac and Szentes (2010); Gneezy and Rustichini (2004); Gneezy, Leonard, and List (2009); Healy and Pate (2011); Niederle, Segal, and Vesterlund (2012); Sutter and Rützler (2010); Vandegrift and Yavas (2009); and Wozniak, Harbaugh, and Mayr (2009).

[^29]:    ${ }^{3}$ We originally had 84 participants per treatment but did not have data on confidence, risk, and ambiguity for half of the subjects who performed the binary task. In order to make use of that data and make sensible comparisons between treatments, we collected an additional 42 observations in the binary measure. We thank an anonymous referee for this suggestion.
    ${ }^{4}$ There was no difference in earnings across the two measures ( $\$ 8.46$ in the binary elicitation vs. $\$ 7.90(\mathrm{Sd}=4.04)$ in the linear elicitation, Mann-Whitney test, $\mathrm{p}=.38)$.

[^30]:    ${ }^{5}$ Participants in the Fall 2013 sessions did not complete such measures. We collected additional data that includes these measures in Fall 2014. We thank an anonymous referee for the suggestion.

[^31]:    ${ }^{6}$ Alternatively, considering a) the total fraction of women in the session, b) adding to the model dummy variables for sessions with more women than men and for sessions with more men than women, or c) adding session dummies to the regression results in a similar gender gap.

[^32]:    ${ }^{7}$ The data regarding the number of successful tosses is missing for one of the session $(\mathrm{N}=6)$ as it was not collected due to a mistake in the experimental procedures.

[^33]:    ${ }^{8}$ Note that GPA was only collected for the 84 individuals from whom we collected the measures of confidence, risk and ambiguity.

