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Abstract of the Dissertation

Calibrating Determinacy Strength in Borel Hierarchies

by

Sherwood Julius Hachtman

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2015

Professor Itay Neeman, Chair

We study the strength of determinacy hypotheses in levels of two hierarchies of subsets of

Baire space: the standard Borel hierarchy 〈Σ0
α〉α<ω1 , and the hierarchy of sets 〈Σ0

α(Π1
1)〉α<ω1

in the Borel σ-algebra generated by coanalytic sets.

We begin with Σ0
3, the lowest level at which the strength of determinacy had not yet

been characterized in terms of a natural theory. Building on work of Philip Welch [Wel11],

[Wel12], we show that Σ0
3 determinacy is equivalent to the existence of a β-model of the

axiom of Π1
2 monotone induction.

For the levels Σ0
4 and above, we prove best-possible refinements of old bounds due to

Harvey Friedman [Fri71] and Donald A. Martin [Mar85, Mar] on the strength of determinacy

in terms of iterations of the Power Set axiom. We introduce a novel family of reflection

principles, Π1-RAPα, and prove a level-by-level equivalence between determinacy for Σ0
1+α+3

and existence of a wellfounded model of Π1-RAPα. For α = 0, we have the following concise

result: Σ0
4 determinacy is equivalent to the existence of an ordinal θ so that Lθ satisfies

“P(ω) exists, and all wellfounded trees are ranked.”

We connect our result on Σ0
4 determinacy to work of Noah Schweber [Sch13] on higher

order reverse mathematics. Schweber shows, using the method of forcing, that for games

with real number moves, clopen determinacy (∆R
1 -DET) does not imply open determinacy

(ΣR
1 -DET) over the weak base theory RCA3

0. We show that the model Lθ is a witness to
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this separation result, and furthermore, that Lθ is (in the appropriate sense) the minimal

(third-order) β-model of a natural theory of projective transfinite recursion. We obtain

that Σ0
4 determinacy falls strictly between the principles ΣR

1 -DET,∆R
1 -DET in terms of

β-consistency strength.

Finally, we combine our methods with those of John Steel [Ste82] and Itay Neeman

[Nee00], [Nee06] to characterize the strength of determinacy for sets in the pointclasses

Σ0
1+α+3(Π1

1). Granted that the reals are closed under the sharp function, we show this

determinacy is equivalent to the existence of an iterable mouse with a measurable cardinal

κ of Mitchell order o(κ) = κ++ in which Π1-RAPκ+1+α holds.
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CHAPTER 1

An overview of the results

1.1 Background and motivation

Let us define a game between two players, call them Player I and Player II, who take turns

choosing natural numbers, x0, x1, x2, . . . , in sequence:

I x0 x2 . . . x2n . . .

II x1 . . . x2n+1 . . .

Supposing that the players have survived through infinitely many rounds of the game, they

have cooperated to produce an infinite sequence of naturals, x = 〈x0, x1, . . .〉. A winner of

the play x is then decided based on a priorly fixed winning condition: Namely, a set A ⊆ ωω

of sequences of naturals is fixed beforehand, called the payoff set. If x ∈ A, then Player I

wins; if x /∈ A, then Player II wins. We denote the game with payoff A by G(A).

A strategy for Player I is a partial function σ : ω<ω ⇀ ω that is defined on finite sequences

of even length. Intuitively, σ tells I what move to make whenever it is his turn. A strategy

is winning for I in the game G(A) if whenever x is compatible with σ, in the sense that

x2n+1 = σ(〈x0, . . . , x2n〉) for all n, then we have x ∈ A, that is, I wins the play x. Analogous

definitions are made for Player II. If either player has a winning strategy in the game with

payoff A, we say G(A) is determined.

Such infinite two-person games of perfect information (henceforth simply infinite games)

had been considered by mathematicians of the Lwów school [Mau81] and were introduced

to the literature by Gale and Stewart [GS53] as a generalization of finite perfect information

games, already an object of intense study in the burgeoning field of economic game theory
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[NM44]. The stated hope of [GS53] was that study of infinite games would lead to the dis-

covery of methods applicable to the study of games of finite length. Since their introduction,

however, infinite games have bred a panoply of beautiful techniques and results tailored

especially to a study of the infinite, elucidating an intimate connection between axioms of

large infinity and the structure of definable sets of reals.

Let Γ ⊆ P(ωω) be a collection of subsets of Baire space; adopting common set theoretic

parlance, we refer to ωω as the reals. Γ determinacy, abbreviated Γ -DET, is the statement

that G(A) is determined for every A ∈ Γ. The main result in [GS53] is Σ0
1 -DET: Open

games are determined. On the other hand, they show there exist sets B so that neither

player has a winning strategy in G(B), but the example of such B is rather complicated: its

definition makes use of a wellordering of R, and so appeals to the axiom of choice.

This gives an inkling for the motivation behind a study of infinite games: Γ -DET is a

regularity property for sets of reals in Γ. This had already been evident in the earliest results

of the subject: if Γ is closed under continuous preimages, then all sets in Γ have the Baire

property (due to Banach and Mazur [Mau81], see also [Oxt57]), the perfect set property

[Dav64], and are Lebesgue measurable [MS64]. So Γ -DET implies that sets in Γ are free of

the well-known pathological consequences of the axiom of choice.

The possibility emerged that a large class of sets of reals are determined, and by virtue of

this are “well-behaved”. In [MS62], Mycielski and Steinhaus conjectured that this is the case

for all definable sets of reals, granting P(ωω) -DET the status of an axiom: AD, the axiom

of determinacy. Hoping the additional structure imposed by determinacy could provide

an illuminating picture of the class of sets of reals, they proposed AD as an alternative

to the axiom of choice for the study of analysis. This conjecture was to be dramatically

validated through the 80s, as descriptive set theorists of the UCLA-Caltech Cabal Seminar

[KM78, KMM81, KMM83, KMS88] were to provide a remarkably full picture of the structure

of sets of reals under AD; e.g., generalizing the Kondo-Addison uniformization theorem for

Π1
1 [Kon37] to all levels of the projective hierarchy [Mos71].

It remained to show determinacy holds for the largest class of sets possible. Gale-Stewart
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[GS53] was the starting point; Philip Wolfe [Wol55] almost immediately proved Σ0
2 -DET

(determinacy for games with Fσδ or Gδσ payoff). Morton Davis [Dav64] made the next

progress, proving determinacy for games with Σ0
3 payoff. But extending these results to Σ0

4

and beyond proved difficult.

The first indication that determinacy hypotheses possess substantial strength was My-

cielski’s result [MS64] that consistency of ZF + AD implies the consistency of ZFC plus an

inaccessible cardinal; Solovay (unpublished, see [Kan03]) was to later show that if the ax-

iom of determinacy holds, then ω1 is a measurable cardinal. Soon after, Harvey Friedman

[Fri71] discovered metamathematical obstacles to proving determinacy even at low levels of

the Borel hierarchy. Friedman showed that even Σ0
5 -DET is unprovable in ZFC− (ZFC with

the Power Set axiom removed). The situation revealed was that any proof of Borel determi-

nacy (if such could be effected in ZFC) would require use of the Replacement and Power Set

axioms—in fact, ω1-many iterated applications of Power Set to the reals. So even though

Borel determinacy is a statement about reals and sets of reals—involving only objects in

Vω+2—any proof would require an appeal to uncountably many levels of the von Neumann

universe of sets, exhausting Vω1 .

The first proof of Borel determinacy from any hypothesis was Martin’s result [Mar70]

that analytic determinacy, Π1
1 -DET, follows from the existence of a measurable cardinal.

To set theorists convinced of the consistency of measurable cardinals, then, ∆1
1 -DET was

true. Furthermore, Borel determinacy, being a Π1
3 statement, is absolute from V to L, by

Shoenfield absoluteness [Sho61]; so assuming the existence of a measurable cardinal, Borel

determinacy holds in all models of set theory. The expectation was that a proof of Borel

determinacy could be effected in ZFC, possibly augmented by at most some large cardinal

hypothesis consistent with L (in particular, much smaller than measurable).

However, progress towards a ZFC proof was gradual. Baumgartner (unpublished) re-

proved Σ0
3 -DET, using a variation of Davis’s proof with an indiscernibles argument inspired

by Martin’s proof of Π1
1 -DET. Martin, in turn, extended this to a proof of Σ0

4 -DET assum-

ing the existence of a weakly compact cardinal. And Paris [Par72] completed this effort by
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proving the existence of the required indiscernibles in ZFC—indeed, in the theory ZF−+ “ω1

exists”.

As far as generalizing beyond Σ0
4, the indiscernibility arguments were a dead end. In-

spiration came from a slightly different quarter: Blass [Bla75] proved the equivalence of two

strong forms of determinacy, ADR, the determinacy of games with real-number moves, and

ADω2

ω , the determinacy of games with natural number moves, but with ω2 many rounds. The

nontrivial implication involves the simulation of a game of length ω2 by a game on R where

the players play fragments of strategies in the long game on ω. As recounted in [Kan03],

this development was to serve as the germ of the idea behind Martin’s celebrated proof of

Borel determinacy in ZFC.

Martin’s proof proceeds by an induction on Borel rank. First, by defining an auxiliary

game in which (in addition to the natural number moves) Player I plays reals coding sets

of positions in the game of interest, an open game can be continuously reduced to a clopen

game; we say that open sets can be unraveled. Doing this simultaneously for the countably

many open sets from which a Σ0
1+α set A is constructed reduces the game G(A) to a Σ0

α game

on a tree on P(ω). Iterating this process, one reduces Σ0
1+α+3 determinacy to Σ0

3 determinacy

for games with moves from Pα+1(ω), and Davis’s proof of Σ0
3 -DET can be carried out on the

larger tree, granted a strong enough ambient theory. This level-by-level analysis corresponds

very nearly exactly with Friedman’s result. Refinements of these bounds by Martin (in [Mar],

and discussed in subsequent sections) have remained the sharpest known prior to our work.

1.2 Reverse mathematics and Borel determinacy

A more refined study of the strength of determinacy at low levels of the Borel hierarchy

was to follow. Results of this kind can be traced along two important trajectories. On

the one hand, in reverse mathematics, the strength of determinacy is measured in terms

of provability : An optimal result would be an isolation of some subsystem of second order

arithmetic provably equivalent to Γ-DET over some weak base theory. On the other hand, in
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set theory, determinacy strength is measured in terms of consistency strength: An optimal

result would be a characterization of some minimal model whose existence is equivalent

(again over some weak base theory) to Γ-DET; such models typically take the form of

minimal canonical (L-like) inner models a particular theory, and a measure of the complexity

of winning strategies is provided in terms of their simplest definitions over the model in

question.

On both fronts, the question of strength for the lowest levels of the Borel hierarchy has

been settled. In one of the first results of reverse mathematics, Steel proved in his Ph.D.

thesis [Ste77] that Σ0
1 -DET is equivalent over ACA0 to ATR0. Blass [Bla72] showed that there

exist Σ0
1 games with no hyperarithmetical winning strategy; it follows that winning strategies

in Σ0
1 games are definable over the least wellfounded model of KP, and so are constructed

at or before ωCK
1 in L. Tanaka [Tan91] refined Wolfe’s [Wol55] original proof of Σ0

2-DET

and showed this determinacy to be equivalent to an axiom asserting the stabilization of Σ1
1-

monotone inductive operators; this in turn was inspired by work of Solovay (see [Kec78b])

from which follows a characterization of the least level of L witnessing determinacy in terms

of the closure ordinal of such operators.

Already at the level of Σ0
3-DET, a calibration of determinacy strength in terms of reverse

mathematics becomes problematic. Welch [Wel11] has closely studied this strength, pushing

through Davis’s [Dav64] proof under minimal assumptions, and establishing that Σ0
3-DET is

provable from Π1
3-CA0, but not from ∆1

3-CA0; however, Montalbán and Shore show [MS12]

that no reversal is possible, in the strong sense that Σ0
3-DET (and indeed, any true Σ1

4

sentence) cannot prove ∆1
2-CA0. However, Welch went on to characterize [Wel12] the least

ordinal γ so that winning strategies for all such games belong to Lγ+1 as the least ordinal

with an “infinite depth Σ2-nesting”.

In Chapter 2, we prove the following:

Theorem 1.2.1. Over the base theory Π1
1-CA0, Σ0

3 -DET is equivalent to the existence of a

countably-coded β-model of Π1
2-MI, the axiom scheme of Π1

2 monotone induction.
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Let M be such a model. The proof of determinacy is a natural reformulation of Davis’s

proof [Dav64] in the language of monotone operators; however, winning strategies for Player

II in these games may be proper classes from the point of view ofM, and we take some care

to isolate the complexity of the definition of the winning strategies over M. The converse

implication relies heavily on Welch’s characterization of the ordinal γ, and the bulk of the

work is in showing that the least ordinal bearing an infinite-depth Σ2-nesting is the ordinal

height of a level of L in which Π1
2-MI holds. Our analysis has the interesting corollary that

the Σ1
2 relations correctly computed in the minimal β-model of Π1

2-MI are precisely the aΣ0
3

relations.

We remark that Montalbán and Shore [MS12] go a bit further up, analyzing determinacy

for levels of the difference hierarchy on Π0
3, showing that n−Π0

3 -DET lies strictly between

∆1
n+2-CA0 and Π1

n+2-CA0; again, no reversals are possible. They establish the limit of de-

terminacy provable in second-order arithmetic as essentially <ω−Π0
3 -DET, and even this

determinacy may fail in nonstandard models of second-order arithmetic. What is more, in

recent work [MS13], they establish consistency-strength implications, obtaining the existence

of n+1-admissible ordinals from n−Π0
3 -DET, for all n ≥ 1, though equivalences at these

stages are not yet known.

This brings us to the level Σ0
4, where we confront the Martin/Friedman results and must

deal with the strength of mathematics of higher types. Prior to our work, the best-known

bounds on the strength of Σ0
4 -DET were the following.

Theorem 1.2.2 (Martin, Friedman). (Boldface) Σ0
4 -DET is provable in the theory Z− +

Σ1-Replacement + “P(ω) exists”; but even (lightface) Σ0
4 -DET is not provable in the theory

ZFC−.

Here, again, the superscript “−” indicates removal of the Power Set axiom. Z is Zermelo

set theory, i.e. ZFC with Replacement removed (but full Comprehension intact).

The table below summarizes results from the literature on the relationship between well-

known axiom systems and some of the determinacy hypotheses mentioned; note that those
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bounds which do not give equivalences are not always the sharpest known.

Γ Upper bound Lower bound ZF ` Γ -DET Bounds

Σ0
1 ATR0 ATR0 [GS53] [Ste77]

Σ0
2 Σ1

1-MI Σ1
1-MI [Wol55] [Tan91]

Σ0
3 Π1

3-CA0 ∆1
3-CA0 [Dav64] [Wel11]

n−Π0
3 Π1

n+2-CA0 ∆1
n+2-CA0 [Mar74] [MS12]

<ω−Π0
3 ∃ω-model M |= Z2 Z2 [Mar74] [MS12]

Σ0
4 ZF− + ∃P(ω) ZF− [Par72] [Mar85], [Fri71]

Σ0
5 ZF− + ∃P2(ω) ZF− + ∃P(ω) [Mar85] [Fri71], [Mar]

Σ0
1+α+3 ZF− + ∃Pα+1(ω) ZF− + ∃Pα(ω) [Mar85] [Fri71], [Mar]

The central result of this thesis is an isolation of a subtheory of ZF whose consistency

strength lines up exactly with the strength of Σ0
4 -DET. A natural place to look is the

theory KP + “P(ω) exists”, as the axiom of Σ1-Collection can be seen as a weakening of

Σ1-Replacement. But initial investigations revealed that this theory was too weak. Indeed,

extending the Martin/Friedman arguments, we found

Proposition 1.2.3. The theory KP + “P(ω) exists” +Σ1-Comprehension proves Σ0
4 -DET,

and indeed, proves the existence of a β-model of Σ0
4 -DET. However, Σ0

4 -DET is not provable

in the theory KP + “P(ω) exists” +Σ1-Comprehension restricted to subsets of ω.

If a theory with strength precisely that of Σ0
4 -DET exists, it would have to live somewhere

in this narrow gap; and the arguments involved seemed to indicate that any such axiom

would need to imply certain consequences of admissibility, while avoiding the full strength

of Σ1-Collection.

Chapter 3 contains the main contribution of this thesis. We isolate there (in a slightly

more abstract form) the following weak reflection principle.

Definition 1.2.4. The Π1-Reflection to Admissibles Principle (Π1-RAP) is the following

axiom scheme in the language of set theory: P(ω) exists, and whenever Q ⊆ P(ω) is a

7



parameter and ϕ is a Π1 formula so that ϕ(Q) holds, then there exists an admissible set M

so that

• M |= “P(ω) exists”,

• Q̄ = Q ∩M ∈M , and

• M |= ϕ(Q̄).

We show that much in the way Π1
2-MI was “just enough” to define the winning strategies

in Σ0
3 games, Π1-RAP is strong enough to carry out a version of this proof for the Σ0

3 games

defined on the unraveled tree. However, Π1-RAP does not imply stabilization of the monotone

operators used: Rather, it guarantees that failure of a position to enter the least fixed point

of a monotone operator is reflected to an admissible set. This reflection is just enough to

construct the winning strategies for Player I; whereas for those games won by Player II, we

obtain ∆1-definable winning strategies. We have

Theorem 1.2.5. Work over KPI0. Then Σ0
4 -DET is equivalent to the existence of a well-

founded model of Π1-RAP; moreover, if M is the smallest such model, then for every Σ0
4

game, either Player I has a winning strategy in M, or there is a strategy for Player II

∆1-definable over M.

Here KPI0 is the theory asserting “every set is contained in some transitive model of KP;”

we remark that this theory has the same strength as Π1
1-CA0, and so we may regard this

theorem as a statement of second order arithmetic proved over the latter base theory.

In the case of the Martin/Friedman results, the analysis at Σ0
4 generalizes by a straight-

forward induction on both sides. Proceeding to higher pointclasses, we define the ana-

logues Π1-RAPα of the Π1-reflection to admissibles principle. Emulating the inductive Mar-

tin/Friedman arguments, we again obtain equivalences:

Theorem 1.2.6. Work over KPI0. Let α < ωCK
1 . Then Σ0

1+α+3 -DET is equivalent to the

existence of a wellfounded model of Π1-RAPα, and if M is the smallest such model, then for
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every Σ0
1+α+3 game, either Player I has a winning strategy in M, or there is a strategy for

Player II ∆1-definable over M.

These results relativize to give versions for pointclasses Σ0
1+α+3(z), for all reals z.

We take special note of the fact that Π1-RAP is equivalent in certain contexts to the as-

sertion: “P(ω) exists, and all wellfounded trees on P(ω) are ranked.” This assertion bears a

resemblance to the axiom Ax β, a key axiom in the study of β-models of ATR0 (see [Sim09]).

In Chapter 4, we explore this connection, formulating the notion of β-model in the context

of third-order arithmetic, and showing that the least level of L satisfying Π1-RAP is, in the

appropriate sense, the minimal β-model of an axiom we call projective transfinite recursion,

Π1
∞-TRR. We are particularly interested in a result of Schweber [Sch13] proving that for

games with real-number moves, clopen determinacy (∆R
1 -DET) does not imply open deter-

minacy (ΣR
1 -DET) over the weak base theory RCA3

0. Our analysis gives a new proof of this

result using levels of L, and the following:

Theorem 1.2.7. Work over Π1
1-CA0. Then each of the following implies the next:

1. There exists a countably-coded (third order) β-model of ΣR
1 -DET.

2. There exists a countably-coded (second order) β-model of Σ0
4 -DET.

3. Σ0
4 -DET.

4. There exists a countably-coded (third order) β-model of ∆R
1 -DET.

Moreover, the implications (1) ⇒ (2), (2) ⇒ (3) are not reversible; the items (3), (4) are

equivalent.

1.3 Beyond Borel determinacy

As we mentioned above, the ZFC proof of Borel determinacy was predated by Martin’s

proof of Π1
1 -DET from a measurable cardinal. Martin showed that even 0# suffices, and

9



Harrington [Har78] proved the converse implication: Thus, Π1
1 -DET is equivalent to the

existence of 0#. Any proof of determinacy for Wadge degrees beyond ∆1
1 therefore requires

large cardinals beyond those consistent with L.

The goal was then to extend proofs of determinacy as far as they could go from any

large cardinal hypotheses available. A significant leap of ideas would turn out to be essential

for even reaching as high as ∆1
2 -DET (the first proof was again Martin’s [Mar80], from a

rank-to-rank embedding; isolation of Woodin cardinals as the optimal hypotheses [MS88],

[MS89] would require far-reaching developments in inner model theory [MS94]). In the

meantime, an assortment of results were proved connecting large cardinals with determinacy

for pointclasses reaching up to ∆1
2.

A natural hierarchy to examine is 〈Σ0
α(Π1

1)〉α<ω1 , stratifying the sets in the Borel σ-

algebra generated by Π1
1. In his Ph.D. thesis, Simms [Sim79] established a near-equivalence:

Σ0
1(Π1

1) -DET implies the existence of an inner model with a proper class of measurable

cardinals, and is implied by the existence of a sharp for such a model. Following Mitchell’s

introduction [Mit74] of the necessary inner model-theoretic technology, Steel [Ste82] proved

lower bounds on the strength of Σ0
α(Π1

1) -DET for α ≥ 2. The weakest hypothesis from which

this determinacy had been proved was Martin and Steel’s proof (unpublished) of AΠ1
1 -DET

from the existence of an elementary embedding j : V → M with Vκ+2 ⊆ M ; but this falls

short of matching up with the lower bounds in [Ste82].

Two decades later, Neeman [Nee00] proved from a hypothesis equiconsistent with a mea-

surable κ with Mitchell order o(κ) = κ++ that Π1
1 sets can be unravelled. This allowed

level-by-level proofs of determinacy in 〈Σ0
α(Π1

1)〉α<ω1 , from the assumption of iterable mice

with sufficiently many iterated Power Set operations above a measurable with maximal

Mitchell order, complementing Steel’s lower bounds in a fashion strikingly analogous to the

Friedman/Martin results. These are summarized in the table below; there “. . . ” indicates

that the best known bounds are those in the appropriate next row.
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Γ Upper bound Lower bound Due to work in

Π1
1 0# exists 0# exists [Mar70], [Har78]

Σ0
1(Π1

1) ((∀α)(∃κ > α)o(κ) = 1)# (∀α)(∃κ > α)o(κ) = 1 [Sim79]

Σ0
2(Π1

1) . . . KP + (∃κ)o(κ) = ON∧∃κ+ [Ste82]

Σ0
3(Π1

1) . . . . . . —

Σ0
4(Π1

1) ZFC− + (∃κ)o(κ) = κ++ . . . [Nee00]

Σ0
α+5(Π1

1) o(κ) = κ++ ∧ ∃κ+(α+3) o(κ) = κ++ ∧ ∃κ+(α+2) [Ste82], [Nee00]

The analogy with the Borel case turns out to be sufficiently close that we may adapt the

results of Chapter 3 to this setting. Combining this work with the methods of [Ste82] and

[Nee00, Nee06], we prove in Chapter 5

Theorem 1.3.1. Assume x# exists for all reals x. Then Σ0
1+α+3(Π1

1) -DET is equivalent

to the existence of a mouse M of the form Lα[U ] satisfying, for some cardinal κ of M:

o(κ) = κ++, and Π1-RAPκ+1+α.
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CHAPTER 2

Σ0
3 determinacy and Π1

2 monotone induction

In this chapter, we isolate the strength of Σ0
3 determinacy in terms of a natural theory in

second order arithmetic. Namely, we show that Σ0
3 -DET is equivalent over Π1

1-CA0 to the

existence of a countably-coded β-model of Π1
2 monotone induction.

There is a great deal of precedent for equivalences between determinacy in low levels of

the Borel hierarchy and axioms of inductive definition. In one of the first studies in reverse

mathematics, Steel [Ste77] proved over RCA0 that ATR0 is equivalent to both ∆0
1 -DET and

Σ0
1 -DET. Tanaka [Tan90] showed over ACA0 that ∆0

2 -DET is equivalent to Π1
1-TR, and in

[Tan91] that over ATR0, Σ0
2 -DET is equivalent to Σ1

1-MI. MedSalem and Tanaka [MT08]

established equivalences over ATR0 between k−Π0
2 -DET and [Σ1

1]k-ID, an axiom allowing

inductive definitions using combinations of k-many Σ1
1 operators; furthermore, they showed

over Π1
3-TI that ∆0

3 -DET is equivalent to [Σ1
1]TR-ID, an axiom allowing inductive definition

by combinations of transfinitely many Σ1
1 operators. Further results were given by Tanaka

and Yoshii [YT12] characterizing the strength of determinacy for pointclasses refining the

difference hierarchy on Π0
2, again in terms of axioms of inductive definition.

Just beyond these pointclasses we have Σ0
3, where an exact characterization of strength

has been elusive. The sharpest published bounds on this strength were given by Welch

[Wel11], who showed that although Σ0
3 -DET (and more) is provable in Π1

3-CA0, ∆1
3-CA0 (even

augmented by AQI, an axiom allowing definition by arithmetical quasi-induction) cannot

prove Σ0
3 -DET. On the other hand, Montalbán and Shore [MS12] showed that Σ0

3 -DET

(and indeed, any true Σ1
4 sentence) cannot prove ∆1

2-CA0. This situation is further clarified

by the same authors in [MS13], where they show (among other things) that Σ0
3 -DET implies
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the existence of a β-model of ∆1
3-CA0.

Welch [Wel12] went on to give a characterization of the ordinal stage at which winning

strategies in Σ0
3 games are constructed in L. There, the least ordinal γ so that every Σ0

3

game is determined with a winning strategy definable over Lγ is shown to be the least γ for

which there exists an illfounded admissible model M with an infinite descending sequence

of nonstandard levels of L that fully Σ2-reflect to standard levels below γ, and so that

wfo(M) = γ (see Definition 2.2.1).

The question of whether Σ0
3 -DET could be connected to a natural subtheory of second

order arithmetic remained open. In light of the work of Welch and Montalbán-Shore, it

appeared plausible that Σ0
3 -DET could be shown to be equivalent to the existence of a

β-model of some natural theory. We felt that the ordinal γ appearing as the wellfounded

ordinal of Welch’s nonstandard structure should be characterizable as the least so that Lγ

satisfies some theory of monotone induction. This is what we show in this chapter: Lγ is

the minimal model closed under Π1
2 monotone inductive definitions, and indeed, Σ0

3 -DET is

equivalent over Π1
1-CA0 to the existence of such a model.

All known proofs of Σ0
3 determinacy trace back to Morton Davis’s [Dav64] (for relevant

definitions, see section 2). Let A ⊆ ωω be a Σ0
3 set, so that A =

⋃
k∈ω Bk for some recursively

presented sequence 〈Bk〉k∈ω of Π0
2 sets. The idea behind the proof that the game G(A) is

determined is a simple one: if I does not have a winning strategy, then player II refines to

a quasistrategy W0 so that no infinite plays in W0 belong to B0, and so that W0 doesn’t

forfeit the game (in the sense that I has no winning strategy in G(A;W0)). Having done

this, player II plays inside W0 and at all positions of length 1, refines further to a W1 which

avoids B1 without forfeiting the game. Then refine to W2 at positions of length 2, and so on.

The ultimate refinement of the sequence W0,W1,W2 . . . of quasistrategies gives a winning

quasistrategy for player II in G(A), since every infinite play must eventually be contained in

each Wn.

The key claim that makes this proof work is Lemma 2.1.2, which asserts that whenever I

does not have a winning strategy in G(A;T ), then for all k, there is such a quasistrategy Wk.

13



Welch’s characterization amounts to an analysis of the way in which these Wk first appear in

L. Namely, if T ∈ Lγ is such that I doesn’t have a winning strategy for G(A, T ) in Lγ, then

the assumed reflection of the ordinals ofM ensures there is a quasistrategy W ∈ Lγ as in the

conclusion of the lemma. Furthermore, Welch defines a game that is won by the Π0
3 player,

but for which there can be no winning strategy in Lγ. In this situation it is necessarily the

case that the quasistrategies Wk from which II’s winning strategy is built are constructed

cofinally in Lγ, and the common refinement is only definable over the model Lγ.

Welch’s proof of determinacy is difficult, and the quasistrategies of interest are obtained

in something of a nonstandard way. Our present aim is to give a more constructive account

of the way in which the quasistrategies Wk arise. There is a relatively straightforward way in

which the quasistrategy W can obtained by iteration of a certain monotone operator. The

complexity of this operator is (aΣ0
3)
∨

in the parameter T (here a is the game quantifier as

defined in [Mos09] 6D; Γ∨ denotes the dual pointclass of Γ). It seemed natural to conjecture,

then, that the ordinal γ is in some sense a closure ordinal for these monotone inductive

definitions (indeed, Welch makes the conjecture in [Wel12] that γ is o(aΠ0
3), the closure

ordinal of non-monotone aΠ0
3 inductive definitions).

In what follows, we denote subsets of ω by capital Roman letters X, Y, Z, elements of ω

by lowercase Roman letters from i up to n, ordinals by lowercase Greek α, β, γ... and reals

(elements of R = ωω) by w, x, y, z.

Definition 2.0.2. Let Γ be a pointclass. Γ-MI is the axiom scheme asserting, for each

Φ : P(ω)→ P(ω) which is a Γ operator, i.e.

{〈n,X〉 | n ∈ Φ(X)} ∈ Γ,

that is monotone, i.e.

(∀X, Y )X ⊆ Y → Φ(X) ⊆ Φ(Y ),

that there exists an ordinal o(Φ) and sequence 〈Φξ〉ξ≤o(Φ) such that, setting Φ<ξ =
⋃
ζ<ξ Φζ ,

we have

• for all ξ ≤ o(Φ), Φξ = Φ(Φ<ξ) ∪ Φ<ξ,
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• Φo(Φ) = Φ<o(Φ), and

• o(Φ) is the least ordinal with this property.

Φo(Φ) is the least fixed point of Φ, denoted Φ∞.

There is a prewellorder ≺Φ with field Φ∞ ⊆ ω naturally associated with the sequence

〈Φξ〉ξ≤o(Φ). Namely, set m ≺Φ n if and only if the least ξ with m ∈ Φξ is less than the least

ζ with n ∈ Φζ .

We are interested in the case that Γ is one of Π1
2, Π1

2(z) for a real z. We regard Π1
2(z)-MI

as being formalized in the language Z2 of second order arithmetic: It is the schema asserting

the existence of the prewellorder ≺Φ, for each Π1
2(z) monotone operator Φ. Note for such Φ,

the relation “X =≺Φ”, as a relation holding of X ∈ P(ω × ω), is arithmetical in Σ1
2(z).

It will follow from our analysis that γ is least so that Lγ |= (aΣ0
3)
∨
-MI. However, we

argue to more directly show something stronger: that Lγ |= Π1
2-MI. (We remark that, as

Σ0
3 -DET fails in Lγ, (aΣ0

3)
∨

and aΠ0
3 do not coincide there.)

In section 2.1, we show that winning strategies in Σ0
3 games are definable over any β-

model of Π1
2-MI. In section 2.2, we prove that Welch’s infinite depth Σ2-nestings furnish us

with such β-models. We complete this circle of implications in section 2.3 by reproducing

Welch’s lower bound argument in the base theory Π1
1-CA0 to show that Σ0

3 determinacy

implies the existence of an infinite depth Σ2-nesting. We conclude with an analysis of the

Π1
2 relations which are correctly computed in Lγ.

2.1 Proving determinacy

Let T be a (non-empty) tree with no terminal nodes; [T ] denotes the set of infinite branches

of T , and for p ∈ T , Tp denotes the subtree of T with stem p, that is, Tp = {q ∈ T | q ⊆

p ∨ p ⊆ q}. For a set A ⊆ [T ], the game on T with payoff A, denoted G(A;T ), is defined

as the infinite perfect information game in which two players, I and II, alternate choosing
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successive nodes of a branch x of T . Player I wins if x ∈ A; otherwise, Player II wins. We

write G(A) for G(A;ω<ω).

A strategy for I in a game on T is a partial function σ : T ⇀ X that assigns to an

even-length position s ∈ T a legal move x for I at s, that is, x ∈ X so that s_〈x〉 ∈ T . We

require the domain of σ to be closed under legal moves by II as well as moves by σ; note

then that due to the presence of terminal nodes in the tree, I needn’t have a strategy at all.

Strategies for II are defined analogously. We say a strategy σ is winning for I (II) in G(A;T )

if every play according to σ belongs to A ([T ] \A). A game G(A;T ) is determined if one of

the players has a winning strategy. For a pointclass Γ, Γ-DET denotes the statement that

G(A;ω<ω) is determined for all A ⊆ ωω in Γ.

We furthermore define a quasistrategy for Player II in T to be a subtree W ⊆ T , again

with no terminal nodes, that does not restrict Player I’s moves, in the sense that whenever

p ∈ W has even length, then every 1-step extension p_〈s〉 ∈ T belongs to W . A quasistrategy

may then be thought of as a multi-valued strategy. (Similar definitions of course can be made

for Player I, but at no point will we need to refer to quasistrategies for Player I.)

Quasistrategies are typically obtained in the following fashion: if Player I does not have

a winning strategy in G(A;T ), then setting W to be the collection of p ∈ T so that I doesn’t

have a winning strategy in G(A;Tp), we have that W is a quasistrategy for II in T . This W

is called II’s nonlosing quasistrategy in G(A;T ).

Theorem 2.1.1. Let M be a β-model of Π1
2-MI. Then for any Σ0

3(z) set A, where z ∈ M,

either

1. Player I wins G(A) with a strategy σ ∈M; or

2. Player II wins G(A) with a strategy ∆1
3(z)-definable over M.

Lemma 2.1.2. Let z be a real and work in Π1
2(z)-MI + Π1

2-CA0. Suppose T ⊆ ω<ω is a

tree, recursive in z, with no terminal nodes, and let B ⊆ A ⊆ [T ] with B ∈ Π0
2(z) and

A ∈ ∆1
1(z). If p ∈ T is such that I does not have a winning strategy in G(A;Tp), then there

is a quasistrategy W for II in Tp so that
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• [W ] ∩B = ∅, and

• I does not have a winning strategy in G(A;W ).

In keeping with terminology first established in [Dav64], we say a position p for which

such a quasistrategy W exists is good and that W is a goodness-witnessing quasistrategy for

p (relative to T,B,A).

We remark that Π1
2-CA0 implies ∆1

2-CA0, which is equivalent to Σ1
2-AC0 (see VII.6.9 in

[Sim09]); this choice principle will be used several times in the course of the proof.

Proof of Lemma 2.1.2. Fix a set U ⊆ ω × T recursive in z so that, setting Un = {p ∈ T |

(n, p) ∈ U} and Dn = {x ∈ [T ] | (∃k)x � k ∈ Un}, we have B =
⋂
n∈ωDn. For convenience,

we may further assume that each Un is closed under end-extension in T , i.e., if p ⊆ q ∈ T

and p ∈ Un, then q ∈ Un; and that |p| > n whenever p ∈ Un.

We define an operator Φ : P(T )→ P(T ) by setting, for X ⊆ T ,

p ∈ Φ(X) ⇐⇒ (∃n)(∀σ) if σ is a strategy for I in T , then

(∃x)x is compatible with σ, x /∈ A, and(∀k)x � k /∈ Un \X.

The operator Φ is clearly monotone on P(T ), and the relation p ∈ Φ(X) is Π1
2(z) because

this last pointclass is closed under existential quantification over ω (by Σ1
2-AC0). We can

write this more compactly by introducing an auxiliary game where Player I tries either to

get into A, or to at some finite stage enter the set Un while avoiding X. Define for X ⊆ T

and n ∈ ω,

EX
n = A ∪ {x ∈ [T ] | (∃k)x � k ∈ Un \X}.

Then

p ∈ Φ(X) ⇐⇒ (∃n) I doesn’t have a winning strategy in G(EX
n ;Tp).

Now by Π1
2-MI let 〈Φα〉α≤o(Φ) be the iteration of the operator Φ with least fixed point

Φ∞. Let ≺Φ be the associated prewellorder of Φ∞ ⊆ ω; formally, we regard definitions and

proofs in terms of 〈Φα〉α≤o(Φ) as being carried out in Z2 with ≺Φ as a parameter.
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Claim 2.1.3. If p ∈ T \ Φ∞, then I has a winning strategy in G(A;Tp).

Proof. For each q ∈ T \Φ∞ and n ∈ ω, we let σq,n be a winning strategy for I in G(EΦ∞
n ;Tq),

as is guaranteed to exist by the fact that q /∈ Φ(Φ∞) = Φ∞. By Σ1
2-AC0, we may fix a real

~σ coding a sequence of such, so that (~σ)〈q,n〉 = σq,n for all such pairs q, n.

Supposing now that p ∈ T \ Φ∞, we describe a strategy σ for Player I in Tp from the

parameter ~σ as follows. Set p0 = p. Let n0 be the least n so that p0 /∈ Un (such exists by our

simplifying assumption that |q| > n whenever q ∈ Un). Suppose inductively that we have

reached some position pi /∈ Φ∞ and have fixed ni such that pi /∈ Uni . Play according to σpi,ni

until, if ever, we reach a position q ∈ Uni \Φ∞. Then set pi+1 = q, and let ni+1 be least such

that pi+1 /∈ Uni+1
.

Note the strategy just described is arithmetical in the parameters z, ~σ, and so exists; call

it σ. We claim σ is winning for I in G(A;Tp).

Let x ∈ [Tp] be a play compatible with σ. Then n0, p0 are defined. If ni+1 is undefined

for some i, then fixing the least such i, we must have that no initial segment of x belongs

to Uni \ Φ∞. So x is compatible with the strategy σpi,ni ; since this strategy is winning in

G(EΦ∞
ni

;Tpi), we must have that x ∈ EΦ∞
ni

. But then x ∈ A, by definition of the set EΦ∞
ni

.

On the other hand, if ni is defined for all i, then by definition of the strategy σ, we have

pi ⊆ x for all i, and for each i, pi ∈
⋂
n<ni

Un (here we use that the sets Un are closed under

end-extension in T ). So x ∈
⋂
n∈ωDn = B ⊆ A.

We have shown σ is winning for Player I in G(A;Tp).

Claim 2.1.4. If p ∈ Φ∞, then p is good.

Proof. The construction of a quasistrategy W p witnessing goodness of p proceeds inductively

on the ordinal rank of p ∈ Φ∞, that is, on the least α so that p ∈ Φα. Namely, given such

p, α, there is some n so that I does not have a winning strategy in the game G(EΦ<α

n ;Tp). In

W p, have II play according to II’s non-losing quasistrategy in G(EΦ<α

n ;Tp) until, if ever, a

position q in Un is reached. Then since I does not have a strategy winning to reach Un \Φ<α
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in Tq, we must have q ∈ Φ<α; inductively, we have some goodness-witnessing quasistrategy

W q for q, so have II switch to play according to this strategy.

Here is a more formal definition of the quasistrategy W p. For p ∈ Φ∞, define W p to

be the set of positions q ∈ Tp for which there exists some sequence 〈(αi, ni)〉|p|≤i≤|q| so that,

whenever |p| ≤ i ≤ |q|,

• if i = |p|, or i > |p| and q � i ∈ Uni−1
, then

– αi is the least α so that q � i ∈ Φα;

– ni is the least n so that I has no winning strategy in G(EΦ<αi
n ;Tq�i);

• if i > |p| and q � i /∈ Uni−1
, then αi = αi−1, ni = ni−1; and

• if i < |q|, then q � (i+ 1) is in II’s non-losing quasistrategy in G(EΦ<αi
ni

;Tq�i).

Note that formally, we should regard quantification of ordinals α < o(Φ) as ranging over

natural number codes for such as furnished by the prewellorder ≺Φ. The most complicated

clauses in the above definition are those involving assertions of the form “I has no winning

strategy in the game G(EΦ<αi
n ;Tq�i)”, and such are Π1

2 in the parameter ≺Φ. So the criterion

for membership in W p is arithmetical in Σ1
2(≺Φ) conditions, and therefore by Π1

2-CA0 the

quasistrategy W p is guaranteed to exist.

An easy induction shows that for each q ∈ W p, there is a unique witnessing sequence

〈(αi, ni)〉|p|≤i≤|q| and this sequence depends continuously on q; that the αi are non-increasing;

and that I has no winning strategy in G(EΦ<αi
ni

;Tq�i) whenever |p| ≤ i ≤ |q|.

For q ∈ W p, we let αq, nq denote the final pair (indexed by |q|) in the sequence witnessing

this membership. By the above remarks, I has no winning strategy in G(EΦ<α
q

nq ;Tq), and by

the final condition for membership in W p, the one-step extensions q_〈l〉 in W p are exactly

the one-step extensions of q in II’s non-losing quasistrategy in this game. It follows that W p

is a quasistrategy for II in Tp.

We claim W p witnesses goodness of p. We first show [W p] ∩ B = ∅. Given any play
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x ∈ [W p], we have some least i so that αj = αi for all j ≥ i; then for all j > i, we have x � j

belongs to II’s non-losing quasistrategy in G(EΦ<αi
ni

;Tx�i). In particular, for no k do we have

x � k ∈ Uni . Then x /∈ Dni , so x /∈ B as needed.

We just need to show I has no winning strategy in G(A;W p
q ), for each q ⊇ p in W p. We

argue by induction on αq. So assume that there is no winning strategy for I in G(A;W p
r )

whenever αr < αq.

Suppose towards a contradiction that σ is a winning strategy for I in G(A;W p
q ). Let j be

least so that αq = αj. Then q is in II’s non-losing quasistrategy in G(EΦ<αj
nj

;Tq�j). We claim

no r ⊇ q compatible with σ is in Unj . For otherwise, we have r ∈ Φ<αj , so that αr < αj = αq,

and σ is a winning strategy for I in G(A;W p
r ). This contradicts our inductive hypothesis.

So σ cannot reach any position in Unj . By our definition of W p, we have that the strategy

σ stays inside II’s non-losing quasistrategy for G(EΦ<αj
nj

;Tq�j). But since σ is winning for I

in G(A;Tq�j) and A ⊆ EΦ<αj
nj

, this is a contradiction.

We conclude that I has no winning strategy in G(A;W p
q ); inductively, the claim follows

for all q ∈ W p extending p, so that in particular, W p witnesses goodness of p.

For future reference, let us refer to the W p defined in this claim as the canonical goodness-

witnessing strategy for p (relative to T,B,A). We have the following remark, which will be

important for computation of the complexity of winning strategies:

Remark 2.1.5. Since “≺Φ witnesses the instance of Π1
2(z)-MI at Φ” is ∆1

3(z), the statement

“W is the canonical goodness-witnessing strategy for p relative to T,B,A” is likewise ∆1
3(z)

as a relation on pairs 〈W, p〉.

The last two claims show that every p ∈ T is either a winning position for I in G(A;T ),

or is good. This proves the lemma.

Proof of Theorem 2.1.1. The proof proceeds from Lemma 2.1.2 as usual (see [Dav64], [Mar]);

we give a detailed account here, in order to isolate the claimed definability of II’s winning

strategy.
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Fix a β-model M of Π1
2-MI. Suppose A is Σ0

3(z) for some z ∈M; say A =
⋃
k∈ω Bk. By

the previous lemma, whenever T ∈M is a tree inM, and p ∈ T is a position so that inM,

there is no winning strategy for I in G(A;Tp), then p is good relative to T,Bk, A, for all k;

that is, for each k there is Wk a quasistrategy for II in Tp so that

• [Wk] ∩B = ∅;

• I does not have a winning strategy in G(A;Wk).

The idea of the proof is to repeatedly apply the lemma inside M. At positions p of length

k, II refines her present working quasistrategy Wk−1 to one Wk witnessing goodness of p

relative to Wk−1, Bk, A, so “dodging” each of the Π0
2(z) sets Bk, one at a time.

More precisely: suppose I does not win G(A) in M, where A is Σ0
3(z) for some z ∈ M.

Let W ∅ be the canonical goodness-witnessing quasistrategy for ∅ relative to ω<ω, B0, A as

constructed in the proof of Lemma 2.1.2. Then let H∅ be II’s non-losing quasistrategy in

G(A;W ∅) (so that for no p ∈ H∅ do we have that I wins G(A;W ∅
p )).

Suppose inductively that for some k, we have subtrees Hp of T , defined for a subset of

p ∈ T with length ≤ k, so that

1. each Hp is a quasistrategy for II in Tp and belongs to M;

2. [Hp] ∩B|p| = ∅;

3. for no q ∈ Hp does I have a winning strategy in G(A;Hp
q );

4. if p ⊆ q, then Hq ⊆ Hp whenever both are defined;

5. if |p| < k and p_〈l〉 ∈ Hp, then Hp_〈l〉 is defined.

In order to continue the construction, we need to define quasistrategies Hp_〈l〉, whenever

|p| = k, Hp is defined, and p_〈l〉 ∈ Hp. Given such p and l, we have that I has no winning

strategy in G(A;Hp
p_〈l〉) by (3). So applying Lemma 2.1.2 inside M, let W p_〈l〉 be the

canonical goodness-witnessing strategy for p_〈l〉 relative to Hp, Bk+1, A. Then let Hp_〈l〉
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be II’s non-losing quasistrategy in G(A;W p_〈l〉). It is easy to see that this quasistrategy

satisfies the properties (1)-(4), so we have the desired system of quasistrategies Hq satisfying

(5), for |q| = k + 1.

Now set p ∈ H if and only if for all i < |p|, Hp�i is defined and p ∈ Hp�i. It follows from

(5) that H is a quasistrategy for II, and by (4) we have H ⊆ Hp for each p ∈ H. By (2)

then, [H] ∩Bk = ∅ for all k ∈ ω, so that [H] ∩ A = ∅.

Observe that for each p ∈ H, we have that the sequence 〈Hp�i〉i<|p| exists in M, since it

is obtained by a finite number of applications of Π1
2-MI and Π1

2-CA0. SinceM is a β-model,

it really is the case (in V ) that [H] ∩ Bk = ∅ for all k ∈ ω. Though H need not belong to

M, we claim it is nonetheless a ∆1
3(z)-definable class overM. For p ∈ H if and only if there

exists a sequence 〈Wi, Hi〉i<|p|, so that for all i < |p|,

• Wi is II’s canonical goodness-witnessing strategy for p � i, relative to Hi−1, Bi, A (where

we set H−1 = ω<ω);

• Hi is II’s non-losing quasistrategy in G(A;Wi) at p � i;

• for all i < |p|, p ∈ Hi.

This is a Σ1
3(z) condition, by Remark 2.1.5. And note that p /∈ H if and only if there is a

sequence 〈Hi,Wi〉i≤l, for some l < |p|, satisfying the first two conditions for i ≤ l, but so

that p /∈ Hl. This is likewise Σ1
3(z), so that H is ∆1

3(z)-definable in M.

Given a ∆1
3(z) definition of the quasistrategy H, it is easy to see that the strategy τ for

II obtained by taking τ(p) to be the least l so that p_〈l〉 ∈ H is likewise ∆1
3(z) and winning

for II in G(A;T ). This completes the proof of Theorem 2.1.1.

2.2 Π1
2 monotone induction from infinite depth Σ2-nestings

In this section, the theories of KP and Σ1-Comprehension are defined in the language of set

theory as usual. We will furthermore make use of the theories KPI0, which asserts that every
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set is contained in some admissible set (that is, some transitive model of KP), and KPI, which

is the union of KP and KPI0. KPI0 is relevant largely because it is a weak theory in which

Shoenfield absoluteness holds; in particular, Π1
2 expressions are equivalent over KPI0 to Π1

statements in the language of set theory.

We remark that KPI0 and Π1
1-CA0 prove the same statements of second order arithmetic.

Since we primarily work with models in the language of set theory in this section, we take

KPI0 as our base theory, but all of the results proved here can be appropriately reformulated

as statements about countably coded β-models in second order arithmetic (as in Chapter

VII of [Sim09]).

ForM an illfounded model in the language of set theory, we identify the wellfounded part

of M with its transitive collapse, denote this wfp(M), and set wfo(M) = wfp(M) ∩ ON.

Recall we say M is an ω-model if ω < wfo(M). The following definition is due to Welch

[Wel12].

Definition 2.2.1. For M an illfounded ω-model of KP in the language of set theory, an

infinite depth Σ2-nesting based on M is a sequence 〈ζn, sn〉n∈ω of pairs so that for all n ∈ ω,

1. ζn ≤ ζn+1 < wfo(M),

2. sn ∈ ONM \wfo(M),

3. M |= sn+1 < sn,

4. (Lζn ≺Σ2 Lsn)M.

Lemma 2.2.2. Suppose γ1 ≤ γ2 < δ2 < δ1 are ordinals so that

1. Lγ1 ≺Σ1 Lδ1;

2. Lγ2 ≺Σ2 Lδ2;

3. δ1 is the least admissible ordinal above δ2;

4. For all α ≤ δ2, Lα Σω-projects to ω.
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Then Lγ2 satisfies Π1
2(z)-MI, for all reals z ∈ Lγ1.

Item (4) simply asserts that for every α, there is a subset of ω definable over Lα that

doesn’t belong to Lα; this simplifying assumption ensures that every Lα is countable, as

witnessed by a surjection f : ω → Lα that belongs to Lα+1. Note the least level of L that

does not Σω-project to ω is a model of ZF−; since this is far beyond the strength of the

theories considered here, we don’t lose anything by assuming (4).

Proof. Let Φ : P(ω)→ P(ω) be a Π1
2(z) monotone operator in Lγ2 ; fix a Π0

1(z) condition T

so that

n ∈ Φ(X) ⇐⇒ Lγ2 |= (∀x)(∃y)T (n,X, x, y, z)

whenever n ∈ ω and X ∈ P(ω) ∩ Lγ2 . Notice that for such X

n ∈ Φ(X) ⇐⇒ (∀x ∈ Lγ2)(∃y)T (n,X, x, y, z),

by absoluteness and because γ2 is a limit of admissibles. Regarding the operator defined in

this way, “n ∈ Φ(X)” makes sense even for sets X /∈ Lγ2 (though this extended Φ may fail

to be monotone outside Lγ2).

For each ordinal η, we define the approximation Φη as the operator Φ relativized to Lη,

n ∈ Φ(X) ⇐⇒ (∀x ∈ Lη)(∃y)T (n,X, x, y, z).

The point is that the operator Φη is then Σ1
1 in any real parameter coding the countable

set R ∩ Lη (for example, Th(Lη), the characteristic function of the theory of Lη under some

standard coding), and so each Φη will be correctly computed in, e.g., Lα for α a limit of

admissibles above η.

Obviously Φ = Φγ2 , so is monotone in Lγ2 . But for η 6= γ2 we may not even have

that the operators Φη are monotone on P(ω) ∩ Lη. So we instead work with the obvious

“monotonizations”,

n ∈ Ψη(X) ⇐⇒ (∃X ′ ⊆ X)n ∈ Φη(X
′)

⇐⇒ (∃X ′ ⊆ X)(∀x ∈ Lη)(∃y)T (n,X ′, x, y, z).
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These are again Σ1
1(Th(Lη), z), and Ψγ2(X) = Φγ2(X) = Φ(X) for X ∈ Lγ2 .

The most important properties of the sequences 〈Ψξ
η〉ξ≤o(Ψη) are captured in the following

two claims.

Claim 2.2.3. If η < η′, then (∀X)Ψη(X) ⊇ Ψη′(X).

Proof. Suppose n ∈ Ψη′(X); then

(∃X ′ ⊆ X)(∀x ∈ Lη′)(∃y)T (n,X ′, x, y, z),

and any such X ′ will likewise be a witness to n ∈ Ψη(X), since the latter is defined the same

way but with the universal quantifier bounded by the smaller set Lη.

Claim 2.2.4. Suppose ξ < ξ′ and η < η′. Then

1. Ψξ
η ⊆ Ψξ′

η ;

2. Ψξ
η ⊇ Ψξ

η′.

Proof. (1) is by definition. (2) follows from induction and the chain of inclusions, for X ⊇ Y ,

Ψη′(Y ) ⊆ Ψη′(X) ⊆ Ψη(X),

the first by monotonicity of Ψη′ , the second by the previous claim.

So the array 〈Ψξ
η〉 is increasing in ξ and decreasing in η. Applying this claim with ξ = ω1,

we have Ψξ
η = Ψ∞η , so that Ψ∞η ⊇ Ψ∞η′ whenever η < η′.

We now consider definability issues with respect to the operators Ψη and the associated

sequences, with the aim of showing the levels of L under consideration are sufficiently closed

to correctly compute these objects, and ultimately ensuring that the sequences 〈Ψξ
η〉ξ≤o(Ψη)

converge to the sequence of interest 〈Ψξ
γ2
〉ξ≤o(Ψγ2 ) as η → γ2.

Note that the hypothesis Lγ2 ≺Σ2 Lδ2 implies Lγ2 is a model of Σ2-KP. The assumed

elementarity in the lemma then implies each of γ1, γ2, δ2 is a limit of Σ2-admissible ordinals.
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Claim 2.2.5. Suppose z ∈ Lα and Lα |= KPI. Then the relation “n ∈ Ψξ
η” (as a relation on

〈n, ξ, η〉 ∈ ω × α × α) is ∆Lα
1 in the parameter z. Consequently, for all η < α and ν < α,

the sequence 〈Ψξ
η〉ξ<ν belongs to Lα.

Proof. The relation n ∈ Ψη(X) is, as remarked above, Σ1
1(z,Th(Lη)) on n,X, and so is Π1

over the least admissible set containing z, η. Since every set is contained in some admissible

set Lβ with β < α, we have that n ∈ Ψη(X) is ∆1(z) over Lα. The last part of the

claim then follows from Σ1-recursion inside Lα, using the ∆Lα
1 (z)-definability of the relation

Y = Ψη(X).

Claim 2.2.6. Suppose z ∈ Lα, η < α and Lα is a model of Σ1-Comprehension. Then

o(Ψη) < α, and 〈Ψξ
η〉ξ≤o(Ψη) ∈ Lα. Moreover, the relation n ∈ Ψ∞η is ∆Lα

1 (z).

Proof. Note such Lα satisfies KPI, so by the previous claim together with Σ1-Comprehension,

Pη = {n ∈ ω | (∃ξ < α)n ∈ Ψξ
η} ∈ Lα. By admissibility, the map on Pη sending n to the

least ξ such that n ∈ Ψξ
η is bounded in α, and the claim is immediate. The last assertion

holds because in Lα,

n ∈ Ψ∞η ⇐⇒ (∃ξ)n ∈ Ψξ
η ⇐⇒ (∀ξ)(Ψξ

η = Ψξ+1
η → n ∈ Ψξ

η).

Claim 2.2.7. Suppose z ∈ Lα, and that α is a limit of ordinals β so that Lβ is a model of

Σ1-Comprehension. Then the relation n ∈ Ψ∞η is ∆Lα
1 (z).

Proof. Immediate from the previous claim and the fact that the sequences are correctly

computed in models of KPI0.

Claim 2.2.8. If ξ < γ2, then for some η0 < γ2 we have Ψξ
η0

= Ψξ
γ2

; furthermore, 〈Ψζ
γ2
〉ζ<ξ ∈

Lγ2.

Note that then for this η0, Ψξ
η0

= Ψξ
η whenever η0 ≤ η < δ2.
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Proof. The set Qξ = {n ∈ ω | (∃η < γ2)n /∈ Ψξ
η} is a member of Lγ2 by Σ1-Comprehension

there. Now the map sending n ∈ Qξ to the least η such that n /∈ Ψξ
η is ∆1, so by admissibility,

is bounded by some η0 < α. Recall the sequence 〈Ψξ
η〉η∈ON is decreasing in η; so

n ∈ Ψξ
η0
⇐⇒ Lγ2 |= (∀η)n ∈ Ψξ

η ⇐⇒ Lδ2 |= (∀η)n ∈ Ψξ
η =⇒ n ∈ Ψξ

γ2
=⇒ n ∈ Ψξ

η0
.

Note we have used the fact that Lγ2 ≺Σ1 Lδ2 . For the last part of the claim, consider the

map sending ζ < ξ to the least η0 such that (∀η > η0)Ψζ
η = Ψζ

η0
. This map is Π1-definable,

so by Σ2-Collection in Lγ2 , we have a bound η̄ < γ2, and for each ζ < ξ, Ψζ
η̄ = Ψζ

γ2
. By

Claim 2.2.5 the sequence 〈Ψζ
η̄〉ζ<ξ = 〈Ψζ

γ2
〉ζ<ξ is in Lγ2 .

Claim 2.2.9. For all ξ < γ2, Ψξ
γ2

= Ψξ
δ2

.

Proof. By using induction on ξ and since Ψ<ξ
γ2
∈ Lγ2 by the previous Claim, it is sufficient

to show Ψγ2(X) = Ψδ2(X) whenever X ∈ Lγ2 . We already know ⊇ holds.

So suppose n ∈ Ψγ2(X). Then we have n ∈ Φγ2(X) = Φ(X), by monotonicity of Φ = Φγ2

in Lγ2 . So

Lγ2 |= (∀x)(∃y)T (n,X, x, y, z)

so that by Σ1-elementarity (this is enough, since Π1
2 relations are ΠKPI0

1 ), Lδ2 models the

same. Thus n ∈ Ψδ2(X) (with witness X ′ = X).

We haven’t yet used the full strength of Lγ2 ≺Σ2 Lδ2 , nor, for that matter, any of the

assumptions on γ1, δ1. We appeal to the first assumption to show that in fact o(Ψδ2) ≤ γ2;

the second will be used to show that Ψ∞δ2 = Ψ∞γ2 , and it will follow that operator Ψγ2 (which

is equal to Φ) stabilizes inside Lγ2 .

Notice that by Claim 2.2.8, Ψξ
γ2

=
⋂
η<γ2

Ψξ
η for all ξ < γ2. So

Ψ<γ2
γ2

= {n ∈ ω | (∃ξ < γ2)(∀η < γ2)n ∈ Ψξ
η}.

This set is Σ2-definable over Lγ2 . By the fact that Ψγ2
δ2
⊆ Ψγ2

η for all η < δ2, we have

Ψγ2
δ2
⊆ {n ∈ ω | (∀η < δ2)n ∈ Ψγ2

η } ⊆ {n ∈ ω | (∃ξ < δ2)(∀η < δ2)n ∈ Ψξ
η}.
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By the assumed Σ2-elementarity, this last set is precisely Ψ<γ2
γ2

. We obtain

Ψγ2
δ2
⊆ Ψ<γ2

γ2
= Ψ<γ2

δ2
⊆ Ψγ2

δ2

so that Ψγ2
δ2

= Ψ<γ2
δ2

is the least fixed point of Ψδ2 , Ψ<γ2
γ2

= Ψ∞δ2 .

Claim 2.2.10. Ψ∞δ2 = Ψ∞γ2.

Proof. As usual, we know ⊆ holds. We have Ψ∞δ2 = Ψ<γ2
γ2
∈ Lδ2 . Suppose n /∈ Ψ∞δ2 . Then

Lδ1 |= (∃η)(∃P )(∀m ∈ ω)(m ∈ Ψη(P )→ m ∈ P ) ∧ n /∈ P,

with η = δ2 and P = Ψ∞δ2 . Recall “m ∈ Ψη(P )” is Π1 over any admissible set containing

η, z, P , so that the relation above is Σ1 in Lδ1 . It therefore reflects to Lγ1 (recall that z, the

parameter from which everything is defined, is assumed to belong to Lγ1). But then n /∈ Ψ∞η

for some η < γ1; hence n /∈ Ψ∞γ2 .

So the least fixed points Φ∞ = Ψ∞γ2 and Ψ∞δ2 are equal. The argument just given shows

the relation n /∈ Φ∞ is Σ1 over Lδ1 , hence over Lγ1 ; in any event, the set Φ∞ belongs to Lγ2

(using Σ1-Comprehension in Lγ2 in the case that γ1 = γ2).

Finally, we claim o(Φ) < γ2. The map defined in Lγ2 that takes n ∈ Φ∞ = Ψ∞γ2 to the

least ξ such that (∃η0)(∀η > η0)n ∈ Ψξ
η is Σ2-definable, and so by Σ2-Collection is bounded

in γ2. Since for each ξ < γ2 we have Φξ = Ψξ
γ2

= Ψξ
η0

for some η0 < γ2, this implies o(Φ) < γ2.

That 〈Φξ〉ξ≤o(Φ) belongs to Lγ2 now follows from the last assertion of Claim 2.2.8. This

completes the proof that the desired instance of Π1
2(z)-MI holds in Lγ2 .

Theorem 2.2.11. Suppose M is an illfounded ω-model of KP with 〈ζn, sn〉n∈ω an infinite

depth Σ2-nesting based on M, and that M is locally countable, in the sense that every LMa

has ultimate projectum ω in M. Then if β = supn∈ω ζn, we have Lβ |= Π1
2-MI.

Proof. If β = ζn for some n ∈ ω, then we obtain the result immediately by applying the

lemma in M to the tuple 〈ζn, ζn+1, sn+1, sn〉. So we can assume 〈ζn〉n∈ω is strictly increasing.

Let Φ : P(ω) → P(ω) be Π1
2(z) and monotone in Lβ for some z ∈ Lβ, and let ζn be
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sufficiently large that z ∈ Lζn . Now Lζn+1 ≺Σ1 Lβ and both models satisfy KPI0, so that

whenever X ⊆ ω is in Lζn+1 , we have

Lβ |= n ∈ Φ(X) ⇐⇒ Lζn+1 |= n ∈ Φ(X).

In particular, Lζn+1 believes Φ is Π1
2(z) and monotone, so that by the lemma applied to

the tuple 〈ζn, ζn+1, sn+1, sn〉, we have o(Φ) < ζn+1, and the sequence 〈Φξ〉ξ≤o(Φ) (which is

computed identically in Lζn+1 and Lβ) belongs to Lζn+1 .

2.3 Infinite depth Σ2-nestings from determinacy

In this section we show in the base theory Π1
1-CA0 that Σ0

3-DET implies the existence of

models bearing infinite depth Σ2 nestings. The arguments are mostly cosmetic modifications

of those given in Welch’s [Wel11]. The most significant adjustment is to the Friedman-style

game, Welch’s Gψ, which is here tailored to allow the proof of the implication to be carried

out in Π1
1-CA0.

For α an ordinal, let Tα2 denote the lightface Σ2-theory of Lα, i.e.,

Tα2 = {σ | σ is a Σ2 sentence without parameters, and Lα |= σ}.

We will also abuse this notation slightly by applying it to nonstandard ordinals b, so that if

b ∈ ONM \wfo(M), T b2 denotes the Σ2-theory of (Lb)
M. It will always be clear from context

which illfounded model M this b comes from.

Lemma 2.3.1. Suppose M is an illfounded ω-model of KP such that (La)
M |= “all sets are

countable”, for every a ∈ ONM. Set β = wfo(M). Suppose for all nonstandard ordinals a

of M, there exists some <M-smaller nonstandard M-ordinal b so that T b2 ⊆ T β2 . Then there

is an infinite depth Σ2 nesting based on M.

Proof. This is essentially shown in Claim (5) in section 3 of [Wel11]. We outline the shorter

approach suggested there.
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Suppose b is a nonstandard M-ordinal with T b2 ⊆ T β2 . By the assumption of local

countability in levels of LM, we have a uniformly Σ2-definable Σ2 Skolem function, see [Fri08].

The set H = hb2”ω<ω is transitive in M, since for any x ∈ H, the <ML -least surjection of ω

onto x is in H, and since M is an ω-model, the range of this surjection is a subset of H.

Since H |= V = L, we have by condensation in M that H = Lγb ≺Σ2 Lb for some γb ≤M b.

We claim that γb < β. For suppose not, so there is some nonstandard ordinal c of Lb

in Lγb . Let f be the <ML -least surjection from ω onto c. Then f = hb2(k) for some k ∈ ω,

and for m,n ∈ ω, the sentences “h2(k) exists, is a function from ω onto some ordinal, and

h2(k)(m) ∈ h2(k)(n)” are Σ2. But since T b2 ⊆ T β2 , this would imply hβ2 (k)(m) ∈ hβ2 (k)(n)

whenever f(m) ∈ f(n) in (Lb)
M. This contradicts the wellfoundedness of β.

The lemma now follows by choosing some descending sequence 〈bn〉n∈ω of nonstandard

ordinals of M with T bn2 ⊆ T β2 for all n, and setting γn = suphbn2 ”ω<ω < β. Since the γn are

true ordinals, we can choose some non-decreasing subsequence 〈γnk〉k∈ω, and 〈γnk , bnk〉k∈ω is

the desired infinite depth Σ2-nesting.

Theorem 2.3.2. Work in Π1
1-CA0. If Σ0

3-determinacy holds, then there is a model M for

which there exists an infinite depth Σ2-nesting based on M.

Corollary 2.3.3. Work in Π1
1-CA0. Σ0

3-determinacy implies the existence of a β-model of

Π1
2-MI; indeed, Lγ = Π1

2-MI for some countable ordinal γ.

Proof. Immediate, combining Theorem 2.3.2 with Theorem 2.2.11.

Proof of Theorem 2.3.2. We define a variant of Welch’s game Gψ from [Wel11]. Players I

and II play complete consistent theories in the language of set theory, fI, fII, respectively,

extending

V = L + KP + ρω = ω. (∗)

These theories uniquely determine term modelsMI,MII. Player I loses ifMI has nonstan-

dard ω; similarly, if MI is an ω-model and MII is not, then Player II loses. (Note that this

is a Boolean combination of Σ0
2 conditions on fI, fII.)
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The remainder of the winning condition assumes MI,MII are both ω-models. Player I

wins if any of the following hold.

1. fII ∈MI, or fI = fII.

2. (∃β ≤ ONMI)(∃a ∈ ONMII)(∀n ∈ ω)(∃〈ai, si〉i≤n) so that, for all i < n,

• a0 = a and ai ∈ ONMII ,

• (ai+1 < ai)
MII ,

• σi is the first Σ2 formula (in some fixed recursive list of all formulas in the language

of set theory) so that LMI
β 6|= σi and LMII

ai
|= σi;

• if ai is a successor ordinal in MII, then ai+1 is the largest limit ordinal of MII

below ai;

• if ai is a limit ordinal inMII, and σi is the formula ∃u∀vψ(u, v), then ai+1 is least

in ONMII so that (∃u ∈ Lai+1
)(Lai |= ∀vψ(u, v)) in MII.

Note that if (2) holds, then MII must be an illfounded model, because if β, a witness the

condition, then the sequences 〈ai, σi〉i≤n are uniquely determined for each n, and so must all

be end extensions of one another.

Note also that this condition is Σ0
3 as a condition on fI, fII. Strictly speaking, the quanti-

fiers overMI, ONMII , etc. should be regarded as natural number quantifiers ranging over the

indices of defining formulas for members of the modelsMI,MII. Clause (1) is then Σ0
2, and

(2) is Σ0
3, since each bulleted item there is recursive in codes for the objects β, a, 〈ai, σi〉i≤n

and the pair 〈fI, fII〉.

Denote the set of runs which I wins by F ; so F is Σ0
3.

Claim 2.3.4. Player I has no winning strategy in G(F ).

Proof. Suppose instead that I has some winning strategy in this game. By Shoenfield abso-

luteness (which holds in Π1
1-CA0, see [Sim09]) there is such a winning strategy σ in L. Let

α be the least admissible ordinal so that σ ∈ Lα (such exists since Π1
1-CA0 implies the reals

31



are closed under the hyperjump; see [Sac90]). Let fII be the theory of Lα. Note that then

Lα Σ1-projects to ω, since it is the least admissible containing some real; in particular, it

satisfies condition (∗). Let fI be the theory that σ responds with.

Now σ is winning for I in G(F ); soMI is an ω-model. SinceMII is wellfounded, (2) must

fail, and since we assumed σ is winning for I, we have (1) holds; that is, either fII ∈ MI or

fI = fII. If fI = fII, then II was simply copying I’s play, so that σ ∈ Lα = MI, implying

fI ∈MI, a contradiction to the fact that MI ω-projects to ω.

So fII ∈ MI. The strategy σ is computable from fII, so must also belong to MI. But

then, since fI = σ ∗ fII, we again obtain the contradiction fI ∈MI.

Claim 2.3.5. If there is no model with an infinite depth Σ2-nesting, then Player II has no

winning strategy in G(F ).

Proof. Towards a contradiction, let τ be a winning strategy for II; as in the previous claim,

we may assume τ ∈ L, and let α be the least admissible with τ ∈ Lα. Put fI = Th(Lα);

then fI satisfies the condition (∗). Let fII = τ ∗ fI be τ ’s response.

We claim that if MII is the model so determined, then wfo(MII) ≤ α (note Π1
1-CA0

is enough to ensure (a real coding) the wellfounded ordinal of a model exists). Suppose

otherwise; then wfo(MII) > α, and then Lα ∈ MII. Then fI = Th(Lα) and τ belongs to

MII, so that fII = τ ∗ fI does as well. As before, this contradicts the assumption that II

wins the play; specifically, fII fails to satisfy condition (∗).

So wfo(MII) ≤ α. We claim MII is illfounded. Otherwise, either o(MII) = α, in which

case we get MII = Lα = MI, in which case (1) holds and I wins; or else o(MII) < α, so

that MII = Lγ for some γ < α, so that fII = Th(Lγ) ∈ Lα = MI, and again (1) holds,

contradicting that τ is winning for II.

So MII is illfounded with wfo(MII) ≤ α. Set β = wfo(MII). If there is no model

bearing an infinite depth Σ2-nesting, then by Lemma 2.3.1 there exists some nonstandard

MII-ordinal a, so that, for every nonstandardMII-ordinal b with b ≤MII a, we have T b2 6⊆ T β2 .

That is, for all such b, there is a Σ2 sentence σ so that Lβ 6|= σ, but LMII
b |= σ.
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It is now straightforward to show β, a witness the winning condition (2). Set a0 = a.

Suppose inductively that ai is a nonstandardMII-ordinal with ai ≤MII a. Then by choice of

a, there is some Σ2 formula σ so that LMII
b |= σ and Lβ 6|= σ; let σi be the least such under

our fixed enumeration of formulae. If ai is not limit inMII, take ai+1 to be the greatest limit

ordinal of MII below ai; note then ai+1 is also nonstandard and below a.

Now if ai is limit in MII, we have that σi is of the form (∃u)(∀v)ψ(u, v) for some ∆0

formula ψ. Let ai+1 be least so that for some x ∈ LMII
ai+1, we have LMII

ai
|= (∀v)ψ(x, v).

Then ai+1 <
MII ai, and since Lβ 6|= σi, we must have that ai+1 is nonstandard. Thus the

construction proceeds, and we have that I wins the play 〈fI, fII〉 via condition (2). So τ

cannot be a winning strategy.

These claims combine to show that if there is no model with an infinite depth Σ2 nesting,

then neither player has a winning strategy in the game G(F ). This completes the proof of

the theorem.

We have thus shown that Σ0
3 determinacy implies the existence of a model satisfying

Π1
2-MI, and indeed, of some ordinal γ so that Lγ |= Π1

2-MI. The meticulous reader will

observe, however, that our proof of determinacy in section 2 really only made use of (aΣ0
3)
∨

monotone inductive definitions. This may at first appear strange, in light of the fact that

(aΣ0
3)
∨

is a much smaller class than Π1
2. This situation is clarified somewhat by the following

theorem, which shows that if γ is minimal with Lγ |= Π1
2-MI, then the Π1

2 relations that are

correctly computed in Lγ are precisely the (aΣ0
3)
∨

relations.

Theorem 2.3.6. Let γ be the least ordinal so that Lγ satisfies Π1
2-MI. Let z be a real in Lγ,

and suppose Φ(u) is a Σ1
2 formula. Then there is a aΣ0

3 relation Ψ so that, for all reals x of

Lγ, we have Lγ satisfies Φ(x) if and only if Ψ(x) holds (in V , or equivalently, in Lγ).

Proof. Fix such a formula Φ(x). Then there is a recursive tree T on ω3 so that for all x,

Φ(x) holds if and only if for some y, T〈x,y〉 is wellfounded. We define a version of the game

from Theorem 2.3.2. This time, for a fixed real x, each player is required to produce their
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respective ω-models MI,MII satisfying

V = L(x) +KP + ρω = ω. (∗∗)

In addition, MI must satisfy the sentence “(∃y)T〈x,y〉 is ranked”; whereas MII must satisfy

its negation. If a winner has not been decided on the basis of one of these conditions being

violated, then Player I wins if either of the conditions (1), (2) from the proof of Theorem 2.3.2

hold. Let Fx be the set of f ∈ ωω so that Player I wins the play of the game on x, where

〈fI, fII〉, where fI(n) = f(2n), fII(n) = f(2n+ 1) for all n. Let F = {〈x, f〉 | f ∈ Fx}. Then

F is Σ0
3; let Ψ(x) be the statement “I has a winning strategy in the game G(Fx)”.

Suppose x ∈ Lγ is such that Lγ |= Φ(x). We claim Ψ(x) holds; that is, I has a winning

strategy in G(Fx). Let y be a witness to truth of Φ, and let α be least y ∈ Lα(x) and

Lα(x) |= KP. Then by admissibility, Lα(x) contains a ranking function for T〈x,y〉. Let σ be

the strategy for I that always produces the theory of Lα(x). We claim σ is winning for Player

I.

Suppose towards a contradiction that MII is the model produced by a winning play by

II against σ; we can assumeMII ∈ Lγ. Then MII is an ω-model. It cannot be wellfounded,

since then it would be of the form Lβ(x) for some β; but we can’t have β ≥ α (since MII

cannot contain y, or else it would have a ranking function for T〈x,y〉), nor can β < α hold (since

then (1) is satisfied, and I wins the play). SoMII is illfounded, say with wfo(MII) = β; by a

similar argument, β < α. Now since I does not win the play, the condition (2) fails, so there

must be some infinite depth Σ2-nesting based onMII, by Lemma 2.3.1. But this contradicts

the fact that the model MII belongs to Lγ, by minimality of γ and Theorem 2.2.11.

Conversely, suppose Φ(x) fails in Lγ. Suppose towards a contradiction that I wins the

game G(Fx); then by Theorem 2.1.1, there is such a strategy σ ∈ Lγ. Let MII be the least

level of L(x) containing σ. Note that MII |= (∗∗) + “(∀y)T〈x,y〉 is not ranked”. By the

argument in the proof of Theorem 2.3.2, we obtain failure of both (1) and (2), so that II

wins the play, a contradiction to σ being a winning strategy.
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CHAPTER 3

Determinacy in Σ0
4 and higher

In this chapter, we consider the next level, Σ0
4, and more generally, levels of the form Σ0

α+3

for 1 < α < ω1. By an early result of Friedman [Fri71], full Borel determinacy requires ω1

iterations of the Powerset axiom, and even Σ0
5-DET is not provable in second order arithmetic

nor indeed, full ZFC− (ZFC minus the Powerset axiom). Martin later improved this to Σ0
4-

DET and proved the corresponding generalization for higher levels of the hyperarithmetical

hierarchy; combining Montalbán-Shore’s fine analysis [MS12] of (n−Π0
3)-DET with Martin’s

inductive proof [Mar85] of Borel determinacy, we may summarize the bounds for these levels

known prior to our work as follows.

Theorem 3.0.7 (Martin, Friedman, Montalbán-Shore). For α < ω1, n < ω,

Z− + Σ1-Replacement + “Pα(ω) exists” ` n−Π0
1+α+2 -DET, but

ZFC− + “Pα(ω) exists” 6` Σ0
1+α+3 -DET .

Here Z is Zermelo Set Theory without Choice (including Comprehension, but excluding

Replacement). Again the superscript “−” indicates removal of the Powerset axiom. Thus,

α + 1 iterations of the Powerset axiom are necessary to prove Σ0
1+α+3-DET. However, the

question remained as to what additional ambient set theory is strictly necessary. More pre-

cisely, can one isolate a natural fragment of Z−+ Σ1-Replacement +“Pα+1(ω) exists” whose

consistency strength is precisely that of Σ0
1+α+3-DET? Furthermore, can one characterize

in a meaningful way the least level of L at which winning strategies in these games are

constructed?

In this chapter, we show this is the case. We introduce a family of natural reflection
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principles, Π1-RAPα, and show in a weak base theory that the existence of a wellfounded

model of Π1-RAPα is equivalent to Σ0
1+α+3-DET, for α < ωCK

1 . In particular, we show that

the least ordinal θα so that winning strategies in all Σ0
1+α+3 games belong to Lθα+1 is precisely

the least so that Lθα |= Π1-RAPα. It turns out that in the V = L context, the principles

Π1-RAPα are equivalent to easily stated axioms concerning the existence of ranking functions

for open games, so that the ordinals θα can be rather simply described. In particular, letting

θ = θ0, we have the following: Lθ is the least level of L satisfying “P(ω) exists, and all

wellfounded trees on P(ω) are ranked.”

The chapter is organized as follows. In Section 3.1, after introducing the abstract prin-

ciples Π1-RAP(U), we focus on Π1-RAP(ω), proving some basic consequences and obtaining

useful equivalents in the V = L context. In Section 3.2, we connect these principles to

determinacy, in particular proving Σ0
4-DET assuming the existence of a wellfounded model

of Π1-RAP(ω). In Section 3.3, we prove our lower bound in the case of Σ0
4-DET, making

heavy use of the results of Section 3.1. Section 3.4 carries out the analogous arguments for

levels of the hyperarithmetical hierarchy of the form Σ0
α+3, for 1 < α < ωCK

1 . We conclude

in Section 3.5 with some remarks concerning the complexity of winning strategies.

3.1 The Π1-Reflection to Admissibles Principle

We take as our background theory BST (Basic Set Theory), which consists of the axioms of

Extensionality, Foundation, Pair, Union, and ∆0-Comprehension. Unless otherwise stated,

all of the models we consider satisfy at least BST (so “transitive model” really means “tran-

sitive model of BST”). Central to this chapter is Kripke-Platek Set Theory, KP, which is

BST together with the axiom scheme of ∆0-Collection; note that all axioms in the schema of

Σ1-Collection and ∆1-Comprehension are then provable in KP. A transitive set M is called

admissible if the structure (M,∈) satisfies KP; KPI0 is the theory asserting that every set x

belongs to an admissible set, and has the same consequences for second order arithmetic as

Π1
1-CA0. The standard reference for admissible set theory is Barwise’s [Bar75].
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We now define the main theory of interest in this chapter.

Definition 3.1.1. Let U be a transitive set. The Π1-Reflection to Admissibles Principle for

U (denoted Π1-RAP(U)) is the assertion that P(U) exists, together with the following axiom

scheme, for all Π1 formulae φ(u) in the language of set theory: Suppose Q ⊆ P(U) is a set

and φ(Q) holds. Then there is an admissible set M so that

• U ∈M .

• Q̄ = Q ∩M ∈M .

• M |= φ(Q̄).

We chose this particular formulation for its simplicity. The sets U we consider are suffi-

ciently well-behaved that Π1-RAP(U) gives a bit more.

Say U admits power tuple coding if there is a bijective map c : P(U)<ω → P(U) so that

the relations a ∈ c(s), a ∈ c−1(x)i, and c(s) = x are all ∆0({U}) (that is, definable from the

parameter U with all quantifiers bounded). Note then that if M is transitive satisfying BST

and U ∈M , then any set Q ⊆ P(U)<ω in M can be coded by a set Q ⊆ P(U) in M .

Lemma 3.1.2. Suppose U is a transitive set, admits power tuple coding, and Π1-RAP(U)

holds. Let φ(u1, . . . , um, v1, . . . , vn) be a Π1 formula and fix sets pi ⊆ U<ω, Qj ⊆ P(U)<ω for

1 ≤ i ≤ m, 1 ≤ j ≤ n so that φ(p1, . . . , pm, Q1, . . . , Qn) holds. Then there is an admissible

set M so that

• U ∈M and M |= “P(U) exists”.

• For 1 ≤ i ≤ m, pi ∈M ; for 1 ≤ j ≤ n, Q̄j = Qj ∩M ∈M .

• M |= φ(p1, . . . , pm, Q̄1, . . . , Q̄n).

Proof. First note that given Q ⊂ P(U), the relations u = U and v = Q are both ∆0-definable

from Q′ = Q ∪ {U}, and this allows us refer to the coding map c : P(U)<ω → P(U) in a
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∆0({Q′}) fashion. So suppose Q1 ⊆ P(U)<ω is given, and (∀x)ψ(Q1, x) holds, where ψ is

∆0. Let Q = c[Q1]; the given Π1 statement is equivalent to

(∀u)(∀x)u = c−1[Q]→ ψ(u, x).

This can be phrased as a Π1(Q′) statement and so can be reflected to an admissible set M

where it holds of Q̄′ = Q′ ∩M . Note then by absoluteness of the coding map c, we have

c−1[Q̄] = Q1 ∩M , so that (∀x)ψ(Q1 ∩M,x) holds in M , as desired.

Similar uses of coding allow us to reflect statements involving finite lists of parameters

p1, . . . , pm, Q1, . . . , Qn; that pi ∩M = pi follows from transitivity of M and the assumption

that U ∈ M . Finally, we can ensure M |= “P(U) exists” by including P(U) as one of the

Qj; then Q̄j = Qj ∩M = P(U)M ∈M .

We will first be concerned mainly with Π1-RAP(ω), which we abbreviate simply as

Π1-RAP. Π1-RAP does not imply ∆0-Collection, so cannot prove KP. However, it does

prove many Σ1 consequences of admissibility. For example, from the following lemma, we

have Σ1-Recursion along wellfounded relations on P(ω). Recall a relation R is wellfounded

if every nonempty subset of its domain has an R-minimal element. For R wellfounded, let

tcR(a) denote the downwards R-closure of an element a ∈ dom(R),

tcR(a) := {b ∈ dom(R) | (∃b0, b1, . . . , bn)b = b0, bn = a, biRbi+1 for all i < n}.

Lemma 3.1.3. Work in Π1-RAP and suppose R is a wellfounded binary relation on P(ω)<ω.

Suppose further that φ(u, v, w) is a Σ1 formula that provably in KP defines the graph of a

binary class function G. Then for every Q ⊆ P(ω)<ω, there is a function F : dom(R)→ V

so that for all a ∈ dom(R),

F (a) = G(Q,F � tcR(a)).

Proof. Suppose towards a contradiction that R is wellfounded, but Q is such that no total

function F : dom(R)→ V as in the lemma exists. This is a Π1 statement in parameters R,Q,

so by Π1-RAP and Lemma 3.1.2, reflects to an admissible set M satisfying “P(ω) exists”.
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Working in M , define the map F from R̄, Q̄ by its usual definition,

F (a) = Y ⇐⇒ (∃f̄ : tcR̄(a)→ V )[Y = G(Q̄, f̄)

∧ (∀b ∈ dom(f̄))f̄(b) = G(Q̄, f̄ � tcR̄(b))].

The fact that M |= KP ensures this definition can be expressed in a Σ1 fashion. Since we

reflected a failure of this instance of Σ1-Recursion to M , there must be some y ∈ dom(R̄) so

that F (y) does not exist. Consider the set

D = {y ∈ dom(R̄) |M |= “F (y) does not exist”}.

We have D nonempty; note though, that we needn’t have D ∈ M . By wellfoundedness of

R, let y0 ∈ D be R-minimal. It follows that in M , F (y) is defined whenever yR̄y0, so F is

defined on tcR̄(y0). By Σ1-Replacement in M , we have that f̄ = F � tcR̄(y0) exists in M .

But this f̄ witnesses the fact that F (y0) exists, a contradiction.

Corollary 3.1.4. Assume Π1-RAP and DCR. Then whenever T is a tree on P(ω), either

T has an infinite branch, or T has a rank function, that is, a map ρ : T → ON such that

ρ(s) < ρ(t) whenever s ) t.

Proof. Suppose T is a tree on P(ω) with no infinite branch. By Dependent Choice for

reals, the relation ) is wellfounded on T . Apply Σ1-Recursion with the function G(Q,F ) =

sup{F (s) | s ∈ dom(F )}.

It turns out that the statement that all wellfounded trees on P(ω) are ranked is equivalent

to Π1-RAP in the V = L context. Besides having intrinsic interest, this fact will be useful for

our determinacy strength lower bounds. To prove it, we require a version of the truncation

lemma for admissible structures (see [Bar75]) specialized to models of V = L.

For our purposes, “V = L” abbreviates BST plus the statement that every x belongs to Jα

for some α, as well as the usual fine-structural consequences of this statement (acceptability,

condensation, etc.). We will also make reference to Jensen’s auxiliary S-hierarchy further

stratifying the J-hierarchy: S0 = ∅, Sα+1 is the image of Sα ∪ {Sα} under a finite list of
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binary operations generating the rudimentary functions, and Sλ =
⋃
α<λ Sα; then Jα = Sω·α.

For details, see [SZ10].

Recall any modelM = 〈M, ε〉 in the language of set theory has a unique largest downward

ε-closed submodel on which ε is wellfounded, the wellfounded part of M, denoted wfp(M).

When ε is extensional on M , we identify wfp(M) with its transitive isomorph, and denote

wfo(M) = wfp(M) ∩ON.

Proposition 3.1.5. Working in KPI0, let M = 〈M, ε〉 |= V = L, and suppose M is

illfounded. Then Lwfo(M) is admissible.

This differs from the usual truncation lemma both in thatM is not itself assumed to be

admissible, and in general Lwfo(M) needn’t coincide with wfp(M) (even whenM |= V = L).

Proof. Given suchM, we know (working in KPI0) that wfp(M) exists. Note wfo(M) = ω ·α

for some unique α. If α = 1 then we’re done. So suppose α > 1. That Jα |= BST is automatic.

We only need to show Jα |= ∆0-Collection (from which it follows that Lα = Jα |= KP).

One can show by induction on ξ that Sξ = SMξ ∈ wfp(M) for all ξ < wfo(M); that is,

Jα ⊆ wfp(M).

Assume a, p ∈ Jα and

Jα |= (∀x ∈ a)(∃y)ϕ(x, y, p),

where ϕ is ∆0. Then in M,

M |= (∀x ∈ a)(∃y)ϕ(x, y, p).

Let σ be a nonstandard ordinal of M. In SMσ , define

F (x) = ξ ⇐⇒ x, p ∈ Sξ+1 ∧ (∃y ∈ Sξ+1)ϕ(x, y, p)

∧ (∀y ∈ Sξ)(¬ϕ(x, y, p) ∨ x /∈ Sξ ∨ p /∈ Sξ).

Notice that Jα ⊂ SMσ , and by absoluteness, F (x) < ω · α for each x ∈ a. Since M satisfies

BST, we have that the union of the F (x),

τ = {η ∈ σ | (∃x ∈ a)(∃ξ ∈ σ)η ∈ ξ ∧ SMσ |= F (x) = ξ}
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is an ordinal in M, and must be contained in ω · α. So τ ∈ wfp(M), hence τ < ω · α. We

have Sτ ∈ Jα, and

(∀x ∈ a)(∃y ∈ Sτ )ϕ(x, y, p).

This proves the needed instance of ∆0-Collection, so Jα |= KP.

Theorem 3.1.6 (joint with Itay Neeman). Let V = L and assume ω1 exists, and that every

tree on P(ω) is either illfounded or ranked. Then Π1-RAP holds; moreover, every instance

of Π1-RAP is witnessed by some Lα with α countable.

Proof. We may assume ω2 does not exist, since otherwise Π1-RAP follows immediately. Sup-

pose Q ⊆ P(ω) and that φ(Q) holds for some Π1 formula φ. Let τ > ω1 be sufficiently large

that Q ∈ Jτ . Let T be the tree of attempts to build a complete, consistent theory of a model

M so that

• M is illfounded,

• Q̄ =M∩Q ∈ St for some t ∈ wfo(M),

• M |= V = L+ φ(Q̄) + “ω1 exists”.

In slightly more detail: Let L∗ be the language of set theory together with constants {dn}n∈ω∪

{an}n∈ω ∪ {t, q}. Fix some standard coding σ 7→ #σ of sentences in the language of L∗ so

that #σ > k whenever dk appears in σ. All nodes in T are pairs of the form 〈f, g〉, where

f : n → {0, 1} and g : n → τ ∪ P(ω), and the set {σ | f(#σ) = 1} is a finite theory in L∗,

consistent with the following:

• “dn+1 ∈ dn” for each n ∈ ω.

• “t is an ordinal, q is a set of reals, and q ∈ St”.

• V = L+ φ(q) + “ω1 exists and ω1 ∈ t”.

• µ→ ψ(a#µ), for sentences µ of the form (∃x)(x ∈ t ∨ x ⊂ ω) ∧ ψ(x).
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The point of the last clause is to have the ai serve as Henkin constants witnessing statements

asserting existence of a real or of an ordinal below t. Finally, the function g is required to

assign values in P(ω) ∪ τ to the Henkin constants in a way compatible with the theory; in

particular, respecting the theory’s order for elements of t (so that f(#(ai ∈ aj ∈ t)) = 1

implies g(i) < g(j) < τ), membership of reals in Q (so that f(#(ai ∈ q)) = 1 implies

g(i) ∈ Q), and membership of naturals in reals (f(#(n ∈ ai)) = 1 implies n ∈ g(i)).

Suppose T is illfounded. A branch through T then yields f giving a complete and

consistent theory in L∗ together with assignment of constants g. Let M be the term model

obtained from this theory. By construction, M is illfounded, M |= V = L, and setting

Q̄ = {g(i) | aMi ∈ qM}, we have Q̄ = Q ∩ M ∈ SMt ; moreover, by the assignment of

elements of τ to terms below t, we have that M has wellfounded part containing SMt . By

Proposition 3.1.5, if α = wfo(M), then Lα |= KP + φ(Q̄) + “ω1 exists”, as needed.

Now suppose towards a contradiction that T is not illfounded. Since T is clearly coded

by a tree on P(ω), we have that T is ranked. Let ρ : T → ON be the ranking function. We

construct a branch through T using the function ρ; f will be the characteristic function of

the complete theory of Jρ(∅), interpreting t by τ , q by Q, and inductively choosing values

g(i) in τ ∪ P(ω) to be <L-least witnessing existential statements holding in Jρ(∅). All that

remains is to decide on interpretations for the constants dn, corresponding to the descending

sequence of ordinals. So let x0 = ρ(∅), and having chosen the fragment s of the branch up

to k, let xk+1 = ρ(s). Then interpret di in the theory by xi.

At each finite stage of the above construction, the theory chosen is satisfied under the

appropriate interpretation in Jρ(∅), so we may always extend the branch by one step. But

then {xk | k ∈ ω} is an infinite descending sequence of ordinals, a contradiction.

We remark that with some extra work, the V = L assumption can be replaced with

more natural hypotheses. Namely, we have the converse of Lemma 3.1.3: If DCR holds and

we have Σ1-Recursion along wellfounded relations on P(ω), then Π1-RAP holds. The extra

assumption of Σ1-Recursion guarantees the existence of all levels of the hierarchy of sets

42



constructible relative to the parameter set Q; the argument of Theorem 3.1.6 may then be

carried out inside L(Q) to give the desired instance of Π1-RAP. (DCR is important in part

to ensure the existence branches through illfounded trees.)

Proposition 3.1.7. Suppose M is a transitive model of Π1-RAP. Then Π1-RAP holds in

LM =
⋃
{Lα | α ∈M ∧M |= “Lα exists”}.

Proof. Work in M . By Lemma 3.1.3, whenever A ⊆ P(ω) codes a prewellorder of P(ω),

there is an ordinal α so that α = otp(P(ω)/ ≡A, <A), and Lα exists. Since P(ω) exists,

there is a ∆0 prewellorder of P(ω) in order type ω1, so Lω1 exists. It follows that L |= “ω1

exists”. So it’s sufficient to show that every tree on P(ω) in L is either ranked or illfounded

in L.

So let T be a tree on P(ω) with T ∈ LM . If T is not ranked in LM , reflect this fact to

an admissible level Lα. Then T̄ = T ∩ Lα ⊆ T , and Lα |= “T̄ is not ranked”. Since Lα is

admissible, there is a branch through T̄ definable over Lα. In particular, T̄ ⊆ T is illfounded

in L. Hence by Theorem 3.1.6, Π1-RAP holds in L (= LM), as needed.

3.2 Proving determinacy

In this section, we prove a key lemma connecting the principles Π1-RAP(U) to determinacy

for certain infinite games, and use this lemma to give a proof of Σ0
4-DET starting from a

model of Π1-RAP. We first recall some basic definitions and terminology.

Fix a set X. By a tree on X we mean a set T ⊆ X<ω closed under initial segments. Let

[T ] denote the set of infinite branches of T . For a set A ⊆ [T ], the game on T with payoff A,

denoted G(A;T ), is played by two players, I and II, who alternate choosing elements of X,

I x0 x2 . . . x2n . . .

II x1 . . . x2n+1 . . .

with the requirement that 〈x0, . . . , xn〉 ∈ T for all n. If a terminal node is reached, the last

player to make a move wins; otherwise, we obtain an infinite play x ∈ [T ], and we say I wins
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the play if x ∈ A; otherwise, II wins.

A strategy for I in a game on T is a partial function σ : T ⇀ X that assigns to an

even-length position s ∈ T a legal move x for I at s, that is, x ∈ X so that s_〈x〉 ∈ T . We

require the domain of σ to be closed under legal moves by II as well as moves by σ; note

then that due to the presence of terminal nodes in the tree, I needn’t have a strategy at all.

Strategies for II are defined analogously. We say a strategy σ is winning for I (II) in G(A;T )

if every play according to σ belongs to A ([T ] \A). A game G(A;T ) is determined if one of

the players has a winning strategy. For a pointclass Γ, Γ-DET denotes the statement that

G(A;ω<ω) is determined for all A ⊆ ωω in Γ.

Our proof of Σ0
4-DET hinges on the use of the technical concept of an unraveling, intro-

duced by Martin in his proof of Borel determinacy.

Definition 3.2.1. Let S be a tree. A covering of S is a triple 〈T, π, ψ〉 consisting of a tree

T and continuous maps π : T → S, ψ : Strat(T )→ Strat(S) such that

(i) For all ψ ∈ Strat(T ), ψ(σ) is a strategy for the same player as σ;

(ii) For all x ∈ [S], if x is compatible with ψ(σ), then there is some y ∈ [T ] compatible

with σ so that π(y � i) = x � i for all i ∈ ω.

We say a covering unravels a set A ⊆ [S] if π−1(A) is clopen.

Martin showed that any countable collection of closed sets can be simultaneously unrav-

eled. So if A is a Σ0
1+α subset of [S] and 〈T, π, ψ〉 is the simultaneous unraveling of the

countably many open sets involved in the construction of A, then π−1(A) is Σ0
α as a subset

of [T ]. Thus the unraveling allows us to reduce the determinacy of G(A;S) to that of the

topologically simpler game G(π−1(A);T ).

Our sights set on Σ0
4-DET, the way forward is clear: apply the unraveling to all open

sets involved in the construction of a Σ0
4 set A, and prove that the Σ0

3 game G(π−1(A);T ) is

determined, roughly imitating Davis’s proof of Σ0
3-DET. Happily, the unraveling of countably

many closed sets in [S] can be carried out in rudimentarily closed models of “H|S|+ exists”.
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However, the tree T is on a set of higher type than S, and we will need to take some pains

to prove the determinacy of the unraveled game from minimal assumptions.

In particular, it will be crucial for us that the unraveling tree T is one in which Player

I’s moves are from S × P(S), whereas II’s moves are in S × 2.1 Thus the unraveling tree is

“one-sided,” in the sense that only Player I’s moves in the unraveled game are necessarily of

higher type than those in the game on S. These one-sided trees are central to our arguments

and, it seems, have not previously been isolated for uses in the literature, though they are

produced in the constructions of [Hur93], [Mar]. Let us say a tree T in which I plays moves

in X and II plays moves in Y is a tree on X, Y .

Theorem 3.2.2 (Martin [Mar], Hurkens [Hur93]). Suppose S is a tree, and {Kn}n∈ω is a

collection of closed subsets in [S]. Then there is a covering 〈T, π, ψ〉 of S that simultaneously

unravels the Kn, and so that T is a tree on S × P(S), 2× S.

In the situation of this section, S = ω<ω, so the unraveling tree is (isomorphic to) a tree

on P(ω), ω. Since II’s moves are in ω, I’s strategies are countable objects. The upshot is

that as long as H(ω1) exists, we can bound quantification over strategies for I by H(ω1),

thus keeping the complexity of formulae low.

We shall see that Π1-RAP does not itself imply Σ0
4-DET; rather, it only guarantees that

for every Σ0
4 set A ⊆ ωω, either I has a winning strategy in G(A;ω<ω), or else there is

a ∆1-definable winning strategy for II. Since we aren’t assuming ∆1-Comprehension, it is

possible that II’s definable strategy will not be a set, and indeed, this scenario must occur

in minimal models of Π1-RAP. Thus the hypothesis that guarantees determinacy of all Σ0
4

games is the existence of such a model. Note that this situation is in complete analogy with

that of Σ0
1-DET and models of KP (see [Bla72]).

The following is an abstract form of Davis’s Lemma towards Σ0
3-Determinacy, stated for

1Though this is true of Martin’s original construction, it is not true of the first published version in
[Mar85], where both players play quasistrategies for the starting tree S. The presentations of [Hur93],
[Mos09], [Mar] incorporate an innovation due to Hurkens which avoids the use of quasistrategies, thus
producing an unraveling tree with the “one-sidedness” described above. Our results may indicate that this
avoidance of quasistrategies is essential to a fine calibration of strength.
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trees on P(X), X. It includes some technical assumptions on X since we do not in general

assume the Axiom of Choice.

Lemma 3.2.3. Let X be a transitive set so that H(|X|+) exists and Π1-RAP(X) holds.

Assume X can be wellordered and that DCP(X) holds; further assume that there is a uniform

∆0-definable coding of X<ω by elements of X, as well as elements of P(X)ω by P(X). Let

T be a tree on P(X), X with B ⊆ A ⊆ [T ], where B is Π0
2 and A is Borel. Then for any

p ∈ T , either

1. I has a winning strategy in G(A;Tp), or

2. There is W ⊆ Tp a quasistrategy for II so that

• [W ] ∩B = ∅;

• I does not win G(A;W ).

Proof. In the event (2) holds, we say p is good (relative to A,B, T ). Notice that goodness of p

is Σ1 in parameters; for this, it is important that moves for II come from X, so that strategies

for Player I, who plays in P(X), can be coded by subsets of X. We assume (2) fails for some

p and show (1) must hold. So suppose p ∈ T is not good; using our canonical coding we can

reflect this Π1 statement to an admissible set N with X ∈ N ; since ω-sequences in P(X)

are coded by elements of P(X), DCP(X) is Π1, so we can further assume this choice principle

holds in N . This move to an admissible set is our use of the main strength assumption of

the lemma, namely Π1-RAP(X).

So work in N . By an abuse of notation we prefer to refer to N ’s versions of the relevant

objects A,B, T by the same names. Since B is Π0
2 in [T ], we have B =

⋂
n∈ωDn, where each

Dn is open in [T ]; that is, there are sets Un ⊆ T so that for all n, Dn = {x ∈ T | (∃i)x � i ∈

Un}. Adjusting the sets Un as necessary, we may assume that each Un contains only nodes

with odd length ≥ n.

We now define an operator Γ : P(T )→ P(T ) as follows. Fix Y ⊆ T . For n ∈ ω, let T Yn
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be the tree {s ∈ T | (∀i < |s|)s � i /∈ Un \ Y }. Then let

Γ(Y ) = {q ∈ T | (∃n) I does not win G(A;T Yn ) from q}.

The reason we truncate the tree following minimal odd-length nodes in Un \ Y is that we

will be considering an auxiliary game where Player I is trying to enter the open set Dn while

avoiding Y ; the auxiliary game on T Yn ends when a node in Un \ X is reached, and in this

case, Player I is the winner, because the length of the node reached is odd by the way we

defined Un.

Note that the definition of Γ is such that “x ∈ Γ(Y )” is ∆0 in parameters, by our remarks

about quantification over strategies for I. Now define recursively sets Gα ⊆ T for all α ∈ ON,

by

• G0 = ∅;

• Gα+1 = Γ(Gα);

• Gλ =
⋃
α<λ Gλ for λ limit.

Note KP gives us enough transfinite recursion to ensure that the sets Gα exist for all ordinals

α; it is crucial for this that the operator Γ is ∆0. Note also that Γ is a monotone operator

(i.e., if Y ⊆ Y ′ then Γ(Y ) ⊆ Γ(Y ′)), and therefore the sets Gα are increasing.

Claim 3.2.4. If q ∈ T belongs to Gα for some α, then q is good.

Proof. The proof is by induction on α. So suppose q, α are such that α is least with q ∈ Gα+1.

Let n0 be the least witness to this, so that I doesn’t win G(A;T Gαn0
) from q. We describe

a quasistrategy W for II at q as follows: play according to II’s non-losing quasistrategy in

G(A;T Gαn0
). If at any point we reach a position r ∈ Un0 , then because we are inside II’s

non-losing quasistrategy, we must have r ∈ Gα. By inductive hypothesis, r is good; so switch

to W r witnessing goodness of r. Note that W exists by admissibility (the assertion “W r

witnesses goodness of r in T” is ∆0 in parameters).
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We claim this W witnesses goodness of q. For let x ∈ [W ]; if x � i /∈ Un0 for all i ∈ ω,

then by openness of Dn0 we have x /∈ Dn0 , so x /∈ B. If x � i ∈ Un0 for some i, then we must

have switched to W x�i at the least such i; since [W x�i] ∩B = ∅, we have x /∈ B.

We need to show I doesn’t win G(A;W ). So suppose σ is a strategy for I in W . If

all positions r compatible with σ satisfy r /∈ Un0 , then σ must stay inside II’s non-losing

quasistrategy for G(A;T Gαn0
). This implies that σ can be extended to a winning strategy for

I in G(A;T Gαn0
) from q: Play by σ so long as II stays inside W , and if II strays to r outside

W switch to a winning strategy for I in G(A;Tr), which exists by definition of W . (Note

that the existence of this extension of σ requires a use of DCP(X), to choose the strategies

Player I switches to.) But this contradicts the assumptions on q and n0. If on the other

hand r ∈ Un0 for some r compatible with σ, then r ∈ Gα, so by inductive hypothesis and

definition of the quasistrategy W , Wr witnesses the goodness of r. But that means I doesn’t

have a winning strategy in G(A;Wr); again, σ cannot be winning for I.

Since we have (in N) that p is not good, we get p /∈ G∞ :=
⋃
α∈ON Gα. Note that since

we do not have Σ1-Comprehension in N , G∞ may not be a set; indeed, if Gα 6= Gα+1 for all

α, then G∞ must be a proper class, by admissibility.

Claim 3.2.5. Γ(G∞) = G∞.

Proof. Since G∞ needn’t be a set, we should say what we mean by Γ(G∞): This is the class

of q ∈ [T ] so that for some n, I doesn’t win G(A;T G∞n ) from q. Expanding our definition,

this is the same as

(∃n ∈ω)(∀σ ∈ H(|X|+)) if σ is a partial strategy for I in Tq, then

(∃s ∈ Tq)s is compatible with σ, and is a win for II or not in dom(σ), or

(∃x ∈ [Tq])x is compatible with σ, x /∈ A, and (∀i)(x � i ∈ G∞ ∪ (T \ Un))

This statement is Σ1, because x � i ∈ G∞ is Σ1 (it is the statement (∃α)x � i ∈ Gα, and the

relation s ∈ Gα is ∆1 as a relation on T ×ON), and all other quantifiers are bounded.
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Suppose q ∈ Γ(G∞). Then by Σ1-Collection (recall we are working in the admissible

set N), there is a bound α on ordinals witnessing the “x � i ∈ G∞” clause in the above

statement, for various σ, x. That is, q ∈ Γ(Gα) ⊆ G∞; so Γ(G∞) ⊆ G∞. The reverse inclusion

is trivial.

Using this stabilization of the operator Γ we describe a winning strategy for I in G(A;Tp).

Since p /∈ G∞ = Γ(G∞), we have for all n that I wins G(A;T G∞n ) at p. Let σ0 witness this for

n0 = 0. Have I play according to σ0 from the initial position. Now suppose strategies σi, ni

have been defined; if at any point in the strategy σi I reaches a position pi with pi ∈ Uni \G∞,

then I wins G(A;T G∞n ) from pi for every n, since p0 /∈ G∞. Let ni+1 be least so that no initial

segment of pi is in Uni+1
(such exists because of the way we defined the Un). Let σi+1 be

winning for I in G(A;T G∞ni+1
), and have I continue according to this strategy. Any infinite

play against the strategy σ so defined must either enter the sets U0, U1, U2, . . . one by one,

thus belonging to B =
⋂
n∈ωDn, or else the play avoids Un \ G∞ for some least n; but then

the play is compatible with σn, so must belong to A.

Some remarks regarding definability are in order. The inductive construction of Player

II’s goodness-witnessing quasistrategies was uniform, so no choice was required. The same

cannot be said of Player I’s winning strategy; at the very least, DCP(X) is needed to select the

various σn, and even if N possesses a ∆1-definable wellordering of H(|X|+), the definition

of σ will (in general) be Σ2, so the strategy needn’t be a set in N . However, we are able to

define the strategy over N from the point of view of our model of Π1-RAP(X), using DCP(X).

We claim that the strategy σ we have described is winning (in V ) in G(A;Tp) (where

now T is the true unraveling tree). Note first that σ really is a strategy in the true T , since

II’s moves are in X, and so N ’s version of T is closed under moves by II.

Suppose x ∈ [Tp] is according to σ. Then x � i ∈ N for all i. If for some n the play never

enters Un \ G∞, then x must be according to some σn ∈ N . We have N is admissible, A is

Borel, and σn is winning in G(A;T G∞n ) in N . So by absoluteness, x ∈ A.

So suppose x enters Un \ G∞ for every n. Then x ∈
⋂
n∈ωDn = B ⊆ A. Either way, we

49



have any play x compatible with σ is in A, so we have that σ is winning in G(A;Tp). That

is, case (1) of the lemma holds.

Theorem 3.2.6. Suppose M is a transitive model of H(ω1) exists + Π1-RAP, and that M

has a wellordering of its reals. Let A ⊆ ωω be Σ0
4. Then either I wins G(A;ω<ω) with a

strategy in M , or II has a winning strategy in G(A;ω<ω) that is ∆1-definable over M .

Proof. Working inside M , let A ⊆ ωω be Σ0
4, and using Theorem 3.2.2, let 〈T, π, ψ〉 be the

simultaneous unraveling of all Π0
1 sets; note the unraveling is definable over H(ω1) with

reference to some wellordering of P(ω), so belongs to M . By a standard coding, T may be

regarded as a tree on P(ω), ω. Let Ā = π−1(A). Then Ā is Σ0
3, and we have Ā =

⋃
k∈ω Bk

for some family {Bk | k ∈ ω} of Π0
2 subsets of [T ].

If I wins G(Ā;T ), say with σ, then ψ(σ) is easily seen to be a winning strategy in M

for I in G(A;ω<ω) that continues to be winning in V . So suppose I does not win G(Ā;T ).

By Lemma 3.2.3, there is a quasistrategy W ∅
0 for II witnessing the goodness of ∅ relative to

B0, Ā in T . We may assume this W ∅
0 is obtained from the uniform construction of goodness-

witnessing quasistrategies for II, as in the proof of Lemma 3.2.3. We may furthermore assume

that W ∅
0 is non-losing for II; that is, I doesn’t win G(Ā; (W ∅

0 )p) for any p ∈ W ∅
0 .

Suppose now that we have some fixed quasistrategy W p
k ⊆ T for II in Tp, with p ∈ W p

k a

position of length 2k, and that I doesn’t win G(Ā;W p
k ). For any q ∈ W p

k of length 2k + 2,

let W q
k+1 be the (uniformly constructed) goodness-witnessing quasistrategy at q guaranteed

by applying Lemma 3.2.3 (to Ā, Bk+1,W
p
k ).

We then define a quasistrategy for II in G(Ā;T ) by inductively taking the common

refinement of the W p
k . That is, at positions p in T of length 2k, if p_〈a〉 ∈ W p

k , then

those moves b for II at p_〈a〉 are permitted exactly when q_〈a, b〉 ∈ W p
k . Let W be the

quasistrategy for II so obtained.

Notice that W is ∆1-definable over M . Furthermore, if x ∈ [W ], then x ∈ [W x�2k
k ] for

all k; since each W x�k
k witnesses goodness of x � k relative to Bk, we have x /∈ Bk for all k,

hence x /∈ A.
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A strategy τ for II is easily obtained by refining W , choosing a single successor node at

each position of odd length (recall II’s moves are in ω). Now, τ need not be an element of

M , so it’s not clear that we can even apply the unraveling map to τ . However, all of τ ’s

finite parts belong to M , in the sense that for any position p of even length reachable by τ ,

the set

{〈q, τ(q)〉 | q = p_〈a〉 ∈ T for some a ∈ P(ω)}

belongs to M (because W p
k ∈M , and M satisfies ∆0-Comprehension). Since the unraveling

maps are continuous, these are precisely the fragments of the strategy τ that are required

to define ψ(τ) and carry out the proof of the lifting property (ii) of the unraveling, and

this property holds even of plays x /∈ M . So, applying the unraveling map, we have that

τ ′ = ψ(τ) is a ∆1-definable strategy for Player II (boldface because the wellordering of P(ω)

is a necessary parameter in defining the unraveling map ψ).

We claim τ ′ wins G(A;ω<ω) for II in V . Suppose towards a contradiction that x ∈ A

is a play in ωω compatible with τ ′. Then using the lifting property of the unraveling, we

have a play y ∈ [T ] (though possibly /∈M) so that y is compatible with τ , and π(y) = x (in

particular, y ∈ π−1(A) = Ā). Then y ∈ Bk for some k. Now σ on Ty�2k is a refinement of

W y�2k
k , so we must have y ∈ [W y�2k

k ]. But inside M , we have [W y�2k
k ] ∩Bk = ∅; in particular,

M thinks the tree of attempts to find a branch through W y�2k
k in Bk is wellfounded, hence

ranked in M , by Claim 3.1.4. By absoluteness, this contradicts y ∈ Bk.

The uses of Choice in the previous theorems can be removed in a number of ways. One

is to discuss “determinacy mod choice” (see [Mos09]); more typical is to relativize to L and

use absoluteness. By Proposition 3.1.7, this can be done. We obtain

Theorem 3.2.7. If there is a transitive model of Π1-RAP, then Σ0
4-DET holds.
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3.3 The lower bound

Let (T) denote the sentence

P(ω) exists, and every tree T on P(ω) is either ranked or illfounded.

Let θ be the least ordinal so that Lθ |= (T). Note that Lθ |=“ω1 is the largest cardinal,” and

ρLθ1 = ω. The results of the previous two sections show

Theorem 3.3.1. Let A ⊆ ωω be Σ0
4. Then either I wins G(A;ω<ω) as witnessed by a strategy

σ ∈ Lθ, or else II has a winning strategy τ that is ∆1-definable over Lθ.

Corollary 3.3.2. Lθ+1 |= Σ0
4-DET.

In particular, the existence of θ implies Σ0
4-DET. In this section we prove the converse.

Theorem 3.3.3 (KPI0). Σ0
4-DET implies θ exists.

Applying the Theorem in L
ω
Lθ
1

, we have failure of Σ0
4-DET in Lθ. Thus Theorem 3.3.1 is

optimal:

Corollary 3.3.4. Lθ 6|= Σ0
4-DET.

Note that in the following sections, we make use of the fine structure for levels of the

J-hierarchy. Of particular importance are the Σ1-projectum of Lα, denoted ρLα1 ; the ultimate

projectum, ρLαω ; and the uniformly definable Σ1-Skolem function, hLα1 (the reader unfamiliar

with these notions should consult [SZ10]).

Proof of Theorem 3.3.3. Work in KPI0, assume Σ0
4-DET, and towards a contradiction, that

θ does not exist; that is, there is no α so that Lα |= (T). Since KPI0 holds in V , it holds

also in L, and by the assumption that θ does not exist, all ordinals must be countable in

L (since otherwise, the least admissible set containing ωL1 as an element would satisfy (T));

in particular, there are unboundedly many α so that Lα is admissible and has ultimate

projectum ω.
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We define a game G with Π0
4 winning condition, and argue that G cannot be determined.

The game is essentially a Friedman game where the players compete to play models of

V = L + KP with largest possible wellfounded part. It proceeds as follows: players I and

II play reals fI, fII, respectively, that are the characteristic functions of consistent theories

extending

V = L+ KP + all sets are countable + ρω = ω + (∀α)Lα 6|= (T) .

The first player to break this rule loses. Otherwise, the theories uniquely determine term

models MI,MII minimal satisfying fI, fII, respectively. If one of the player’s models has

nonstandard ω, then that player loses; if both have nonstandard ω, then I loses.

The remainder of our winning condition will essentially assert that MII does not have

wellfounded part strictly larger than that ofMI; failure of (T) in all initial segments ofMII

is what enables us to do this in a Π0
4 manner.

In order to make the condition easier to parse, we will typically quantify over sets such as

P(ω)MI rather than ω, and will frequently compress the Π0
1 condition “i codes a real x ∈MI

and j codes a real y ∈ MII so that x = y” as simply “x = y”, with the hope that this will

make the intended meaning clearer. For example, we write

(∀x ∈ P(ω)MII)(∃y ∈ P(ω)MI)x = y

regarding this as an abbreviation for

(∀i)(∃j)(∀n)[fII(“∃!uϕi(u) ∧ u ⊆ ω”) = 1→ (fI(“∃!uϕj(u) ∧ u ⊆ ω”) = 1∧

(fII(“∀uϕi(u)→ n ∈ u”) = 1↔ fI(“∀uϕj(u)→ n ∈ u”) = 1))],

where 〈ϕi | i ∈ ω〉 is some fixed recursive enumeration of formulae. We condense this

further as “P(ω)MII ⊆ P(ω)MI”, which we see is Π0
3 in fI, fII. In what follows, we typically

omit mentioning fI, fII, which are allowed parameters in all our complexity calculations, and

simply say the relation is Π0
3.
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Claim 3.3.5. Suppose MI,MII are ω-models, and let x ∈ P(ω)MII. Then

“(∃y ∈ P(ω)MII)(y /∈ P(ω)MI ∧ (y <L x)MII)”

is Σ0
3.

Proof. The statement that there exists a real in MII \MI is Σ0
3, as the previous discussion

shows. Once a code for such a y has been fixed, the question of whether (y <L x)MII holds

is decided by the theory of MII, hence recursive in fII.

This claim is enough to give a Π0
4 condition that holds whenever there are reals inMII\MI

and no <MII
L -least such. To handle the remaining possibilities, we will need to look closely

at the manner in which (T) fails in levels of MII.

Definition 3.3.6. Recall for x ∈ L that rankL(x) is defined as the least ρ so that x ∈ Jρ+1.

Working in MII, suppose x ∈ P(ω), and that LrankL(x) |= ω1 exists. Inductively define

δ(0, x) = rankL(x)

δ(k + 1, x) =



δ least s.t. Jδ(k,x) |= “ω1 exists and

(∃T ∈ Jδ+1) T is a tree on P(ω) that

is neither ranked nor illfounded,” if such exists;

undefined otherwise.

We stress that this definition is internal toMII. Thus ifMII has standard ω and δ(0, x)

exists, then 〈δ(k, x)〉 is a strictly descending sequence of ordinals, so is finite. The fact that

(T) fails in every level of MII implies that the smallest element of 〈δ(k, x)〉 is ω
Jδ(0,x)
1 .

Notice that if MII is illfounded with ω
Jδ(0,x)
1 < wfo(MII) ⊆ δ(0, x), then there is some

unique k so that δ(k + 1, x) is wellfounded but δ(k, x) is nonstandard. By the defining

property of δ(k + 1, x), there is some tree T ∈ Lδ(k+1,x)+1 ⊂ Lwfo(MII) that is neither ranked

nor illfounded in Lδ(k,x), hence neither ranked nor illfounded in Lwfo(MII). The latter set is

admissible, so T is in fact illfounded, and a branch through T is definable over Lwfo(MII).

The main use of this fact is the following Lemma:
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Lemma 3.3.7. There is a Σ0
3 relation R(k, γ, x) such that ifMI,MII are ω-models obtained

from a play of the game according to the rules of G given thus far, MI is wellfounded, and

x is the <MII
L -least element of P(ω) ∩ (MII \MI), then we have the following:

(A) (∀k ∈ ω)(∀γ ∈ ONMII)R(k, γ, x)→ δ(k + 1, x) is standard;

(B) (∀k ∈ ω) if δ(k, x) is nonstandard and δ(k + 1, x) is wellfounded, then

(∀γ ∈ ONMII)[R(k, γ, x)↔ (γ < δ(k, x))MII ∧ γ is nonstandard].

Note that when we assert “R is a Σ0
3 relation on ω×MII

2” this should be understood to

mean that the corresponding relation R̃ ⊆ ω3 × (ωω)2 (on the codes) is Σ0
3 (as a relation on

i, j, k, fI, fII).

We shall give the proof of Lemma 3.3.7 shortly. For now, we use the Lemma to finish

giving our winning condition. Suppose I, II play consistent theories fI, fII that yield term

models MI,MII, respectively, both with wellfounded ω. I wins if

(∃x ∈ P(ω) ∩MI ∩MII)x codes a wellorder of ω in MII, but not in MI.

(Notice this immediately implies illfoundedness of MII.) Otherwise, I wins just in case the

following holds:

1. (∀x ∈ P(ω)MII) if x /∈ P(ω)MI , then

(a) (∃y ∈ P(ω)MII)(y /∈ P(ω)MI ∧ (y <L x)MII), or

(b) (∃k, γ)R(k, γ, x)

∧ (∀k, γ)[R(k, γ, x)→ (∃k′, γ′)R(k′, γ′, x) ∧ 〈k′, γ′〉 <Lex 〈k, γ〉],

and

2. P(ω)MII ⊆MI implies

(a) Th(MII) ∈MI, or

(b) P(ω)MI ⊆ P(ω)MII .
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Here <Lex is the lexicographic order on the product (ω,∈) × (ONMII ,∈MII). Note if (1b)

holds, we immediately have that MII is illfounded.

Claim 3.3.8. Assuming θ does not exist, I does not win G.

Proof. Suppose towards a contradiction that σ is a winning strategy for I in G. Applying

Shoenfield absoluteness (which is provable in Π1
1-CA0 [Sim09], hence in KPI0), we may assume

σ ∈ L. Let α be the least admissible ordinal so that σ ∈ Lα. Then Lα projects to ω

and satisfies “all sets are countable”. Since θ does not exist, we also have Lα satisfies

(∀ξ)Lξ 6|= (T). Let fII be the theory of Lα, so that MII = Lα. Let MI be the model that σ

replies with.

SinceMII is wellfounded, there cannot be any real inMII \MI, since the <L-least such

would be a witness to failure of (1). So P(ω)MII ⊆ MI. In particular, σ ∈ MI, and we

can’t have Th(MII) ∈ MI, since then Th(MI) = σ ∗ fII ∈ MI, contradicting the fact MI

projects to ω. So (2a) fails, and (2b) must hold; in particular, P(ω)MI = P(ω)MII . This

impliesMI =MII, since both models satisfy “all sets are countable”, and we again have the

contradiction Th(MI) ∈ MI, since in this case fII is just copying the play by σ. We have

that (1) ∧ (2) must fail, so σ cannot be a winning strategy for I.

Claim 3.3.9. Assuming θ does not exist, II does not win G.

Proof. As before, assume for a contradiction that τ ∈ L is a winning strategy for II in G.

Let α be admissible with τ ∈ Lα and Lα projecting to ω; again, Lξ 6|= (T) for all ξ ∈ α, since

θ does not exist. Let fI be Th(Lα), so MI = Lα, and suppose τ replies with model MII.

We claim wfo(MII) ≤ α. For otherwise, we would have τ ∈ MI ∈ MII, so that

Th(MII) = τ ∗ Th(MI) ∈MII, a contradiction to the fact that MII projects to ω.

Suppose wfo(MII) = α. If MII is wellfounded, then MI = MII, so that (1) holds

vacuously and (2) holds via (2b), a contradiction to τ being winning for II. So MII is

illfounded. By overspill, there are countable codes for nonstandard ordinals in MII, and
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there is no <MII
L least such; since II wins the play, none of these codes can belong to MI.

But then (1) holds via (1a), and (2) holds vacuously, again a contradiction.

So we must have wfo(MII) < α. Again MII cannot be wellfounded, for then (1) holds

vacuously and (2) holds via (2a). SinceMII is illfounded, there is some x ∈ P(ω)MII\P(ω)MI .

Since (1a) fails, we can let x be the <MII
L -least such. We must have LMII

rankL(x) |= “ω1 exists”,

and by minimality of x, this ω1 is standard and contained in MI. It follows that δ(0, x)

exists, and there is a unique k so that δ(k, x) is nonstandard and δ(k+ 1) is wellfounded. In

particular, R(k, γ, x) holds for any nonstandard γ < δ(k, x) by (B) of Lemma 3.3.7. And by

(A) of the same Lemma, R(k′, γ′, x) cannot hold for any k′, γ′ with k′ < k. But then (1b)

holds, contradicting that II wins the play.

It is easy to check by computations similar to those we have given that G has a Π0
4

winning condition. Since G is non-determined when θ doesn’t exist, this completes the proof

of Theorem 3.3.3, modulo the proof of Lemma 3.3.7.

Proof of Lemma 3.3.7. Recall that for any ω-model M of V = L, hM1 is the uniformly

definable Σ1 Skolem function, hM1 : ω × (ONM)<ω ⇀ M . Notice that if M also satisfies

“ω1 exists” ∧ (∀α)Lα 6|= (T), then we have

M = hM1 [(ωM1 + 1)<ω].

To see this, suppose for a contradiction that H = h1[(ωM1 + 1)<ω] is a proper subset of M .

Failure of (T) in initial segments of M implies ωM1 is the largest cardinal of M ; since the

<L-least surjection of ωM1 onto x is Σ1-definable in the parameter x, we have that H contains

such a surjection for each x ∈ H, and since ωM1 ⊆ H, we have that H is transitive in M ; it

follows that H = JMα for some α ∈ ONM .

Let T ∈ H be a tree. If T is ranked in M , then the same holds in H since H ≺1 M .

Otherwise {s ∈ T | Ts is not ranked in H} is a subtree of T with no terminal nodes, and

this belongs to M by ∆0-Comprehension. It follows that there is a branch through T in
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M , so such must belong to H, again by Σ1-elementarity. But then H = JMα is a model of

V = L+ (T), contradicting our assumption.

Thus in the models we work with, we can talk about uncountable objects by taking

images of countable ordinals by h1.

We define the Σ0
3 relation R(k, γ, x) to be the conjunction of the following:

1. MII |= “δ(0, x) exists and (δ(k + 1, x) < γ < δ(k, x))”;

2. (∃β ∈ ONMI)

(a) (Jβ |= KP + “ω1 exists”)MI

(b) (∀z ∈ P(ω) ∩MI ∩MII)(z ∈ Jγ)MII → (z ∈ Jβ)MI

(c) (∀z ∈ P(ω) ∩MI ∩MII)

If MI |= “z codes ~ξ, ~η ∈ (ω
Jβ
1 )<ω such that h

Jβ
1 (~ξ, ω

Jβ
1 ), h

Jβ
1 (~η, ω

Jβ
1 ) exist”, then

MII |= “z codes ~ξ′, ~η′ ∈ (ω
Jγ
1 )<ω such that h

Jγ
1 (~ξ′, ω

Jγ
1 ), h

Jγ
1 (~η′, ω

Jγ
1 ) exist”, and

(h
Jβ
1 (~ξ, ω

Jβ
1 ) ∈ hJβ1 (~η, ω

Jβ
1 ))MI iff (h

Jγ
1 (~ξ′, ω

Jγ
1 ) ∈ hJγ1 (~η′, ω

Jγ
1 ))MII ;

(d) (∀z ∈ P(ω) ∩MI ∩MII)

If MI |= “z codes ~ξ, ~η ∈ ωJβ1 such that h
Jβ
1 (~η, ω

Jβ
1 ) exists”

and MII |= “z codes ~ξ′, ~η′ ∈ ω
Jγ
1 such that h

Jρ+1

1 (~ξ′, ω
Jγ
1 ) exists, where ρ =

max{ωJγ1 , rankL(h
Jγ
1 (~η′, ω

Jγ
1 ))}”, then MI |= “h

Jβ
1 (~ξ, ω

Jβ
1 ) exists”;

(e) (∃t ∈ P(ω) ∩MI ∩MII)

i. MI |= “t codes ~τ ∈ (ω
Jβ
1 )<ω with h

Jβ
1 (~τ , ω

Jβ
1 ) a tree on P (ω)Jβ , that is neither

ranked nor illfounded in Jβ”;

ii. MII |= “t codes ~τ ′ ∈ (ω
Jγ
1 )<ω with h

Jγ
1 (~τ ′, ω

Jγ
1 ) a tree on P(ω)Jγ that witnesses

the defining property of δ(k + 1, x)”;

iii. (∀s ∈ P(ω)<ω ∩MI ∩MII)

(s ∈ hJβ1 (~τ , ω
Jβ
1 ))MI ↔ (s ∈ hJγ1 (~τ ′, ω

Jγ
1 ))MII .

Before proceeding with the proof, we feel obligated to make a few remarks about the intended

meaning of the relation R(k, γ, x). Suppose x is <MII
L -least in P(ω)∩ (MII \MI). R(k, γ, x)
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is meant to hold just in case there is an admissible level Jβ of MI in which ω1 exists (2a)

so that any real in MI ∩ JMII
γ belongs to Jβ (2b), and such that the Σ1-hull of X ∪ {ωJβ1 },

where X is the set of ordinals ofMI coded by reals inMI∩MII, is ∈-embeddable (2c) onto

an initial segment of JMII
γ (2d); by (e), this initial segment contains δ(k + 1, x) (thus if MI

is wellfounded and R(k, γ, x) holds, we must have that δ(k + 1, x) is standard).

The hope is that β will be equal to wfo(MII), which then implies γ is illfounded; but

because we can only refer to the hull of X (rather than all of Jβ) embedding intoMII (since

the latter statement would be Π0
3), it can happen that β is strictly larger than wfo(MII), in

which case γ could be standard. This is where the trees come in: we ensure γ is nonstandard

by taking (the unique) k so that δ(k, x) is nonstandard. Then δ(k+ 1, x) is standard by the

above remarks, and if γ ∈ δ(k, x) is nonstandard, there will be an illfounded tree in MI ∩

(Jγ)
MII whose illfoundedness has not yet been witnessed inside Lwfo(MII). Then wfo(MII) is

uniquely identified as that level ofMI at which a branch through this tree is first constructed.

Note first, though, that this relation is Σ0
3. The main thing is, we repeatedly used

expressions of the form

(∀z ∈ P(ω) ∩MI ∩MII)(Boolean comb. of statements internal to MI,MII);

c.f. (2b,c,d) and (iii) in (2e). These should be regarded as abbreviations for

(∀z ∈ P(ω)MI)(∀z′ ∈ P(ω)MII)(z′ = z → (Boolean comb...))

which is clearly Π0
2 (recall “z′ = z” is Π0

1 and internal statements are recursive in the codes).

Re-envisioning the statement of R(k, γ, x) appropriately, it is now easy to check that it is

Σ0
3.

We now prove that R(k, γ, x) is as desired. So let MI,MII and x ∈ MII satisfy the hy-

potheses of Lemma 3.3.7, namely, thatMI,MII are ω-models projecting to ω and satisfying

KP, V = L, “all sets are countable” and “θ does not exist”; that MI is wellfounded, and

that x is minimal in P(ω) ∩ (MII \MI). To prove (A), suppose k ∈ ω and γ ∈ ONMII are

such that R(k, γ, x) holds. We need to show δ(k + 1, x) is wellfounded.

59



Let β ∈ ONMI witness (2) in the definition of R, with t ∈ P(ω)∩JMI
β ∩JMII

γ a witness to

(2e). Then let T ∈ JMI
β , T ′ ∈ JMII

γ be the trees whose existence is asserted in clauses (i),(ii)

of (2e). There is a real y computable from t so that y codes tuples ~η in MI and ~η′ ∈ MII

with h
Jβ
1 (~η, ω

Jβ
1 ) = rankL(T ) in MI, and h

Jγ
1 (~η′, ω

Jγ
1 ) = rankL(T ′) = δ(k + 1, x) in MII.

Suppose towards a contradiction thatMII is illfounded below δ(k+ 1, x). Fix a sequence

〈αn | n ∈ ω〉 of ordinals αn of MII so that α0 = δ(k + 1, x) and (αn+1 ∈ αn)MII for all n.

Inductively, fix tuples ~ξ′n ∈ ω
Jγ
1 inMII, as follows: ~ξ′0 = ~η′. If ~ξ′n is fixed so that h

Jγ
1 (~ξ′n, ω

Jγ
1 ) =

αn in MII, let ρn = max{ωJγ1 , αn} and fix ~ξ′n+1 so that h
Jρn+1

1 (~ξ′n+1, ω
Jγ
1 ) = αn+1. Such ~ξ′n+1

is guaranteed to exist by the fact that JMII
ρn+1 satisfies “ω1 exists ∧(∀α)Lα 6|= (T)”.

Now each ~ξ′n is coded by some real yn ∈ JMII
γ , and P(ω)J

MII
γ ⊂ MI by the minimality

assumption on x. So y0 ∈MI, and we have inMI that y0 codes ~ξ0 ∈ Jβ so that h
Jβ
1 (~ξ0, ω

Jβ
1 )

exists. By inductively applying condition (2d), we can pull back the tuples ~ξ′n of MII to

tuples ~ξn ofMI so that for all n, h
Jβ
1 (~ξn, ω

Jβ
1 ) exists. But then by (2c), 〈hJβ1 (~ξn, ω

Jβ
1 ) | n ∈ ω〉

is an infinite ∈MI-descending sequence. This contradicts wellfoundedness of MI.

Now let us prove (B) of the Lemma. For the rest of the proof, we let MI,MII, x be as

above, and suppose further that k is (unique) such that δ(k, x) is nonstandard and δ(k+1, x)

is wellfounded. Let γ ∈ ONMII .

Suppose first that (γ < δ(k, x))MII and that γ is nonstandard. Clearly (1) in the definition

of R holds. Let β = wfo(MII). Then δ(k + 1, x) < β ⊂ δ(k, x), so Jβ |= KP + “ω1 exists.”

Our minimality assumption on x ensures P(ω)J
MII
γ ⊂ MI, so that in particular, the ω1 of

JMII
γ is a subset of the ordinals of MI. Indeed, it must be a proper subset, as MI projects

to ω. It follows that β ∈ MI, so is a witness to (2a); and the fact that P(ω)Jβ = P(ω)J
MII
γ

implies (2b).

Now, Jβ is an initial segment of MII, with β ⊆ γ, and ω
Jβ
1 = (ω

Jγ
1 )MII . It follows that

the map

h
Jβ
1 (~ξ, ω

Jβ
1 ) 7→ (h

Jγ
1 (~ξ, ω

Jγ
1 ))MII

is ∈-preserving (so (2c) holds) and is onto the initial segment of MII corresponding to Jβ,
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by upward absoluteness of the Σ1-Skolem function h1 (so (2d) holds).

Finally, by definition there is some tree T ∈ JMII

δ(k+1,x)+1 that is neither ranked nor ill-

founded in (Jδ(k,x))
MII . Since δ(k+1, x) is a true ordinal and δ(k+1, x) < β, we have T ∈ Jβ

and T is neither ranked nor illfounded in Jβ. If we let t ∈ Jβ be any real coding ~τ so that

h
Jβ
1 (~τ , ω

Jβ
1 ) = T , then t is a witness to (2e). Thus R(k, γ, x) is satisfied as needed.

Conversely, suppose γ is such that R(k, γ, x) holds. Let this be witnessed by β ∈ MI

and t ∈ P(ω)∩MI∩MII. We immediately have γ < δ(k, x), by (1); all that’s left is to show

γ is nonstandard.

First consider the case that ω
Jβ
1 = ω

J
MII
γ

1 . Then P (ω)Jβ ⊆ MII, so by (2c,d), Jβ is

isomorphic to an initial segment of Jγ. By (2a), Jβ is admissible. If we had β ∈ ONMII , then

by failure of (T) in JMII
β , we must have that ω

Jβ
1 is countable in JMII

β+1 . But β ≤ γ < δ(0, x),

while ω
Jβ
1 = ω

Jγ
1 = ω

Jδ(0,x)
1 (the latter computed in Jγ), a contradiction. So β /∈ ONMII , even

though β ⊆ γ. It follows that γ is nonstandard.

Now suppose ω
J
MII
γ

1 < ω
Jβ
1 (the reverse inequality is impossible by our minimality as-

sumption on x). Let α = wfo(MII) and let T ∈ MI, T
′ ∈ MII be the trees witnessing

(i) and (ii), respectively, in (2e). T ′ is a tree on P(ω)Jγ ⊆ MI, so by (iii) of (2e), we

have T ∩ (P(ω)Jγ )<ω = T ′. Now, since JMII

δ(k,x) |= “T ′ is neither ranked nor illfounded” and

α ⊆ δ(k, x), we must have that T ′ ∈ Jα and Jα |= “T ′ is neither ranked nor illfounded”

(since being either ranked or illfounded is Σ1 and would reflect from Jα to JMII

δ(k,x)). But Jα

is admissible, so there is a branch through T ′, hence through T , definable over Jα. Since

α < ω
Jβ
1 , we must have that T is illfounded in Jβ. But this contradicts (i) of (2e). This

contradiction completes the proof of Lemma 3.3.7.

The proofs we have given all make reference to the lightface hierarchy, and it’s easy to see

these relativize to real parameters x. Letting θ(x) be the least ordinal α so that Lα[x] |= (T),

we have

Theorem 3.3.10 (KPI0). For all reals x, Σ0
4(x)-DET if and only if θ(x) exists.
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Since (boldface) Σ0
1 ∧Π0

1 -DET implies closure under the next admissible, the boldface

result goes through in the weaker theory BST:

Theorem 3.3.11 (BST). Σ0
4-DET if and only if θ(x) exists for every x ⊆ ω.

3.4 Generalizing to Σ0
α+3-DET, for α > 1.

The generalization of the results about Σ0
4 from the last two sections to all pointclasses of the

form Σ0
α+3 is obtained in a manner similar to that in the inductive proof of Theorem 3.0.7

(see [Mar]). The most significant modification to those arguments involves the identification

of the correct higher analogues of Π1-RAP and (T).

Definition 3.4.1 (Π1-RAPα). Let α < ωCK
1 . Π1-RAPα denotes the theory consisting of

“Pα(ω) exists” together with the axioms of the schema Π1-RAP(Pα(ω)).

In particular, Π1-RAPα entails the existence of Pα+1(ω), and any Π1 statement in pa-

rameters from Pα+2(ω) can be reflected to an admissible set M with Pα(ω) ⊂M . Note that

since α is computable, we can make sense of this theory being satisfied in (not necessarily

wellfounded) ω-models of KP, since α will be computed correctly in any such model. Note

also Π1-RAP is the same as Π1-RAP0.

The following is the general form of Theorem 3.2.6.

Theorem 3.4.2. Suppose M is a transitive model of “H(|Pα(ω)|+) exists” + Π1-RAPα, and

that M has a wellordering of Pα+1(ω). Let A ⊆ ωω be Σ0
1+α+3. Then either I wins G(A;ω<ω)

with a strategy in M , or II has a winning strategy in G(A;ω<ω) that is ∆1-definable over

M .

Proof. As Martin [Mar85] shows, the unraveling of closed sets can be iterated into the

transfinite, taking inverse limits of the unraveling trees at limit stages. Precisely, assuming

Pα+1(ω) exists and can be wellordered, there is a cover 〈T, π, ψ〉 that simultaneously unravels

all Π0
1+α sets, and so that T is a tree on Pα+1(ω),Pα(ω). Furthermore, this cover is definable

over H(|Pα(ω)|+).
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So, work in M as in the hypothesis of the Theorem. Let A be a Σ0
1+α+3 subset of ωω;

and let 〈T, π, ψ〉 be the simultaneous unraveling of all Π0
1+α sets. Then Ā = π−1(A) is a Σ0

3

subset of [T ]. Applying Lemma 3.2.3 with X = Pα(ω), we have that for any position p ∈ T ,

either I wins G(Ā;T ) or, for any Π0
2 set B ⊆ Ā ⊆ [T ], p is good for II relative to Ā, B, T .

The remainder of the proof then is exactly like that of Theorem 3.2.6. If I doesn’t win

G(Ā;T ), then we can take W for II to be the common refinement at stage k of goodness-

witnessing quasistrategies relative to the various Bk (where Ā =
⋃
k∈ω Bk). The desired

strategy is ψ(τ), where τ is any strategy for II refining W ; as before, M is sufficiently closed

under local definitions involving τ to ensure ψ(τ) is truly winning for I in G(A;T ).

For the lower bound argument, it will again be helpful to have a natural principle involving

trees on Pα+1(ω) which is equivalent in models of V = L to Π1-RAPα. Consider a game

tree T . The Gale-Stewart theorem applied to the game G([T ];T ) tells us that either I has a

strategy in T , or the game tree T is ranked for Player II, in the sense that there is a partial

map ρ : T ⇀ ON so that for every s of even length in the domain of ρ and every a with

s_〈a〉 ∈ T , there is some b so that ρ(s_〈a, b〉) < ρ(s). We let (T)α denote the following

special case of this fact, for α < ωCK
1 .

Definition 3.4.3 ((T)α). Suppose T is a tree on Pα+1(ω),Pα(ω). Then either

• Player I has a strategy in T , or

• The game tree T is ranked for Player II.

Although (T)0 clearly implies (T), and it follows from what we’ve shown that in L, (T)

implies Π1-RAP and hence (T)0, it’s less clear that (T)0 and (T) are equivalent in general

(under, say, the weak base theory BST). At this point, we conjecture they are but have not

been able to show it.

Lemma 3.4.4. Suppose V = L and that Pα+1(ω) exists. Then Π1-RAPα holds if and only

if (T)α holds.
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Proof. Assume Π1-RAPα. Given a tree T on Pα+1(ω),Pα(ω), suppose T is not ranked for II.

Then this can be reflected to an admissible set M ; in an admissible structure, every closed

game is either won by Player II (the open Player), or there is a definable winning strategy

for Player I (the closed Player). Since if II won G([T ];T ) in M this would easily furnish a

rank function ρ for II, we must have a strategy for I that is definable over M , hence belongs

to V , and is winning for I in the restriction of the game tree to M , hence (since Pα(ω) ⊂M)

winning for I in V .

Conversely, suppose (T)α holds; clearly, using the uniform definable bijection in L of

Pα(ω) with ωα, it is sufficient to show the version of Π1-RAPα holds involving parameters

Q ⊆ P(ωα). So let φ(Q) be Π1 and true in V , with Q ⊆ P(ωα). Let τ > ωα+1 be large

enough that Q ∈ Jτ . Consider a game tree T defined as follows: Player II plays ordinals

ξn < ωα. The moves of Player I are fragments 〈f, g〉 much like the nodes of the tree T used

in the proof of Theorem 3.1.6; f is the characteristic function of a consistent theory in the

language of set theory plus constant symbols t, q and an, cn, dn for n ∈ ω; g assigns elements

of τ ∪ P(ωα) to certain of the constants an.

The theory played by I is subject to the following rules: it must extend V = L + “Pα+1(ω)

exists”, and assert that q is a subset of P(ωα) belonging to its Jt (t an ordinal), and φ(q)

must hold; the an must act as Henkin constants for statements asserting the existence of

elements of t∪P(ωα); the ∈-ordering of the constants cn must agree with that of the ordinals

ξn played by II; and dn+1 < dn for all n. Moreover, the assignment of the Henkin constants

an must respect the order on t as asserted by the theory, as well as membership of the ξn in

subsets of ωα (so that f(#(ci ∈ aj)) = 1 iff ξi ∈ g(j)) and of the elements of P(ωα) in Q (so

that f(#(aj ∈ q)) = 1 iff g(j) ∈ Q).

Since GCH holds, the tree T is evidently equivalent to one on Pα+1(ω),Pα(ω). We claim

Player I has a strategy in T . Otherwise, by (T)α, T is ranked for Player II. Let ρ be the rank

function. Consider a play of the game where I plays the theory of Lρ(∅)+1; I interprets q by

Q, the constants an are interpreted by witnesses to the appropriate existential statements,

the cn are interpreted as the ξn played by II, and the dn are interpreted by ordinals furnished
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by the rank function (when the time comes to interpret the constant dn, we must be at a

position p of length at least 2n, so interpret dn by ρ(p � 2n)).

We have described how to obtain an infinite play for I; but this gives an infinite descending

sequence of ordinals, a contradiction.

So Player I has a strategy σ in T ; then σ : Pα(ω)<ω ⇀ Pα+1(ω) is an element of

H(|Pα+1(ω)|) = Lωα+1 . Let G be a Lωα+1-generic filter for the poset Col(ω, ωα) to collapse

ωα to ω. (Note this makes sense since Lωα+1 |= ZFC−.) Have II play against I’s strategy σ

with G, so that II plays an enumeration of ωα in order-type ω.

Now in Lωα+1 [G], σ ∗ G yields a complete theory of an illfounded model M of V = L

+ “Pα+1(ω) exists” + φ(Q̄); by the rules of the game, M is wellfounded up to τ > ωMα+1;

and since II plays all ordinals below ωα, we have ωMα = ωVα , so that Pα(ω) ⊆ wfp(M).

By Proposition 3.1.5, Lwfo(M) is admissible, and satisfies φ(Q̄), thus witnessing the desired

instance of Π1-RAPα.

By a similar argument to that given in Proposition 3.1.7, we can use the equivalence of

Π1-RAPα with (T)α to show that for transitive models M , Π1-RAPα reflects from M to LM ;

thus we can eliminate the need for the Axiom of Choice in Theorem 3.4.2:

Theorem 3.4.5. For all α < ωCK
1 , if there is a transitive model of Π1-RAPα, then Σ0

α+3-DET

holds.

Let θα be least so that Lθα |= “Pα+1(ω) exists” + (T)α.

Theorem 3.4.6 (KPI). Σ0
1+α+3-DET implies θα exists.

Proof. As before, we define a Friedman-style game G with a Π0
1+α+3 winning condition.

Player I and II play reals fI, fII coding the characteristic functions of consistent theories

extending

V = L+ KP + all sets are countable + ρω = ω + (∀η)Lη 6|= (T)α .
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The rules dictate that the models obtained must both be ω-models; if not, the winner is

decided appropriately.

We need a lemma concerning the complexity of comparing elements of MI to those of

MII. Essentially, it states that increasing the type of the elements by 1 increases the Borel

rank of the equality relation by 1. The main complication is that sensibly comparing elements

of Pβ+1(ω) requires equality of Pβ(ω) between the levels in MI,MII where these elements

are constructed.

Lemma 3.4.7. Let β < ωCK
1 . Let µ, ν ∈ ON∪{ON} of MI,MII, respectively. Then

• The relation “Pβ(ω)L
MI
µ = Pβ(ω)L

MII
ν ” is Π0

1+β+1;

• Suppose x, y ∈ Pβ+1(ω) of LMI
µ and LMII

ν , respectively; and that the clause above holds.

Then the relation “x = y” is Π0
1+β.

As usual, we mean that the relations in fI, fII and the codes for µ, ν, x, y have the stated

complexity.

Proof. By induction on β. For β = 0, we regard the statement that “ωMI = ωMII” as

asserting that both models have standard ω, which is Π0
2; and we have already seen that if

this is the case, then equality of reals x, y is Π0
1 in the codes.

If β = γ + 1, then the relation “Pβ(ω)L
MI
µ = Pβ(ω)L

MII
ν ” is captured by

Pγ(ω)L
MI
µ = Pγ(ω)L

MII
ν , (∀x ∈ Pγ+1(ω)L

MI
µ )(∃y ∈ Pγ+1(ω)L

MII
ν )(x = y),

and (∀x ∈ Pγ+1(ω)L
MII
ν )(∃y ∈ Pγ+1(ω)L

MI
µ )(y = x).

By inductive hypothesis, the first clause is Π0
1+γ+1, and “x = y” (and y = x) here has

complexity Π0
1+γ. So the whole expression is Π0

1+γ+2, that is, Π0
1+β+1.

For the second item, let x, y ∈ Pβ+1(ω) of LMI
µ , LMII

ν , respectively. Then x = y iff

(∀u ∈ Pβ(MI))(∀v ∈ Pβ(MI))(u = v → ((u ∈ x)MI ↔ (v ∈ y)MII)).

By inductive hypothesis, “u = v” is Π0
1+γ. So the displayed line is Π0

1+β, as claimed.
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The proof at limits is similar, and in fact, since equality of Pλ(ω) between the models

is equivalent for limit λ to equality of Pξ(ω) for all ξ < λ, both relations in this case turn

out to be Π0
λ. (Note the importance of the fact that λ is assumed to be recursive, and the

relations above are uniform in the codes.)

We seek to describe the level of least disagreement ofMII withMI. Previously, this was

witnessed by the least constructed real ofMII not belonging toMI; in the present situation,

we look for sets witnessing least disagreement of type β ≤ α, in the following sense:

Definition 3.4.8. Suppose β < ωCK
1 and that x ∈ Pβ+1(ω)MII . We say x witnesses dis-

agreement at β if for some µ ∈ ONMI , x ⊆ Pβ(ω)
L
MII
rankL(x) = Pβ(ω)L

MI
µ (in particular, both

models believe Pβ(ω) exists), and for every z ∈ Pβ+1(ω)MI there is some u belonging to this

common Pβ(ω) that is in the symmetric difference of x and z.

Arguing as in the proof of Lemma 3.4.7, the relation “x witnesses disagreement at β” is

Σ0
1+β+2 in the codes.

Just as before, we require a means of identifying the height of wfp(MII) in the event that

Lwfo(MII) satisfies “ωα+1 exists”. The device is again a function that steps down incrementally

from an ordinal to its ωα+1, using failures of (T)α.

Definition 3.4.9. Inside MII, suppose x ∈ Pα+1(ω) and LrankL(x) |= “ωα+1 exists”. Then

put

δα(0, x) = rankL(x)

δα(k + 1, x) =



δ least s.t.Jδα(k,x) |= “ωα+1 exists and

(∃T ∈ Jδ+1)T is a tree on Pα+1(ω),Pα(ω)

witnessing failure of (T)α ” if such exists;

undefined otherwise.

We have the following analogue of Lemma 3.3.7.
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Lemma 3.4.10. There is a Σ0
1+α+2 relation Rα(k, γ, x) such that if MI,MII are ω-models

obtained from a play of the game according to the rules of G given thus far, MI is well-

founded, LMII

rankL(x) |= “ωα+1 exists”, and x is the <MII
L -least element of Pα+1(ω) witnessing

disagreement at α, then we have the following:

(A) (∀k ∈ ω)(∀γ ∈ ONMII)[Rα(k, γ, x)→ δα(k + 1, x) is standard];

(B) (∀k ∈ ω) if δα(k, x) is nonstandard and δα(k + 1, x) is wellfounded, then

(∀γ ∈ ONMII)[Rα(k, γ, x)↔ (γ < δα(k, x))MII ∧ γ is nonstandard].

The definition of Rα and the proof of the Lemma closely resemble those in Lemma 3.3.7,

so we omit them; note though that in addition to the obvious modifications, we require of

any β ∈ ONMI witnessing Rα(k, γ, x) that Pα(ω)L
MI
β = Pα(ω)

L
MII
rankL(x) (which is Π0

1+α+1) so

that comparing codes for elements of ωα+1 makes sense. Observe now the engine making

the lemma go is the fact that if T is a game tree in an admissible structure which does not

have a ranking function for II, then there is a strategy for I (the closed player) defined over

the admissible set. The role before played by the newly defined branch now belongs to this

strategy.

We may now give the winning condition. Suppose a play fI, fII with term models

MI,MII, respectively, is such that no rules have so far been broken. I wins the game if

there are β ≤ α and sets z, z′ in Pβ+1(ω) of LMI

rankL(z)+1, L
MII

rankL(z′)+1, respectively, so that

• Pβ(ω)
L
MI
rankL(z) = Pβ(ω)

L
MII
rankL(z′) ,

• z = z′,

• z′ codes an ordinal in MII, but codes an illfounded linear order in MI.

Call this condition (∗) (and notice (∗) is Σ0
1+β+2). Otherwise, I wins just in case

1. (∀β ≤ α)(∀x ∈ Pβ+1(ω)MII) if x witnesses disagreement at β, then
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(a) (∃β′ ≤ α)(∃y ∈ Pβ′+1(ω)MII)

y witnesses disagreement at β′ and (rankL(y) < rankL(x))MII), or

(b) (∃k, γ)Rα(k, γ, x)

∧ (∀k, γ)[Rα(k, γ, x)→ (∃k′, γ′)Rα(k′, γ′, x) ∧ 〈k′, γ′〉 <Lex 〈k, γ〉],

and

2. P(ω)MII ⊆MI implies

(a) Th(MII) ∈MI, or

(b) P(ω)MI ⊆ P(ω)MII .

That this game is Π0
1+α+3 is by now a routine computation. We claim I has no winning

strategy if θα does not exist. For suppose σ is such; we can assume by absoluteness that

σ ∈ L, so let µ be the least admissible ordinal with σ ∈ Lµ, and let fII be the theory of Lµ.

Let MI be the model given by fI = σ ∗ fII. If MI is wellfounded, then it has ordinal height

strictly less than µ, since Th(MI) /∈MI. But then Th(MI) ∈MII is a witness to failure of

(1) (with β = 0).

So MI must be illfounded, and Th(MI) /∈ MI again implies wfo(MI) ≤ µ. It can’t be

the case that wfo(MI) = µ, for then (2) fails (since MI can be computed by applying σ to

Th(MII), so this latter real cannot belong to MI). So wfo(MI) < µ. By admissibility (and

failure of (T)α), there is a largest cardinal in Lwfo(MI). So we must have Lwfo(MI) |= “ωβ is

the largest cardinal”, for some β ≤ α + 1. If β = α + 1, then failure of (T)α in Lwfo(MI)

implies this model projects to its ωα; so there is a subset of Pα(ω) in Lwfo(MI)+1 that codes a

wellorder isomorphic to wfo(MI), and this must be rankL-minimal witnessing disagreement

at α; but then (1) fails. Similarly, if β < α+ 1, then there is some least level above wfo(MI)

projecting to ωβ of Lwfo(MI), and an element x of Pβ+1(ω) can be found to witness failure of

(1). But this contradicts our assumption that σ was winning for Player I.

All that’s left is to show that II doesn’t win if θα doesn’t exist. So suppose τ is a winning

strategy in L; have I play MI = Lν , the least admissible level of L containing τ . As before,
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we must have that wfo(MII) ≤ ν.

Since II wins,MII must be illfounded (ifMII is wellfounded then (1) holds vacuously and

II holds via (2b) ifMI =MII and (2a) otherwise). It follows thatMII has countable codes for

nonstandard ordinals; if these belong to MI then I wins via condition (∗), a contradiction. So

it must be that P(ω)MII 6⊆ P(ω)MI , hence (2) holds vacuously. Now wfo(MII) has a largest

cardinal, say ωβ for some β ≤ α + 1. If β ≤ α, then by overspill, there are nonstandard

ordinals ofMII coded by subsets of Pβ(ω). Since II wins the game (so in particular (∗) fails),

these cannot be coded by any element of Pβ+1(ω) in MI. We thus obtain codes witnessing

disagreement at β, and by overspill, there is no <MII
L -least such; this witnesses (1) via (1a),

a contradiction. If β = α+1, on the other hand, then I wins the game via (1b) (here making

use of Lemma 3.4.10). This contradiction completes the proof.

As before, we can relativize and obtain a boldface result.

Theorem 3.4.11 (KPI0). For all reals x and ordinals α < ωx1 , Σ0
1+α+3(x)-DET if and only

if θα(x), the least ordinal so that Lθα(x)[x] |= Π1-RAPα, exists.

Theorem 3.4.12 (BST). Σ0
1+α+3-DET if and only if θα(x) exists for all x ⊆ ω.

It is interesting to note that game trees on Pα+1(ω),Pα(ω) appear to be crucial on

both sides of the argument, though they are used in very different ways. Though (T)α and

Π1-RAPα are equivalent in levels of L, it is not clear whether this equivalence is provable

in a more general setting, say, that of BST + DC. We are led to wonder whether the

(ostensibly weaker) axioms (T)α could replace Π1-RAPα as the essential ingredient in the

proof of Lemma 3.2.3.

3.5 Borel determinacy and inductive definitions

For a pointclass Γ, o(Γ) is defined to be the supremum of lengths of inductive definitions ob-

tained by iterating Γ operators; o(Γ-mon) is the supremum of lengths of monotone inductive

definitions (see [Mar81] for full definitions).
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The simplest winning strategies in games below Σ0
3 can often be obtained by iterating an

operator that gathers “sure winning positions”, and this is reflected in the tight connection

between the lengths of monotone inductive definitions and the location in L where winning

strategies are first constructed. For example, o(aΣ0
1-mon) = o(Π1

1-mon) = ωCK
1 , and by the

results of Solovay, winning strategies in Σ0
2 games are constructed by o(aΣ0

2) = o(Σ1
1-mon)

in L (for Player I) or in the next admissible (for Player II). Welch [Wel12] has conjectured

that a similar result holds for o(aΠ0
3-mon) and Σ0

3 determinacy.

It is natural to ask whether o(aΣ0
1+α+3-mon) is related to the ordinals θα in this way. We

content ourselves with some coarse bounds that follow easily from arguments given above.

For simplicity, we restrict to the case Σ0
4; analogous bounds hold for the higher pointclasses.

Proposition 3.5.1. Put κ = ω1
Lθ . For i ∈ ω, define αi to be the least ordinal so that

Lαi ≺Σi Lκ. Then α1 ≤ o(aΣ0
4) < o(aΠ0

4-mon) < α2.

Proof. If Player I wins a Σ0
4 game, then there is a winning strategy for I in Lα1 . For a fixed

parameter-free Σ1-formula ψ, we define a modified version Gψ of the game G of Section 4 by

requiring Player II to play a minimal model of V = L+KP+ψ+(∀α)Lα 6|= (T) (and putting

no additional restrictions on Player I). Then Player II wins Gψ if and only if Lα1 |= ψ. So,

the (set of codes for the) Σ1-theory of Lθ is a aΣ0
4 set of integers (indeed, it is a complete

aΣ0
4 set of integers; compare [Wel12]), and furnishes a aΣ0

4 prewellordering of ω of order

type α1; this establishes the first inequalitity.

The second inequality is a consequence of Theorem A of [Mar81].

Next notice that o(aΠ0
4-mon) < κ, since Lκ is a model of ZFC−, and for x ∈ R ∩ Lκ, the

statement that Player II wins some Σ0
4(x) game G(A, ω<ω) is Π1 over Lκ in the parameter x

(it is equivalent to the statement “there is no β so that Lβ is a model of KPI in which I wins

G(A, ω<ω)”). It can easily be verified that being the fixed point of a monotone Π1-inductive

operator is ∆2 in models of ZFC−. So the existence of a fixed point is Σ2, and reflects to

Lα2 .

This establishes o(aΠ0
4-mon) ≤ α2. By the existence of a universal aΠ0

4-mon-monotone
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inductive definition (see Section 3 of [Mar81]), the inequality is strict.

Note that a winning strategy for Player I in a Σ0
4 game can be computed from the Σ1-

theory of Lθ. So winning strategies for the Σ0
4 player are at worst aΣ0

4. As we have seen,

winning strategies for the Π0
4 player are rather more complicated, and needn’t belong to aΠ0

4;

at best, they are ∆1-definable over Lθ in parameters.
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CHAPTER 4

A connection with higher order reverse mathematics

Reverse mathematics, initiated and developed by Harvey Friedman, Stephen Simpson, and

many others, is the project of classifying theorems of ordinary mathematics according to

their intrinsic strength (a thorough account of the subject is given in [Sim09]). This project

has been enormously fruitful in clarifying the underlying strength of theorems, classical

and modern, formalizable in second order arithmetic. However, the second order setting

precludes study of objects of higher type (e.g., arbitrary functions f : R → R), and a

number of frameworks have been proposed for reverse math in higher types. For example,

Kohlenbach [Koh05] develops a language and base theory RCAω0 to accommodate all finite

types, and shows it is conservative over the second order theory RCA0; Schweber [Sch13]

defines a theory RCA3
0 for three types over which RCAω0 is conservative.

In this chapter, we are interested in higher types because of their necessary use in proofs

of true statements of second order arithmetic, namely, in proofs of Borel determinacy. The

reverse mathematical strength of determinacy for the first few levels of the Borel hierarchy has

been well-investigated ([Ste77], [Tan91], [Wel11], [Wel12], [MS12]). However, as Montalbán

and Shore [MS12] show, determinacy even for ω-length differences of Π0
3 sets is not provable

in Z2, full second order arithmetic, and by the celebrated results of Friedman [Fri71] and

Martin [Mar85], [Mar], determinacy for games with Σ0
n+4 payoff, for n ∈ ω, requires the

existence of Pn+1(ω), the n+ 1-st iterated Power set of ω.

In light of this, the third order framework developed by Schweber [Sch13] seems a nat-

ural setting for investigating the strength of Σ0
4 determinacy. In addition to defining the

base theory RCA3
0, Schweber introduces a number of natural versions of transfinite recur-
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sion principles in the third order context; he then proceeds to show that many of these are

not equivalent over the base theory. In particular, he shows that Open determinacy for

games played with real-number moves (ΣR
1 -DET) is strictly stronger than Clopen determi-

nacy (∆R
1 -DET) . The argument given there is a technical forcing construction, and it is

asked ([Sch13] Question 5.2) whether this separation is witnessed by some level of Gödel’s

L, say the least satisfying “P (ω) exists + ∆R
1 -DET”.

Recalling the results of the previous chapter, this question should be connected to the

minimal level of L at which winning strategies in Σ0
4 games are constructed. In Chapter 3,

we proved

Theorem 4.0.2. Working over Π1
1-CA0, the determinacy of all Σ0

4 games is equivalent to the

existence of a countable ordinal θ so that Lθ |= “P(ω) exists, and for any tree T of height ω,

either T has an infinite branch or there is a map ρ : T → ON so that ρ(x) < ρ(y) whenever

x ) y.”

If θ is the least such ordinal, then it is also the least ordinal so that every Σ0
4 game is

determined as witnessed by a strategy in Lθ+1.

We found Lθ is a model of RCA3
0 + ∆R

1 -DET +¬ΣR
1 -DET, answering Schweber’s question

in the affirmative.

In light of this result, it is plausible that the results of Chapter 3 could be elegantly

reformulated in terms of higher-order arithmetic. Indeed, the defining property of Lθ bears

a resemblance to that of β-model from reverse mathematics: a structure (ω, S) (where

S ⊆ P(ω)) in the language of second order arithmetic is a β-model if it satisfies all true

Σ1
1 statements in parameters from S. Can the three-sorted structure (ω, (R)Lθ , (ωR)Lθ) be

characterized as a minimal β-model of some natural theory in third order arithmetic?

We here provide such a characterization. We describe a translation from β-models in

third-order arithmetic to transitive models of set theory, much in the spirit of the second

order translation given in [Sim09]. Combining these results with the theorem, we obtain:

Σ0
4-DET is equivalent over Π1

1-CA0 to the existence of a countably-coded β-model of projective
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transfinite recursion, or Π1
∞-TRR; as we shall see, the latter theory is the natural analogue of

ATR0 in the third-order setting, and is equivalent (modulo the existence of selection functions

for R-indexed sets of reals) to ∆R
1 -DET.

4.1 Separating ΣR
1 -DET and ∆R

1 -DET

We begin by showing that Lθ is a witness to the main separation result of Schweber [Sch13].

Theorem 4.1.1. Lθ is a model of ∆R
1 -DET, but not of ΣR

1 -DET.

Proof. Working in Lθ, suppose T ⊆ P(ω)<ω is a tree with no infinite branch. We will show

that the game where Players I and II alternate choosing nodes of a branch through T is

determined (here a player loses if he is the first to leave T ).

Recall that in the previous chapter, it is shown that Lθ is a model of the following Π1-

Reflection Principle (Π1-RAP): Whenever Q is a set of reals (that is, Q ⊆ P(ω)) and ϕ(Q) is

a true Π1 formula, there is some admissible set M so that Q∩M ∈M, M |= “P(ω) exists”,

and ϕ(Q ∩M) holds in M .

Suppose the game on T is undetermined. This is a Π1 statement in parameters: it states

that for any strategy σ for either player, there is a finite sequence s ∈ P(ω)<ω against

which this strategy loses the game on T (note that we may use P(ω) as a parameter, so the

existential quantifier is bounded). By Π1-RAP, let M be an admissible set with T̄ = T ∩M ∈

M so that M |= “P(ω) exists and neither player wins the game on T̄”. Note that T̄ is a

wellfounded tree, and by basic properties of admissible sets, we have a map f : T̄ → ON∩M

in M so that s ( t implies f(s) > f(t). Working in M , we may therefore define by induction

on the wellfounded relation ) ∩(T̄ × T̄ ) a partial function ρ : T̄ → ON in M by

ρ(s) = µα[(∀x)(∃y)s_〈x〉 ∈ T̄ → ρ(s_〈x, y〉) < α].

Let us say an element in the domain of ρ is ranked. We claim for every s ∈ T̄ , either s is

ranked or some real x exists with s_〈x〉 ∈ T̄ ranked. For suppose not, and let s be )-minimal
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such. Then whenever x is such that s_〈x〉 ∈ T̄ , there is some y so that ρ(s_〈x, y〉) exists.

By admissibility, we can find some α so that if s_〈x〉 ∈ T̄ , then for some y, ρ(s_〈x, y〉) < α.

So, either ∅ is ranked, or 〈x〉 is ranked for some x. It is easy to see that a winning

strategy in the game on T̄ (for II in the first case, I in the second) is definable from ρ. But

this contradicts the fact that the game on T̄ is not determined in M .

So ∆R
1 -DET holds in Lθ. It remains to show ΣR

1 -DET fails. Note that if T ∈ Lθ is a

tree on P(ω)Lθ , then if σ is a winning strategy (for either player) for the game on T in Lθ,

σ is also winning in V (if σ is for the closed player, then being a winning strategy is simply

the statement that no terminal nodes are reached by σ when it is σ’s turn; if σ is for the

open player, then the tree of plays in T compatible with σ is wellfounded, so is ranked in

Lθ, hence wellfounded in V ).

Note further that Lθ is not admissible, and Σ1-projects to ω with parameter {ωLθ1 }; in

particular, Lθ does not contain the real {k | Lθ |= φk(ω
Lθ
1 )} (here 〈φk〉k∈ω is some standard

fixed enumeration of Σ1 formulae with one free variable). We will define an open game on

L
ω
Lθ
1

so that Player II (the closed player) wins in V , but any winning strategy for II computes

this theory; by what was just said, no winning strategy can belong to Lθ.

For the rest of the proof, we let ω1 denote ωLθ1 . The game proceeds as follows: In round

−1, Player I plays an integer k; Player II responds with 0 or 1, and a model M0. In all

subsequent rounds n < ω, Player I plays a real xn in P(ω)Lθ , and Player II responds with a

pair πn,Mn+1:

I k x0 x1 . . .

II i ∈ {0, 1},M0 π0,M1 π1,M2 . . .

Player II must maintain the following conditions, for all n ∈ ω:

• Mn is a countable transitive model of “P(ω) exists”;

• πn : Mn →Mn+1 is a Σ0-elementary embedding with πn(ωMn
1 ) = ω

Mn+1

1 ;

• xn ∈Mn+1, and for all trees T ∈Mn, πn(T ) is either ranked or illfounded in Mn+1;
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• For all a ∈Mn, Mn+1 |= (∃α)πn(a) ∈ Lα;

• Mn |= φ(ωMn
1 ) if and only if i = 1.

Note the second condition entails that πn has critical point ωMn
1 . The first player to violate

a rule loses; Player II wins all infinite plays where no rules are violated.

We first claim that Player II wins this game in V . We describe a winning strategy. If

I plays k, have Player II respond with 1 if and only if φ(ω1) holds in Lθ. If 1 was played,

let α0 < θ be sufficiently large that Lα0 |= φ(ω1); otherwise let α0 = ω1 + ω. Inductively,

let αn+1 < θ be the least limit ordinal so that every wellfounded tree in Lαn is ranked in

Lαn+1 . (Note such exists: the direct sum of all wellfounded trees T ∈ Lαn belongs to Lαn+1,

since Lαn has Σ1 projectum ωLθ1 . If β is large enough that this sum is ranked in Lβ, then all

wellfounded trees of Lαn are also ranked in Lβ.)

Now let H0 be the Σ0-Hull of {Lω1} in Lα0 (that is, H0 is the closure in Lα0 of {Lω1}

under taking <L-least witnesses to bounded existential quantifiers). Let M0 be its transitive

collapse. Inductively, having defined Hn ⊂ Lαn and given a real xn played by I, let Hn+1 be

the Σ0-Hull of Hn∪{Lαn , xn}∪{f ∈ Lαn+1 | f is the rank function of a wellfounded tree T ∈

Hn} inside Lαn+1 . Let Mn+1 be its transitive collapse, and πn,n+1 : Mn →Mn+1 be the map

induced by the inclusion embedding. Inductively, each Hn (hence Mn) is countable and

belongs to Lθ (since θ is limit). The remaining rules are clearly satisfied by the πn,Mn. So

II wins in V , as desired.

All that’s left is to show that any winning strategy for II responds to k with 1 if and only

if Lθ |= φk(ω1); it follows that no winning strategy (for either player) can belong to Lθ. So

suppose σ is winning for II. Let 〈xn〉n∈ω be an enumeration of the reals of P(ω)Lθ . Then σ

replies with a sequence 〈πn,Mn〉n∈ω of models and embeddings; these form a directed system.

Let Mω be the direct limit, with πn,ω : Mn → ω the limit embedding. Since crit(πn) = ωMn
1

for each n, the ω1 of Mω is wellfounded. Moreover, by the rules of the game, Mω is a model

of V = L+ “all wellfounded trees are ranked”, and since all reals of Lθ were played, we have

ωMω
1 = ωLθ1 .
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Now suppose towards a contradiction that σ played a truth value of φ(ω1) that disagreed

with the truth value of φ(ω1) in Lθ. By the previous paragraph, Mω satisfies that it is the

minimal model of V = L+“all wellfounded trees are ranked,” and since it satisfies a formula

not true in Lθ, Mω is illfounded; let wfo(Mω) be the supremum of its wellfounded ordinals.

By the truncation lemma for models of V = L (see Proposition 3.1.5), Lwfo(Mω) is admissible.

But by minimality in the definition of θ, no α with ω1 < α ≤ θ can have Lα be admissible. So

we must have wfo(Mω) > θ. But as remarked above, Lθ Σ1-projects to ω, whereas Lwfo(Mω)

is a proper end extension of Lθ with the same ω1. This is a contradiction.

4.2 Third order β-models and transfinite recursion

We adopt the definitions of the language and structures of third-order arithmetic introduced

in [Sch13]. We briefly recall some salient points. The language L3 is a many-sorted first order

language consisting of three sorts: s0 corresponds to naturals, s1 to functions x : ω → ω, and

s2 to functionals F : ωω → ω. Non-logical symbols include the usual signature {+,×, <, 0, 1}

for arithmetic on s0, application operators ·0 and ·1, equality relations =0,=1,=2 for their

respective sorts, and binary operations ∗ : s2 × s1 → s1 and _ : s0 × s1 → s1. The latter

operations are introduced to allow for coding. Namely, under the intended interpretation,

k_x = 〈k, x(0), x(1), x(2), . . . 〉

F ∗ x = 〈F (0_x), F (1_x), F (2_x), . . . 〉.

Here of course we are denoting type 1 objects x : ω → ω as 〈x(0), x(1), . . . 〉. Note that in

what follows we will adopt the convention that the first time a fresh variable appears, its

type will be denoted by a superscript (x1, F 2, etc.).

Recall that a structureM = (M0,M1) in the language of second order arithmetic is a β-

model if M0 is isomorphic to the standard natural numbers, and whenever x ∈M1 and φ(u) is

a Σ1
1 formula, we haveM |= φ(x) if and only if φ(x) is true (understood as a statement about

the unique real corresponding to x). Equivalently, M is a β-model if whenever T ⊆ ω<ω is

a tree coded by a real in M1 (under some standard coding of finite sequences of naturals),
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we have thatM |= “T is illfounded” whenever T is illfounded. For simplicity’s sake, we use

the latter characterization to define a notion of β-model in the third-order context.

Fix a coding 〈·〉 : R≤ω → R of length ≤ ω sequences of reals by reals, in such a way that if

x codes a sequence, then the length lh(x) of the sequence coded is uniquely determined, (x)i

denotes the i-th element of the sequence, and x is the unique real so that 〈(x)i〉i<lh(x) = x.

By a tree on R, we mean a functional T 2 : R→ 2 so that T takes value 1 only on codes for

finite sequences, so that {〈x0, . . . , xi〉 | T (〈x0, . . . , xi〉) = 1} is a tree in the usual sense.

Definition 4.2.1. Let M = (M0,M1,M2) be an L3 structure. We say M is a β-model if

M0 = ω, M1 ⊆ ωω = R, and M2 ⊆ ωM1 ; and whenever T 2 is (a functional in M2 coding) a tree

on M1, if T has an infinite branch, then M satisfies (∃x1)(∀k)(x)k ( (x)k+1 ∧ T ((x)k) = 1.

That is, trees on RM inM are wellfounded (in V ) if and only if they are wellfounded in

M. We would have liked to define M to be a β-model if for any Σ1
1 formula ∃x1φ(x, y, F )

with parameters from M1 ∪M2, we have, for any y ∈ M1, F ∈ M2, that M |= ∃xφ(x, y, F )

if and only if ∃xφ(x, y, F ) is true; but we must be careful about what we mean by “true”.

For, if x is a real not in M1, then the value F (x) is not defined. There are a number of ways

to get around this, e.g., by appropriately altering the language L3 and our base theory to

accommodate a built-in coding of sequences of reals by reals. But it is more straightforward

in our case to use the definition of β-model above.

We will be primarily interested in models of fragments of set theory, considered as β-

models of third-order arithmetic. IfM = (M,∈) is a transitive set with ω ∈M , we will refer

to M as a model of third-order arithmetic, keeping in mind we are really referring to the

structure (ω,M ∩ωω,M ∩ωM∩R). It is immediate from our definitions that Lθ is a β-model.

Indeed, whenever α is an ordinal with ωLθ1 < α ≤ θ, then Lα is a β-model; this follows from

the fact that branches through trees on R are themselves (coded by) reals. Consequently,

taking collapses of Skolem hulls, we have many β-models Lγ with γ < ωLθ1 .

Our aim is to show that Lθ can be recovered from certain β-models, from which it will

follow that Lθ is the minimal β-model of ∆R
1 -DET. Our starting point is a connection
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between ∆R
1 -DET and the third-order analogue of ATR0.

Definition 4.2.2. Π1
∞-TRR is the theory in third-order arithmetic that asserts the following,

for every Π1
n formula φ(x1, Y 2) with the displayed free variables. Suppose W ⊆ R × R is a

regular relation. Then there is a functional θ : R× R→ 3 so that

(∀a1 ∈ dom(W ))(∀x1)θ(a, x) =

 1 if φ(x, θ � {b | 〈b, a〉 ∈ W}),

0 otherwise.

Here for A ⊆ R, θ � A denotes the functional θ′ so that for all x, if b ∈ A, θ′(b, x) = θ(b, x),

and if b /∈ A then θ′(b, x) = 2.

Note here we regard a functional W : R → ω as a binary relation if it determines the

characteristic function of one; i.e., if there is a set dom(W ) ⊆ R so that W (x) < 2 whenever

x = 〈a, b〉 for some a, b ∈ dom(W ), and otherwise W (x) = 2. A binary relation is regular if

whenever A ⊆ dom(W ) is non-empty, there is some W -minimal a ∈ A. Be warned: we will

routinely conflate the functionals of third-order arithmetic and the subsets of R,R<ω,Rω,

etc., which these functionals represent.

The idea of Π1
∞-TRR is that for each a ∈ dom(W ), the map x 7→ θ(a, x) is the charac-

teristic function of the set of reals obtained by iterating the defining formula φ along the

wellfounded relation W on R up to a. Note that strictly speaking, Π1
∞-TRR is projective

wellfounded recursion, in that the relation W along which we iterate is not required to be

a wellorder. This suits our purposes because we will iterate definitions along wellfounded

trees on R; taking the Kleene-Brouwer ordering of such a tree requires a wellordering of R,

but we would like to use as little choice as possible.

The following lemma makes reference to the theories TR1(R) and SF(R), both introduced

in [Sch13]. TR1(R) is the restriction of Π1
∞-TRR to the case that φ is Σ1

1 and W is a wellorder;

SF(R) asserts the existence of selection functions for R-indexed collections of sets of reals.

Lemma 4.2.3. The following theories are equivalent over RCA3
0:

(1) ∆R
1 -DET;

80



(2) TR1(R) + SF(R);

(3) Π1
∞-TRR + SF(R).

Proof. Clearly, (3) implies (2). The equivalence of (1) and (2) is proved in [Sch13]; and the

proof that (1) implies the Σ1
1 case in (3) is the essentially same proof given there for TR1(R)

with the appropriate adjustments. So all that is left to show is that Σ1
1-wellfounded recursion

implies Π1
∞-TRR.

So suppose inductively that we have Σ1
n-wellfounded recursion, that W is a wellfounded

relation on R, and that φ(w1, x1, Y 2) is a Π1
n formula. We wish to prove the instance of

wellfounded recursion along W with formula (∃w)φ.

Without loss of generality, we may assume the real 0̄ = 〈0, 0, 0 . . .〉 does not belong to

dom(W ). We define W̄ to be a binary relation on ω × R so that W̄ is isomorphic to the

product 3×W , with an additional minimal element 0̄ below points of the form 0_x; namely,

when i_x, j_y 6= 0̄, set

W̄ (i_x, j_y) =


1 if i, j < 3 and W (x, y) = 1 or x = y and i < j,

0 if i, j < 3 and W (x, y) = 0 and (x 6= y or i ≥ j)

2 in all other cases.

Furthermore set

W̄ (0̄, i_x) =


1 if i = 0 and x ∈ dom(W ),

0 if i ∈ {1, 2} and x ∈ dom(W ),

2 otherwise.

Finally, W̄ (x, 0̄) = 0 for all x ∈ dom(W̄ ).

The idea is to iterate Σ1
n-wellfounded recursion along W̄ , breaking up into the three

stages of applying ¬φ, taking complements, and taking projections. Let us define the formula
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φ̄(z, Y ) by

φ̄(z, Y ) ⇐⇒ (∃i0, a1)a ∈ dom(W ), Y (i_a, z) = 2 and

i = 0, Y (0̄, z) < 2, and z = 〈w1, x1〉,¬φ(w, x, [〈b, y〉 7→ Y (2_b, y)]); or

i = 1, and Y (0_a, z) = 0; or

i = 2 and (∃w1)Y (1_a, 〈w, z〉) = 1.

The point of introducing 0̄ as a W̄ -minimal element below points of the form 0_x is that

we would like to make sure the witness i_a to φ̄ are W̄ -minimal at which the fragment

Y of θ has not yet been defined (that is, minimal so that Y (i_a, z) = 2). This would

require one quantifier too many in the i = 0 case. We get around this by exploiting the way

Y = θ � {b | 〈b, i_a〉 ∈ W̄} is defined to use 0̄ as a trigger: Since we always have Y (0̄, z) = 2

if i 6= 0, we know that the i = 0 case will only be satisfied when we are applying the recursion

at θ � {b | 〈b, 0_a〉} for some a. (Note that the desired minimality holds for similar reasons

in the cases i = 1, 2.)

To see φ̄ is Σ1
n, it is enough to show the relation ¬φ(w, x, [〈b, y〉 7→ Y (2_b, y)]) is Σ1

n (as

a relation on w, x, Y ). But this follows from the fact (checked to be provable in RCA3
0) that

if Y ′ is a functional Π0
∞-definable from Y , then for any Σ1

n formula π, there is, uniformly in

π and the definition of Y ′ from Y , a Σ1
n formula π′, so that

(∀x1)π′(x, Y ) ⇐⇒ π(x, Y ′).

We obtain the result by applying Σ1
n-wellfounded recursion to W̄ with φ̄. From the θ ob-

tained, the desired instance of Σ1
n+1 recursion is witnessed by the relation 〈a, x〉 7→ θ(2_a, x)

(which exists by ∆0
1-Comprehension).

We remark that the uniqueness of the functional θ is provable from the Σ1
1-Comprehension

scheme (which itself follows from TR1(R)), using regularity of the relation W applied to

{a ∈ dom(W ) | (∃x1)θ1(a, x) 6= θ2(a, x)}.
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4.3 From β-models to set models.

In this section we show that from any β-modelM of Π1
∞-TRR, one can define a transitive set

model M set with the same reals and functionals; and furthermore, any set model so obtained

contains Lθ as a subset. By what we have shown, Lθ is a β-model of Π1
∞-TRR, so this proves

that Lθ is the minimal β-model of Π1
∞-TRR.

These results are essentially a recapitulation in the third-order context of the correspon-

dence between β-models of ATR0 and wellfounded models of ATRset
0 described in Chapter

VII.3-4 of [Sim09]; therefore we omit most details, taking care mainly where the special

circumstances of the third-order situation arise.

Let M be a L3-structure modelling Π1
∞-TRR. Working inside M, we say T : R→ ω is a

suitable tree if

1. T codes a tree on R,

2. T is non-empty, i.e. T (〈〉) = 1, and

3. T is regular: if A ⊆ T , there is a ∈ A with no proper extension in A.

The third item is understood to quantify over type-2 objects corresponding to characteristic

functions of subsets of T . We take suitable trees to be regular because this is what’s required

by Π1
∞-TRR and is possibly stronger than non-existence of a branch; of course the two are

equivalent assuming DCR, in particular, in β-models.

Now supposeM is a β-model. If T is a tree on RM coded by some functional in M2, then

T is suitable in M if and only if T is (non-empty and) wellfounded. We will define M set to

be the set of collapses of suitable trees in M. Namely, given a wellfounded tree, define by

recursion on the wellfounded relation ) ∩(T × T ),

f(s) = {f(s_〈a〉) | a ∈ R ∧ s_〈a〉 ∈ T}.

Then put |T | = f(〈〉). Notice that |T | need not be transitive, as we only take f(s) to be the

83



pointwise image of one-step extensions of s. We define

M set = {|T | | T ∈M2 is a suitable tree}.

Such M set is transitive: If T is a suitable tree inM then any x ∈ |T | is |Ts| for some s ∈ T .

But Ts = {t | s_t ∈ T} is evidently a suitable tree, and belongs toM by ∆0
1-Comprehension.

Although we are interested primarily in β-models of Π1
∞-TRR, it is worth making a

definition of M set that works for ω-models of Π1
∞-TRR, that is, models M with standard ω

so that M1 ⊆ R and M2 ⊆ ωM1 . Working inside such an M, say that ISO(T 2, X2) holds,

where T is a suitable tree, if X ⊆ T × T and for all s, t ∈ T , we have

〈s, t〉 ∈ X ⇐⇒ (∀x1)[s_〈x〉 ∈ T → (∃y1)(t_〈y〉 ∈ T ∧ 〈s_〈x〉, t_〈y〉〉 ∈ X)

∧t_〈x〉 ∈ T → (∃y1)(s_〈y〉 ∈ T ∧ 〈s_〈y〉, t_〈x〉〉 ∈ X)].

(The point is, 〈s, t〉 ∈ X if and only if |Ts| = |Tt|). The existence and uniqueness of an X

so that ISO(T,X) holds is provable in Π1
∞-TRR, using the fact that T is suitable. Letting

n̄ denote the real 〈n, n, n, . . .〉, we may define S ⊕ T , for suitable trees S, T , as the set of

sequences {〈0̄〉_s | s ∈ S} ∪ {〈1̄〉_t | t ∈ T}. Then set S =∗ T iff for the unique X with

ISO(S⊕T,X), we have 〈〈0̄〉, 〈1̄〉〉 ∈ X; and set S ε T iff for the unique X with ISO(S⊕T,X),

there is some real x so that 〈〈0̄〉, 〈〈1̄, x〉〉 ∈ X. Then provably in Π1
∞-TRR, =∗ is an equivalence

relation on the class of suitable trees, and ε is well-defined and extensional relation on the

equivalence classes [T ]=∗ , so inducing a relation ∈∗ on these. We define

M set = 〈{[T ]=∗ | T ∈M2 is a suitable tree in M},∈∗〉.

For β-models M, the M set we obtain is a wellfounded structure, and is isomorphic to the

transitive set M set defined above, via the map [T ]=∗ 7→ |T |. For brevity, we will from now

on refer to [T ]=∗ as |T | (even for T in non β-models, so that T may be illfounded in V ).

Recall now some basic axiom systems in the language of set theory. BST is the theory

consisting of Extensionality, Foundation, Pair, Union, and ∆0-Comprehension. Axiom Beta,

which we denote Ax β, states that every regular relation r has a collapse map; that is, a map

f : dom(r)→ V so that for all x ∈ dom(r), f(x) = {f(y) | 〈y, x〉 ∈ r}.
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Proposition 4.3.1. Let M be an ω-model of Π1
∞-TRR. Then

1. M set is an ω-model of BST + Ax β + “P(ω) exists”.

2. M and M set have the same reals x : ω → ω and functionals F : R → ω; that is,

M1 = R ∩M set and M2 = (ωR∩Mset
) ∩M set.

3. In M set, every set is hereditarily of size at most 2ω; that is, for all x ∈ M set, there is

an onto map f : P(ω)M
set → tcl(x) in M set, where tcl(x) denotes the transitive closure

of x.

4. If α ∈ ONMset

, then M set |= “Lα exists”; furthermore, LM
set

α = Lα when α is in the

wellfounded part of M set.

5. M set is wellfounded if and only if M is a β-model.

Proof. (1) Since M is an ω-model of RCA3
0, the tree

{〈n̄0, n̄1, . . . , n̄k〉 | (∀i < k)ni+1 < ni}

belongs to M2. Clearly it is a suitable tree in M, and |T | ∈ M set is the ω of M set. That

P(ω) exists in M set is a similar exercise in coding: given any real x, there is a canonical tree

T (x) so that |T (x)| = x, membership in T (x) being uniformly Π1
∞-definable from x; and

from any suitable tree collapsing to a real, one can define in Π1
∞-TRR the x it collapses to.

So P(ω)M
set

is precisely |T |, where T = {〈〉} ∪ {〈x〉_s | s ∈ T (x)}.

For the axioms of BST, Extensionality follows from the fact that the relation ∈∗ is

extensional on M set. Pair and Union are straightforward, only requiring Σ1
1-Comprehension

to show that from given suitable trees S, T ∈ M2, one can define trees corresponding to

{|S|, |T |} and
⋃
|S|.

∆0-Comprehension is similar. Notice here that although the relations = ∗ and ∈∗ are

in general Σ2
1, when restricted to a given tree T with parameter X witnessing ISO(T,X),

the relations |Ts| =∗ |Tt| and |Ts| ∈∗ |Tt|, regarded as binary relations T , are each Π1
2 in the
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parameters T,X. From this, one shows by induction on formula complexity that for any ∆0

formula φ(u1, . . . , uk) in the language of set theory, the k-ary relation on T defined by

P (s1, . . . , sk) ⇐⇒ M set |= φ(|Ts1|, . . . , |Tsk |)

is Π1
n for some n (again, in the parameter X). ∆0-Comprehension is then straightforward to

prove.

For Foundation, suppose towards a contradiction T is a suitable tree so that in M set, |T |

is a non-empty set with no ∈∗-minimal element. Let X witness ISO(T,X). Then

A = {s ∈ T | (∃x1)〈x〉 ∈ T ∧ 〈〈x〉, s〉 ∈ X}

is a set of nodes in T such that every element of A can be properly extended in A. This

contradicts suitability of T .

Ax β is in a similar vein. Given a suitable tree R so that |R| = r is a regular relation in

M set, verify that the relation W = {〈s, t〉 ∈ R × R | 〈|Rs|, |Rt|〉 ∈ r} is a regular relation in

M. A tree F so that |F | : dom(r) → ON is precisely the collapse map is then defined by

Π1
∞-TRR along the relation W .

(2) The inclusion ⊆ is another coding exercise. The reverse follows from an application

of ∆0-Comprehension in M set.

(3) Define a suitable F so that f = |F | ⊇ {〈s, |Ts|〉 | s ∈ T}.

(4) The construction is very nearly identical to that of Lemma VII.4.2 of [Sim09]. The

only modifications are that we work in Π1
∞-TRR, and so do not induct along a wellorder;

rather, we induct along the suitable tree A for which α = |A|. The ramified language we

define therefore makes use of variables vai , where i ∈ ω and a ∈ A, intended to range over

LM
set

|Ta| . The rest of the proof is unchanged.

(5) Evidently ifM is a β-model, every suitable tree inM is in fact wellfounded, so that

∈∗ is a wellfounded relation. Conversely, if M is not a β-model, there some tree T which

M thinks is suitable, but is not wellfounded. Then if 〈sn〉n∈ω is a branch through T , the

sequence 〈|Tsn|〉n∈ω witnesses illfoundedness of ∈∗.
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Theorem 4.3.2. Let M be a β-model of Π1
∞-TRR. Then Lθ ⊆M set.

Proof. Work in M set. Notice that ω1 exists by an application of Ax β to the regular relation

{〈x, y〉 | x, y are wellorders of ω with x isomorphic to an initial segment of y}. Now if

ωL1 < ω1, we’re done, since Lω1 is then a model of ZF− + “P(ω) exists”, so θ must exist and

be less than ω1. So we can suppose ωL1 = ω1.

We have that every tree on P(ω) is either ranked or illfounded by Ax β; we claim the

same is true in L. For suppose T ∈ L is a tree on P(ω) ∩ L. If T is ranked, then let

ρ : T → ON be the ranking function. Let α be large enough that T ∈ Lα. Then it is easily

checked that ρ ∈ Lα+ω·ρ(∅); note the latter exists because (by Ax β) the ordinals are closed

under ordinal + and ·.

Now suppose T is illfounded. Then let x = 〈xi〉i∈ω be a branch through T . Note that

each xi ∈ L, hence in Lω1 . Let αi < ωL1 be sufficiently large that xi ∈ Lαi . Since ω1 = ωL1 ,

the map i 7→ αi is bounded in ωL1 (note M set models DCR, so ω1 is regular in M set). So we

have some admissible level Lγ with γ < ω1 so that α = supi∈ω αi < γ; but then T ∩ Lα is

an illfounded tree, so has some branch definable over Lγ. So we have a branch through T in

L.

4.4 Higher levels

For a transitive set U , let ∆1(U)-DET and Σ1(U)-DET denote, respectively, clopen and open

determinacy for game trees T ⊆ U<ω. We recall from Chapter 3 the principles Π1-RAP(U):

Definition 4.4.1. Let U be a transitive set. The Π1-Reflection to Admissibles Principle for

U (denoted Π1-RAP(U)) is the assertion that P(U) exists, together with the following axiom

scheme, for all Π1 formulae φ(u) in the language of set theory: Suppose Q ⊆ P(U) is a set

and φ(Q) holds. Then there is an admissible set M so that

• U ∈M .

• Q̄ = Q ∩M ∈M .
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• M |= φ(Q̄).

For n ∈ ω, let θn be the least ordinal so that Lθn is a model of “Pn(ω) exists” plus

Π1-RAP(Pn(ω)); note θ = θ0, and by the definition of Π1-RAP(U), Lθn |= “Pn+1(ω) exists”

+ “ωn+1 is the largest cardinal”. Furthermore, Lθn Σ1-projects to ω with parameter {ωn+1},

and we have the following characterisation of the ordinals θn in terms of trees:

Proposition 4.4.2. Say T is a tree on Pn+1(ω),Pn(ω) if whenever s ∈ T , we have s2n ∈

Pn+1(ω) and s2n+1 ∈ Pn(ω). Consider a closed game on such a tree, that is, a game where

players cooperate to choose a branch through the tree, and player I wins precisely the infinite

plays. Then θn is the least ordinal so that Lθ satisfies “for every tree T on Pn+1(ω),Pn(ω),

either I wins the closed game on T , or the game is ranked for player II”.

Note that a winning strategy for I in such a game is (coded by) an element of Pn+1(ω);

a ranking function for II (the open player) is a partial function ρ : T ⇀ ON so that ρ(∅)

exists, and whenever s ∈ T has even length and ρ(s) is defined, we have (∀x)(∃y)s_〈x〉 ∈

T → ρ(s_〈x, y〉) < ρ(s).

We obtain a generalization of Schweber’s separation result to higher types by looking at

the models Lθn :

Theorem 4.4.3. Lθn is a model of ∆1(Pn+1(ω)) -DET, but not of Σ1(Pn+1(ω)) -DET, for

each n ∈ ω.

Proof. The proof of ∆1(Pn+1(ω)) -DET is exactly like that of ∆R
1 -DET in Theorem 4.1.1:

given a parameter set Q coding a wellfounded tree T on Pn+1(ω), if neither player wins the

game on T , reflect this Π1 statement to an admissible set M containing Pn(ω). Use the fact

that T ∩M ∈M is wellfounded to contradict admissibility.

To see that Σ1(Pn+1(ω)) -DET fails, again define a game where the open player proposes

a Σ1 formula φ(ωn+1), and the closed player chooses a truth value and plays approximations

to the model Lθα (now using the characterization of Proposition 4.4.2, closing under the

operation sending a game tree on Pn+1(ω),Pn(ω) to a winning strategy for I or ranking
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function for II, whichever exists), while player II lists elements of Pn+1(ω) that must be

included in the model. As before II has no winning strategy in V , so none in Lθn , and any

winning strategy for I computes the Σ1({ωn+1}) theory of Lθn , so cannot belong to Lθn .

Note that we haven’t attempted to give these results in the context of some standard base

theory of n-th order arithmetic, but the models Lθn , being models of BST, should clearly be

models of any reasonable such base theory.

4.5 Remarks: Provability versus β-consistency strength

We have shown that ΣR
1 -DET, Σ0

4-DET, and ∆R
1 -DET are strictly decreasing in consistency

strength when we require the models under consideration to satisfy some mild absoluteness.

For by the results of the last section, any β-model of ΣR
1 -DET contains a copy of Lθ, and

the argument of Theorem 4.1.1 then applies; it follows that any β-model of ΣR
1 -DET must

contain the Σ1-theory of Lθ, from which winning strategies in Σ0
4 games are computable. So

a β-model of ΣR
1 -DET always satisfies Σ0

4-DET, in fact, (boldface) Σ0
4-DET.

This establishes the implication (1)⇒ (2) of Theorem 1.2.7. The implication (2) ⇒ (3)

is then made clear by absoluteness between β-models and V .

Now, we have (working in Π1
1-CA0) that Σ0

4-DET is equivalent to the existence of Lθ,

which by Theorem 4.1.1 a β-model of ∆R
1 -DET, so Σ0

4-DET is (consistency strength-wise)

strictly stronger than ∆R
1 -DET. Theorem 4.1.1 also shows that any β-model of ΣR

1 -DET

must strictly extend the β-model obtained from Lθ, and hence satisfy that there exists a

β-model of ∆R
1 -DET. But it is unclear whether ΣR

1 -DET outright implies the existence of

a β-model of ∆R
1 -DET, that is, whether Σ0

4-DET is provable from the third order theory

ΣR
1 -DET.

Indeed, Schweber asks (Question 5.1 of [Sch13]) whether ΣR
1 -DET and ∆R

1 -DET have

the same second order consequences, and Σ0
4-DET would be an interesting counterexample.

However, the present study doesn’t rule out the possibility that there are (necessarily non-β-)
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models of ΣR
1 -DET in which Σ0

4-DET fails. One can show that there is no model of ΣR
1 -DET

whose reals are precisely those of Lθ, and so any such (set) model will be illfounded with

wellfounded part well below θ. The problem of constructing such a model (if one exists)

then seems a difficult one.
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CHAPTER 5

Measurable cardinals and Borel-on-Π1
1 determinacy

This chapter continues the analysis of determinacy strength, but now for sets more compli-

cated than Π1
1. At this level, our results will have the form of equivalences between deter-

minacy and inner models for large cardinals ; such results fall into the realm of descriptive

inner model theory.

One early such result, due to Martin and Harrington [Mar70], [Har78] is the equivalence

of analytic determinacy, Π1
1 -DET, with the statement that for every real x, x# exists : there

is a nontrivial elementary embedding j : L[x] → L[x] from the class of sets constructible

from x to itself. Note that x# may be regarded as the unique minimal iterable model of

the form 〈Lα[x], U〉, where U is a normal ultrafilter on PLα(κ) for some cardinal κ of Lα[x].

This model is an example of a mouse. We are interested in results such as this which equate

determinacy hypotheses with the existence of mice.

Recall Π1
1 is the pointclass of complements of projections of closed sets. Continuing our

practice of restricting pointclasses to Baire space, ωω, we say that A ⊆ ωω is in Π1
1 if and

only if there is a tree T on (ω × ω)<ω such that

A = ¬p[T ] = {x ∈ ωω | ∀y ∈ ωω〈x, y〉 /∈ [T ]}.

The pointclass Π1
1 properly contains the collection ∆1

1 of Borel sets, and is a least such, in

the sense that the Borel Wadge degrees are cofinal in Π1
1 \∆1

1.

The pointclass Π1
1 is not a σ-algebra (it is not closed under complementation), so we

define B(Π1
1), the class of Borel-on-coanalytic sets to be the smallest σ-algebra of subsets of

ωω containing Π1
1. The results of this section concern sets in the pointclass B(Π1

1).
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As in the case of ∆1
1, we stratify B(Π1

1) into a hierarchy by closing Π1
1 under iteration of

the operations of complementation and countable union. Set

Σ0
1(Π1

1) =

{⋃
n∈ω

An | each An is a Boolean combination of Π1
1 sets

}

Σ0
α(Π1

1) =

{⋃
n∈ω

¬An | each An is in Σ0
ηn(Π1

1), for some ηn < α

}
Note that Σ0

α(Π1
1) is exactly what we would get if we had defined Σ0

α starting with the algebra

generated by Π1
1 in place of the class of clopen sets. We have the same inclusion relations

between the classes Σ0
α(Π1

1), their duals Π0
α(Π1

1), and the ambiguous pointclasses ∆0
α(Π1

1)

as in the Borel case; and B(Π1
1) =

⋃
α<ω1

Σ0
α(Π1

1). Note also that B(Π1
1) ( AΠ1

1, where the

latter is the collection of sets obtained by applying Suslin’s operation A to countable families

of Π1
1 sets.

As in previous sections, we would like to obtain the sharpest results possible, and so

we will work with a lightface (effective) version of this hierarchy. A development of the

classes Σ0
α(Π1

1) using recursive Borel codes (in the fashion of [Mos09], Section 3H) produces

the pointclasses we are interested in; the construction is verbatim identical, with an effective

enumeration of Π1
1 codes in place of that of Σ0

1 codes. For the first ω levels of this hierarchy, we

also have the following characterization, which will be useful for our lower bound arguments.

Proposition 5.0.1. Let z ∈ ωω and n ≥ 1. Then A ⊆ ωω is Σ0
n(Π1

1(z)) if and only if there

is a Σn+1 formula in the language of set theory, θ(u, v), so that for all x ∈ ωω, we have

x ∈ A ⇐⇒ L
ω
〈x,z〉
1

[x, z] |= θ[x, z].

We analyze the strength of hypotheses of the form: “all Σ0
α(Π1

1) are determined”. For

lower bounds on the strength of such assertions, we will require some of the technology

of core model theory. Neeman [Nee00] has shown that if the reals are closed under the

sharp function, then AΠ1
1 -DET is equivalent to the existence of an iterable mouse satisfying

(∃κ)V = L(Vκ+2) + o(κ) = κ++. Consequently, we will only require fine structural mice with

sequences of measures. We therefore forego the state-of-the-art of inner models, and will get

by just on the terminology and notation established in Mitchell [Mit10].
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5.1 Unraveling Σ0
1(Π

1
1) sets and proving determinacy

In [Nee00], Neeman constructs an unraveling of Σ0
1(Π1

1) sets by a tree on Vκ+2 from the

assumption that for every A ∈ Vκ+2, there is a measure µ so that A ∈ Ult(V, µ); in particular,

the hypothesis is satisfied in premice satisfying o(κ) = κ++. Combining this result with the

methods of Chapter 3, we produce proofs of determinacy for sets in pointclasses of the form

Σ0
1+α+3(Π1

1) from optimal hypotheses. We should be somewhat careful, however, as for our

arguments to work, we need to unravel countably many Σ0
1(Π1

1) sets with a tree on Vκ+2, Vκ+1,

whereas the unraveling presented in [Nee00] is only a tree on Vκ+2.

Theorem 5.1.1. Suppose M is a mouse satisfying “there exists a measurable cardinal κ

with o(κ) = κ++, and Π1-RAPκ+1+α holds.” Then Σ0
1+α+3 -DET holds.

Proof. Fix an ordinal α and measure sequence U so that M = Lα[U ]; let κ be as in the

statement of the theorem. For A ∈ V M
κ+2, there exists, by acceptability, an ordinal η < κ++M

so that A ∈ Lη[U ]. Since o(κ) = κ++ in M , we have some γ with η < γ < κ++ so that

Uγ 6= ∅. By coherence of U , Lγ[U ] = Lγ[iUγ (U)]. In particular, A belongs to the ultrapower

of M by Uγ.

We have that κ ∈ M satisfies the necessary hypothesis to carry out the unraveling of

Π1
1 sets in [Nee00]. In section 8 of that paper, Neeman shows that countably many Σ0

1(Π1
1)

sets may be simultaneously unraveled by a tree T on Vκ+2. The definition of the tree is

given in Lemma 8.6 of that paper; as defined, the tree has Player II (who is there called S)

playing sequences of elements of an unraveling tree on Vκ+2. The tree may be modified in

the following way: in the terminology of [Nee00], when the player S is given the opportunity

to accept or reject, S plays r ∈ TF of length 2j + 1 with Nr = ∅, then F chooses a (possibly

different) q ∈ TF with the same length, and so that h(q � 2l + 1) = h(r � 2l + 1), . . . h(q �

2j + 1) = h(r � 2j + 1). The proof goes through with this change, and produces a full

covering (rather than a demi-covering) by a tree on Vκ+2, Vκ+1, as needed; note further that

the tree is definable over V M
κ+2 ⊆ Lκ++M [U ].
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So let T ∈M be the tree on Vκ+2, Vκ+1 obtained by simultaneously unraveling all Σ0
1(Π1

1)

sets, with covering map π : T → ω<ω. Let 〈An〉n∈ω be an effective enumeration of all

Π0
1+α(Π1

1) sets. Then each set π−1(An) is Π0
α in [T ] if α > 0, and ∆0

1 if α = 0. Note that

our assumption that M satisfies Π1-RAPκ+1+α implies that Vκ+1+α+1 exists in M . By the

argument of [Mar85], we can iterate the unraveling α many times (α > 0), to obtain a cover

T ′ on Vκ+1+α+1, Vκ+1+α that simultaneously unravels any fixed sequence of Π0
α sets of T .

Let T ′ be the simultaneous unraveling of the sets 〈π−1(An)〉n∈ω, and let π′ : T ′ → T be the

covering map, if α > 0; otherwise let T ′ = T and π the identity map.

Suppose A is a fixed Σ0
1+α+3(Π1

1) set. Then in T ′, (π′ ◦ π)−1(A) is Σ0
3. Now M and

T ′ ∈ M satisfy the hypotheses of Lemma 3.2.3. We may therefore carry out the argument

for Σ0
3 determinacy over this model, obtaining either a winning strategy σ for Player I in M ,

or a ∆1(M)-definable winning strategy τ for II whose finite fragments belong to M . This

is enough to apply the unraveling maps to the strategies obtained; therefore either ψ(σ) is

a winning strategy for I in the game G(A;ω<ω) and σ belongs to M , or ψ(τ) is a winning

strategy for II in G(A;ω<ω), and is ∆1(M)-definable.

5.2 Inner models with sequences of measures

We take for granted the basic notions and terminology for mice with sequences of measures

as defined in [Mit10]. In particular, in this section, U always denotes a coherent sequence of

(partial) measures, so that the structure Lα[U ] is acceptable. We make special note of the

fact that whenever a measure Uγ on the sequence is non-empty, then it is indexed so that (if

α is largest so that Uγ is a total measure in Lα[U ]) we have γ = κ++Ult(Lα[U ],Uγ).

Lemma 5.2.1. Let M be a countable mouse, and suppose N is a countable premouse so

that M and N disagree on their constructible wellorder of R. Then the comparison of M

and N must fail at some countable stage θ, so that either there are infinitely many drops on

the N-side, or the model Nθ is illfounded with wfo(Nθ) ≤ o(Mθ).
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Proof. Let I = 〈Mν , iν,ν′ , Uν〉ν≤θ, J = 〈Nν , jν,ν′ , Vν〉ν≤θ be the iterations obtained by com-

paring M,N , with respective drop sets DI , DJ . First we show the length θ of the comparison

is countable; the argument is the standard one. If not, then Mω1 , Nω1 are both defined, and

must be wellfounded. Let H be a countable elementary substructure of Hω2 so that the

restrictions I � ω1,J � ω1 both belong to H, and so that H ∩ ω1 is an ordinal, call it µ.

Let π : H̄ → H be the anticollapse isomorphism. Then crit(π) = µ, and π(µ) = ω1. Let

〈M̄ν , īν,ν′ , Ūν〉ν′<ν≤µ be the collapsed versions of the iteration in H̄. By countability of the

models Mν for ν < ω1 and since µ ⊆ H, we have M̄ν = Mν for all ν < µ. Since we take direct

limits at limit stages, we have M̄µ = Mµ as well, and īν,µ = iν,µ for any ν < µ. Furthermore,

π �Mµ : Mµ →Mω1 is an elementary embedding; we claim it is equal to iµ,ω1 .

For any x ∈ Mµ, there is some ξ < µ and x̄ ∈ Mξ so that iξ,µ(x̄) = x. For such x, x̄, we

have

π(x) = π(iξ,µ(x̄)) = π(̄iξ,µ)(π(x̄)) = iξ,ω1(x̄) = iµ,ω1(x),

by elementarity of π and the fact that π(µ) = ω1, crit(π) = µ.

An identical argument shows π � Nµ : Nµ → Nω1 is equal to jµ,ω1 . Now for any X ∈

Mµ ∩Nµ with X ⊆ µ, we have

X ∈ Uµ ⇐⇒ µ ∈ iµ,ω1(X) ⇐⇒ µ ∈ π(X) ⇐⇒ µ ∈ jµ,ω1(X) ⇐⇒ X ∈ Vµ.

So Uµ = Vµ. But this contradicts the fact that these measures were applied at the same

stage of the comparison.

We have established that θ < ω1. We continue by supposing that there are only finitely

many drops on the N -side of the comparison, so that Nθ is defined, and showing wfo(Nθ) ≤

o(Mθ).

For premice P , let <P denote the canonical wellorder in P furnished by the fact that P

is a premouse satisfying V = L[U ] for some sequence of measures. Since M and N disagree

on their constructible wellorder of R, we fix reals x, y so that x <M y while y <N x; here we

extend the meaning of x <M y to include the case that x ∈ M while y /∈ M , and similarly

for <N .
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Since M is a mouse, Mθ is wellfounded. Suppose towards a contradiction that wfo(Nθ) >

o(Mθ), so that Mθ is a proper initial segment of Nθ. Then there must be a drop on the M -

side, as otherwise we would have x <Mθ y, implying x <Nθ y, a contradiction to elementarity

of the iteration maps and our assumption that y <N x. Let ι be the largest element of DI .

Since we drop at ι, all models Mν for ι < ν ≤ θ fail to be sound. In particular, Mθ is not

sound; but this contradicts the fact that Nθ is a premouse.

So we must have wfo(Nθ) ≤ o(Mθ). We just need to see that Nθ is illfounded. Suppose

not; then Nθ EMθ. As before, we must have a drop on the N -side, and Nθ fails to be sound.

Since Mθ is a premouse, we must have Nθ = Mθ, and we drop on the M -side as well. Let

ι = maxDI , η = maxDJ be the last drops. Now since Mι, Nη are both sound, these must

be the transitive collapses of the core of Mθ = Nθ, with iι,θ = jη,θ the anticore embedding.

But this implies Uι = Vη as in the proof that θ is countable, so that the same measure was

applied on both sides of the iteration, a contradiction.

Since we work with an ambient anti-large cardinal hypothesis, we have a sharper bound

on the length of iterations. For the remainder of this thesis, we assume that the models we

work with satisfy

(∀γ) if Uγ 6= ∅, then Lγ[U ] 6|= (∃κ)o(κ) = κ++. (†)

Note that by our indexing convention, we then have that whenever M = Lα[U ] satisfies (†),

is iterable, and Uγ is a nonempty measure with critical point κ, that sup{δ < γ | Uδ 6= ∅} is

an ordinal strictly less than γ with cardinality at most κ+ in Lγ[U � γ].

In the following lemma, ωz1 for reals z is the least z-admissible ordinal, that is, the least

α so that Lα[z] |= KP; we will let Az denote Lωz1 [z], the least admissible set containing z.

〈w, z〉 denotes the real 〈w(0), z(0), w(1), z(1), . . .〉.

Theorem 5.2.2. Let w, z be codes for countable premice M,N , respectively, so that M is

a mouse, and both satisfy (†). Then the comparison of M,N has length at most ω
〈w,z〉
1 ;

moreover, if ω
〈w,z〉
1 ∈ wfo(N

ω
〈w,z〉
1

), then setting κ = ω
〈w,z〉
1 , we have

1. In Mκ, κ+ exists;
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2. Mκ and Nκ have the same subsets of κ, and therefore κ+Mκ = κ+Nκ;

3. Let U , V be the measure sequences in Mκ, Nκ; then for all α < wfo(Nκ), Uα = Vα.

4. Let δ = sup{γ < wfo(Nκ) | Vγ 6= ∅}, and suppose δ < wfo(Nκ). Then we have

Mκ|wfo(Nκ) = Nκ|wfo(Nκ), and in both models, o(κ) = κ++ holds.

Proof. Suppose the comparison lasts to stage ω
〈w,z〉
1 with iterations I = 〈Mν , iν,ν′〉, J =

〈Nν , jν,ν′〉. Working in A〈w,z〉, note that by admissibility and ∆1-definability of the iterations

in the codes w, z, that there are finitely many drops on the N -side of the comparison. Put

α0 = maxω
〈w,z〉
1 ∩ (DI ∪DJ ). If wfo(N

ω
〈w,z〉
1

) = ω
〈w,z〉
1 , we’re done; we may assume therefore

that ω
〈w,z〉
1 ∈ wfp(N

ω
〈w,z〉
1

).

The following claim is Lemma 2 in [Ste82].

Claim 5.2.3. Suppose ω
〈w,z〉
1 ∈ wfp(N

ω
〈w,z〉
1

). For ν < ω
〈w,z〉
1 , let κν = crit(i

ν,ω
〈w,z〉
1

) and

λν = crit(j
ν,ω
〈w,z〉
1

). Then there is a club C ⊆ ω
〈w,z〉
1 , ∆1-definable over A〈w,z〉, so that for all

ν, ν ′ ∈ C,

iν,ν′(κν) = κν′ = λν′ = jν,ν′(λν).

Proof of Claim 5.2.3. Work in A〈w,z〉. Fix ν0 > α0 (so ν0 is past the last drop of M) so that

i
ν0,ω

〈w,z〉
1

(α) = ω
〈w,z〉
1 for some α ∈ Mν0 , and set αν = iν0,ν(α) for all ν > ν0. Since β < ω

〈w,z〉
1

if and only if β < κν for some ν, we have for any η < αν that there exists ν ′ > ν with

iν,ν′(η) < κν′ . For ν > ν0, define

f(ν) = least γ such that for all η < αν , we have iν,γ(η) < κγ.

Such exists by admissibility and ∆1(w, z)-definability of the iteration. The set C0 of closure

points of f is a ∆1-definable club class.

We claim κν = αν for all ν ∈ C0, from which it follows that iν,ν′(κν) = κ′ν for all ν, ν ′ ∈ C0.

Clearly αν ≥ κν for all ν > ν0. If η < αν , then η = iν′,ν(η̄) for some η̄ ∈ ONMν′ . Since

ν is a closure point of f , we have some γ, ν ′ < γ < ν, so that iν′,γ(η̄) < κγ. Then since
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crit(iγ,ν) = κγ, η = iν′,ν(η̄) < κγ. We have shown supν′<ν κ
′
ν ≥ αν for ν ∈ C0, implying

αν ≤ κν for such ν.

Repeating the argument with the iteration J and intersecting with C0 gives the desired

club.

From now on, then, we fix a club C as in the claim and let κν for ν ∈ C denote the

critical points on both sides of the iteration. Since i
ν,ω
〈w,z〉
1

(κν) = ω
〈w,z〉
1 for all such ν, we

from now on let κ denote ω
〈w,z〉
1 . By elementarity and the fact that Mν |= “κ+

ν exists” (by

our indexing convention for measures), we have that κ+ exists in Mκ, so (1) of the theorem

holds.

We isolate for later use a consequence of the last claim.

Claim 5.2.4. There is a Σ0
2(Π1

1) property of pairs w, z that holds if and only if w, z are reals

coding premice M,N respectively so that the comparison of M,N lasts to stage ω
〈w,z〉
1 and

ω
〈w,z〉
1 ∈M

ω
〈w,z〉
1

.

Proof of Claim 5.2.4. Denote the iterations of the comparison by 〈Mν , iν,ν′〉, 〈Nν , jν,ν′〉 as

before. We claim the desired Σ0
2(Π1

1) property is

A〈w,z〉 |= (∃ν)(∀µ > ν)(∃ν ′ > µ)iν,ν′(κν) = κν′ .

By Claim 5.2.3, if ω
〈w,z〉
1 ∈ M

ω
〈w,z〉
1

then there exists a club C witnessing that this property

holds; conversely, if ν is such that iν,ν′(κν) = κν′ for arbitrarily large ν ′ < ω
〈w,z〉
1 , then

i
ν,ω
〈w,z〉
1

(κν) = sup
ν′<ω

〈w,z〉
1

iν,ν′(κν) = ω
〈w,z〉
1 .

Claim 5.2.5. P(κ) ∩Mκ = P(κ) ∩Nκ.

Proof. For suppose X ∈ P(κ) ∩Mκ. Let ξ > α0 be sufficiently large that X̄ = X ∩ κξ ∈Mξ

with iξ,κ(X̄) = X. For every ν ∈ C above ξ, we must have iξ,ν(X̄) = X ∩ κν ∈ Nν , since

otherwise we would have truncated on the N -side, a contradiction to ν > α0.
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Suppose towards a contradiction that for every ν > ξ in C, we had jν,κ(X ∩ κν) 6= X.

Then the map defined on C by

f(ν) = the least µ such that jν,µ(iξ,ν(X̄)) 6= iξ,µ(X̄)

is ∆1-definable. By admissibility, let ν be a limit point of C with f”ν ⊆ ν. We have

X ∩ κν ∈ Nν , so that X ∩ κν = jν′,ν(Ȳ ) for some ν ′ < ν in C and Ȳ ∈ Nν′ . But this is a

contradiction to the fact that ν is a closure point of f , since necessarily Ȳ = X ∩ κν′ .

By symmetry, we have the desired equality.

Note the last claim is just an immediate consequence of the fact that we truncate in fine

structural iterations. It follows that κ+Mκ = κ+Nκ , and we have (2) of the theorem; from

now on, we just write ‘κ+’ without risk of ambiguity.

Let us say m is a code for X ∈Mκ if in A〈w,z〉, we have that

h1(m) = 〈ν, X̄〉, where ν ∈ C, X̄ ∈Mν , and iν,κ(X̄) = X,

(where here h1 is the canonical Σ1(w, z) Skolem function for A〈w,z〉); similarly for elements

of Nκ. Statements such as “m codes a subset of κ+ in Mκ” then have the obvious meaning;

note that the property of coding a subset of P(κ) in Mκ is captured by the statement

h1(m) = 〈ν, X̄〉, where X̄ ⊆ P (κν) and (∀η)(∃ν ′ > ν)iν,ν′(κν) = κ′ν ,

by Lemma 5.2.3. This is Π2 over A〈w,z〉, so by Proposition 5.0.1, is a Π0
1(Π1

1) relation about

m,w, z.

The following observation is crucial to our lower bounds. It is the analogue to the that

fact that comparing reals in countably-coded ω-models is Π0
1 in the codes.

Lemma 5.2.6. Suppose P ∈ Mκ, Q ∈ Nκ are subsets of P(κ). Then P = Q if and only if

there is a club (equivalently, unbounded) D ⊆ C so that for all ν ∈ D, Pν = Qν (where here

iν,κ(Pν) = P and jν,κ(Qν) = Q for all ν ∈ D).
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If p, q are codes for P,Q, respectively, then this club is uniformly ∆1(A〈w,z〉) in the codes;

consequently, the relation

p, q are codes for P ∈Mκ ∩ P2(κ), Q ∈ Nκ ∩ P 2(κ), respectively, and P = Q

is Π0
1(Π1

1) as a relation on 〈w, z, p, q〉 when ω1 ∈ wfo(Mω1) ∩ wfo(Nω1).

Proof. Suppose such an unbounded D exists. If X ⊆ κ witnesses disagreement between P

and Q, then let ν ∈ D be sufficiently large that iν,κ(X∩κν) = X = jν,κ(X∩κν). But then by

elementarity, X ∩ κν is in the symmetric difference of Pν , Qν , contradicting the assumption

on D.

Conversely, supposing P = Q, let ν be sufficiently large that Pν , Qν exist, and define f

to be the map on C by setting, for γ > ν in C, f(γ) = δ iff δ is least in C such that

(∀X ∈ P(κγ) ∩Mγ)[X ∈ Pγ4Qγ → (∃η < δ)iγ,η(X) 6= jγ,η(X)].

Note such an ordinal exists, by admissibility and the fact that any disagreement between

Pγ, Qγ is eventually iterated away. The map f is ∆1 in parameters, so its set D of closure

points is ∆1, and clearly satisfies the condition of the lemma.

For the final claim, let p, q ∈ ω code P ∈Mκ∩P2(κ) and Q ∈ Nκ∩P2(κ), respectively. By

what was just shown, P = Q if and only if A〈w,z〉 satisfies, for all ν, µ ∈ C, P̄ ∈Mν ∩P2(κν),

and Q̄ ∈ Nµ ∩ κµ,

h1(p) = 〈ν, P̄ 〉, h1(q) = 〈µ, Q̄〉 implies (∀η)(∃ν ′ > η)iν,ν′(P̄ ) = jµ,ν′(Q̄).

By the remarks preceding the lemma, the desired statement is Π2 over A〈w,z〉, so again by

Proposition 5.0.1, the relation is Π0
1(Π1

1).

The following claim is the final ingredient in showing the iteration terminates, and will

be useful in comparing the final models besides.

Claim 5.2.7. Let U ,V denote the measure sequences of Mκ, Nκ, respectively. Let β =

wfo(Nκ). Then U � β = V � β.
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Proof. Suppose towards a contradiction that α < β is least so that Uα 6= Vα. Note that then

α ≤ κ++ on both sides. Since Mκ, Nκ have the same subsets of κ, the measure indexed must

be total. By our anti-large cardinal assumption, we have

δ = sup{γ < α | Uγ 6= ∅} = sup{γ < α | Vγ 6= ∅} < α.

Since κ+Mκ|α = κ+Nκ|α is the largest cardinal of Mκ|α = Nκ|α, there exists a surjection of

P(κ) onto δ + 1 in both models. Furthermore, the constructibly-least wellorder ≺ of P(κ)

with ordertype δ + 1 is the same in Mκ and in Nκ.

Let therefore P ∈Mκ code U � δ+1 as a subset of P(κ) in some standard fashion, via the

wellorder ≺; similarly for Q ∈ Nκ. Then P = Q, and we obtain a club D as in Lemma 5.2.6.

Now we have for ν ∈ D that there exists δν ∈ Mν so that iν,κ(δν) = δ, by elementarity;

since Pν = Qν we have jν,κ(δν) = δ as well, and furthermore, letting Uν ,Vν be the measure

sequences in Mν , Nν , respectively, we have

Uν � δν + 1 = Vν � δν + 1.

Since crit(iν,κ) = crit(jν,κ) = κν for ν ∈ D, we must apply measures with critical point κν on

both sides of the iteration. If we let αMν , α
N
ν be the least indices of a measure above δν , then

αMν = κ++
ν = κ++L[Uν�δν+1]

ν = κ++L[Vν�δν+1]
ν ,

by agreement of the measure sequences and the way measures are indexed. Then by elemen-

tarity, iν,κ(α
M
ν ) = α = jν,κ(α

N
ν ). We have that Uα and Vα are both nonempty, and must then

disagree. Suppose X ⊂ κ witnesses this disagreement, and let ν ∈ D be sufficiently large that

iν,κ(X̄) = X = jν,κ(X̄), where X̄ = X ∩ κν . We have by elementarity that X̄ ∈ UναMν 4V
ν
αNν

,

whereas

X̄ ∈ UναMν ⇐⇒ κν ∈ iν,κ(X̄) ⇐⇒ κν ∈ X ⇐⇒ κν ∈ jν,κ(X̄) ⇐⇒ X̄ ∈ VναNν ,

since these measures were applied at stage ν, as witnessed by the disagreement on X ∩ κν

and since ν ∈ D; this is a contradiction.
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The claim implies (3) of the theorem. For (4), set β = wfo(Nκ), and suppose δ = sup{γ <

β | Uγ 6= ∅} < β. If δ = κ++Nκ|β, then (4) follows from (3). Otherwise, we have equality of

the measure sequences up to δ+1, and Mκ, Nκ contain the same least constructible surjection

of P(κ) onto δ. By the same argument as in (3), the iteration would have halted before ω
〈w,z〉
1

if there were no nonempty measure Vb indexed at some nonstandard ordinal b of Nκ; since

δ < β, there is a least such b, and we must have Vb = Uη for some η < o(κ)Mκ , again by

the argument of (3). But this is impossible, since wfo(Nκ) = β < η is definable from the

measure Uη = Vb and P(κ).

We still haven’t shown the iteration terminates at stage κ = ω
〈w,z〉
1 . By the arguments just

given, the only way this could be is if Nκ were wellfounded and some disagreement existed

at a measure with critical point strictly above κ. But this would violate the assumption that

(†) holds in N , since o(κ) = κ++ in Nκ.

We require some lemmas analogous to Lemmas 3.4.7 and 3.4.10 for identifying overspill

of higher type.

Lemma 5.2.8. Suppose M,N are premice coded by reals w, z so that, setting κ = ω
〈w,z〉
1 ,

we have that the comparison of M,N lasts to stage ω
〈w,z〉
1 , Mκ, Nκ are both defined, and κ

belongs to the wellfounded parts of both models. Fix β < ωCK
1 , and let µ, ν ∈ ON∪{ON} of

Mκ, Nκ (with codes m,n), respectively. Then

• The relation “V
Mκ|µ
κ+1+β = V

Nκ|ν
κ+1+β” is Π0

1+β+1(Π1
1) (as a relation on 〈w, z,m, n〉);

• Suppose a, b ∈ Vκ+1+β+1 of Mκ|µ and Nκ|ν, respectively; and that the clause above

holds. Then the relation “a = b” is Π0
1+β(Π1

1) (on w, z,m, n and codes for a, b).

Proof. For β = 0, we automatically have V M
κ+1 = V N

κ+1, by Lemma 5.2.2; and equality of

subsets of Vκ+1 between the models is Π0
1(Π1

1), by Lemma 5.2.6. For β > 0, the lemma is

proved by induction in the same manner as the proof of Lemma 3.4.7.

Definition 5.2.9. Let Mκ, Nκ be as in the previous lemma. Suppose β < ωCK
1 . We say a

witnesses β-disagreement past κ+ 1 if either
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• a ∈ V Mκ
κ+1+β+1, and for some µ ∈ ONMκ ∪{ONMκ}, a ⊆ V

Nκ| rankL[U ](a)

κ+1+β = V
Mκ|µ
κ+1+β (in

particular, both models believe Vκ+1+β exists), and for every b ∈ V Nκ
κ+1+β+1 there is

some u belonging to this common Vκ+1+β that is in the symmetric difference of a and

b; or

• a =∞, where we define ∞ to be a symbol so that x <Nκ ∞ for all x ∈ Nκ; and in Nκ,

κ+1+β+1 is the largest cardinal, and V Nκ
κ+1+β ⊆Mκ.

In analogy with Chapter 3, the relation “a witnesses β-disagreement past κ + 1” is

Σ0
1+β+2(Π1

1) as a relation on the reals w, z and code i for M,N, a. The point is again that

witnessing β-disagreement is supposed to isolate a point where V Nκ
κ+1+β of Nκ is an element

of Mκ, and an element of V Nκ
κ+1+β+1 is constructed that does not appear anywhere in Mκ. We

need the new, second clause because the model Nκ may not project to κ+1+β unboundedly

often when κ+1+β+1 is the largest cardinal of Nκ. If this happens, we would still like to say

that a β-disagreement exists, and let the symbol ∞ serve as the witness; we let x <Nκ ∞

for all x ∈ Nκ.

Suppose N is a premouse satisfying: for all ordinals α, whenever o(κ) = κ++ in Lα[U ],

then Lα[U ] 6|= Π1-RAPκ+1+α. Suppose a of V Nκ
κ+1+α+1∪{∞} is constructed at a stage η where

o(κ) = κ++ in Nκ|η (here η = ONNκ if a = ∞). We define a finite descending sequence of

ordinals with final element κ+1+α, as follows.

δUα (0, a) =

 δ least s.t. a ∈ N |δ + 1 if Nκ|δ |= “Vκ+1+α+1 exists”,

ONNκ if a =∞ and Nκ |= “Vκ+1+α+1 exists”;

δUα (k + 1, a) =



δ least s.t. N |δ(k, a) |= “Vκ+1+α+1 exists and

(∃Q ∈ N |δ + 1) Q ⊆ Vκ+1+α+1 witnesses

failure of Π1-RAPκ+1+α in N |δUα (k, a), ” if such exists;

undefined otherwise.

This is the analogue to the sequence δα(k, x) from Definition 3.4.9. Furthermore, we obtain
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Lemma 5.2.10. There is a Σ0
1+α+2(Π1

1) relation RUα(k, γ, a) such that the following holds,

whenever w, z produce models M,N satisfying “for all α, if Lα[U ] |= o(κ) = κ++, then

Lα[U ] 6|= Π1-RAPκ+1+α”. Suppose the comparison of M,N lasts to stage κ = ω
〈w,z〉
1 , Mκ

is wellfounded, Nκ| rankL[U ](a) |= “Vκ+1+α+1 exists”, and a is the <Nκ-least element of

V Nκ
κ+1+α+1 ∪ {∞} witnessing α-disagreement past κ+ 1. Then:

(A) (∀k ∈ ω)(∀γ ∈ ONNκ)RUα(k, γ, a)→ δUα (k + 1, a) is standard;

(B) (∀k ∈ ω) if δUα (k, a) is nonstandard and δUα (k + 1, a) is wellfounded, then

(∀γ ∈ ONNκ)[RUα(k, γ, a)↔ (γ < δUα (k, a))Nκ ∧ γ is nonstandard].

5.3 The lower bound

We assume in this section that R is closed under the sharp function. Our lower bound

argument, like those in [Ste82], relies on the following result of Kechris [Kec78a].

Theorem 5.3.1. Let Γ be a pointclass closed under recursive substitutions. Suppose Γ -DET

holds. Then every aΓ set has the Baire property; in particular, there does not exist a aΓ

wellordering of the reals R.

We will show that if there is no mouse satisfying (∃κ)o(κ) = κ++ + Π1-RAPκ+1+α, then

the canonical wellorder of the reals in K is aΠ0
1+α+3(Π1

1). By the theorem, we have a failure

of Σ0
1+α+3 -DET in K, which reflects to V by Σ1

3-absoluteness of K [SW98].

Theorem 5.3.2. Assume x# exists for all reals x. Suppose Σ0
1+α+3(Π1

1) -DET holds, where

α < ωCK
1 . Then there is a mouse satisfying o(κ) = κ++ + Π1-RAPκ+1+α.

Proof. We prove the contrapositive. Assume there exists no mouse M so that o(κ) = κ++ +

Π1-RAPκ+1+α holds in M . Then the same is true in K, the core model for sequences of

measures (see e.g. Section 4.1 of [Mit10] for a presentation of the core model in this setting).

Working now in K, we define a game Gx,y, for all pairs of reals x, y. The players are required
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to produce reals w, z coding countable premice M,N , respectively, both satisfying

V = L[U ], and (∀α)Lα[U � α] 6|= o(κ) = κ++ ∧ Π1-RAPκ+1+α.

We furthermore require Player I to play w so that x <M y, and Player II to play z so

that y ≤N x, where <M , <N are the respective constructibility orders of the premice. Note

that being a countable premouse is a first-order property, so the winning conditions so far

expressed are arithmetical in x, y.

Now, suppose the players have produced premice M,N so that no rules have been broken.

We take the comparison of these premice, obtaining a sequence of models 〈Mν , Nν〉ν≤θ, for

some θ ≤ ω
〈w,z〉
1 . If the iteration terminates before ω

〈w,z〉
1 , then let µ be least such that one

or both of Mµ, Nµ is undefined or illfounded. If Mµ is the offending model, Player I loses;

otherwise, Player II loses. If θ = ω
〈w,z〉
1 , and if ω

〈w,z〉
1 /∈ wfp(M

ω
〈w,z〉
1

), then Player I loses.

Otherwise, Player II loses if ω
〈w,z〉
1 /∈ wfp(N

ω
〈w,z〉
1

). Note by Claim 5.2.4 that the winning

condition so far is a difference of Σ0
2(Π1

1(x, y)) conditions on w, z.

So suppose now that the iteration reaches stage ω
〈w,z〉
1 , and that ω

〈w,z〉
1 belongs to the

wellfounded parts of both models. Let κ = ω
〈w,z〉
1 . I wins if

• (∀β ≤ α)(∀a ∈ V Nκ
κ+1+β+1 ∪ {∞}) if a witnesses β-disagreement past κ+ 1, then either

1. (∃β′ ≤ α)(∃b ∈ V Nκ
κ+1+β+1) b witnesses β′-disagreement past κ+ 1 and b <Nκ a, or

2. (∃κ, γ)RUα(k, γ, a)∧(∀k, γ)[RUα(k, γ, a)→ (∃k′, γ′)RUα(k′, γ′, a)∧〈k′, γ′〉 <Lex 〈k, γ〉].

The winning condition should be considered to be the obvious analogue of the condition

in the proof of Theorem 3.4.6; because comparing subsets of κ+ is Π0
1(Π1

1(x, y)) in the

codes w, z, we essentially may substitute each appearance of ω in that argument with

Vκ+1. By Lemmas 5.2.8 and 5.2.10 and remarks preceding it, the entire winning condition is

Π0
1+α+3(Π1

1(x, y)).

We claim that I has a winning strategy in the game Gx,y if and only if x <K y. For

suppose x <K y. Let η be a countable ordinal so that x, y ∈ K|η. We claim I wins the game

by playing a real w coding K|η. For suppose Player II plays a premouse N in response.
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Since w codes an iterable mouse, if Player I has not already won by stage ω
〈w,z〉
1 , then we

have M
ω
〈w,z〉
1

, N
ω
〈w,z〉
1

are both defined, ω
〈w,z〉
1 ∈ N

ω
〈w,z〉
1

, and N
ω
〈w,z〉
1

is illfounded.

Put κ = ω
〈w,z〉
1 , and denote the measure sequences in Mκ, Nκ by U ,V respectively. Sup-

pose δ = sup{γ < wfo(Nκ)|Vγ 6= ∅} = wfo(Nκ). Then each measure indexed in the illfounded

part of Nκ is a witness to 0-disagreement past κ+ 1, and by overspill, there is no least such;

so the winning condition holds via (1).

So suppose δ < wfo(Nκ). Then by Theorem 5.2.2, we have Nκ|wfo(Nκ) |= o(κ) = κ++.

By failure of Π1-RAPκ+1+α in initial segments of Nκ, there is some β with 1 < β ≤ α+ 1 so

that κ+β is the largest cardinal of Nκ|wfo(Nκ).

Note that the witnesses for α-disagreement past κ + 1 are exactly the subsets of κ+α

constructed at nonstandard levels of Nκ, and ∞. If β < α + 1, then Nκ|wfo(Nκ) projects

unboundedly often to κ+β. By overspill there are nonstandard levels of Nκ constructing

subsets of κα, and no least such. Hence there is an infinite <Nκ-descending sequence of

elements of V Nκ
κ+1+β+1 witnessing β-disagreement past κ+ 1, so that I wins via (1).

If β = α + 1, then there is some <Nκ-least set a witnessing α-disagreement past κ + 1;

namely, the least nonstandard level projecting to κ+α if there is one, and∞ otherwise. Then

by Lemma 5.2.10, every nonstandard γ below the level at which a is constructed is a witness

to RUα(k, γ, a). So Player I wins via (2).

This shows I has a winning strategy when x <K y. So suppose y ≤K x; we claim II

wins by playing z coding K|η with η sufficiently large that x, y ∈ K|η. For suppose Player I

responds with a play w coding a premouse M ; M is not iterable, so if the comparison lasts

to stage κ = ω
〈w,z〉
1 , then we know Mκ is illfounded with Mκ|wfo(Mκ) E Nκ. If κ /∈ Mκ,

then II wins; so assume κ ∈Mκ.

Now either Nκ EMκ, in which case ∞ is a witness to β-disagreement past κ+ 1, where

β is largest such that κ+β+1 exists in Mκ; or else there is some a ∈ V Nκ
κ+1+β+1 witnessing

β-disagreement past κ + 1, with β ≤ α. Then the <Nκ-least such is a witness to the failure

of the winning condition, since Nκ is wellfounded.
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We have shown that <K is a aΠ0
1+α+3(Π1

1) wellorder of the reals of K. It follows from

Theorem 5.3.1 that Π0
1+α+3(Π1

1) -DET fails in K; by Σ1
3-absoluteness of the core model K

[SW98], this failure reflects to V , completing the proof of the theorem.
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