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Abstract
Computing the Seismic Attenuation in Complex Porous Materials
by
Yder Jean Masson
Doctor of Philosophy in Earth and Planetary science
University of California, Berkeley

Professor Michael Manga, Chair

The present work analyzes seismic attenuation due to wave-induced flow in complex poroelas-
tic materials containing an arbitrary amount of heterogeneity and fully or partially saturated
with a mixture of fluids.

In the first part, two distinct finite-difference (FDTD) numerical schemes for solving
Biot’s poroelastic set of equations are introduced. The first algorithm is designed to be used
in the seismic band of frequencies; i.e., when the permeability of the medium doesn’t depend
on frequency. The second algorithm accounts for viscous boundary layers that appear in the
pores at high frequencies (in this case, the permeability depends on frequency) and can be
used across the entire band of frequencies.

An innovative numerical method is presented in the second part allowing computation
of seismic attenuation due to wave-induced flow for any poroelastic material. This method
is applied to study the attenuation associated with different classes of materials saturated
with a single fluid (water). For a material having a self-affine (fractal) distribution of elastic
properties, it is demonstrated that frequency dependence in the attenuation is controlled
by a single parameter that is directly related to the fractal dimension of the material. For
anisotropic materials, a relation is established between the attenuation levels associated
with waves propagating in different directions and the geometrical aspect ratio of the het-
erogeneities present within the material.

The third part concerns the study of attenuation associated with materials having a
homogeneous solid skeleton saturated with a mixture of immiscible fluids. The special case
where the distribution of fluids is the result of an invasion-percolation process is treated in
detail.

Finally, the last part presents a novel experimental setup designed to measure fluctua-
tions of the elastic properties in real rock samples. This device performs automated micro-
indentation tests at the surface of rock samples and produces maps of the spatial distribution
of Young’s modulus. These maps are then used in combination with the aforementioned nu-
merical methods to compute accurately the attenuation as a function of frequency associated
with real rock samples.



To my Grandfather Charles who, I am sure, would have been very proud of this achieve-
ment.
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Chapter 1

Introduction

1.1 General context

An important part of the research effort in geophysics consists of understanding the
different geological processes occurring within the upper part of the earth’s crust, which
contains most of the natural resources that are vital to modern society. Apart from a limited
number of boreholes, we have no direct access to this region, and most information is collected
via indirect geophysical methods. Seismic methods, such as reflection seismology, seismic
refraction, and seismic tomography, are very powerful and are used extensively to image the
Earth’s interior. Reflection seismology, for example, can produce high-resolution 3D images
of the earth’s interior. Such images are obtained by migrating the seismic data, and provide
accurate geometrical information on the location of interfaces in the propagating medium.
Seismic tomography is more powerful in that it determines the seismic velocities of the rocks
through which the waves are propagating. As most of the geomaterials encountered at the
earth’s surface consist of porous rocks saturated with one or more fluids, the problem of how
to invert seismic data to deduce the hydro-physical properties of the propagating medium has
attracted considerable interest. However, despite more than 50 years of effort since Biot first
derived the poroelastic laws describing wave propagation in porous materials, this problem
remains unsolved. In the present work, the question of how the spatial distribution of hydro-
physical properties in heterogeneous porous rocks influences the dispersion and attenuation
of seismic waves is addressed. This is one more step in the long-standing quest to invert for
the hydro-physical properties of rocks from seismic data.



1.2 Definition of seismic attenuation

Seismic attenuation is a measure of the energy lost by a seismic wave as it propagates
through the earth. There are two types of mechanisms that dissipate seismic-wave energy
with distance. The first is scattering, which is due to wave interaction with heterogeneities
at the scale of the wavelength (or smaller) that moves seismic energy out of the coherent
first-arrival pulse. The second is called intrinsic attenuation, and refers to seismic energy
lost as heat. When identifying these two mechanisms, the total attenuation Q.,,, inferred
from the amplitude of the coherent pulses on the seismograms can be decomposed as

Q;;tal = Qgclat + Q_l (11)

where Qg denotes scattering attenuation and Q! is intrinsic attenuation. In Equation 1.1,
Q! is the inverse “quality factor” that is physically defined as

1 loss of energy in one wave period

= 1.2
Q(w) 47 average elastic energy reversibly stored in one period (1.2)

and thus is a convenient dimensionless way to quantify intrinsic attenuation. Whether @) is
an appropriate measure of scattering attenuation is a matter of debate (see Morozov, 2009.).
The present work focuses on intrinsic attenuation due to wave-induced fluid flow, and the
inverse quality factor is used as our measure of attenuation.

In the case of linear elasticity, the response of the propagating medium to seismic wave
stimulation can be expressed in general terms as

Response(w) = Modulus(w) x Stimulation(w). (1.3)

For materials in which loss processes operate, there is a phase lag between stimulation and
response and the elastic moduli are complex and frequency-dependent

Modulus(w) = Mg(w) + iM;(w). (1.4)

Due to causality (i.e., the response cannot occur prior to the stimulation), an analyticity
condition must be satisfied that results in the real and imaginary parts of the moduli being
related by the the Kramers-Kronig relations

Mp(w) = lp/w M) o, (1.5)

™ o W —Wo

M(w) = lP Md&)g (1.6)
™ o W — W

where P denotes the Cauchy principal value. These relations imply that if there is loss related

to the presence of M, there will always be a frequency dependence in the real part of the

modulus. Such frequency-dependence in the elastic moduli is called “dispersion”. It can be

demonstrated (O’Connell and Budiansky, 1978) that Equation 1.2 is exactly equivalent to
1 M(w)
Qw)  Mg(w)
All the curves of attenuation as a function of frequency presented in this work have been
obtained using Equation 1.7.

(1.7)
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Figure 1.1. Intrinsic P-wave attenuation 1/Q as determined by Sams et al. (1997) on rocks
from the same geologic sequence. The number of () estimates coming from different depth
ranges that fall within each rectangle above are as follows: 40 VSP, 69 crosswell, 854 sonic
log, and 46 ultrasonic core measurements.

1.3 Field data

Proper estimation of intrinsic attenuation from field measurements is difficult because
it requires subtracting attenuation due to scattering from the total measured attenuation.
Although this operation is theoretically possible and has been the subject of ongoing research
for more than twenty years (see Wu and Aki 1988, 1989, 1990), it is not yet feasible in all
situations. For example, most analysis of scattering loss is based on loss occuring during
transmission and there is not yet an agreed upon protocol for determining scattering loss
from reflection data. Fortunately, in many situations, attenuation due to scattering is either
negligible (e.g., horizontal well-to-well transmission through plane-layered strata), or it can
be reliably estimated using transmission-based methods (e.g., for regional seismic data or
for vertical-seismic profiling VSP data in which a source is placed on the surface and the
receivers are down a well or for well-to-well transmission data). A detailed review of successful
estimates of intrinsic attenuation from field measurements is provided by Pride et al. (2003).
An important series of experiments has been conducted by Sams et al. (1997) at the Imperial
College borehole test site in northeastern England; they used different experimental and
inversion methods to obtain the intrinsic attenuation over a wide frequency band (30 Hz —
24 kHz) for a layered sequence of limestones, sandstones; siltstones, and mudstones in the
first few hundred meters of the subsurface. Their estimates of intrinsic attenuation versus
frequency are reproduced in Figure 1.1 and are representative of loss levels (1072 < Q7! <
1071) observed in shallow sedimentary rocks. However, the Q! associated with stiffer rocks



deeper in a basin can be one or two orders of magnitude smaller than this range (see Pride
et al., 2003 for some specific field examples).

1.4 Laboratory data

In addition to field measurements, considerable effort is put into measuring attenuation
and dispersion in the laboratory for real rock samples. To propagate seismic waves and
analyze loss in transmission through lab samples typically requires a wavelength of a few
centimeters or less. This corresponds to waves in the ultrasonic band of frequencies (say,
200 kHz to 1 MHz). Most laboratory measurements of attenuation have therefore focused
on this band of frequencies. However, other non-propagative methods can be used to study
attenuation in the seismic frequency band.

The resonant-bar technique (Birch and Bancroft , 1938; Winkler and Nur, 1982; Murphy,
1982; Lucet et al., 1991; Cadoret, 1998) is a popular method that consists of vibrating a
rod of material at variable frequency to generate standing waves within rock samples. The
attenuation is then obtained by measuring the wave’s damping. The resonant-bar method
is typically able to measure acoustic properties of rocks in the sonic (kilohertz) frequency
range. One of the major drawbacks of the resonant-bar technique is that due to the modal
analysis of wave damping, it gives estimates of attenuation at only a few distinct frequencies.
Also, the low-frequency range (say, below 100 Hz) is hard to investigate with this method
due to the large sample sizes (> 1 m) required.

To study seismic attenuation in the low-frequency range, quasi-static methods have been
introduced. In these methods, a sinusoidal, axial force is applied to a rock sample while
transducers measure the applied force and resulting sample displacement. The attenuation
is then computed by taking the spectral ratio of the stress and strain responses. This
approach is very similar to the numerical method employed in this thesis work. Spencer
(1981) developed a unique laboratory apparatus that measures the complex Young’s modulus
of rock samples at arbitrary frequencies between 4 and 400 Hz. Batzle et al. (2006) used a
similar device but measured the sample strain in a different manner; attenuation estimates at
a strain amplitude of 1077 from 5 Hz to 800 KHz are presented. It is generally observed (e.g.,
Winkler and Nur, 1982) that attenuation is independent of strain for strains less than roughly
1075, Recently, Adam et al. (2009) used the Batzle device to study seismic attenuation in
carbonates.

Over the years, some important conclusions have been obtained from laboratory experi-
ments. For dry rock samples, the measured attenuations are small (Q~! < 1072) compared
to typical field values of Q! measured in the upper crust. The observed attenuations are
larger when the samples are saturated with fluids (1072 < Q= < 107'). The highest attenu-
ation levels (Q~! & 107!) are observed for partially-saturated samples. Finally, attenuation
depends greatly on frequency in fully or partially saturated rocks, but this is not the case in
dry rocks.



1.5 Analytical models of seismic attenuation

The theory for acoustic propagation in a porous and elastic medium is generally credited
to Biot (1956a,b, 1962), although Frenkel (1944) derived a similar set of equations. Many
authors, including Levy (1979), Burridge and Keller (1981), Pride at al. (1992), and Pride
and Berryman (1998), have used different approaches to demonstrate that Biot’s theory is
correct. The Biot theory predicts that when a porous rock is saturated with a single fluid,
seismic energy is converted to heat and wave attenuation occurs due to wave-driven fluid flow
between the peaks and troughs of the waves. It is implicitly assumed that at this scale of
the wavelength, the porous medium is homogenous. Such equilibration of the fluid pressure
differences between compressions and rarefactions is known as the Biot mechanism. However,
the frequency at which the predicted attenuation is maximum is too high (typically by a few
orders of magnitude) to explain attenuation levels in the seismic band of frequencies.

The squirt-flow model accounts for fluid flow due to micro-cracks present in the grains.
When a seismic wave locally compresses the medium, these micro-cracks are squeezed and
respond with a higher fluid-pressure increase than the rest of the pore space. Thus, fluid
flow occurs to equilibrate this pressure gradient, and produces attenuation. These ideas
were first introduced by Mavko and Nur (1975, 1979), followed by Budianski and O’Connell
(1976), O’Connell and Budiansky (1977), and Dvorkin et al. (1995). Similar to the Biot
mechanism, squirt flow tends to produce peak attenuation at ultrasonic frequencies and thus
fails to explain attenuation levels in the seismic band.

In the patchy-saturation model introduced by White (1975) and White et al. (1975),
wave-induced fluid flow is created by fluid patches of special geometry (spheres or layers)
present at the mesoscopic scale. Mesoscopic length scales are those larger than the grain
size but smaller than the wavelength. In a manner similar to the squirt-low model, when a
wave locally compresses the medium, fluid patches that are more or less compressible than
the surrounding material respond with a different pressure increase. This mechanism can
produce high levels of attenuation in the seismic band of frequencies. Dutta and Ode (1979)
and Dutta and Seriff (1979) later improved the original White model for patchy saturation.
Recently, Johnson (2001) proposed a new patchy-saturation model with no restriction on
the patch geometries.

More recently, Pride and Berryman (2003a,b) introduced a double-porosity model in
which wave-induced flow results from the presence of lithological heterogeneities at the meso-
scopic scale. Similarly to the patchy-saturation model, this model allows patches having
different incompressibilities to react with different fluid pressures when the medium is lo-
cally compressed by a seismic wave. This model is also able to predict the attenuation levels
observed in the seismic frequency band.



1.6 Numerical methods

Numerical solutions to the Biot set of equations trace back to the seventies. To our knowl-
edge, Garg et al. (1974) were the first to use them. They computed 1-D Green’s functions
(artificially damped) with a finite-differences method. Direct methods, where the geological
model is approximated by a numerical mesh, were introduced later for poroelasticity and
are now the main concentration of research efforts. These methods include finite-difference
(FD), pseudo-spectral (PS), finite-element (FEM), and spectral-element (SEM) methods.
Various implementations of the finite-differences and pseudo-spectral methods can be found
in Zhu and McMechan (1991); Carcione and Goode (1995); Ozdenvar and McMechan (1997);
Carcione and Helle (1999); and Zhang (1999). An extensive presentation of the spectral gen-
eralization of the finite-element method can be found in Morency and Tromp (2008). Even
though the formulation of the problem differs in these methods, most of the difference be-
tween them lies in the way the spatial derivatives are computed. Both the finite-difference
and pseudo-spectral methods apply to regular meshes. The finite-difference method uses
low-order operators to compute spatial derivatives, while the pseudo-spectral method uses
high (virtually infinite) order operators to evaluate spatial derivatives. The spectral-element
method is to the finite-element method what the pseudo-spectral method is to the finite-
difference method, in the sense that it uses higher-order interpolating functions to compute
spatial derivatives. Both the finite-element method and the spectral-element method can be
used with irregular meshes.

1.7 Difficulties encountered

The ideas introduced for the development of analytical models predicting attenuation
due to wave-induced flow have greatly improved our understanding of possible mechanisms
explaining attenuation levels observed in the seismic band of frequencies. However, while
able to accurately predict the observed attenuation, these analytical models apply only
to materials having simple geometries, and suggest that the way attenuation varies versus
frequency greatly depends on the geometry of the heterogeneities present at the mesoscopic
scale in complex materials.

Numerical methods can be used to compute seismic attenuation in media with arbitrary
complex distribution of mesoscopic heterogeneities, but are inefficient due to the different
scales involved in the problem. Indeed, on the one hand, the numerical mesh must be fine
enough to account for any mesoscopic heterogeneities present in the medium (typically we
have Az ~ 1mm); on the other, the size of the computational domain in which the seismic
waves propagate must be at least a few wavelengths. The difference between the small grid
spacing imposed to account for the heterogeneities and the wavelength often exceeds three
orders of magnitude. In addition, using a small grid spacing requires the use of a small time
increment in order to obtain a stable response. Consequently, using numerical methods to
propagate waves and estimate attenuation in a medium containing heterogeneities at the
mesoscopic scale is highly inefficient.



Experimental methods such as the resonant-bar method offer a way to measure atten-
uation and dispersion in samples of natural rocks. However, interpretation of the data is
delicate, and it is not easy to estimate and separate the amount of attenuation due to the
wave-induced flow mechanism, nor to obtain attenuation and dispersion predictions over a
wide range of frequencies.

1.8 Proposed method

In order to address these difficulties, we propose a numerical method allowing numer-
ical computation of attenuation and dispersion in artificial samples that contain an arbi-
trary amount of mesoscopic heterogeneity. To significantly reduce the computational cost
associated with wave propagation, we propose to perform quasi-static relaxation experi-
ments. These numerical experiments consist of applying a step change in stress to computer-
generated rock samples containing mesoscopic-scale heterogeneity, and measuring the poroe-
lastic response using a finite-difference algorithm. During the experiments, the average
strain throughout the sample is computed, along with the effective complex and frequency-
dependent elastic moduli of the sample. The ratio of the imaginary and real parts of these
moduli determines the attenuation as a function of frequency associated with the modes of
applied stress. The method can be used to validate analytical models and help the interpre-
tation of experimental measurements. Another advantage of this method is that it allows the
complete separation of intrinsic attenuation (due to the wave-induced flow) from scattering
loss, which is not easily achieved when computing full wave propagation.

In order to produce realistic estimates of the attenuation, the hydro-physical properties of
the numerical samples used for the modeling should be as close as possible to the properties
of real rocks. Most important is to quantify fluctuations in the mechanical properties of
the propagating medium at the mesoscale, since they control the fluid-pressure response
and attenuation levels. To achieve this goal, we have developed an experimental device
that performs automated indentation tests and is able to produce maps of the Young’s
modulus for actual rock samples. Using these experimental measurements as an input to
the proposed numerical method will help to produce accurate predictions of the expected
attenuation associated with real rocks.

1.9 Organization of the dissertation

The present work consists of a series of papers organized in four parts. The first part
deals with the numerical solution to the Biot set of equations, and consists of two papers. In
the first paper, we present a new finite-differences algorithm that solves the Biot equations in
the seismic frequency band. A key point of this paper is the derivation of an exact stability
condition for the numerical scheme. In the second paper, the finite-differences algorithm is



extended to account for frequency dependence in the permeability due to viscous boundary
layers that appear in the pores at high frequencies.

The second part consists of three papers about attenuation due to wave-induced flow
associated with lithological heterogeneities present at the mesoscopic scale. The quasi-static
modeling method is presented in a first paper; we show that the results obtained for attenu-
ation versus frequency are in agreement with the double porosity model for simple materials.
The method is then used to study attenuation in materials having a more complex distri-
bution of mesoscopic heterogeneities. In a second paper, we show that for fractal materials
where heterogeneities of all sizes are present, attenuation scales differently and can be re-
lated to frequency by a power law. In the final paper of the second section, we show that the
quasi-static method can be used to study anisotropy in the attenuation due to wave-induced
flow.

The third part is dedicated to the study of attenuation due to partial saturation. This
part consists of a single paper where attenuation associated with complex fluid distributions
is investigated. The special case of fluid distributions generated via an invasion percolation
process is discussed in detail.

Finally, in the last part we present preliminary experimental results showing the spatial
distribution of the elastic moduli within real rock samples. These results have been obtained
using a novel micro-indentation scanner that is still under development. We provide examples
showing how these results can be used in combination with numerical methods to compute
highly-accurate estimations of attenuation versus frequency.



Chapter 2

Numerical solution of Biot’s

poroelastic set of equations

2.1 Finite difference solution of the Biot set of equa-

tions at seismic frequencies

(Published in the JOURNAL OF GEOPHYSICAL RESEARCH,
Y. J. Masson, S. R. Pride, and K. T. Nihei, J. Geophys. Res., Volume 111, B10305, 2006.)

2.1.1 Introduction

Many authors, including Levy (1979), Burridge and Keller (1981), Pride et al. (1992)
and Pride and Berryman (1998), have used various analytical coarse-graining procedures to
demonstrate that Biot’s (1956a,b and 1962) theory is the correct general model governing
poroelastic response. Poroelastic response allows for the coupled interactions between the
elastic deformation of a porous solid and the fluid flow and fluid accumulation in the same
material. In the earth sciences, poroelastic theory finds application in the consolidation
of soils and rocks under applied loads, the fluid redistribution in the crust following an
earthquake, the flow induced by seismic waves, and hydrological fluid-pressure diffusion
and fluid flow in rocks and soils. In applications involving a heterogeneous earth model
or complicated stressing patterns due to slip on a fault, numerical solutions are required,
and we have become interested in optimal ways to solve the laws of poroelasticity using
finite-difference approximations.



There have been several finite-difference algorithms presented in the literature for the
solution of Biot’s equations (e.g., Zhu and McMechan, 1991; Carcione and Goode, 1995;
Ozdenvar and McMechan, 1997; Carcione and Helle, 1999; and Zhang, 1999). However,
none of these algorithms use both a standard velocity-stress staggered grid and direct ex-
plicit time differencing for the updates. For example, Carcione and Goode (1995) and Car-
cione and Helle (199) use a velocity-stress staggered grid but perform the time updates in
an approximate two step integration process, while Ozdenvar and McMechan (1997) use a
staggered grid in a displacement formulation that requires derivatives of the elastic moduli
to be computed. Carcione and Goode (1995) state that the presence of the diffusive fluid-
pressure response renders the equations stiff (i.e., possessing response on widely different
time scales) and thus “precludes the use of standard explicit time-integration techniques
since they require a very small time step to satisfy the stability condition.”

In the present work, we present a standard explicit time-integration technique for Biot’s
equations that is analagous to the algorithm of Levander (1988) for the purely elastic case.
We perform a rigorous time stability analysis of the scheme and demonstrate that under all
normal conditions, the usual Courant stability condition holds as if the problem involved
purely elastic waves. The presence of fluid-pressure diffusion does not render the algorithm
unstable so long as there is an inertial acceleration term present in Darcy’s law. The required
time steps are no different than in usual elastodynamic response. To be sure, if the goal is
to model the creation of Biot slow waves at interfaces (fluid pressure diffusion generated at
a material property contrast), one must use a fine spatial sampling in order to accurately
sample the slow wave. However, we demonstrate that explicit time-differencing can be
efficiently and accurately applied to Biot’s equations and we feel this point has not been
understood in the literature.

In this paper, we: (1) carefully present the low-frequency poroelastic equations that are
to be solved; (2) introduce our explicit finite-differencing scheme; (3) derive the rigorous
stability conditions; and (4) demonstrate the accuracy and stability of the algorithm by
comparing numerical simulations to exact analytical results.

2.1.2 Poroelastic response at low frequencies

The fluid flow induced by a seismic wave propagating through a porous material is well
modeled using a generalized Darcy’s law that allows for both the flow due to the induced
pressure gradient and the flow created by the acceleration of the framework of grains which
is the frame of reference for the relative fluid motion. Assuming an e~** time dependence,
the generalized Darcy law is written in the frequency domain as

q= @ [=Vp +iwpsv]. (2.1)

Here, p is the fluid pressure, q the Darcy filtration velocity, v the velocity of the solid
framework of grains, 7 the fluid viscosity, p; the fluid density, and k(w) the complex (or
“dynamic”) permeability.
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The frequency dependence in k(w) results from the appearance of viscous boundary layers
in the pores at sufficiently high frequencies. At low frequencies, the flow profile in each pore
is controlled by viscous shearing and is locally “parabolic” (laminar). At high frequencies,
inertial effects begin to dominate the shear forces, resulting in an ideal-flow “plug” profile
except in a thin viscous boundary layer near the fluid/solid interface where shear forces again
must dominate because the relative motion must decrease to zero on the grain surfaces. The
thickness of the viscous boundary layers decreases with increasing frequency as 1//w.

Johnson et al. (1987) connect these two frequency limits using a complex permeability
function that obeys causality constraints. Their model for the frequency dependence of k(w)

is
-1
k(w) [ 4w w
— 1] —fj— — = 2.2
ko { "y ZWJ} (2:2)

where the relaxation frequency w; at which viscous boundary layers first develop is

__n
Pkao

Wy (23)

Here, kg is the dc limit of the permeability (the usual hydrological permeability), F' is the
electrical formation factor, and n; is a dimensionless parameter given by n; = A%/(Fko)
where the length A is a weighted pore-volume to grain-surface ratio with the weight em-
phasizing constricted portions of the porespace [see Johnson et al. (1987) for the precise
mathematical definition of A]. For clean sands, n; = 8 is consistent with both numerical
and laboratory experiments. For shaly sands, one can have n; < 8.

Using typical values appropriate for water-saturated clastic rocks (e.g., kg < 10713 m?,

n =102 Pas, p; = 10° kg/m?, and F < 100), one has that w;/(27) > 10 kHz. Thus, over
the seismic band of frequencies loosely defined as w/(27) < 10 kHz, the relative flow is well
characterized as being in the low-frequency limit where w/w; < 1. In this limit, equation
(2.2) becomes

1 1

where we have introduced a real dimensionless parameter ® that is given by
b =2/n, (2.5)

in the Johnson et al. (1987) model. This ® is bounded as ® > 1/4 for all porous materials.
Although the term (1 + ®)w/wy is, for rocks and soils, negligible compared to one over the
seismic band of frequencies, we will demonstrate later that it can never be set to zero in our
explicit time-stepping finite-difference scheme since it is entirely responsible for the stability
of the algorithm.

Transforming to the time domain, the low-frequency form of the generalized Darcy’s
law to be employed, that properly models the physics whenever seismic frequencies satisfy
wiwy < 1, s

oq n ov

pr(L+@)F = e dT —VP—prg (2.6)
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Using this equation, as opposed to the more general equation 2.1, is what is meant by the
“low-frequency” or “seismic” limit of Biot theory. Once again, the physics not modeled by
equation2.6 is the creation of viscous boundary layers in the pores at frequencies w > w;.

The remaining equations of Biot’s theory include the total conservation of linear momen-
tum

ov oq
Por =V T Prg (2.7)

where p is the bulk density of the porous material and 7 = Tijij is the total stress tensor, as
well as the stress-strain constitutive laws for an isotropic porous material

o7

5 = Vvt aMV-q) T+ u[Vy+ (V)] (2.8)
_% = M((V-v+V-q). (2.9)

The poroelastic constants used here are the undrained Lamé modulus A,, the shear modulus
i (the same for both drained and undrained conditions), the so-called Biot-Willis (1957)
constant «, and the fluid-storage coefficient M. For any porous material, these constants are
related to the undrained bulk modulus K,, the drained bulk modulus K;, and Skempton’s
(1954) undrained fluid-pressure to confining-pressure ratio B as

M = K, —2p/3 = Kg+a®M —2p/3 (2.10)
a = (1-Ky/K,)/B (2.11)
M = BK,/a. (2.12)

In the special case considered by Gassmann (1951), in which the solid frame is composed of
a single isotropic mineral characterized by a bulk modulus K, we have as well the so-called
“fuid-substitution” relations given by

1Ky —1/K,
B = R, K, oK, — 1K) (2.13)
K, = Ka (2.14)

1- B(1 - K4/K,)

where Ky is the fluid bulk modulus and ¢ is the porosity. From these, one further obtains
a=1-— Kd/KS.

2.1.3 Finite-differencing scheme

The two-dimensional (2D) fourth-order staggered-grid method given by Levander (1988)
to solve the elastic set of equations using second-order time differences for the updating is
widely used in seismology. As such, we propose to adopt here a similar approach to the low-
frequency Biot equations. Being based on a Yee (1966) staggered grid, this method offers a
good compromise between numerical accuracy and computational efficiency. In seismology,

12



(m,n) (m+1/2,n)

----- =X Horizontal stresses, fluid pressure
+ All physical properties
______ Horizontal fluid and solid velocities
(m,n+1/2) (m+1/2,n+1/2)

Vertical fluid and solid velocities

® D> J =

Shear stress

!

Figure 2.1. Convention adopted in the present paper for the spatial position of the stresses,
pressure, and fluid/solid velocities field on the staggered grid

the staggered grid was pioneered by Madariaga (1976), Aki and Richards (1980), and Virieux
(1986).

The finite-difference equations to be solved in 2D are obtained by discretizing the space
variables into a square grid, and assigning the field variables and material properties to the
grid points as defined in Figure 2.1. All the material properties and the stress components
Tex, Tzz, and p are assigned to the grid points x = mA,, 2 = nA, where m and n are integers;
the horizontal velocities v, and ¢, to the points x = (m + 1/2)A,, z = nA,; the vertical
velocities v, and ¢, to the points x = mA,,z = (n + 1/2)A,; and the shear stress 7., to
the points x = (m + 1/2)A,,z = (n + 1/2)A,. Further, all the velocities are temporally
discretized at the time points t = [A;, while all the stresses are discretized at the time points
t=(1+1/2)A,.

Knowing ¢;, v; at time ¢ = [A; and 75, p at time ¢t = (I — 1/2)A,, the discrete form of

13



the constitutive laws (2.8) and (2.9) are used to update 7;; and p at time t = (I + 1/2)A,
DtT:m: = (>\u + 2/1J) vax + )\uDzvz
+aM (D,q, + D.q.) (2.15)

m,n,l

Dthz - )\quvx + ()\u + 2#) Dzvz

+aM (Dyq, + D-q.) (2.16)
m,n,l
DTy, = play (Dyv, + Dovy) (2.17)
m+%,n+%,l
Diyp = —aM (Dyv, + D,v,)
+M (Dyqz + D.q.) (2.18)
m,n,l

where 1., is a locally-averaged shear modulus with the averaging symmetrically distributed
around the shear stress position (m + 1/2,n + 1/2)

1 1 1 1

= +
Hay 4 [p(m,n)  pim+1,n)

+ + ! } (2.19)
pw(m,n+1)  pum+1,n+1)]" ’

A geometric (rather than arithmetic) average has been taken to enhance local stress con-
tinuity at a local discontinuity in u. The vertical line at the right of each finite-difference
equation denotes the space and time position at which the terms in the equations are all
centered.

Inserting equation (2.7) into equation (2.6) leads to the discrete expression used to update
¢; at time t = (I + 1)A; knowing 7;; and p at time ¢t = (I + 1/2)A,, and ¢; and v; at time
t - lAt

Yunl05), Dite + <k10>m<qz>l .

Dy = Plnp Do) (2.20)
<p>m m-l—%,n,l—f—%
N
nlpr) Dute + (1) ta =
0 n
- p s D (2.21)
<p>n m,n—i—%,l—i—%
where the dimensionless property v, is defined as
Y = (14 ®)F), — Pl (2.22)
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The brackets denote both time averaging ( ), and space averaging ( ),, or (), and are
defined as follows
Gl + 1) + o (1)
(¢a), = 5 (2.23)
I+3
pm+1,n)+ p(m,n
| = Amrbnrenn (2.24)
m+%,n
pm,n+ 1)+ p(m,n
(o), _ pmnd 1)+ elmn) (2.25)
m,n+% 2

Similar definitions hold for the averages of q., py, and so forth.

Finally, knowing 7;;, p, D;g; at time ¢ = (I +1/2)A, and v; at time ¢ = [A;, v; is updated
at time t = (I + 1)A; by inserting equation (2.6) into equation (2.7) to obtain
L (o)

)nDrvs = (“%mm

) (Dszz + Dszz)

(e (B W) (2:20)
m m er%,n7 +%
<p>nDtUZ = (1 + wi <<ppf>>n> (D:ETIZ + Dszz)
e (e (E) W) (227
: o b

Equations (2.15)—(2.27) provide our finite-difference modeling algorithm.

Last, any order of differencing approximation may be employed for the first-space deriva-
tive operators D, and D, and the first-time derivative D;. However the stability analysis and
numerical implementation of the present paper uses the fourth-order space operator given

by

Dy, | = Aix{cl [ve(m 4+ 1/2,n) — v, (m — 1/2,n)]
— ¢ fve(m+3/2,n) —v.(m —3/2,n)]}, (2.28)

with ¢; = 9/8 and ¢y = 1/24 the fourth-order differencing weights, and the second-order
time operator given by
1
= —[vz(m,n, 1+ 1) — vy(m,n,1)]. (2.29)
m,n,l+1/2 t

Dtvx

2.1.4 Stability and dispersion

The stability of the numerical scheme with fourth-order spatial and second-order temporal
differencing is now investigated using a von Neumann stability analysis. In order to simplify
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the problem and make it analytically tractable, we consider a plane longitudinal disturbance
advancing in the x direction through a homogeneous material (i.e., q., v,, 7., and 7., are
all set to zero along with all spatial derivatives with respect to z). Displacements u, and w,
are also introduced through the defining relations

vy = Dy, (2.30)

In this case, the set of difference equations (2.15)—(2.27) can be combined into the matrix
system

Qu=20 (2.32)
where the 2 x 2 matrix operator () is given by

<)\u + QM)D:E:E (aM)sz - prtt

—pDy

0= (2.33)
(aM)Dmx - prtt M-Dzm - %Dt< >l
—ps(1+ @)FDy

and
U= [y, wy]”. (2.34)

Here, D,, and Dy are the finite second-derivative operators in space (fourth order) and time
(second order) respectively.

The von Neumann stability analysis assumes that the independent solutions of equation
(2.32) are of the form
|: um(mu l) :| — GleikmAz [ Uo :| (235)
wy(m, 1) w,
where k is a real spatial wave number and G = G(k) is the complex amplification factor.
In this context, testing the stability of the numerical scheme is equivalent to testing the

hypothesis
IGII<1V k. (2.36)

If equation (2.36) is true, then the scheme is stable. Note that one may equivalently identify
G = e 2t and require that Im{w} <0V k.

An expression for G(k) is obtained by requiring the determinant of the linear system to
vanish; i.e., det|@Q| = 0 after allowing the finite-difference operators to act on the common
factor G'e’*™A=  The second-order finite-difference time derivatives give

G-Gt
DG, = (—+— )& 2.
(@ = (a6 (2.37)
) -1
DuG' = (#) G (2.38)
Aj
while the fourth-order finite-difference space derivatives give
DypettmBe — —Fe’f Ba (2.39)

16



with the periodic function ¢, given by

O = {cf + 26109 [1 — 4 cos? <%Ax>} } sin® (k§z>

A
+c5 sin® (3k2 I) : (2.40)

Again, ¢; = 9/8 and ¢; = 1/24 are the fourth-order differencing weights. The determinant
then yields the quartic

det |Q] = asG* + a4G® + a3G* + a2G 4 a1 = 0 (2.41)

where the a; coefficients are real functions of the physical properties of the material, the
spatial and temporal sampling intervals, and the wave number k, and are defined as

as = 7+ Atﬂ'4 (242)
Ap)? AWK

a, = —471'1 + 4%@&@ — ZAﬂu + 4%¢]{/’(5 (243)

2 4

az = 6m — 8<(§t)>2¢kﬂ2 + 16 ((it))‘l s (2.44)
Ay)? AWK

a9 = —47T1 + 4%@5]&?2 + 2At7'['4 - 4%¢kﬂ'5 (245)

a1 = T — At7T4. (246)

The 7; coefficients are defined as

mo= ppl(L+ P)F — py/p] (2.47)
my = pr(l+@)F (A, + 2u) + pM — 2aMpy (2.48)
s = M\, +2u—a’M) (2.49)
np
_ e 2.
Ty 2]{0 ( 50)
n
= —— 2 2.51
s 2/{0@” 1) (2.51)

and depend only on the physical properties of the material.

The quartic P(G) = 0 of equation (2.41) can be solved using a numerical evaluation
of the analytical expressions given by Abramowitz and Stegun (1965). As an example,
Figure 2.2 plots the four complex roots G = {rl,r2,73,r4} of P(G) = 0. In each plot, the
roots vary with wave number. The only difference between the three panels labeled (A), (B)
and (C) is the value of A;. The material properties and A, are held constant for all three
plots. The roots {rl,r2} are associated with the advanced and retarded fast-P (or normal
compressional wave) response, while the roots {r3,r4} are associated with the advanced and
retarded slow-P (or fluid-pressure diffusion) response. The stability requirement can now be
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Figure 2.2. The four complex roots of the polynomial P(G) are displayed as A, is varied.
Panel (A): A; is relatively small and the numerical scheme is stable (i.e., all the roots are
within the unit circle). Panels (B) and (C): A, is made progressively larger and the numerical
scheme becomes unstable as roots move outside the unit circle. In Panel (B), only the slow-
wave root r3 has moved out of the unit circle, while in Panel (C) this root is joined outside
the circle by the fast-wave root ry.
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Table 2.1. Material properties of a lightly-consolidated sand.

Solid grain material

Bulk modulus (Kj) 36.0 GPa
Density (p) 2650 kg/m?

Skeletal framework of grains
Bulk modulus () 621 MPa
Shear modulus () 455 MPa
Porosity (¢) 0.3
Permeability (k) 10712 m?

Fluid

Bulk modulus (K7) 2.25 GPa
Density (py) 1000 kg/m3
Viscosity (1) 1073 N s m~2

stated ) \
[re]] <1

and
[rafl <1
and vV k. (2.52)
[ra] <1
and
\ ||T4|| S 1 )

In the example of Figure 2.2A (A, relatively small), all roots are within the unit circle and
the algorithm is stable. However, as A; is increased (Figures 2.2B and then 2.2C), one or
more roots leave the unit circle, and the algorithm becomes unstable. We next investigate
the specific conditions required for all four roots to lie within the unit circle.

Figure 2.3 shows the numerical estimation of the separation surface between the stable
domain [i.e., where equation (2.52) is satisfied] and the unstable domain as a function of
the spatial sampling interval A,, the temporal sampling interval A;, and the low-frequency
form-drag parameter (1 + ®)F that is associated with the acceleration of the Darcy flow in
equation (2.6). One important aspect of this surface is that the relation between A, and A,
is linear for any value of (1 4+ ®)F. As a consequence, if the code is stable for a given pair of
values (A;,4A;), it will be stable for any pair of values (CA,,CA;) where C' is an arbitrary
multiplicative factor. Another interesting point is that for values of (1 + ®)F' less than a
critical value to be analytically determined below, the numerical scheme is unconditionally
unstable. Finally, and this is the most important result here, when the parameter (1 4+ ®)F
becomes large enough (as will be defined below), the linear relation between A, and A,
asymptotes to the classic Courant condition that, in one dimension, is given by

A,

A< —"
b= (Cl—i-CQ)‘/p

(2.53)
This condition was also determined by Levander (1988) in the purely elastic case. In the
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that holds in the case of elastic waves.
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Figure 2.4. Boundary separating the stable and unstable domains plotted as a function of
A and (14 @)F for a constant A,. All the curves are obtained from the properties given
in Table 2.1. The solid black line is the curve given by equation (2.57) which corresponds
to n/k, = 0. The different dashed lines show the boundary between the stable and unstable
domains at different values of n/kg. The points A and A’ are always in the stable domain
(i.e for any n/kg), the points C and C’ are always in the unstable domain, and the point B
can be either in the stable or in the unstable domain depending on 7n/ky.

context of the Biot theory, V,, is the velocity associated with the undrained fast P-wave (see
Pride, 2005, for a demonstration that the low-frequency P-wave response is undrained) and

is equal to
Ay + 2
V, =R (2.54)
p

It will be seen below that for typical values of (14 ®)F in rocks, the stability requirement of
equation (2.53) always applies. Another physical parameter that controls the shape of the
stability surface is the hydraulic resistivity n/ky. Figure 2.4 is a slice through the surface
given in Figure 2.3 taken at A, = const. It shows that when 7n/ky goes to infinity, the
stability criterion tends to that of equation (2.53) for any value of (1+ ®)F greater than the
critical value. In the other limit, when n/kqg goes to zero, the separation surface converges
to a particular surface (the solid curve in Figure 2.4) under which the numerical scheme is
always stable.

A simple way to obtain an analytical expression for this most restrictive stability surface
(i.e., when n/ko = 0), is to note that the roots of the quartic P(G) = 0 that go outside
the unit circle when n/ky = 0 are both real and negative. Thus, by putting G = —1 in
equation (2.41), we obtain a quadratic equation for A;/A, whose solution directly gives the
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The two solutions of equation (2.55) are

<At>2¢k | Wy E /75 — dmam

A, 27T3

= (2.56)

Taking the more restrictive solution that is associated with the minus sign, and maximizing
the function ¢, with respect to k [i.e., max{¢y} = (c1 + ¢2)?] so that the restriction on A,
given A, is as strong as possible, defines the domain where the numerical scheme is always

stable (for any n/ko)
— /T2 =
A, < Agg\/w2 x my — dmamy (2.57)

C1 + 62)271'3

An asymptotic analysis of the right-hand side, as (1 + ®)F goes to infinity, leads to equa-
tion (2.53). We also obtain that when m; = 0, the right-hand side is zero, and there is no
finite value of A; that results in stability. From equation (2.47), the critical value of (1+®)F
at which m = 0 is given by

(1+®)F. = ps/p. (2.58)
For all values of (1 + ®)F < py/p, the algorithm is unconditionally unstable. Another way

to see (and say) the same thing is to note that the coefficient ¢ = (1 + ®)F — p;/p present
in equations (2.20) and (2.21) must be positive in order for the response to be stable.

Another practical approach to defining the stability is to ask what value of (1 4 ®)F is
required so that the stability criterion is given by

Az
1= (2.59)

A< —
t_(Cl—i—CQ) D

where (1 — €) ranges between 0 and 1 and represents the fraction of the Courant stability
criterion that one wants to work at. An algebraic manipulation of the right-hand side of
equation (2.57) then yields the result

B 1
=9 = 1 (1—e)p2
" (ﬁ _ MQ2ap; —p)
p o pr(A+2p)
pM (N + 21 — o®> M) 4
- IWECIAY (1—e) ).
pr(Au+ 2p1)
It is again seen that the numerical scheme is never stable (i.e., ¢ = 1) when (1 + ®)F =

ps/p. Since typically ps/p < 1/2 for water-saturated materials, and since for all porous
materials (1+®)F > 1 (e.g., the lightly-consolidated clean sand properties in Table 2.1 give

(1+®)F

(1—e)

(2.60)
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(1 + ®)F =~ 6), one can conclude that using the physically appropriate value for (1 + ®)F
guarantees that (1 + ®)F > (1 + ®)F, so that the classic Courant condition of equation
(2.53) applies.

The stability of the scheme in higher dimension (2D and 3D) has not been formally
derived. However, from numerical experiments in both 2D and 3D and from analogy with the
elastic case, we have numerically verified that dividing the right-hand side of equations (2.53),
(2.57), and (2.59) by V/d, where d is the Euclidean dimension of the modeling, gives the
appropriate expressions. The numerical dispersion of the finite-difference scheme associated
with the fast P-wave can be investigated by a numerical evaluation of the root r; for different
wave numbers k. Figure 2.5 shows that the dispersion in our poroelastic algorithm is slightly
greater than in the purely elastic scheme of Levander (1988). From numerical experiments,
it seems that twenty grid points per wavelength is required to provide great accuracy (much
less than 1% of dispersion) in the poroelastic modeling.

2.1.5 Numerical examples

In order to show that the numerical algorithm acts stably and produces the qualitatively
expected response, we first give (section 5.1) some numerical snapshots corresponding to
the longtitudinal response generated from an isotropic confining-pressure source acting at a
point. The material corresponds to a lightly-consolidated clean sand with properties given
in Table 2.1. In order to quantify the accuracy of the modeled response, we then numerically
compute (section 5.2) the plane-wave attenuation and dispersion for both fast compressional
waves and slow waves and compare to the exact analytical results.

2.1.5.1 Some snapshots

Figure 2.6 shows the isotropic point-source response when the center frequency of
the source is sufficiently small (10 kHz) that the inertial “form drag” acceleration term
in equation (2.6) is much smaller than the usual “viscous drag” Darcy term; i.e., when
w < n/lprko(1 + ®)F]. The upper panel is the bulk (or confining) pressure and the lower
panel is the fluid pressure. The wave seen in the snapshot is the Biot fast-P wave and only
differs from the usual elastic P wave in that it is attenuated due to viscous flow from the
compressed regions to the dilated regions. There is no noticable Biot slow wave seen in the
snapshot. At these frequencies, the slow wave is purely diffusive and simply does not show up
on the grey-scale used. In contrast, Figure 2.8 shows the response when the center frequency
of the same source in the same material is sufficiently high (100 kHz) that the acceleration
term in Darcy’s law begins to dominate the viscous-drag term. In this case, the slow wave
is propagative and is clearly visible in the snapshot along with the usual fast-compressional
wave. In a real porous material at these frequencies, the creation of viscous boundary layers
would begin to also be important. However, as stated, we have not allowed for the creation of
viscous boundary layers in our modeling since the focus is on the seismic band of frequencies.
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Figure 2.5. Numerical dispersion of the fast P-wave. The horizontal axis is the wavelength
divided by the spatial sampling interval (1 over the number of grid points per wavelength).
Each curve is obtained for a different time sampling interval, which correspond respectively,
to 99%, 75% and 50% of the stability limit.
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Figure 2.6. Snapshot of the bulk “confining” pressure (= —(7, + 7:,)/2) and the fluid
pressure for the case of a low-frequency wave (as discussed in the text) propagating in a
sandstone. The material properties are given in Table 2.1. Here the central frequency of
the source is f. = 10 kHz (see Figure (2.7) to compare this frequency to the Biot relaxation
frequency). Here, A, = A, = 7 x 1072m, A; = 1.25 x 1075 and the travel time is about
6 x 10~* s. Only the Biot fast-P wave is seen at this frequency.
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Figure 2.7. Fast wave example: comparison between the numerically measured levels of
attenuation and dispersion and the Biot theory for the material given in Table 2.1. The
upper panel is the inverse quality factor and the lower panel is the fast-P wave velocity.
The solid lines represent the exact analytical attenuation and dispersion when k(w) is given
by equation (4) [no viscous boundary layers allowed for which is the focus of this study].
The dashed lines are obtained using the k(w) of equation (2.2) which accounts for viscous
boundary layers. The filled and open squares are the numerical measurements obtained
with the partition algorithm for two different time sampling interval (the first one equal
to the stability requirement, and the second four times smaller). The circles represent the
measurements made with our algorithm presented in Section 3 and sampled at the stability
requirement.
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Figure 2.8. Everything is the same as in Figure 2.6 except the central frequency of the source
is 10 times higher f. = 100 kHz. The larger circle (fast wave) is the fast P-wave and the
smaller one is the Biot slow wave which is no longer a pure diffusion at these frequencies.
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Figure 2.9. Snapshot of the fluid-pressure response for the case of low-frequency (f. = 10
kHz) plane wave propagating to the right in an heterogeneous material. The upper half
space is kept homogeneous as a reference. The bottom half space has small squares of
more compliant material embedded within the matrix material of the upper half space. The
material properties of the matrix are the ones of Table 2.1 while the square patches have a
drained bulk modulus that is 10 times smaller and a permeability that is 1000 times smaller.
The upper and lower boundaries maintain periodic boundary conditions which is responsible
for the peculiar S-shaped nature of the wavefront.

The amount of attenuation due to the wavelength-scale fluid-pressure equilibration within
a fast-P wave propagating through a uniform material (so-called “Biot loss”) is well known
to be insufficient to explain the amount of attenuation measured both in the field and the
laboratory. Recent theory (e.g., Pride and Berryman, 2003 a,b, and Pride et al., 2004), has
shown that heterogeneity in the elastic compliance of the framework of grains over scales
larger than the grains but smaller than the wavelengths (the so-called “mesoscopic” length
scales) generates fluid-pressure gradients over these scales that generate a significant amount
of seismic attenuation even at seismic frequencies.

To demonstrate these issues, Figure 2.9 is the snapshot of a 10 kHz “plane wave” gener-
ated by a uniform excitation of a plane far to the left of the panel and propagating to the right
through a material in which the upper half-space is uniform, and the lower half-space has
small heterogeneities of more compliant material embedded within the same material com-
prising the upper half space. The small squares patches of embedded material are roughly
1/20 the central wavelength. The local pressure gradients created by this heterogeneity are
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much stronger and therefore attenuate more wave energy than the wavelength-scale pressure
gradient in the upper half-space. The numerical quantification of such attenuation due to
wave-induced flow in mesoscopic-scale heterogeneity is the sole focus of a follow-up article.

2.1.5.2 Dispersion and attenuation in a homogeneous material

In order to quantify the accuracy of the finite-difference scheme presented in this paper,
we use it to calculate both the speed and amplitude decay (attenuation) of fast and slow
compressional plane waves in a homogeneous material having the properties given in Table
2.1. Further, we also calculate the numerical response using a scheme presented by Carcione
and Goode (1995) (see also Carcione et al., 2000) that they call the “partition method”. We
then compare these numerically determined estimates of attenuation and dispersion to the
exact analytical results and draw some conclusions.

We first present the Carcione and Goode (1995) partition method. To begin with, equa-
tions (2.6) and (2.7) are substituted into each other and written in one dimension (say x)
as

dq —1 [77 Py }

ot pr L Ko p (2.61)
ov 1 [n

— = — |- 14+ ®)F D7y + D, 2.62
5 = o |t (4 9P+ D) (2.62)

where ¢ = (14 ®)F — py/p and must be positive as shown earlier. These are simply our
equations (2.20) and (2.26). In the partition method, these equations are approximately
solved in two steps. First, the stress-gradient terms are dropped relative to the Darcy term,
and the resulting equations are solved analytically by time integrating from t to ¢t + A;. In
discrete form, given the total response ¢; and v; at time-step [, an intermediate solution ¢,
and v;; at time-step [ + 1 is obtained as

ql*+1 — e*nAt/(koPﬂ/J)ql (2.63)
Vi = U+ % {1 — e/ thopsi)Y g (2.64)

The exponentials in equations (2.63) and (2.64) again show explicitly why ¢ must be positive
to achieve stable response. The full solution is then obtained by adding to this intermediate
solution the time integral of the remaining stress-gradient terms

. A
qi+1 = 441 — — [(pf/p)Dme + D,p (2.65)
pry myl+1/2
A
Vg1 = U+ — [(1 + q))FDmec + Dxp] (2'66)
pv m,l+1/2

where fourth-order finite-difference approximations are used for the space derivatives. Fi-
nally, the stresses and pressure field are updated using equations (2.15)—(2.18) in one di-
mension. The attenuation and dispersion results presented in Figures 2.7 (fast compres-
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Figure 2.10. Slow wave example: comparison between the numerically measured levels of
attenuation and dispersion and the Biot theory for the material given in Table 2.1. The
upper panel is the inverse quality factor and the lower panel is the slow-P wave velocity.
The solid lines represent the exact analytical attenuation and dispersion when k(w) is given
by equation (4) [no viscous boundary layers allowed for which is the focus of this study].
The dashed lines are obtained using the k(w) of equation (2.2) which accounts for viscous
boundary layers. The filled squares are the numerical measurements obtained with the
partition algorithm when the time sampling interval is at the stability requirement. The
circles represent the measurements made with our algorithm presented in Section 3 and also
time sampled at the stability requirement.
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sional wave) and 2.10 (slow compressional wave) are obtained using both our explicit finite-
difference scheme presented in Section 3 (called “simple discretization” in the figures), and
the partition method. For the numerical measurements of the fast wave, we use a solid
particle-velocity source and a source time function that is the real part of a Morlet wavelet
which has support over a narrow frequency band surrounding the central frequency. For the
slow wave generation, we use a Darcy velocity source. Each point (i.e., symbol/marker) in
Figures 2.7 and 2.10 corresponds to one numerical experiment and is plotted at the center
frequency of the source wavelet spectrum (the frequency having the peak amplitude). The
attenuation and velocity measurements have been obtained by time integrating the solid ve-
locity field and measuring the maximum amplitude of the wavelet, and its associated travel
time, at different distances form the source. The temporal discretization interval A; was
determined, for both of the numerical methods, using the Courant condition of equation

(2.53).

The numerical results are compared to the exact analytical solutions for the inverse
quality factor @' and velocities of the Biot equations (e.g., Pride, 2005). In Figure 2.7,
the solid line is the analytical attenuation and dispersion of a fast compressional wave when
viscous-boundary layers are neglected (the focus of the present paper), while the dashed line is
when viscous-boundary layers are allowed for. Even in the absence of viscous-boundary layer
relaxation, there is a relaxation when the fluid pressure between the peaks and troughs of the
fast compressional wave just has time to equilibrate in a single wave period. Pride (2005) has
shown that the onset of viscous boundary layers and wavelength-scale equilibration occur at
roughly the same relaxation frequency. In Figure 2.10, equivalent results are given for the
Biot slow compressional wave. In this slow wave example, our simple discretization and the
partition method both used the same temporal and spatial discretization interval.

The simple discretization of the present paper does an excellent job of fitting the exact
analytical results for both the fast and slow waves. The partition method is less accurate at
low frequencies. This error can be reduced by reducing the temporal sampling interval as
shown in Figure 2.7; however, at a significant increase in computational cost. Even when the
partition method and our explicit-updating scheme use the same A, there are significantly
less floating point operations involved per time step in our scheme.

2.1.6 Conclusion

In summary, we have presented an explicit time-stepping finite-differencing scheme for
the low-frequency Biot equations and obtained precise conditions for the scheme to be stable.
This is the first time, to our knowledge, that rigorous stability conditions have been derived
for the Biot equations. The stability of the scheme is entirely due to the inertial acceleration
term in the low-frequency Darcy law. Across the seismic band, this term has a negligible
amplitude relative to the usual Darcy frictional resistance; however, its presence is required
for the finite-difference updating to be stable. The method is both computationally efficient
and accurate. Modeling Biot’s equations using explicit time updating presents no inherent
stability problems due to the presence of the diffusive fluid-pressure response. It is true that if
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the generation of a Biot slow wave at a material-property contrast is to be accurately modeled,
one must spatially discretize to scales A, smaller than the diffusive skindepth associated with
the slow wave. However, the stability condition of the finite-difference updating is still the
standard Courant condition given by A; < A,/[(c1 + ¢2)V,] for a wide range of material
properties that are typical of those in the earth. In future work, we will apply the code to
the problem of modeling seismic attenuation and dispersion in media possessing mescoscopic-
scale heterogeneity.

2.2 Finite-difference modeling of Biot’s poroelastic

equations across all frequencies

(Published in GEOPHYSICS,
Y. J. Masson and S. R. Pride, Geophysics, Volume 75, Issue 2, N33, 2010.)

2.2.1 Introduction

In a recent work, Masson et al. (2006) present a simple time-stepping staggered-grid finite-
difference scheme for solving Biot’s (1956) equations of wave propagation in porous materials.
They restrict their analysis to low enough seismic frequencies that the generation of viscous
boundary layers in the pores of the rocks can be neglected. For consolidated earth materials
such as sandstones, the transition frequency at which viscous-boundary layers first develop is
typically greater than 100 kHz so schemes that neglect this physics are valid for most seismic
applications. Accordingly, most papers that have presented finite-difference approaches for
solving Biot’s equations (e.g., Zhu and McMechan, 1991; Carcione and Quiroga-Goode, 1995;
Ozdenvar and McMechan, 1997; Carcione and Helle, 1999; and Zhang, 1999) have focused
on the low-frequency form of the equations.

However, in unconsolidated sediments, the transition frequency at which viscous bound-
ary layers must be accounted for can be as small as 1 kHz (even less). Therefore, for many
seismological applications to unconsolidated (or high-permeability) sediments, it is useful
to have a finite-difference scheme for solving Biot’s equations across the entire band of fre-
quencies. Furthermore, many laboratory experiments on porous materials are conducted at
ultrasonic frequencies in which case it is always necessary to account for the development
of viscous boundary layers. In poroelastic theory, such pore-scale dynamics is allowed for in
the time domain by using a “dynamic permeability” convolution operator in a generalized
Darcy law. In the frequency domain, the dynamic permeability corresponds to a complex
frequency-dependent permeability coefficient.

Carcione (1996) presents a finite-differencing approach that allows for the dynamic per-
meability by approximating it as a sum of Zener relaxation functions. It is of interest to
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more directly treat the explicit time-domain form of the dynamic-permeability convolution
operator using finite differences. To this end, Hanyga and Lu (2005) first convert the convo-
lution integral to an integral over an infinite time domain and then implement a somewhat
complicated application of the Gauss-Jacobi and Laguerre quadrature formulae. The present
article presents a more direct evaluation of the dynamic-permeability convolution and re-
quires no more memory terms to perform the convolution than it takes to cover the waveform
with discretization points in time. Its advantage is thus being both efficient and relatively
simple to implement.

Using the classic work of Levander (1988) on the elastodynamic equations as our guide,
we present our poroelastic finite-differencing scheme in 2D instead of 3D for reasons of
compactness and clarity. Taking the algorithm to 3D involves adding an additional spatial
loop within the time loop and writing down the update equations for all of the tensorial
components. If readers are interested in a 3D version or our code written in Fortran77, they
may contact Yder Masson by email.

2.2.2 Poroelastic response

Poroelasticity not only accounts for the displacements and stresses acting on each voxel of
a porous body, but allows for the fluid-pressure changes and fluid flow as well. Implicit in the
theory is that the wavelength of a mechanical disturbance moving through a porous material
is far greater than the size of the grains making up the material so that a porous-continuum
description is justified.

The fluid flow is well modeled using a generalized Darcy’s law that allows both for flow
due to induced pressure gradients and for flow created by the acceleration of the framework
of grains which is the frame of reference for the relative fluid motion. Assuming an e~™?
time dependence, the generalized Darcy law is written in the frequency domain as

q= @ [=Vp +iwpsv]. (2.67)

Here, p is the fluid pressure, q the Darcy filtration velocity, v the velocity of the solid
framework of grains, 7 the fluid viscosity, p; the fluid density, and k(w) the complex (or
“dynamic”) permeability.

The frequency dependence in k(w) results from the appearance of viscous boundary
layers in the pores at sufficiently high frequencies. At low frequencies, the flow in each pore
is controlled by viscous shearing and is entirely laminar. At high frequencies, inertial effects
begin to dominate the shear forces, resulting in an ideal “plug flow” in each pore except near
the fluid/solid interface where shear forces again must dominate since the relative motion is
zero on the grain surfaces. There are thus created viscous boundary layers near the grain
surfaces whose thickness decrease with increasing frequency as 1//w.

Johnson et al. (1987) derive a complex permeability function that connects these two fre-
quency limits while obeying causality constraints. Their model for the frequency dependence
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of k(w) is

klic:) _ {m_zi] B (2.68)

where the two relaxation frequencies w; and €2 are defined

1
— 2.69
wJ o Fho ( )
0 = (2.70)

4

with n; a dimensionless parameter given by

A2
= , 2.71
ng Fk, ( )

Here, kg is the steady-flow (zero frequency) limit of the permeability, F' is the electrical
formation factor, and A is a weighted pore-volume to grain-surface ratio with the weight
emphasizing constricted portions of the porespace [see Johnson et al. (1987) for the precise
mathematical definition of A] that is also an important length parameter in modeling the
surface electrical conductivity in rocks (Pride, 1994). For clean sands, n; = 8 is consistent
with both numerical and laboratory experiments. For shaly sands, one can have n; < 8.
Physically, €2 is the circular frequency at which viscous boundary layers first develop.

We perform the finite-difference modeling in the time domain. Plyushchenkov and Tur-
chaninov (2000) analytically obtain the inverse Fourier transfom of the k(w) given by equa-
tion 2.68. Using this result, the time-domain version of the generalized Darcy law in equation
2.67 is exactly equivalent to

8V
—Vp—pr—- o
Oq  n [* e {801( 5) }
F + + Qq(s)| ds 2.72
/r o ) 40 27

where s is the past time variable. This result is easily confirmed by taking the Fourier
transform of equation 2.72 and using the convolution theorem, to obtain equations 1 and
2 (going the other direction is more involved). Upon taking the leading order in —iw low-
frequency limit in equation 2 and then returning to the time domain, one obtains the low-
frequency variant of equation 2.72

ov 2 )
~VD =g = <1+ )PfFa(tl 77q (2.73)

Our earlier work on how to perform finite-difference modeling of the Biot equations (Masson
et al., 2006), was based on the low-frequency law of equation 2.73. The present work deals
with the entire frequency range and specifically addresses how to introduce the convolution
of equation 2.72 into the scheme.
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Figure 2.11. Convention used for the spatial position of the stresses, pressure, and fluid and
solid velocities on the staggered grid.

The remaining equations of Biot’s theory include the total conservation of linear momen-

tum 5 9
V _v.._,%
pa =V.T P 5 (2.74)

where p is the bulk density of the porous material and 7 = Tijij is the total stress tensor, as
well as the stress-strain constitutive laws for an isotropic porous material

% = ()\UV-v—i—aMV-q)I-l-,u[VV+(VV)T] (2.75)
B praveviveg 276

with I = 5Z»jij the identity tensor. The poroelastic constants used here are the undrained
Lamé modulus \,, the shear modulus p (the same for both drained and undrained con-
ditions), the so-called Biot-Willis (1957) constant «, and the fluid-storage coefficient M.
Modeling suggestions and further discussion of these poroelastic constants are given in many
places including Masson et al. (2006) and Pride (2005).

2.2.3 Finite-differencing scheme

The time-stepping finite-difference scheme of Masson et al. (2006) for solving the low-
frequency Biot (1956) equations is quite similar to Levander’s (1988) two-dimensional (2D)
fourth-order velocity-stress staggered-grid method for the elastodynamic equations. Levan-
der’s (1988) scheme built on the velocity-stress staggered-grid modeling of Madariaga (1976)
and Virieux (1986). The present work adopts the 2D velocity-stress staggered grid de-
fined in Figure 2.11. The stress components 7,,, 7.,, and p are assigned to the grid points
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xr = mA,,z = nA, where m and n are integers; the horizontal velocities v, and ¢, to the
points x = (m+1/2)A,, z = nA,; the vertical velocities v, and ¢, to the points x = mA,, z =
(n+1/2)A,; and the shear stress 7., to the points x = (m +1/2)A,, 2z = (n+1/2)A,. Fur-
ther, all the velocities are temporally discretized at the time points t = [A;, while all the
stresses are discretized at the time points ¢t = (I + 1/2)A;.

Any order of differencing approximation may be employed for the first-space derivative
operators D, and D, and the first-time derivative D; in what follows. However the stability
analysis and numerical implementation of the present paper uses the second-order time
derivative and fourth-order space operator given by

Do, | — Aix (o1 [oa(m + 1/2,1) — vy(m — 1/2,7)]
— cove(m+3/2,n) —v.(m—3/2,n)|}, (2.77)

with ¢; = 9/8 and ¢y = 1/24 the fourth-order differencing weights.

2.2.3.1 Update equations for stresses and pressure

Knowing ¢;, v; at time ¢ = [A; and 75, p at time t = (I — 1/2)A,, the discrete form of
the constitutive laws 2.75 and 2.76 are used to update 7;; and p at time ¢t = (I + 1/2)A,

Dyt = (A +2p) Dyvg + AyDv,
+aM (Dyq, + D-q.) (2.78)

m,n,l

Dy, = ANDyvg + (A +2u) Do,

+aM (Dyq, + D-q.) (2.79)
m,n,l
Dy, = p(Dyv, + D,v,) (2.80)
m—l—%,n—i—%,l
Diyp = —aM (Dyv, + D,v,)
+M (Dygy + D-q:) (2.81)
m,n,l

where Dy, D,, and D, denote finite-difference derivatives and where the vertical line at
the right of each equation denotes the space and time position at which the terms in the
equations are all centered.
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2.2.3.2 Update equations for the Darcy velocity

To treat the convolution in equation 2.72, the integration domain is broken into a finite
number N + 1 of past time intervals. The number N can be chosen so that e V4t < ¢ or

Ine

N = —
QA

(2.82)

where € is a small number like 1073 that determines the accuracy. To perform the integra-
tions, we assume that within each of the past finite-difference time intervals A;, the Darcy
velocity is continuously varying as a linear function. As Figure 2.12 indicates, the first time
interval is half of A;, while the remaining j = 1, N intervals are each of duration A;. We
have

It) = s [aq()

\/ t — s

—Q(t s)
/ ds—
Ay /2 WQ@ - S)

dq dq
x{a [()—l—(s—t)at}}
N t— ]At+At/2 e—Q(t—S)
_|_ -
Z/ o TQ(t — s)

j=1 JAL—A¢ /2

0
g 1o
t—jA¢
In the final line of equation 2.84, both ¢(s) and its time derivative dq(s)/ds are being
evaluated at the time s = t — 74, in the center of each interval j and are therefore constants
in each interval that can be taken outside the integrals. For N sufficiently large, the only

approximation in passing from equation 2.83 to 2.84 is taking the Darcy velocity as linearly
varying in each time interval A,.

+ Qq(S)] (2.83)

Q

% ] } (2.84)
t—iA

+ (s —t+JA)
t—jA¢

0s

»

If the current finite-difference time index for the Darcy velocity is [, the current time in
the convolution integral of equation 2.84 is t = (I + 1/2)A;. Upon making the substitution
of variables u = (¢t — s) in the above integrals, the discrete form of equation 2.84 can be
written

1 (G, — H,)

1+ 5) = == Dig + Gulg)

Z{ [(1 +]QAt)G — H; ]th+G " >} (2.85)

I+5—j

37



Figure 2.12. Schematic of the kernel of the convolution integral (dashed-line curves, normal-
ized to be unitless) and Darcy flow (solid curves, normalized to be unitless) as a function of
the convolution time variable s. The upper panel corresponds to seismic frequencies that are
smaller than the viscous-boundary-layer transition (Q2A; > 1). The lower panel corresponds
to a seismic frequencies that are larger than the viscous-boundary-layer transition (QA; < 1).
Present time corresponds to s = ¢t where the kernel has an integrable singularity.
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where the coefficients G, H,, G, and H; are defined

QA:/2 ,—u
G, = d 2.86
| = (2.56)
G+1/294; ,—u
G, = / du 2.87
! G-1/204, VU ad
QAL /2 ”
H, = / e “y/—du (2.88)
0 s

(+1/2)QA, U
H; = / e“\/jdu (2.89)
(j—1/2)QA; ™
and where the 2nd order discrete time derivative D;q and the average (q) when centered at
[ 4+ 1/2 are defined

gl +1) —q()

Dyq A (2.90)
(q) = el 1; o) (2.91)

The coefficients G,, H,, G;, and H; in equations 2.86-2.89 only depend on the material
property 2 and the time interval A;. They can be computed ahead of time using any favorite
integral solver. For finite limits on the integrals, they cannot be computed analytically.
However, in the limit that QA; > 1, which would correspond to the low-frequency seismic
limit for wave propagation applications, we have the analytical results that G, = 1, H, = 1/2,
and Gj = Hj =0.

Using these results for the convolution, and inserting the discrete form of equation 2.74
into the discrete form of equation 2.72 gives the update equations for determining ¢;({ + 1)

n (G, — H,) Ui
S A~ 'D X _GO x -
{Wko 0 tq +k’0 (Gz)
s, —Dyp- (D10 + D7) (2.92)
ko P m+3.m,l+3
n (G, — H,) Ui
T A~ D z _GO z -
[@Hko 0 e+ g (4:)
~ 1s pp-P(D.r.+ D) (2.93)
ko P m,n—i—%,l—i—%
Here, the parameter v is defined
2
p
s=pr -t (2.94)
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while S, and S, are defined

N .
1 AVG; — H;
Sx — Z{[( +7 tQ) J ]]Dt%: +G]~<qx)} (295)
N .
1 ANDG; — H;
j=1 met gl =]

and are the contributions to the convolution that come from the N time steps that precede
the first half time step. The dominant contribution to the convolution comes from the first
half time step and is allowed for on the left hand side of equations 2.92 and 2.93 by the terms
involving G, and H,.

In the limit of low seismic frequencies, or, more specifically, when QA;/2 > 1, we have
S, =85,=0,G, =1, and H, = 1/2 and it is easily verfied that equations 2.92 and 2.93
exactly reduce to the low-frequency form of equation 2.73. In this limit, the kernel of the
convolution is concentrated in the first half time interval of past time and effectively acts as
a Dirac delta function so that no memory terms need be kept (i.e., N = 0).

As seismic frequencies increase, 0A; decreases and more memory terms must be stored in
order to accurately compute the convolution as the simple rule N = —1Ine/(QA;) suggests.
However, once QQA; < 1, it is not necessary to keep increasing the number of memory terms
indefinitely. In such a high-frequency limit, the lower panel of Figure 2.12 illustrates how
the seismic wavelet becomes more concentrated in time relative to the extent of the kernel.
The convolution is important in this limit only when the wavelet is close to the present time
so one need only keep enough memory terms to cover the temporal extent of the wavelet.
Accordingly, for central wave frequencies w that satisfy w > € (the “high frequency” domain),
one need only keep N = —Ine/(wA;) past time points to obtain accurate results for the
convolution. In practice, we never need to keep more than roughly 20 terms in memory.

2.2.3.3 Update equations for the particle velocity

Finally, knowing 7;;, p, and D,g; at time ¢ = (I + 1/2)A; and v; at time t = [A4, v; is
updated at time t = (I 4+ 1)A; by inserting equation 2.72 into equation 2.74 to obtain

thvx = Da:Taca: + Dszz - prtQJ: |m+é,n,l+% (297)
thvz = Dszz + Dszz - ;Othq,z |m,n+%,l+% . (298)

Equations 2.78-2.98 provide our finite-difference modeling algorithm.

2.2.4 Stability

In order to investigate the stability of the numerical scheme, we first perform a von
Neumann stability analysis in the case where the convolution product in equations 2.92-2.93
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is entirely neglected; i.e., an analysis assuming 7/ky = 0. Then the effects of the remaining
parameters on the stability (n/kg # 0 and N # 0) are tested numerically. It is demonstrated
that stability is always achieved using the criterion in which n/kq is neglected. In passing,
we note that in our earlier paper (Masson et al., 2006), we performed a more complicated
version of the analysis assuming that n/k, # 0.

To keep the analytical treatment tractable, we consider a plane longitudinal disturbance
advancing in the x direction through a homogeneous material (i.e., q., v,, 7,., and 7., are
all set to zero along with all spatial derivatives with respect to z). To investigate stability
in higher dimensions, we perform purely numerical tests to establish a criterion (see the
discussion at the end of this discussion). Displacements u, and w, are introduced through
the defining relations

v, = Dy, (2.99)

In this case, the set of difference equations 2.78-2.98 can be combined into the matrix system
Qu=20 (2.101)
where the 2 x 2 matrix operator () is given by

Q _ (>\u + 2M)D:t:c — tht ‘ aMDxx — prtt
aMDxm_prtt ‘ MDx:v_pfFDtt

(2.102)

and
U= [y, wy]". (2.103)

Here, D,, and Dy, are the finite second-derivative operators in space (fourth order) and time
(second order) respectively.

The von Neumann stability analysis assumes that the independent solutions of equation
2.101 are of the form (m. )
Uy mal _ _itkmAz—iwA¢ Uo
{ wy(m, 1) ] =e w, (2.104)

where £ is a real spatial wave number. In this context, testing the stability of the numerical
scheme is equivalent to testing the hypothesis

Im{w} <0V k. (2.105)

If equation 2.105 is true, then the scheme is stable.

An expression for the stability criterion is obtained by requiring the determinant of the

linear system to vanish; i.e., A ‘
det|QeFmAs—iwhe| — (), (2.106)

The two roots of equation 2.106 are

o £ /75 — dmymy

D$xelkmAw_zwAt _ Dttezk’mAw —iwAy (2107)

271'3
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where the m; coefficients are defined as

™ = pp(F = ps/p) (2.108)
Ty = prF (A +20) + pM — 2aM py (2.109)
s = M\, +2u— o®M). (2.110)

It is easily established that the second-order finite-difference time derivatives yield

. A 4 At ;
Dttelk”mAz—lwAt — _P Sin2 (wT) ekaAz_u")At (2111)
t

while the fourth-order finite-difference space derivatives give

, . 4 - ,
DxxelkmAz_ZWAt _ _%ezkmAz —iwAy (2112)

with the periodic function ¢; given by

O = {cf + 2¢1¢9 [1 — 4cos® <kTAz>] } sin? (k§I>

kA
+c5 sin® (3 5 ””) : (2.113)

Again, ¢; = 9/8 and ¢y = 1/24 are the fourth-order differencing weights.

The stability criterion is established by inserting equations 2.111-2.112 into equation
2.107, and requiring that w be real (i.e., Im{w} = 0). Taking the more restrictive solution
that is associated with the minus sign in equation 2.107, and using the maximum of the
function ¢, with respect to & [i.e., max{¢y} = (c1 + c2)?] so that the restriction on A; given
A, is as strong as possible, defines the domain where the numerical scheme is stable when

n/ko =0
2
N/
AtgAx\/”Q( Ty — M (2.114)

c + C2)27T3

For all values of F' < ps/p, the algorithm is unconditionally unstable. Another way to see
(and say) the same thing is to note that the coefficient v = F' — py/p present in equations
2.92 and 2.93 must be positive in order for the response to be stable.

Finally, an asymptotic analysis of the right-hand side of equation 2.114 as the parameter
F becomes large results in the linear relation between A, and A; asymptoting to the classic
Courant condition that, in one dimension, is given by

A,

A _
T e+ a)V,

IN

(2.115)

Here, V}, is the velocity associated with the undrained fast P-wave

[ +2
v, = #. (2.116)
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Figure 2.13. Evolution of the numerical stability of the scheme as a function of the number
N of memory variables used in equations 2.92-2.93. Top panel: percentage of the integral
in equation 2.85 contained in the first N terms of the sum. Bottom panel: stability criterion
plotted as a function of the number of memory variables N with n/ky = const. When N
equals zero, the stability criterion is equal to the analytical criterion in equation 2.114. When
adding more memory variables, the stability criterion converges toward a plateau somwhere
between the analytical criterion and the classic Courant value. Note that using an odd
number of memory variable tends to stabilize the numerical scheme.
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For typical values of F' in rocks, the stability requirement of equation 2.115 always applies.
We now test the effect of having a non-zero value for /ky and account for any number N of
memory terms in equations 2.92-2.93. This true stability criterion is obtained by numerically
implementing the full scheme for different values of At and verifying stability for each A,.
In Figure 2.13, we show the effect of adding more memory terms to equations 2.92-2.93 for
a given value of 7/kg. When no memory terms are used, the stability citerion is the one in
equation 2.114. Adding more memory terms tends to improve the stability until it reaches a
plateau value somewhere between the analytical criterion in equation 2.114 and the classic
Courant condition in equation 2.115. Note that the plateau is reached when N is given by
equation 2.82 and the convolution is being properly computed.

To see why allowing for the convolution makes the scheme even more stable (i.e., allows
a larger time step to be used) compared to the most restrictive condition of equation 2.114,
one need only consider the coefficient multiplying the time derivative of the Darcy velocity
in equations 2.92-2.93 that we may call the “effective fluid inertia” and given by ¢ + (G, —
H,)n/k,. The convolution coefficients G, and H, (note that G, > H,) are adding to ¢ to
make the effective inertia even larger than when the convolution and n/k, were neglected.
Indeed, the more general condition for the scheme to be stable is that

f(/} > _E(GO - HO)

2.11
R (2.117)

which is more strongly satisfied than the condition ¢ > 0 associated with equation 2.114.
Earth materials always have ¢ > 0 so this condition is always met. In Figure 2.14, we
present the behavior of the stability criterion as a function of 7/ky. The most important
result is that the stability criterion is strictly increasing with n/kq (for the same reason that
the effective fluid inertia is increasing with increasing 7/k,), which means that the criterion
of equation 2.114 holds true for any value of 1/ky. The true stability limit for A, is seen to
lie somewhere between the criteria given by equations 2.114 and 2.115.

Last, we have performed numerical tests of stability in both 2D and 3D versions of the
scheme and have emperically determined that dividing the right-hand side of equation 2.114
by vd where d is the Eucledian dimension of the modeling domain, gives an appropriate
criterion. This is also the result for staggered-grid implementation of the elastodynamic
equations (Virieux and Madariaga, 1982).

2.2.5 Numerical examples

In this section, we first present some numerical snapshots of the fields to demonstrate
that the scheme produces qualitatively reasonable (expected) results. We then go on to
demonstrate the accuracy of the scheme by comparing numerical results for the velocity
dispersion and attenuation to exact analytical results.
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Figure 2.14. Numerical determination of the stability criterion ploted as a function of 1/ko.
The estimate is made by varying At for a given value of n/ky and keeping the others pa-
rameters fixed. Below the black dots, the scheme is stable, while above the black dots, it is
unstable. The key result is that the stability criterion is bounded between the classic Courant
condition of equation 2.115 as n/ky — 0 and the analytical criterion of equation (2.114) as
n/ko — oo. The specific shape of the black dotted curve can vary somewhat depending on
the values of the other parameters; however, it always stays between the upper and lower
limits just mentioned.
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Figure 2.15. Snapshots of the fluid pressure (first and third columns) and bulk pressure
(second and fourth columns) for a point source at the center generating a 50 kHz central
frequency compressional pulse. The two columns on the left are plotted at full scale, while
the columns on the right are plotted with a saturated scale that allows the fine details of the
slow waves to be observed. In this example, all material properties except permeability are
uniform throughout. Above the dashed line, ky = 2 x 107" m? (20 Darcy), the relaxation
frequency is 1.1 kHz, and the wave propagation is thus in the high-frequency regime where the
slow wave is propagatory. Below the dashed line, kg = 2x107!3 m? (0.2 Darcy), the relaxation
frequency is 110 kHz, and the wave propagation is in the low-frequency regime where the
slow wave is purely diffusive. The various waves are the primary or reflected/transmitted
fast and slow waves. The stars indicate the positions where waveforms are recorded (see
Figure 2.16).
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2.2.5.1 Snapshots

We now consider a modeling example that requires the complete convolution form of the
dynamic-permeability operator.

Consider the situation depicted in Figure 2.15 involving a compressional point source
that sends out both fast and slow compressional waves. The center frequency of the com-
pressional pulse is 50 kHz. The dimensions of the numerical modeling domain (roughly 1
m to each side) and the frequency of the source are typical of some laboratory experiments
on ocean sediments performed by Hefner and Williams (2006) and of the underwater field
experiments on ocean sediments performed by Williams et al. (2002). To obtain non-trivial
results involving the reflection and transmission of both fast and slow waves, we introduce a
permeability interface below the source point (denoted with a horizontal dashed line in the
figure) while keeping all other material properties uniform throughout the modeled region.
Above the interface, the permeability is ky = 20 Darcy while below it is 0.2 Darcy. This
results in the Biot relaxation frequency being 1.1 kHz above the interface and 110 kHz below.
Thus, for waves above the interface, the 50 kHz pulse is in the high-frequency domain where
the slow wave is propagatory, while below the interface, the pulse is in the low-frequency
domain where the slow wave is purely diffusive. Columns (a) and (b) in the figure are plot-
ted using the full scale of the pressure pulses, while columns (c) and (d) are plotted using a
saturated scale that allows the smaller amplitude details of the slow waves to be observed.

When the direct fast P wave arrives at the permeability interface, most of its energy is
transmitted downward; however, there is observed as well a very weak reflected P wave and
a somewhat stronger reflected slow wave. When the direct slow wave arrives at the inter-
face, there are generated weakly transmitted and reflected fast P waves as well as a strongly
reflected slow wave. The slow wave that is transmitted is a pure diffusion. There are no
shear waves generated at the source. The shear waves generated by compressional pulses at
a contrast in permeability are much smaller in energetic amplitude than the various com-
pressional pulses and are not observed in the present plots because a shear wave propagates
with no change in either fluid or bulk pressure.

Since the interface separates wave propagation in the low- and high-frequency regimes,
proper modeling of the slow wave amplitudes in this example requires the inclusion of the
convolution integral involving the Darcy flow. If only the low-frequency form of the general-
ized Darcy law (equation 2.73) is used as opposed to the complete convolution of the present
example, the amplitudes of the slow waves are far too large as is seen in the traces of Figure
2.16. In this figure, the column to the left corresponds to a receiver located just above the
interface (denoted with a star in Figure 2.15), while the column to the right corresponds
to a receiver just below the interface. The reason the low-frequency equations predict a
slow wave recorded at the lower receiver with such a large amplitude is because as the slow
wave passed from the source to the interface, the attenuation was being greatly underesti-
mated. This example demonstrates the importance of using the complete theory involving
the dynamic-permeability convoltion.
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Figure 2.16. Waveforms recorded at the starred positions in Figure 2.15. The solid lines
are the result of the present paper’s modeling that includes the dynamic-permeability con-
volution while the dashed lines are the result of the low-frequency modeling in which the
permeability coefficient is taken as a simple multiplicative constant. The main difference
is that the low-frequency equations grossly underestimate the attenuation and dispersion of
the slow waves.
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Table 2.2. Material properties of a lightly-consolidated sand.

Solid grain material
Bulk modulus (Kj) 36.0 GPa
Density (p) 2650 kg/m?
Skeletal framework of grains
Bulk modulus (Kj) 621 MPa
Shear modulus () 455 MPa

Porosity (¢) 0.3

Permeability (k) 1072 m?
Fluid

Bulk modulus (K7) 2.25 GPa

Density (py) 1000 kg/m?

Viscosity (1) 1073 N s m™2

2.2.5.2 Dispersion and attenuation in a homogeneous material

In order to quantify the accuracy of the present finite-difference modeling, the velocity
dispersion and attenuation of both fast and slow waves is determined as a function of fre-
quency and compared to the exact analytical results in both Figures 2.18 and 2.17. The
numerical experiments are performed by sending a plane wave across a uniform region (prop-
erties given in the table). Each data point given in Figures 2.18 and 2.17 corresponds to a
different experiment involving a pulse with a different center frequency. A Morlet wavelet
is used having a narrow-band of support around a center frequency. By recording the solid
particle velocity at two different points in the direction of propagation, and time integrating
the recording to obtain the maximum displacement amplitude and associated travel time for
each recording, both the velocity and attenuation are determined at each frequency. Upon
comparing the crosses (finite-difference results) to the solid line (analytical results) in Fig-
ures 2.18 and 2.17, the scheme is seen to produce accurate results. If only the low-frequency
form of the generalized Darcy law (equation 2.73) is used, the attenuation falls off far too
rapidly as w™! instead of as w™!/? as seen in the figure.

2.2.6 Conclusion

A time-domain finite-difference scheme was presented for solving Biot’s equations across
all frequencies while allowing for the possible development of viscous boundary layers in the
pores at sufficiently high frequencies. In this case, the generalized Darcy law controlling
the movement of fluid relative to solid contains a time convolution between a kernel that
exponentially decays into the past and the past time values of the Darcy flow. It was shown
how to model this convolution in an efficient and accurate manner that typically does not
require more than 20 past time values to be stored (and often considerably less). Snapshots
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Figure 2.17. Demonstration of the accuracy of the scheme for Biot slow waves. The slow
wave velocity and attenuation is determined by performing a transmission experiment at the
various center frequencies as denoted with crosses. The number of memory points used in
the convolution is given in the top panel. The solid lines in the two lower panels are the
analytically exact results.
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Figure 2.18. Demonstration of the accuracy of the scheme for Biot fast waves. The fast
wave velocity and attenuation is determined by performing a transmission experiment at the
various center frequencies as denoted with crosses. The number of memory points used in
the convolution is given in the top panel. The solid lines in the two lower panels are the
analytically exact results.
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generated by the scheme show how slow waves above the viscous-boundary-layer transition
frequency have a propagatory nature to them while slow waves below the transition frequency
are pure diffusions. Getting the amplitudes of these slow waves correct requires the use of
the complete theory involving the dynamic-permeability convolution. The accuracy of the
scheme was determined by comparing the attenuation and velocity of numerically modeled
plane waves at different frequencies to the analytical results. The accuracy was excellent
over a broad range of frequencies that included the transition frequency.
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Chapter 3

Seismic attenuation due to lithological

heterogeneities

3.1 Poroelastic finite-difference modeling of seismic at-
tenuation and dispersion due to mesoscopic-scale

heterogeneity

(Published in the JOURNAL OF GEOPHYSICAL RESEARCH,
Y. J. Masson and S. R. Pride, J. Geophys. Res., Volume 112, B03204, 2007.)

3.1.1 Introduction

A long-standing challenge in seismology is to both measure and interpret seismic atten-
uation in the earth. Identifying the attenuation/dispersion mechanisms at work as seismic
waves propagate through the porous materials of the earth’s crust remains the subject of
ongoing research. Part of the problem in isolating seismic-band (1 Hz to 10* Hz) mecha-
nisms is that performing laboratory experiments on rocks over these frequencies is itself a
difficult endeavor (c.f., Batzle et al., 2006). The present paper is devoted to numerically
simulating one loss mechanism that can be important across the seismic band of frequencies
when heterogeneity is present within fluid-saturated porous samples.

Most samples of the earth’s crust contain heterogeneity across the mesoscopic scales that

53



range from a few grain diameters to say a tenth of the seismic wavelength. In particular, if
the incompressibility of the framework of grains has heterogeneity across such mesoscales,
a wave compressing the material will induce a heterogeneous fluid-pressure response that
correlates with the incompressibility structure present. Such wave-induced fluid-pressure
gradients equilibrate via pore-pressure diffusion which results in viscous loss. Attenuation,
as measured by 1/@Q), is at a maximum when the fluid pressure has just enough time in a wave
period to diffuse across the heterogeneous patches present. Peak attenuation thus occurs at
a frequency that scales as k/L? where k is the local permeability and L a characteristic patch
size of the meso-scale heterogeneity. As such, depending on the values of £ and L within a
sample, it is quite possible to have peak attenuation within the seismic band of frequencies.

In the present paper, the flow induced within a heterogeneous sample by a time-varying
stress applied to the sample’s surface is numerically determined using the Biot theory of
poroelasticity (Biot, 1956 and Biot, 1962) as the local model controlling the physics. The
finite-difference algorithm we use is described by Masson et al. (2006). By numerically mea-
suring the strain of the sample, it is possible to determine the complex frequency-dependent
elastic moduli of the sample. The imaginary parts of these moduli are due to phase differ-
ences between the stress and strain created by the mesoscale viscous flow.

Pride and Berryman (2003a,b) and Pride et al. (2004) have obtained analytical models
for the seismic attenuation and dispersion in the special case where the heterogeneity is due
to a mixture of two distinct porous phases and when the heterogeneity has a single dominant
length scale. In more general media, involving the mixing of many porous materials or the
gradual transition from one material type to another or the presence of many length scales of
heterogeneity, no analytical theory presently exists. Numerical solution of the Biot equations
with arbitrary heterogeneity in the coefficients is one way to study the seismic response of
such materials.

Other analytical models of mesoscopic-scale induced flow are those of White (1975) and
Johnson (2001) in the case of patchy saturation, and White et al. (1975), Norris (1993),
and Gurevich and Lopatnikov (1995) in the case of layered porous media. The squirt-flow
models of Mavko and Nur (1979) and Dvorkin et al. (1995) are similar in that the fluid
within relatively compressible cracks in the grains is allowed to equilibrate with the stiffer
main porespace between the grains. However, due to the size of grain-scale cracks, it is more
normal for squirt models to produce peak attenuation at frequencies closer to 1 MHz which
is well above the seismic band of interest here. The attenuation allowed for in the standard
Biot (1956) theory is that due to flow at the scale of the wavelength, from the compressions
to the dilations. Such macro flow is well known to produce negligible attenuation in the
seismic band. Numerical tests of the White (1975) model based on finite-difference modeling
of the Biot equations have been performed by Carcione et al. (2003).

3.1.2 Elastic moduli and attenuation

Our goal is to numerically compute the complex elastic moduli of numerically created
porous samples that contain mesoscale heterogeneity. Over the seismic band of frequencies
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(1 to 10* Hz) that is the focus here, it can be shown (e.g., Pride, 2005) that the elastic
response is effectively “undrained” which means that the fluid flow into and out of each
sample of the porous material can be neglected. However, significant fluid flow may occur
within each sample due to the presence of mesoscale heterogeneity.

The porous samples are required to be large enough to contain a statistically significant
representation of any mesoscale structure in the porous continuum, but much smaller than
the wavelengths. They can be considered to be the finite-difference voxels used in the macro-
scopic forward modeling of a seismic experiment. Saying that the wave response is undrained
means that the wave properties would be unaffected if each porous sample were bounded by
a vanishingly thin impermeable jacket having comparable elastic moduli and density to that
of the surrounding material.

For an isotropic sample, we aim to determine the complex undrained bulk modulus K, (w)
and shear modulus G, (w) as defined by Hooke’s law

¢=0
where ¢;;, is the Kroneker delta function. Here, ¢ denotes the fractional changes of fluid mass
within the sample, and the condition ¢ = 0 therefore denotes undrained conditions. The
bulk stress tensor 7;; represents the average total stress tensor throughout the sample under
consideration and we use the notation 7;;(w) = —iwTy(w) to denote the stress-rate tensor in
the frequency domain. The strain-rate tensor of the sample is defined as

o = (T2 2200) 02

where v; is the average velocity of the solid material within the sample [c.f., Pride and
Berryman (1998) for a rigorous demonstration of this definition].

For sake of both simplicity and computation time, the present paper only considers
2D modeling of the local mesoscopic response within each sample. This is equivalent to
assuming a 3D response in which no strain out of the modeling plane is allowed to develop
(plane strain). Using cartesian coordinates, we take 1 = x and x5 = z to be the modeling
plane, and x5 = y to be the direction in which no displacements or displacement gradients
can occur. Adding the 7,, and 7., components of Equation 3.1 and using the plane-strain
condition €, = 0 leads to the relation

G3D
KiP(w) = K2P(w) ~ S (3.3
for the 3D elastic modulus of interest, where K2 is given by the definition
1 .$$ .ZZ
K2P(w) = = (i) | (3.4)
2 \€zp T €z ¢=0

The 3D shear modulus will be obtained by applying different amounts of normal stress to
the x and 2 faces. As such, it can be derived by taking é,, = 0 and subtracting 7,, from 7,,
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in Equation 3.1 to obtain
1 'zz - .xx
GP(w) = - (= Tm=) (3.5)
2 =0

€2z = €ax
The only way there can be a net change in the fluid content of an unjacketed sample during a
pure shear is if the sample were anisotropic. We nonetheless focus on the “undrained” shear
response of Equation (3.5) because not all of the modeling examples to be considered are
isotropic. Note that even when a sample is anisotropic, we only will be measuring the one
shear stiffness defined by Eq. (3.5) and not the entire suite of shear stiffnesses. Berryman
and Wang (2001) have shown that this shear stiffness, G3P| is the one that has potential

dependence on the fluid’s bulk modulus within a porous sample. Further, Equations (3.3)—
(3.5) provide a valid definition of K3P even for anisotropic samples.

The viscous relaxation (fluid equilibration) that results in changes of the bulk and shear
moduli with frequency is also responsible for wave attenuation. The inverse quality factor
Q! will be used as our measure of attenuation. The physical definition of Q~! that we
employ is

1 total energy lost per stress period

@  4n(average energy reversibly stored per period)’ (36)
O’Connell and Budiansky (1978) show that this definition requires Q= to be the ratio of
the imaginary and real parts of the elastic modulus involved in the response. We note in
passing that this definition, which is the standard one that most seismologists employ, places
no upper bound on 1/Q) since the average energy reversibly stored over one period can fall
toward zero for an extremely efficient loss mechanism.

Thus, we define Q;(z to be the attenuation associated with a pure undrained compression
and given by

Im { K37}
—1 . u
Similarly, Qal is the attenuation of a pure shear and is given by
Im {G3D }
o (W) = —. 3.8
QG (W) Re {GiD} ( )

For the remainder of the article, the 3D moduli of a sample will simply referred to as K,

and G,,.

3.1.3 Quasi-static modeling

The low-frequency Biot (1962) equations, in which viscous-boundary layers do not de-
velop in the pores, are solved numerically using a finite-difference algorithm that we have
recently developed (Masson et al., 2006). For most earth materials, viscous boundary layers
may be neglected over the seismic band (< 10* Hz). We emphasize that the Biot equations
are being used to model the local response within a sample. Upon averaging such local
poroelastic response, macroscopic viscoelastic moduli are obtained for the sample as a whole
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that could be used, for example, in the viscoelastic modeling of a seismic experiment. In
Appendix A, the local poroelastic equations are given along with all the necessary local input
parameters.

The finite-differencing algorithm involves explicit time stepping on a staggered grid, and
requires the local porous-medium properties to be discretized onto a finite grid. The spatial
sampling interval of the grid is determined by the size of the smallest heterogeneous patch
of porous continuum within the sample; we require a minimum of four fourth-order spatial
differencing points to be present in the smallest patch in order to avoid numerical artifacts.
The time-sampling interval is determined using the stability criteria derived by Masson et
al. (2006) which, for all ranges of the material properties considered here, amounts to the
usual Courant condition.

The mesoscale heterogeneities being allowed for are typically several orders of magnitude
smaller than seismic wavelengths. As such, using a a full-waveform modeling to study the
attenuation and dispersion of P and S waves would require several thousand grid points per
wavelength, and would be computationally inefficient. Instead, we study the attenuation
and dispersion by applying stress quasi-statically to a sample; i.e., the wavelengths over the
seismic band in such modeling are always much larger than the sample size.

All the numerical results presented in this study have been obtained using the following
three steps:

1. On a 2D rectangular mesh, generate a synthetic sample of the material to be studied.

2. Apply a normal stress in the time domain to each external face of the sample and
record both the average stress and average strain throughout the sample. Figure 3.1
gives a representation of such an experiment.

3. Take a temporal Fourier transform of the average stress and strain and compute the
complex macroscopic elastic moduli K,(w) and G, (w) using Equations (3.3)—(3.5).

Figure 3.2 shows the spatial position where the stresses, fluid pressure, particle velocities,
and local physical properties are computed within the discretized sample. During step 2,
the following sealed boundary conditions are imposed on the external faces of the sample

B { Sx(t) on the left and right faces,

0 elsewhere;
S S.(t) on the top and bottom faces, (3.9)
0 elsewhere;

Tez — pf:Uw:Uz:qx:q,z:O'

Here, S;(t) denotes the stress function applied in the ith direction. To properly allow for these
boundary conditions, second-order spatial differencing operators are used in the first three
layers of grid points around the computational domain, while fourth-order spatial operators
are used throughout the remainder of the grid points. This is depicted in Figure 3.2.
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Figure 3.1. Setup for the numerical experiments: The elastic moduli of the porous sample
are obtained by applying a stress on the bounding faces of a sealed sample and measuring
the strain response.

The stress function S(¢) has been choosen to offer a wide band of frequency content
within a small time duration. For all examples, it is taken to be

S(t) = % {1+ tanh [r (£ — to)]} - (3.10)

The constant amplitude S, fixes the stress level, while the time dependence becomes a simple
step function when the stretching parameter r goes to infinity. For the experiments, the
parameter ¢, is set sufficiently large that rtg > 1 so that S(t = 0) ~ 0. The lowest frequency
present in the function S(t) is controlled by the duration of the signal, while the largest
frequency is related to the parameter r. To avoid undesirable high-frequency resonance, the
stretching parameter r is adjusted in order to obtain the largest frequency content without
appreciably exciting wavelengths comparable to sample dimensions.

During the numerical experiments, the following average fields are recorded at each time
step

1 1 M—-1N-1
<Dzvz>(l> = N _ o — [Divi]l,m,n (311)
N—-2M-2
m=2 n=2
1 1 M-1N-1
<Dt7—m><l) = m M — 2 [DtTM]l,m,n . (312)
m+2 n=2

Once the modeling is finished, the stress rate and strain rate are computed in the frequency
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Figure 3.2. Relative position

of the field components on the staggered grids. The stress

function is applied in the external dark-gray layer of grid points. To simulate undrained
experiments, the fluid parcticle velocity field q is kept to zero in the light gray area. The
boundary conditions are better allowed for by using O(2) spatial finite operators in the
external region and O(4) throughout the remaining interior region.
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Table 3.1. Material properties of the samples shown in Figure 3.3. Phase 1 is more com-
pressible than phase 2 and has a higher permeability.

Property Phase 1 Phase 2
Grain

Bulk modulus (Kj) 36.0 GPa 36.0 GPa

Density (ps) 2650 kg/m® 2650 kg/m?
Frame

Bulk modulus (Ky) 621 MPa 6.21 GPa

Shear modulus () 455 MPa 455 MPa

Porosity (¢) 0.33 0.33

Permeability (k) 10712 m? 10~15m?
Fluid

Bulk modulus (K7) 2.25 GPa 2.25 GPa

Density (py) 10 kg/m? 10 kg/m?

Viscosity (1) 10°Nsm2 10 Nsm™?

domain using a Fourier transform (FT)

ilw) = FT{(Dw)} (3.13)
fulw) = FT{(Dm)}. (3.14)

Finally, the undrained bulk and shear moduli, as well as the respective attenuation, are
computed using Equations (3.3)—(3.8). In order to obtain K,(w) and G,(w), two kinds of
experiments are performed: (1) pure compression experiments in which S, (t) = S.(t) = S(t);
and (2) pure shear experiments in which S,(t) = S(t) and S,(t) = —S(¢). Performing
a single mixed experiment with |S,| # |S,| to give both K, and G, simultaneously gives
noisier results.

3.1.4 Attenuation and dispersion due to pure compression

3.1.4.1 Double porosity and simple geometrical effects

In order to compare the numerical method to the double-porosity theory (e.g., Pride et al.,
2004), two series of four numerical experiments have been realized. In all eight experiments,
the samples consist of square-shaped porous inclusions embedded within a homogeneous
porous matrix. The physical properties of the two porous phases are given in Table 3.1 and
the spatial positions of the inclusions are shown in Figure 3.3 (a), (b), (c¢) and (d). The
number of inclusions in each material has been adjusted to have the same partial volumes
of each phase present in all samples; specifically, 1/4 inclusion and 3/4 matrix.

In the first series of experiments, the inclusions are stiffer and less permeable than the

60



(©) (d)

(A) (©)

Figure 3.3. Geometries of the samples used for testing the double-porosity theory. The
sizes of the small and the large samples are 64 mm and 128 mm respectively. The sizes of
the white squares in (a), (b),(c) and (d) are 32, 16, 8 and 4 millimeters respectively. Each
material is made of 1/4 white phase and 3/4 black phase. The three composites (A), (B)
and (C) are obtained by mixing together (a), (b), (¢) and (d) in different ways.

surrounding matrix. In this case, the diffusive fluid flow in response to the step change in
applied stress advances into the inclusions, with fluid pressure remaining almost spatially
uniform throughout the softer and more permeable matrix (the fluid pressure gradually
decreases through time in the more permeable phase, but remains effectively uniform in
space). The undrained bulk modulus K, and the associated attenuation Q. numerically
measured for the samples (a), (b), (¢) and (d) are plotted as symbols in Figure 3.4. The
theoretical results, obtained using the analytical double-porosity theory of Pride et al. (2004),
are plotted as the solid lines. The analytical expressions, along with additional discussion of
the double-porosity theory, are given in Appendix B. As seen there, all parameters required
by the double-porosity theory are either known or calculated using their theoretical definition.
There are no free parameters that are adjusted to achieve a good fit to the numerical data.

The finite-difference results show a good agreement with the double-porosity theory.
The spatial-sampling interval for the finite differencing was taken to be 0.5 mm while the
smallest patch of heterogeneity was 4 mm (c.f., Figure 3.3), which corresponds to 8 grid
points within the smallest patch. The time-sampling interval was given by the stability
criterion of Masson et al. (2006). Fluctuations in the numerical response above 10* Hz are
due to sample resonance.

At low enough frequencies, the attenuation increases linearly with increasing frequency.
This is a consequence of the finite size of the sample (as will be discussed in the next section).
At peak attenuation, the fluid has just enough time in each period to diffusively penetrate
each inclusion. The fluid-pressure diffusivity D of a porous material goes as (c.f., Pride,
2005, for a demonstration and Appendix A for definitions of o, B, K, and Ky; however, this
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Figure 3.4. Real part of the bulk modulus and the respective attenuation obtained from
the geometries (a),(b), (¢) and (d) in Figure 3.3. In this example, the black regions in
Figure 3.3 are filled with the softer/more-permeable phase 1 and the white regions with the
stiffer /less-permeable phase 2. The properties of phases 1 and 2 are given in Table 3.1.
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where Ky is the fluid’s bulk modulus, ¢ is porosity, and 7 is the fluid viscosity. Peak
attenuation occurs at the relaxation frequency w, given by w, = D/L? o k/L* where L
is a characteristic patch size defined explicitly in Appendix B. Finally, at high frequencies,
the attenuation decreases as the square root of the frequency. This is a consequence of the
diffusive penetration depth of the fluid pressure into the less-permeable inclusion decreasing
with increasing frequency as w~'/2. The permeability is the same in all samples so the
relaxation frequency w, only varies due to L. Figure 3.5 gives snapshots of the fluid pressure
during an experiment with a sample containing different sizes of inclusions. Looking at the
times needed by each size of inclusion to equilibrate gives a visual idea of how the relaxation
frequency depends on L.

For the second series of numerical experiments, the two porous phases in (a), (b), (¢) and
(d) have simply been swapped so that what was inclusion material is now matrix and vice
versa (see figure 3.3). In this case, the fluid-pressure equilibration takes place mainly within
the low-permeability matrix. Figure 3.6 shows the measured values for K, and Q;(t Versus
frequency. Here again, the finite-difference results are consistent with the double-porosity
theory.

To begin investigating more complex materials, we construct three composites (A), (B)
and (C) as depicted in Figure 3.3. Each of these three materials has exactly the same numbers
of each size of square inclusions. The only difference is where these square inclusions are
placed inside the sample. Further, the volume fractions of the inclusion and matrix phases in
composites (A), (B), (C) and (a), (b), (c) are all identical. Again, we test the two scenarios
in which the inclusions and matrix are either made of material one or two from Table 3.1.

Figure 3.7 shows the results obtained when the matrix is softer and more permeable than
the inclusions. Interestingly, in this case, the K, and Q. curves are very similar for the
three composites. The results for (A) and (B) are almost equal, while for (C), the curves are
slightly shifted at lower frequencies. This shifting is due to the fact that the fluid pressure
takes more time to equilibrate within the relatively large aggregate in (C). The similarity in
the results suggests the different inclusions are not strongly interacting so that a theoretical
estimate can be made by simply averaging together the double-porosity theory estimates
corresponding to examples (a), (b), (c), and (d) in Figure 3.3. Figure 3.7 shows that such a
theoretical estimate (solid line) is very consistent with the numerical data.

The results obtained after swapping the roles of the two phases in (A), (B) and (C) are
presented in Figure 3.8. The numerical results for material (A) in this case are again well
fit by a simple mean of the Figure 3.6 results. However, materials (B) and (C) show more
significant discrepancies between the numerical results and the simple mean curve. This is
because the black regions in Figures 3.3(B) and 3.3(C) have a distinctly different geometry
than the black region of Figure 3.3(A). In particular, material (B) has a black area with a
narrow range of length scales between the white inclusions which results in the enhanced
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Figure 3.5. Snapshots showing the fluid pressure at different times during a purely compres-
sional experiment. The applied stress is shown as a function of time in the bottom plot.
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Figure 3.6. Real part of the bulk modulus and the associated attenuation obtained from the
geometries (a),(b), (c¢) and (d) in Figure 3.3. In this example, the black regions in Figure 3.3
are filled with phase 2 and the white regions with phase 1 from Table 3.1. Just the opposite
from the results of Figure 3.4.
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Figure 3.7. Real part of the bulk modulus and the associated attenuation obtained from the
geometries (A), (B) and (C) in Figure 3.3. The black and white areas in Figure 3.3 where
filled with materials 1 and 2, respectively, from Table 3.1. The solid line is a simple mean
of the four theoretical curves associated with the samples (a), (b), (¢) and (d) presented in
Figure 3.4.
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peak of Figure 3.8. Similarly, material (C) has a dominant length scale that is much larger
than in any of the other examples which results in the low-frequency peak seen in Figure 3.8.

The conclusion is that when the diffusion is controlled by the inclusions (i.e., the inclu-
sion material has the smaller fluid-pressure diffusivity), then it does not matter where the
inclusions are placed within the sample. However, when the diffusion is controlled by the
matrix, the fact that the geometry of the matrix changes greatly depending on where the
inclusions are placed means that the shape of the attenuation curves will be more sensitive
to where the inclusions are placed.

3.1.4.2 Gradual transitions in the local properties

We next investigate what is the consequence on the frequency dependence of K, (w) if
there is a gradual transition in the local moduli from one patch of material to the next as
opposed to the abrupt step changes so far considered.

Consider first the simple situation depicted in Figure 3.10, in which there is a linear
transition in the local drained (frame) moduli from one porous material to another. The
transition occurs across a layer that has a thickness h. Figure 3.9 shows how the frequency
dependence of Q}L is affected by changing the transition layer’s thickness h. The effect is to
make the high-frequency limit of Q. change from w~%/2 in the case where no transition layer
is present (a step change in local properties) to w™! when the transition layer is present. So
long as the diffusive penetration distance § = 1/ D/w is larger than the transition thickness
h, but smaller than the size L of the main low-permeability patch that is being diffusively
penetrated, one has that QI_(L will decrease with increasing frequency as w~='/2. However, at
frequencies where § < h, a transition to a linear decrease with frequency occurs because the
fluid-pressure gradient is no longer controlled by diffusion into a uniform material, but by
the simple gradient in material properties present in the transition layer. A more detailed
explanation of this frequency dependence will be provided in the following subsection. The
frequency wsy at which the transition from w=/? to w™' attenuation fall-off occurs can thus
be estimated as

Wew = D/ (3.16)

As shown in Figure 3.11, this estimate (the solid line) is consistent with the numerical
experiments.

In Figure 3.12, the transition inside the sample takes place with various smooth profiles
as shown (not just linear transitions) and the permeability is allowed to vary as well. All
conclusions so far obtained about the high-frequency dependence being w=! in the presence
of gradual transitions (instead of w™'/2 in the presence of step transitions), continue to hold.
The explanation for this is now provided.
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Figure 3.9. Attenuation curves @ !(w) obtained by varying the thickness of the transition
layer h (see Figure 3.10). The thin dotted lines are obtained by fitting the data in the
high frequency range with a function of the form Q@ !(w) = Aw™!. For each experiment,
the transition frequency ws, is measured at the intersection between the high-frequency
asympote (thin dotted line) at a given h, and the high-frequency asymptote when h = 0.
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Figure 3.10. Geometry of the sample used to study the effect of smooth transitions from
one material to another. The physical properties of materials 1 and 2 are given in Table 3.1
as Phase 1 and Phase 2 respectively with the exception that the permeability is constant
everywhere (k = 5x 1071%m?). Inside the transition zone, the physical properties are linearly
interpolated between the two materials.
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Figure 3.11. Measured relaxation frequency wy, as defined in Figure 3.9 plotted as a function
of the thickness of the transition layer (see Figure 3.10). The solid line is Equation (3.16).
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Figure 3.12. Similar experiment as in Figure 3.9 but with permeability variations and dif-
ferent profiles for the transition layer. Here the sample consists of a single circular inclusion
embedded within a homogeneous matrix. The three curves have been obtained using three
differents profiles (P1, P2, P3) for the transition layer. The solid lines are obtained by fitting
the data in the high frequencies range. The slopes of the lines associated with P2 and P3
are very close to 1, while the one associated with P1 is very close to 1/2. The local drained
modulus and permeability profiles along the diameter of the circular inclusion is shown in
the bottom plot. The other physical properties correspond to the values shown in Table 3.1
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3.1.4.3 Explanation for the nature of Q. (w)

We now provide a simple “back-of-the-envelope” analysis of Q[_(t(w) in order to better
explain the observed frequency dependence in the limits of low and high frequencies and to
define how the maximum value of Q}L depends on the material properties. The goal is to
obtain a simple understanding of Q;{}J that is nonethless useful and robust. This is done at
the expense of mathematical rigor.

To do so, we exploit the physical definition of ) provided earlier as Equation (3.6).
For ease of explanation, we assume the composite is predominantly a mixture of two porous
phases (a double-porosity model) and designate using a 1 the porous phase having the smaller
fluid-pressure diffusivity D. Phase 1 thus controls the timing of the diffusive penetration of
the fluid-pressure and, therefore, contains the strongest fluid-pressure gradients and viscous
losses. Despite this double-porosity context, the effect of smooth transitions between the
otherwise homogeneous patches will be considered.

The rate at which energy is locally being lost per unit volume of phase 1 is (k1 /n)|Vp;|?.
Thus, using Equation (3.6) and assuming that the attenuation is small (Q~! < 1) so that
the average stored energy is equal to half the peak stored energy, we have

. ky le \fo|2dV N Ky le |fo|2dV

-1
@ = wn [y Kue2dV ~ wn VRe{K,}e? (8:17)
where Re{K,} is the macroscopic undrained modulus of the sealed sample, V' is the sample
volume, € is the applied volumetric strain, and €2; is the domain of phase 1. We now
further analyze this expression in the limits of high and low frequencies. In what follows,
the fluid-pressure gradients in phase 1 are crudely approximated as Apy/Ax where Apy is a
characteristic pressure contrast between the two phases that exists over a distance A, within

Q.

High frequencies At high frequencies, Ap; is given by the locally (and globally)
undrained response Ap; = AC'e where AC' is the contrast in the local Biot coupling mod-
ulus C' = aM between two adjacent patches (see Appendix A for definitions of a and M).
Further, by definition of “high frequencies”, Ax is necessarily smaller than the characteristic
size L (defined in Appendix A) of the phase 1 patches. The volume of phase 1 across which
the fluid-pressure gradients are non-negligble is roughly SAz where S is the total surface
area separating the porous patches. We can thus write

kS (AC)? 1
1M i
Qs wn 'V K,(c0) Az (3.18)

where, for a double-porosity material, the high-frequency undrained bulk modulus K, (c0)
is given by Equation (B.13) of Appendix B.

In the special case where there is an abrupt step change from one patch to the next, one
has that Az = § = /D;/w is the diffusive penetration depth into phase 1. In this case,
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Equation (3.18) gives

L ek s a2 L,
~ = 3.19
as observed in the numerical experiments. In the case where there is a gradual (but otherwise

arbitrary) transition over a distance h from one patch to the next and when § < h, we have
that Ax = h so that

hs (BOP1 om

Q7 {UW K, ()

also as observed in the numerical experiments.

Peak attenuation Peak attenuation occurs when the diffusive penetration distance 0 just
equals the size L of the phase 1 patches; i.e., it occurs at the frequency w, = D;/L?. At
peak attenuation, effectively all of phase 1 has a fluid-pressure gradient across it so that

-1 LZkl ‘/1 (AC>2 1 ~ ¢1‘/1 (AO)2 (321)

peak = DV \ L ) Kuw,) V KKy w)

where K, (w,) is approximated in Appendix B. This useful expression says that the magnitude
of peak attenuation is proportional to the square of the contrast in the coupling modulus. If
the incompressibility contrast is doubled, the attenuation curves will be shifted upward by
a factor of four.

Low frequencies At low frequencies, the distances overwhich the fluid-pressure gradients
in phase 1 exist are independent of frequency and are given by Az = L. In such a long-time
(low-frequency) limit, the diffusional penetration of fluid pressure across the low-permeability
phase 1 material has plenty of time to occur within each stress cycle (i.e., w < D;/L?).
The remaining pressure gradients are decreasing linearly with decreasing frequency because
the average fluid-pressure difference between the two phases Ap; is decreasing. Pride and
Berryman (2003b) show that at low frequencies, a double-porosity material will have an
average difference of fluid pressure between the two phases given by

n B, \ a1
Apr=w—|(1——=— ) —L°K .22
b=t (1 32) S R0 (3.22)

where B, is the static Skempton’s coefficient and K, (0) the static undrained bulk modulus
of the double-porosity composite and expressions for each are given in Appendix B. At zero
frequency, no fluid pressure gradients in the composite remain. Thus, at low frequencies, the

attenuation goes as
Vinl? (o Bo\ (a1
— |1 == — | K.(0 3.23
2 (1-3) (7)) mao) (3.23)

as seen in the numerical experiments.

-1
Q, ~
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Table 3.2. Material properties of the samples shown in Figure 3.13.

Property Min Mean Max
Grain

Bulk modulus (K) - 36.0 GPa -

Density (ps) - 2650 kg/m? -
Frame

Bulk modulus (K4) 500 MPa 5 GPa 9.5 GPa

Shear modulus (¢) 333 MPa  3.33 GPa 6.33 GPa

Porosity (¢) 0.26 0.33 0.39

Permeability (k) 10716 m? 1071 m? 1.9 x 1071 m?
Fluid

Bulk modulus (K7) - 2.25 GPa -

Density (py) - 10® kg/m? -

Viscosity (1) - 1073 N s m~2 -

3.1.4.4 Random correlated materials

We now consider the attenuation and dispersion in materials having local properties ran-
domly sampled from a probability distribution function (PDF) and for which some specified
correlation function of the properties has been imposed. The algorithm used to create such
random correlated materials is presented in Appendix D.

Consider the four materials shown in the right column of Figure 3.13 and having either
a unimodal Gaussian (G1 and G2) or bimodal Gaussian (B1 and B2) distribution function
as shown in the left column. In all four realizations (B1, B2, G1, and G2), a Gaussian
correlation function was further imposed having a correlation length of 1 cm. The material
properties associated with these distributions are given in Table 3.2.

The dispersion and attenuation associated with the undrained bulk modulus are plotted
in Figure 3.15. The greatest attenuation and dispersion are associated with the distribution
(B2) which has the largest standard of deviation. As shown above in Section 4.3, the peak
value of attenuation is determined by the square of the local contrasts in compressibility
present. This is equivalent to saying that the peak attenuation is proportional to the square
of the standard of deviation of the PDF used to create the random heterogeneity. Figure 3.14
shows that the numerical experiments are consistent with such a quadratic relation between
peak attenuation and a PDF’s standard of deviation. Distributions G2 (unimodal) and B1
(bimodal) have identically the same standard of deviation which results in very similar at-
tenuation and dispersion curves in Figure 3.15. The main difference is that the bimodal
distribution has a w~'/? fall off in the high-frequency attenuation, while the unimodal dis-
tribution has a w™! fall off. The reason has been given above in Sections 4.2 and 4.3: the
bimodal distribution has effectively a step contrast in the local properties and, therefore,
a w™'/? high-frequency attenuation dependence, while the unimodal distribution presents
smooth transitions of the local properties and a w™! dependence.
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Figure 3.13. Probability density function (PDF) and spatial distribution of the physical
properties after a Gaussian correlation function has been applied. Samples G1 and G2
derive from a Gaussian PDF while B1 and B2 from a bimodal PDF. The sample size is 10
centimeters and the imposed correlation length is about 1 centimeter. The physical properties
used for the modeling are obtained using a linear mapping (regular binning) between the
Min and Max values given in Table 3.2.
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Figure 3.14. Maximum of Q! plotted as a function of the contrast in the elastic properties
for a bimodal material. The samples used are similar to B1 or B2 in Figure 3.13 but with
varying standards of deviations. For the mapping, we used the properties given in Table 3.2.
The solid line has been obtained by fitting the data as a quadratic function of the standard
of deviation.

3.1.5 Attenuation and dispersion due to pure shear

Mesoscale flow can be created even when a pure shear stress is applied to the sample.
The condition required for a pure shear to create local fluid-pressure gradients is that the
mesoscale geometry have some local anisotropy associated with its shape. A sand lens
embedded in shaly sediments or a fracture embedded in a sandstone are natural examples
of such geometric anisotropy. Isotropic geometries, such as spherical inclusions, do not
permit an applied pure shear to create changes in the fluid pressure of the constituents.
Since anisotropic mesoscale geometries are more geologically common than are isotropic
geometries, shear-induced mesoflow should be considered the rule rather than the exception
in porous rock.

An example of the fluid-pressure response due to a pure shear |[having it’s maximum
(positive) principal stress in the vertical direction and it’s minimum (negative) stress in the
horizontal direction] is given in Figure 3.16. An ellipse of softer porous material is embedded
within a stiffer matrix. The physical properties of the inclusion and matrix are given in
Table 3.3. As the orientation of the ellipse is changed relative to the fixed principal-stress
directions, there is observed to be a change in the nature of the fluid-pressure response.

When the inclusion is perpendicular (or parallel) to the principal-stress direction (E1),
the dilation (or compression) of the ellipse will create a fluid-pressure difference between the
inside of the ellipse and the surrounding matrix. A fluid-pressure equilibration then ensues
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Figure 3.15. Bulk moduli K, and the respectives attenuations Q! obtained from the samples
shown in Figure 3.13. The samples that have more important local contrasts in their elastic
properties (larger standards of deviations) show higher levels of attenuation and dispersion.
Salient features of these results are discussed in the text.
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Figure 3.16. Snapshots showing the fluid pressure recorded during three pure shear ex-
periments. Each sample contains a single heterogeneity simulating a crack. In E1, the
fluid-pressure equilibration occurs between the inclusion and the matrix. In E3, the fluid
pressure equilibrates between the lobes of dilatation and compression in the matrix. Finally,
in E2 both kinds of equilibration occur simultaneously.

Table 3.3. Material properties of the samples shown in Figure 3.16.

Property Weak Inclusion Matrix
Grain

Bulk modulus (Kj) 36.0 GPa 36.0 GPa

Density (ps) 2650 kg/m? 2650 kg/m?
Frame

Bulk modulus (Kj) 62.1 MPa 6.21 GPa

Shear modulus () 45.5 MPa 455 MPa

Porosity (¢) 0.33 0.33

Permeability (k) 0 m? 10~ m?
Fluid

Bulk modulus (K7) 2.25 GPa 2.25 GPa

Density (py) 10® kg/m?3 10 kg/m?

Viscosity (1) 103 Nsm? 103 Nsm?
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Figure 3.17. Shear modulus G and the associated attenuation Qal obtained from the three
samples E1, E2, and E3 shown in Figure 3.16.
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Figure 3.18. Peak attenuation as an open-to-flow ellipse (grey squares) and sealed-to-flow
ellipse (white circles) are rotated relative to the principal stress directions of the pure shear.
The horizontal dashed line is the measured attenuation due to a pure compression for the
same geometries (ellipse orientations).

that both attenuates energy and causes the shear modulus of the composite to relax (see
Figure 3.17). In this orientation (E1), the contrast in fluid pressure that is created is due to
the contrast in the drained bulk modulus between the inclusion and matrix.

As the ellipse is rotated (E2), there begin to be created lobes of enhanced compression
and dilation in the surrounding matrix so long as there is a contrast in the local shear
modulus between the inclusion and matrix. This is in addition to the pressure change
between the ellipse and matrix caused by the compressibility contrast. When the ellipse is
at 45 degrees relative to the principal-stress directions (E3), the ellipse no longer has an
average fluid-pressure difference between itself and the surrounding medium; however, the
pressure changes in the shear lobes is at a maximum.

As seen in Figure 3.17, the greatest amount of shear-induced attenuation and dispersion
is created when there develops a fluid-pressure contrast between the inside and outside of the
ellipse. Again, for this to occur, there must exist an incompressibility contrast between the
ellipse and matrix and the ellipse cannot be oriented at 45 degrees relative to the principal-
stress direction. Another way to quantify these observations is given in Figure 3.18. A single
ellipsoid having contrasts in both incompressibility and shear modulus with the surrounding
matrix is rotated relative to the principal stress and the peak value of Qal is numerically
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measured. Two curves are given in Figure 3.18 corresponding to a sealed inclusion (no fluid
exchanges between the ellipse and the matrix) and to an open inclusion. For the sealed
inclusion, only the equilibration in the matrix between the shear lobes occurs. For the open
inclusion, both mechanisms occur. It is again seen that the attenuation, and, therefore,
dispersion, is dominated by the exchanges between inclusion and matrix.

In the mechanism due to fluid exchanges between the inclusion and matrix, the peak
attenuation is proportional to the square in the contrast of the incompressibility. While the
peak attenuation due to equilibration between the shear lobes is proportional to the square
in the contrast of the shear modulus.

3.1.6 Conclusions

In this work, we have seen how mesoscopic-scale geometry in porous samples has an influ-
ence on the seismic attenuation and dispersion of the sample. This was done by numerically
determining the local poroelastic response inside such samples created by step changes in
the stress acting on the sample, and averaging the deformation throughout the sample to
obtain the average strain. Taking a Fourier transform of the average stress and strain and
dividing, gives the complex frequency-dependent elastic moduli of the sample.

The main results are now summarized. For double-porosity materials characterized by a
porous inclusion of given size embedded within a homogeneous matrix, the double-porosity
theory of Pride et al. (2004), with no free parameters, fits the numerical results very well.
However, for more general media characterized by having continuously variable mesoscopic
structures, the assumptions of the double-porosity model breakdown along with the agree-
ment between the analytical model and the numerical results.

In particular, it was shown that when there is a gradual transition between the porous
inclusion and the surrounding matrix (as opposed to the step contrast assumed in the double-
porosity model), the high-frequency asymptotic behavior of the attenuation is w™' instead
of w™2 in the case of a step contrast. Further, it was shown that having a range of
sizes present produces broader curves of attenuation as a function of frequency due to the
diffusional relaxation associated with each length scale present.

The peak attenuation in samples containing mesoscale heterogeneity was shown to be
proportional to the square of the contrast of the moduli in the case of double-porosity
models, and to the square of the standard of deviation in the compressibility distribution for
the case of random media.

Last, the attenuation in pure shear was shown to be dominated by fluid exchanges be-
tween anisotropically-shaped inclusions and the surrounding matrix. Mesoflow between the
shear-induced lobes of compression and dilation in the matrix surrounding the inclusion was
shown to be much less important.
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3.2 Acoustic attenuation in self-affine porous struc-

tures

(Published in the PHYSICAL REVIEW LETTERS,
S. R. Pride and Y. J. Masson ,Phys. Rev. Lett., Volume 97, Issue 18, 184301, 2006.)

Understanding the physics of mechanical wave propagation in porous materials impacts a
wide range of applications ranging from the exploration of the earth’s crust, to the design of
sound absorbing materials, to the non-destructive evaluation of fractured materials. From
a fundamental physics perspective, perhaps the greatest challenge is to understand the way
that heterogeneity across all length scales smaller than the acoustic wavelength affects the
nature of the wave propagation.

In order to define porous-material properties, one needs to consider samples that contain
a minimum of roughly 3 grains to the side. Most natural porous materials such as rocks
and sediments in the earth have heterogeneity in the porous-continuum properties (e.g.,
the elastic moduli, density, and fluid-flow permeability of the grain packs) at nearly all
scales greater than a few grain sizes (> 107 m). Sound-absorbing porous materials can be
manufactured to have heterogeneity over these scales as well. Seismic wavelengths used for
exploration of the earth’s crust are typically in the range from 1 to 100 m. Further, airborne
sound, upon entering sound-absorbing porous materials, typically have wavelengths on the
order of 0.1 to 1 m. There are thus a wide range of so-called “mesoscopic” length scales [ that
are larger than grain sizes d (i.e., can be modeled as a porous-continuum), but smaller than
acoustic wavelengths \. Figure 3.19 graphically depicts the length-scale relation A > [ > d.
For the purpose of modeling an acoustic experiment, it is generally necessary to define the
porous-continuum properties at a scale (resolution) of roughly a tenth of a wavelength.

Many studies [1-10] have focused on the effective acoustic properties of fluid-filled porous
media in the presence of mesoscopic length-scale heterogeneity. When an acoustic wave com-
presses a sample of porous material containing mesoscopic heterogeneity, the fluid-pressure
response will be relatively large in regions where the compressibility of the framework of
grains is large, and small where the framework compressibility is small. A process of fluid-
pressure equilibration (i.e., viscous fluid flow) ensues that is capable of attenuating significant
amounts of acoustic wave energy.

In the present Letter, we focus on the complex bulk modulus K, (w) of sealed samples
of porous media that contain a self-affine fractal structure in the local compressibility of
the framework of grains. The subscript u denotes “undrained” which signifies that no fluid
exchanges into or out of the sample are allowed to occur. An undrained modulus is of interest
because it can be shown (e.g., Ref. [11]) that over the acoustic frequencies w used in both
exploration work and audible-sound absorption (1 Hz < w/27 < 10 kHz), no significant fluid
exchanges occur between the averaging volumes used to define the effective properties and
the surrounding material. Any induced flow that needs to be allowed for is occuring within
the averaging volume (sample) and is due to the presence of mesoscopic-scale heterogeneity.
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Figure 3.19. Depiction of the length-scale relation A > [ > d where ) is the wavelength of the
acoustic pulse, [ is the linear dimension of a sample containing mesoscopic-scale heterogeneity
in the local porous-continuum properties, and d is a characteristic size of a grain.
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To obtain the complex undrained bulk modulus, one can first apply a temporal step in
the normal stress — P that acts uniformly on the sealed exterior faces of a sample of material.
The induced volumetric strain of the sample € = §V//V is then measured through time, and
a temporal Fourier transform taken of both the applied stress and measured deformation to
yield K, (w) = —P(w)/é(w). The compressional attenuation associated with the phase shift
between stress and strain is conveniently described using a quality factor )k, defined as

4 _ total energy lost per stress period (3.24)
rcu average energy reversibly stored per period
Im{K,(w)} (3.25)
Re{K,(w)} '

It is straightforward to demonstrate that the physical definition of Eq. (3.24) is equivalent
to the operational definition of Eq. (3.25) [12].

Our approach here is to measure K, (w) numerically by performing finite-difference simu-
lations of the above experiment. Details of how the finite-difference algorithm works are given
by Masson and Pride [13,14]. The numerical simulations are based on the laws of poroelas-
ticity [15, 16] that provide a continuum description allowing for fluid-pressure changes and
fluid flow in addition to the elastic deformation and acceleration of the material. The region
) occupied by a sample under study is discretized into a cartesian grid at a scale Az that
still implicitly contains within it enough grains (Az > 3d) to justify a porous-continuum
description of the local physics. The local porous-material properties (elastic moduli of the
framework of grains, permeability, density) are distributed over the pixels (2D) or voxels
(3D) of size Az, and the complex bulk modulus of the sample determined by numerically
performing the experiment of the previous paragraph.

Let C' be an elastic modulus associated with the framework of grains that is specified at
each grid point within the sample and that fluctuates locally over the grid. The fluctuations
AC(aAz) in C associated with each length scale aAx where a > 1 generally vary in real
materials as the scale factor a varies. A self-affine fractal means that

AC(aAr) x af AC(Ax) (3.26)

where H is called the Hurst exponent (H = 1 corresponds to a self-similar fractal). In
practice, since Az is a finite length (> 3d), the fluctuation AC(Az) at the smallest scale
a = 1is taken to be the standard of deviation of the probability distribution used to randomly
populate the grid with C values.

We generate self-affine fractal structure within our synthetic samples using the following
algorithm: (1) Generate a pseudo-random realization W (x) of the white noise associated
with the desired statistical distribution of the material property over the grid points x; (2)
Calculate a spatial Fourier transform W (k) of this white noise; (3) Multiply the white noise
with the spectral filter F(k) oc |k|~%/2~H representing the correlation function of the self-
affine fractal where E is the Euclidean-space dimension; (5) Calculate the inverse Fourier
transform of the filtered white noise; and (6) Normalize to the desired variance and add the
appropriate mean to obtain the final realization of the self-affine fractal material property.
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It has been numerically verified that self-affine structure generated in this manner possesses
the scaling of Eq. (3.26) in both 2D and 3D.

The compressional attenuation as a function of frequency Q;{t (w) numerically determined
for a material possessing self-affine structure in the bulk modulus of the dry framework of
grains is shown in Fig. 3.20. A Gaussian distribution was used to generate the random
fractal structure. At low frequencies, there is observed a power-law relation Q}t(w) X w
that can be attributed to the finite size of the sample (as will be explained shortly). At high
enough frequencies where the fluid-pressure-diffusion penetration length 6 = /D/w (D is
the fluid-pressure diffusivity) is much smaller than the size of the sample, the finite-size of
the sample does not influence the diffusion process and a more interesting power-law relation
is observed Q4. (w) o< w™. The example given in Fig. 3.20 is a 2D simulation (implicitly,
a 3D experiment in which no deformation occurs in the third dimension which necessitates
the shear modulus to be measured in order to obtain K, [14]); however, the same scaling
holds for a fully 3D experiment.

Figure 3.21 gives the high-frequency power-law exponent of Q. (w) corresponding to
materials covering a range of H values. When the Hurst exponent has a large magnitude
compared to one (|H| > 1), the attenuation exponent tends to either +1 (large negative H)
or -1 (large positive H). This suggests the following scaling relation valid for all H

QI_(L (w) o ™ tanh H (3.27)

that, in Fig. 3.21, is seen to do an excellent job of fitting the numerical data. Equation (3.27)
and Figs. 3.20 and 3.21 are the main results of this Letter.

We now explain these observations. The rate at which energy is locally being lost per
unit volume of porous material is (k/n)|Vps|* where k is the local fluid-flow permeability, n
is the fluid viscosity, and p; the fluid pressure. If, as in the above examples, the amount of
dissipated energy in each cycle is small compared to the amount of stored energy, the average
energy reversibly stored per unit volume is half the peak stored energy Kpe? where Ky is
the local (and real) undrained bulk modulus and e the local volumetric strain. Equation

(3.24) then gives

1 Jo k[ Vps?dV
wn [, Kpe2dV ~
An approximate analysis of this expression is provided that retains the essential elements
required to produce the attenuation scaling law of Eq. (3.27).

Qru = (3.28)

Each length scale aAz will make its own contribution to Q.. If the only heterogeneity
in the system occured at the length scale aAx, the attenuation curve Q,'(w) associated
exclusively with this scale a would rise linearly in w up to a peak value, then descend as
w™/2 [6-10]. Peak attenuation at scale a occurs at the frequency w, at which the fluid-
pressure just has time to diffuse across the distance aAz in a single cycle; i.e., it occurs
at the frequency w, = D/(aAx)?. Here, D is the fluid pressure diffusivity that is well
approximated as (c.f., Ref. [11]) D = kK;/(n¢) where K is the fluid’s bulk modulus and ¢
is porosity.

We will make the approximation that the full attenuation curve Q. (w) in the presence
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Figure 3.20. Results of 2D numerical simulations of Q. (w) for synthetic samples that have
different Hurst exponents. The symbols are numerical data and the solid line corresponds
to w™. To the right are images of the self-affine structure present in the porous-continuum
elastic modulus.
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data.
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of all length scales corresponds to the envelope bounding the sum of the attenuation curves
coming from each length scale. In the presence of a continuum of length scales a, this is very
well approximated as Q- (w) = Q7' (w,) ¥ a.

To determine the peak values Q,'(w,) of the attenuation associated with each scale a,
we return to Eq. (3.28). The local pressure gradient driving the fluid flow is created by
the volumetric compression acting on the heterogeneous grain pack and is approximated as
|Vps| = AC(aAz)e/aAzx where C is the elastic modulus responsible for creating a fluid-
pressure change in the grain pack from the applied volumetric strain; i.e., C' = ps/e and
is, like K/, defined assuming undrained (sealed sample) conditions. Expressions that detail
how C' depends on the bulk modulus of the dry framework of grains and on the moduli of
the fluid and solid phases can be found in many places including Ref. [11]. Further, in this
“order-of-magnitude” analysis, we replace all locally varying fields by their mean values in
the system (denoted with ( )) to obtain an estimate of the peak attenuation associated with
scale a
(F)[AC(aAz)]* _ ()[AC(alz)]?

Qo (wa) = wan(alAz)>(Ky) Ky (Ky)

(3.29)

where

N LY
n{¢)(alAz)
was used for the frequency of peak attenuation at scale a. Equation (3.29) predicts that the

peak attenuation associated with a given scale is proportional to the square of the fluctuation
at that scale.

(3.30)

To obtain the full curve for the self-affine material, we employ the definition of a self-
affine fractal AC(aAx) = o AC(Ax) and rearrange Eq. (3.30) to give an expression for a
in terms of w,. Putting this in Eq. (3.29) gives the desired frequency scaling law

(O)AC(Az)]* < w )H

Q7 () = Qi) = e (2

(3.31)

where wy is the w, of Eq. (3.30) evaluated at @ = 1. The result of Eq. (3.31) also demonstrates
that the attenuation curve is proportional to the variance [AC(Az)]? of the probability
distribution used to randomly distribute the elastic moduli through the sample; a result
that has also been numerically confirmed.

In the limits that |H| — oo, two other scaling rules emerge. As H — —oo, the only
fluctuations present in the sample are those occuring at the smallest scale a = 1. Across
the finite bandwidth we study, this means we are always in the low-frequency regime where
attenuation is increasing linearly with frequency. To explain such linear in w scaling, we again
appeal to Eq. (3.28). At low enough frequencies, the diffusive penetration of the fluid pressure
across the low-diffusivity patches of size Az (the only patches of significance when H — —o0)
occurs rapidly during each stress period, and any remaining pressure gradients are decreasing
linearly with decreasing w not because the diffusion distance is changing, but because the
average fluid-pressure difference Ap; between two local patches is decreasing with w. Using
theoretical results from Ref. [7], one has in this case that |Vps| = Aps(w)/Az = a(nAze/k)w
where « is a dimensionless material property bounded as 0 < a < 1 (c.f., Ref. [7] for the
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detailed nature of ). Using this in Eq. (3.28) gives that limp_, , Q% o w as is numerically
observed in the simulations.

As H — +o00, the dominant fluctuation is that at the scale a = s of the sample itself.
In this scenario, over the finite frequency band-width available, we are always in the high-
frequency regime where fluid-pressure penetration distances are less than the scale sAx of
the sample. The sample-scale fluctuation of the elastic moduli is thus responsible for a
sample-scale fluctuation of the fluid pressure so that the fluid-pressure gradient to be used in
Eq. (3.28) is independent of frequency and given by |Vps| = AC(sAx)e/(sAx). Using this
in Eq. (3.28) predicts that limpy_,, o Q% o< w™! as is numerically observed. Combining these
results for both the large and small |H| limits yields Q. oc w™ " # which is consistent with
the numerical data.

The fact that there exists a simple relation between the frequency exponent for the acous-
tic attenuation in a self-affine porous material and the Hurst exponent of the structure is
the central “interesting” result of this Letter. Many earth scientists (e.g., Klimes 2002 and
Pilkington 1990) believe that a reasonable stochastic model for earth materials is self-affine
structure in the physical properties with —1/2 < H < 0 (property fluctuations decreasing
with increasing scale). We encourage laboratory (or field) experimentalists to look for the
powerlaw relation Q}h o w7 that might hold in such heterogeneous earth materials. Unfor-
tunately, this requires performing acoustic (or quasi-elastostatic) measurements on samples
much larger than normally considered. To obtain two decades of length-scale variation within
a sample, one needs to work with sample sizes on the order of tens of centimeters to a me-
ter. Most laboratory protocols for measuring attenuation employ samples that are several
centimeters in size.

The work of S. R. P. was performed under the auspices of the U.S. Department of Energy
and supported specifically by both the Geosciences Research Program of the DOE Office of
Basic Energy Sciences, Division of Chemical Sciences, Geosciences and Biosciences (BES
Contract No. 468115) and by the Fossil Energy Program administered by NETL (Contract
No. G32801).

3.3 Can we deduce the shape of heterogeneities in

porous rocks from the seismic attenuation ?

(Not yet submitted for publication.)

3.3.1 Introduction

The aim of this paper is to establish a relation between anisotropy in poroelastic at-
tenuation and the aspect ratios of mesoscopic heterogeneities present in porous composites.
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Typical heterogeneities encountered in natural rocks include cracks, stratification, and to
some extent fluid patches for the case of partial saturation. Many analytical models predict
that when such heterogeneity is present within porous rocks, wave-driven fluid flow can pro-
duce significant attenuation levels in the seismic band of frequencies. These models include
Pride and Berryman (2003a,b) and Pride et al. (2004) for lithological heterogeneities; White
(1975), Johnson (2001) and Pride et al. (2004) for fluid patches; White et al. (1975), Norris
(1993), and Gurevich and Lopatnikov (1995) for layered media; and Mavko and Nur (1979),
Dvorkin et al. (1995), and Pride et al. (2004) for cracks. Unfortunately, none of these mod-
els has yet been extended to anisotropic materials and no analytical relation between the
attenuation levels of waves propagating in different spatial directions and the geometry of
the heterogeneities is currently available. Recently, Tserkovnyak and Johnson (2002) demon-
strated that it is possible to use the patchy saturation model to deduce the shape of fluid
patches from acoustic attenuation and dispersion measurement. Their method can be used
to determine the value of V/A, the ratio of the volume to area of the water patch, and I, the
Poisson size of the water patch, using the attenuation and dispersion associated with a single
elastic modulus. However, the method is limited in the sense that it provides no information
on the orientation of fluid patches. As no theory is currently available, we propose to solve
the delicate problem of anisotropic attenuation in poroelastic materials numerically. In a
recent paper (Masson and Pride 2007), we introduced a computationally-efficient method to
determine attenuation and dispersion in porous material that contains an arbitrary amount
of mesoscopic-scale heterogeneities. In the first section of the present paper, we show that
this method can be used to evaluate the attenuation levels associated with different elastic
moduli in the case of an anisotropic porous material. In the second section, we present nu-
merical estimations of the dispersion and attenuation associated with porous materials that
are locally isotropic, but where the presence of mesoscale heterogeneity induces anisotropy
at the macroscopic scale. Finally, in the last section, an analytical solution for the relative
attenuations associated with the different elastic moduli is derived.

3.3.2 Numerical method

For the general case of a fully-anisotropic hookean solid, the stress and strain tensors are
related by
0ij = Cij€er (sum over k and [) (3.32)

where, o;; is the stress tensor, € is the strain tensor, and Cjj is the stiffness tensor.
Due to the symmetry of the stress, strain, and stiffness tensors, only 21 elastic constants
are independent in the general case. For more simplicity, we limit our study to the case
of orthotropic materials; i.e., materials for which the elastic properties differ in only the
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orthogonal directions of space. In such materials, Equation 3.32 reduces to

Ozz My My M €z
Oyy My My Mo Eyy
Oz — M31 M32 M33 €2z (3 33)
Oyz Gl €yz .
Oz G2 €rx

| Ozy | | Gs | [ €y

Where M;; = Cyiii, Mij = Ciiji, Gi = 2Cjjx (nosumon ¢, j, and k, and ¢ # j # k), and there
are only 9 elastic constants that are independent because M;; = Mj;. The linear system in
Equations 3.33 has fewer equations than variables; thus, multiple experiments need to be
performed in order to compute the M;; and G; moduli. For a rectangular cuboid sample
with faces perpendicular to the z, y, and z directions of space, the moduli My, My, and
M3, can be computed by applying a time-varying strain €,,(¢) on the faces perpendicular to
the = axis and imposing a zero strain in the direction perpendicular to the other faces (i.e.
€yy(t) = 0 on the faces perpendicular to the y axis, and €,.(¢) = 0 on the faces perpendicular
to the z axis). The stress fields are zero outside the sample and a sealed boundary condition
is applied to all faces of the sample (i.e. no fluid is allowed to escape the sample). The
experiments are performed in the time domain and the averaged fields (€,.)q (t), (0zz)q (1),
(Oyy)q (1), and (0.), (t) are recorded versus time. Here, (x), denotes the average of the field
x over the volume 2 occupied by the sample. Finally, once the experiment is finished, the
moduli My, My, and Ms; can be computed versus frequency by taking a Fourier transform
FT of the averaged fields recorded and by computing the ratios

FT {{022)q (1)}

My(w) = FT {(€z2)q (1)} (3:34)
_ FT {<‘7yy>Q (t)}

Mal) = T {len)n (0} (33%)
FT {<‘722>Q (t)}

The moduli M, My, and Ms3, can be obtained using the same procedure in a second
experiment where a time-varying strain €, (¢) is applied on the faces perpendicular to the y
axis. In this case, we have

T {0 ()}

Mm(W) N FT{(%@/)Q(t)} (3'37)
T (o) ()

M) = T e 0} (339
T {(o)y ()}

M) = E e ) (339
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Similarly, a third experiment where a time-varying strain e, (¢) is applied on the faces per-
pendicular to the z axis gives the moduli

FT {{022)q (1)}

Mys(w) = FT {(e22) (1)} (340)
~ FT{{oy)a ()}

M) = T (e (0} (3.41)
FT{(0:2)q (1)}

Mgg(bd) = FT{<EZZ>Q (t)} . (342)

In order, to compute the remaining moduli G, G5, and G3, we perform three additional
experiments where a time-varying shear stress o;;(t) is applied on the faces of the sample.
The stresses normal to the sample’s faces are zero outside the sample and a sealed boundary
condition is applied on all the faces. In each experiment, the average strain (e;;)q, (t) =
(1/2[€; + €j])q (t) induced by the applied stress o;;(t) is recorded versus time and the G;
moduli are

O FT {{0y.)o (1)}
FT {<sz>Q (t>}
) = FT (e ) (3.44)
_ FT {{ouy)q (1)}
Galw) = T (3.45)

Last, the attenuation associated with a given elastic modulus Cj; can be evaluated by com-
puting the inverse quality factor (Masson and Pride, 2007)

~ Im{Cy;(w)}

= Re(Cy )] (346)

Qe (W)

where the subscript on Q7! refers to the modulus from which it has been derived.

3.3.3 Numerical results

In Figure 3.22, we show that the mesoscale fluid-pressure anomalies that drive the fluid
flow can be created in two different ways in fluid-saturated porous samples. On the one
hand, when the sample is subject to a global volume change, the fluid pressure response is
heterogeneous and correlates with the local incompressibilities within the sample. On the
other, when the sample is subject to some amount of shear stress, mesoscale heterogeneities
can create fluid-pressure anomalies due the local anisotropy associated with their shape.
In Figure 3.22 (a), we present the fluid pressure observed during a uniaxial compressional
experiment with a sample containing a single ellipsoidal heterogeneity. We see that the
pressure increase is more important in the ellipsoid, which is more compressible, than in the
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Figure 3.22. Snapshots showing the fluid pressure recorded during a uniaxial compression
experiment (a) and a simple shear experiment (b). The sample consists of a homogeneous
matrix containing a single ellipsoidal heterogeneity. In (a), most of the fluid equilibration
occurs between the inclusion and the matrix. In (b), the fluid pressure equilibrates between
the lobes of compression and dilatation induced in the matrix by the heterogeneity.

93



surrounding matrix, which is stiffer. Even if the sample is homogeneously compressible in
the matrix outside the ellipsoid, fluid-pressure anomalies also occur within the matrix due
to the presence of heterogeneity. In Figure 3.22 (b), a tangential shear stress is applied to
the sample. In this case the volume of the sample, and hence the average fluid pressure,
remains constant during the experiments. However, lobes of fluid-pressure anomaly appear
in the surrounding material due to the local anisotropy created by the ellipsoid. Figure 3.22
clearly emphasizes the fact that the way the fluid-pressure equilibrates within the sample
strongly depends on how the sample is deformed or stressed relative to the orientation of the
heterogeneity. Consequently, attenuations associated with the different elastic moduli will
not necessarily be equal in anisotropic materials.

Property Phase 1
Matrix
Grain Bulk modulus (Kj) 36.0 GPa
Grain density (ps) 2650 kg/m?
Bulk modulus (K,) 6.21 GPa
Shear modulus () 4.55 GPa
Porosity (¢) 0.33
Permeability (k) 31071 m?
Ellipsoid
Grain Bulk modulus (K) 36.0 GPa
Grain density (p;) 2650 kg/m?
Bulk modulus (Ky) 62.1 MPa
Shear modulus () 45.5 MPa
Porosity (¢) 0.33
Permeability (k) 3107 m?
Fluid
Bulk modulus (K7) 2.25 GPa
Density (py) 10 kg/m?
Viscosity (1) 1073 N s m™2

In Figure 3.23, we show the real parts of the 9 orthotropic moduli and their associated
attenuations measured in a sample consisting of a single ellipsoidal inclusion surrounded by
a homogeneous matrix and shown in Figure 3.24 (a). The attenuation curves presented in
the three top panels exhibit some similarities: at low enough frequencies, the attenuation
increases with increasing frequency; then, a peak of attenuation is observed; and at high
enough frequencies, the attenuation decreases with increasing frequency. It is important to
note that the shapes of the different attenuation curves are very similar but their amplitudes
differ. Many studies (see for example White 1975 and Pride et al. 2004) have shown that,
for regularly-spaced heterogeneities of equal sizes, attenuation is maximum when the fluid
pressure has just enough time to equilibrate between the heterogeneities and the matrix
in each wave period. In this case, the relaxation frequency w, at which the attenuation is
maximum is

Dk
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Figure 3.23. Real parts of the 9 orthotropic moduli and their respective attenuations obtained
for a single weak ellipsoidal heterogeneity embedded within a stiffer homogeneous matrix.
The dimensions of the sample are L; = 31lmm, Ly, = 41lmm, and L3 = 21mm; the dimensions
of the ellipsoid are [; = 10.3mm, [y = 27.3mm, and I3 = 4.7mm (see Figure3.24 for a
definition of these parameters). The elastic properties of the matrix and the inclusions are
given in Table 3.3.3. In all graphs, the points represent numerical results and solid lines
represent results obtained using the analytical expression presented in section 3.3.4.

95



2x10° 4x10° 6x10°

Frame bulk modulus (Pa)

Figure 3.24. An illustration of the two different types of sample geometries used for the
numerical experiments. (a) The sample consists of a single ellipsoidal heterogeneity embed-
ded within a homogeneous matrix. (b) The sample is a random material having a different
gaussian correlation function in the three orthogonal directions of space. In both (a) and
(b), L1, Lo, and L3 are the sample dimensions in the x, y, and z directions respectively. In
(a), 11, Iy, and I3 are the main diameters of the ellipsoid. In (b) Iy, I, and I3 correspond to
the correlation lengths in the x, y, and z directions respectively.
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where L is the characteristic size of the heterogeneities (a diffusion length)and is explicitly
defined in Appendix B, kg is the permeability, and D is the fluid pressure diffusivity. A
definition of D can be found in Pride et al. (2004). The numerical results show that all
the attenuation curves associated with the M;; moduli reach their maximum at the same
frequency. As the M,; moduli are obtained using uniaxial compression experiments, pressure
equilibration is dominated by the fluid exchange between the heterogeneity and the matrix,
and Equation 3.47 gives a good estimate of the frequency at which the maximum attenuation
is observed. The situation is different when the fluid-pressure equilibration occurs between
the compressional and dilatational lobes induced in the matrix by stress applied tangentially
to the cuboid. In this case the position of the attenuation peak depends on the distance
between the compressed and the dilated regions and on the permeabilities of both the ellipsoid
and the matrix. Thus, the attenuation peaks associated with the G; will not necessarily be
observed at the same frequency depending on the direction of the applied shear stress and on
the elongation of the ellipsoid in the different directions. In the rest of this paper, for well-
localized inclusions (i.e., inclusions that are not very elongated or flattened ), we consider
that the differences between the relaxation frequencies associated with the three G; are small.

When both the matrix and heterogeneities consist of a homogeneous, isotropic, porous
material, the only way to induce anisotropy in the macroscopic moduli of the sample is to
have some anisotropy in the shape of the heterogeneity. As we have seen in the previous
paragraph, when this anisotropy in the shape is small, similar elastic moduli have about the
same relaxation frequency. In this case it is relevant to compare their maximum attenuations.
In Figure 3.23, we see that the attenuation observed at the attenuation peak varies greatly
depending on the elongation of the ellipsoidal inclusion in the different spatial directions. For
example, the maximum attenuations Max [Q;;(w)] associated with the moduli M;; increase
when the ellipsoid’s diameter /; gets smaller.

In order to evaluate how the attenuation levels relate to the aspect ratios of the hetero-
geneities present within the material, we performed two series of experiments. The results
of these experiments are presented in Figure 3.25. The first series has been conducted us-
ing samples containing a single ellipsoidal inclusion embedded in a homogeneous matrix as
shown in Figure 3.24(a). The hydro-physical properties of the inclusion and the matrix are
given in Table 3.3.3. We generated ten different samples with dimensions

L1=12=L3=4em (3.48)

for which the values of the principal diameters of the ellipsoid [y, I, and [3 are chosen
randomly under the conditions

4
v = 571‘[1[213 = 837mm?® (volume of the ellipsoid is constant) (3.49)

max [l1,ls,l3] < L; (ellipsoid fits within the sample). (3.50)

For each sample, we computed the 9 orthotropic moduli in Equation 3.33 and their respective
attenuations. We then measured the maximum attenuation associated with each modulus
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Figure 3.25. Ratios of the maximum attenuations plotted as a function of geometrical aspect
ratios. (al),(a2), and (a3) show the result of a series of ten experiments using samples
containing a single ellipsoidal heterogeneity (model (a) in figure3.24). (b1),(b2), and (b3)
show the results of a series of ten experiments using the random gaussian model (model (b)
in figure3.24). The circles correspond to the numerical measurements, and the pluses are
the theoretical estimates.
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and computed the following ratios:

max -QMfl(w)-
— Vo i,j€[1,2,3] andi # j (3.51)

max QMJ_—_I((.U)

max -QM_q(w)-
L Vo ke[l,2,3 andi#£j £k (3.52)

max _QMj—l((.U)-

max |:QG—1(W)-
YV i,j€[1,2,3] and i # J. (3.53)

max [chl(w)_

The second series of experiments has been performed in the same way, but using the random
property model of Figure 3.24(b). In this case, [1, [, and [3 denote the correlation length
of the materials in the z, y, and z directions respectively. The poroelastic properties used
in the samples are similar to those of the matrix in Table 3.3.3 except for the bulk and
shear moduli. An example of the bulk modulus distribution is shown in Figure 3.24, and the
corresponding distribution for the shear modulus is obtained using pu(z,y, z) = %Kd(x, Y, 2).
For both series of experiments, the numerical results plotted as circles in Figure 3.25 show
a strong power-law correlation between the attenuation ratios in Equations 3.51, 3.52 and

3.53 and the aspect ratios [;/l;. The simple expressions

max | ()1

QME; < (1) 351
o] = @) a2
el - (1)

plotted as solid lines on Figure 3.25 fit the data quite well. We will show in the next section
that the discrepancy between the numerical data and Equations 3.54, 3.55 and 3.56 is not
due to measurement errors, and that the exponents «; depends on many parameters. The
fact that the attenuation ratios are correlated to the geometrical aspect ratios has practical
implication. For example, by measuring the amplitude ratios of seismic waves such as P-
waves or S-waves traveling in different directions, it should be possible to deduce the shape
and the orientation of the mesoscale heterogeneities present in the propagation medium.
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3.3.4 Analytical solution for peak attenuation ratios

The delicate problem of a mismatched elastic ellipsoid embedded within an infinite elastic
medium subject to remote stress was first solved by Eshelby in his famous paper Eshelby
(1957). Only recently, his principal result has been extended to the poroelastic case by
Berryman (1997). Many authors have used Eshelby’s results to derive expressions for the
anisotropic elastic moduli in elastic composites [see for example Mori and Tanaka (1973),
Benveniste (1987), and Maewal (1987)]. Following the Mori-Tanaka (1973) method, Pan
and Weng (1995) derived explicit expressions for the elastic moduli of heterogenous elastic
composites containing ellipsoidal inclusions and elliptic cracks. Their result for an elastic
composite containing aligned ellipsoidal inclusions can be applied directly to get the elastic
moduli of a dry porous material containing ellipsoidal heterogeneities. We have

-1 * dry -1
C;l = (I+ 0 A%) (CO ) (3.57)

where Cp is the stiffness tensor of the dry porous composite, Cy is the stiffness tensor of
the dry porous matrix surrounding the ellipsoids, A p is an eigenstrain concentration tensor
introduced by Pan and Weng (1995) , v; is the fraction volume occupied by the ellispoid, and
I is the identity tensor. In our case of a dry porous material containing aligned ellipsoidal
heterogeneities, Ap has the expression

Ap = (€l =€) (I + w8) + €| B (civ—ci) (3.58)

where Cj is the stiffness tensor of the dry ellipsoids, S is the Eshelby tensor (the components
of the Eshelby tensor for ellipsoidal inclusions can be found in Appendix G), and vg = 1 —1v;
is the volume fraction occupied by the matrix. In the case where both the ellipsoids and the
matrix consist of an isotropic porous material, the tensors Cg, and C; can be expressed in
the matrix form

Kp+spm Kp—:2pm™ Kp—2u™ 0 0 0

Kit—2p™ Kp+3p™ Kp—2p™ 0 0 0

Kp—2pm Kp—2pm KP+3p™ 0 0 0

Cidry — (3.59)
0 0 0 2u™ 0 0
0 0 0 0 2u™ 0
0 0 0 0o 0 2u"

where KJ' and p™ denote the drained bulk moduli and the shear moduli of the porous
material composing the ellipsoids (m = 1) and the matrix (m = 0).

When the porous composite is saturated with a single fluid and no fluid exchange occurs
between the ellipsoids and the matrix (which corresponds to the high-frequency response of
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the undrained sample), a relation similar to Equation 3.57 can be derived. In this case, we
have 1

Cy'(o0) = I+ v1Ay) [CH] (3.60)

where Cp(00) is the high-frequency undrained stiffness tensor of the porous composite, C5*
is the undrained stiffness tensor of the matrix, and the undrained eigenstrain concentration

tensor Ay is
A = [(C = C5™) (nI + 1p8S) + C] ™' (O3 — C) (3.61)

where C;* is the undrained stiffness tensor of the ellipsoids. The tensors C:* in Equa-
tions 3.60 and 3.61 can be written in the matrix form

Kr+4pm Kr—2pm Kr—2pm 0 0 0

Kp'—2p™ KI'+3sp™ KI'—3p™ 0 0 0

Cot = (3.62)
0 0 0 2u™ 0 0
0 0 0 0 2u™ 0
0 0 0 0o 0 2um

where the k" are the undrained bulk moduli of the ellipsoids (m = 1) and the matrix
(m =0).

Finally, knowing the stiffness tensor Cp of the dry sample, the low-frequency undrained
moduli of the sample can be derived using Gassman’s result

(S, = S5a) (St = Stiac)
O = 0 =206+ (Mary = )

Sir,g Ssal (3.63)

where we have used the notation of Brown and Korringa (1975) in which S¥¥ = C,' is

the compliance tensor of the dry sample; S**(0) = C;'(0) is the low-frequency compliance
tensor of the undrained sample; S is the compliance tensor of the solid grains; and My, My,
Mgy, and M, are the compressibilities of the fluid, unjacketed pores, dry sample, and solid

grain respectively, and can be obtained using

1
My = —, (3.64)
Ky
1
My=—, (3.65)
Ky
3 3
Mary =, > S5, (3.66)
i=1 j=1



and . s
My =YY" 55 (3.67)
i=1 j=1
A discussion on the nature of K, as well as various models can be found in Berryman (1992)

. For our computation, the CPA (Berryman, 1992) models have been used. When writing
the compliance tensors S in the matrix form

Sip S22 Si3 00 0
So1 Sa2 Sz 0 0 0
. o 531 532 533 0 0 0
S =5 = 0O 0 0 Sy 0 O ’ (3.68)
0 0 0 0 Ss O
0 0 0 0 0 Se
Equation 3.63 can be rewritten in the simpler form
sy ) (5 )
ry sa _
Siio — Sy (0) = (3.69)

(My — Mg) ¢ + (Mgry — M)

where
3

Vi=)Y_Si. (3.70)
j=1

As mentioned previously, the problem of dynamic fluid transport is difficult for anisotropic
materials and will not be treated in this paper. Nonetheless, in the case where the fluid
pressure equilibration between the inclusions and the matrix is dominant, it is reasonable to
assume that the double porosity theory of Pride et al. (2004) capture much of the frequency
dependence in the undrained anisotropic moduli. We propose to force the double porosity
theory to match the high Cy(oc0) and low Cy(0) frequency limits of the anisotropic moduli
previously derived. This can be achieved using the simple formula

OUijkl(oo) - CUijkl<O)

Cuiju(w) = Cuiju(0) + K, (o0) — K,(0)

[Ky(w) = Ku(0)] (3.71)

where Ky (w) is the frequency-dependent undrained modulus of the sample computed using
the double porosity theory, and K,(co) and K,(0) are its high and low frequency limits.
Expressions for K, (c0), K,(0), and Ky(w) can be found in Appendices A and B.

The estimates of the frequency-dependent undrained elastic moduli Cpyj(w) (using
Equation 3.71) are presented as the solid lines in Figure 3.23. We see that this rough
derivation of the elastic moduli versus frequency is in good agreement with the numerical
data. Note that the fit is better for the M;; moduli, which is due to the fact that the fluid
equilibrates mostly between the inclusions and the matrix in this case which is what the
double-porosity theory allows for. When looking at the attenuation peaks, we see that the
theoretical attenuation levels are in very good agreement with the numerical experiments.
The frequency dependence in the attenuation is less accurate due to the assumption that a
homogeneous compression is driving the fluid flow.
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As Equation 3.71 gives accurate predictions for attenuation levels at attenuation peaks, it
could be used to estimate the attenuation ratios in Equations 3.51, 3.52 and 3.53 by simply
picking the maximum values of the attenuation curves. The easiest way to compute the
attenuation ratios is to use the fact that the maximum attenuation associated with a given
elastic modulus C' is proportional to the difference between its high C'(co) and low C(0)
frequency limits; i.e.,

max [Qg' (w)] = A[C(c0) — C(0)] (3.72)

where A is a proportionality constant which depends on how the fluid pressure equilibrates
within the sample. If we assume that A is constant for a given group of elastic moduli such
as the M;;, the M;;, or the G;, then the attenuation ratios in Equations 3.51, 3.52 and 3.53
can be computed using

max [Q_lu (w)] _ Cuyi(oo) — Cyyii(0)
s [Qiij @] Cuisi(o0) = Cujy;(0) (3.73)
max [Qyy, (w)}  Cuiipn(00) — Curyi(0)
max [Qiljk (w)- - CUjjkk<OO) — OUjjkk(O) (374)
Hax [Qé’l (w)] — CUjkjk<oo> - OUjkjk(O)
max [Qajl (w) N Crinir(00) — Cyinin(0) (3.75)

In Figure 3.25, the attenuation ratios computed using Equations 3.73, 3.74 and 3.75 are
represented by pluses and correlate very well with the ratios estimated numerically. We
see that the differences between the computed data and the expression in Equations 3.54,
3.55 and 3.56 are not due to measurement errors and can be predicted. Other series of
experiments have shown that Equations 3.54, 3.55 and 3.56 fit the data well only when the
anisotropy in the shape of the ellipsoidal inclusion is weak (say, when 0.5 < [;/l; < 2). In
Figure 3.26, we see that a perfect bijective relation between the attenuation ratios and the
aspect ratios of the inclusions is observed for spheroidal inclusions (i.e. when two of the
three ellipsoid radii are equal). When the anisotropy is weak, this relation takes the form
of a power law. The exponent of this power law depends on many parameters such as the
volume of the ellipsoid (as shown in Figure 3.26) or the elastic properties of the ellipsoid and
the matrix. The relations 3.73, 3.74 and 3.75 are the more general and important result of
this paper.

3.3.5 Conclusion

For the special class of porous materials consisting of aligned ellipsoidal inclusions within
a homogeneous matrix, it is possible to relate the poroelastic attenuation associated with
the different anisotropic moduli to the geometry of the heterogeneities responsible for this
attenuation. We showed that this can be achieved without solving the difficult problem of
dynamic fluid flow induced when the material is subject to a non-homogeneous stress or

103



i

— Vilipsoid =

-V

: dlipsoid = 02
10‘2 Ll i L 1 1 1 irilit 1 1 1 iiril

10 10 10° 10" 10°

Figure 3.26. Attenuation ratio (max [Qﬁu] /max [QM;D computed using Equation 3.73
and plotted as a function of the aspect ratio /;/l; for spheroidal inclusion where {1 # [y = [3.
The properties of the matrix and the ellipsoid are given in Table 3.3.3; the black curve
corresponds to ellipsoids occupying 10% of the sample’s volume and the dashed curve corre-
sponds to ellipsoids occupying 50% of the sample’s volume. We see that when the shape of
the inclusion is close to a sphere, the attenuation ratios can be related to the aspect ratios
by a power law. When [; becomes large, the attenuation ratio reaches a limit corresponding
to an infinite cylinder. When [; is small, the attenuation ratio reaches a limit corresponding
to an infinite flat slab (penny shape).
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strain. The expression in Equations 3.73, 3.74 and 3.75 still needs to be developed to obtain
explicit relations between the attenuation ratios and the aspect ratios of the ellipsoidal
inclusions. In the special case of weak anisotropy, we have shown that these attenuation
ratios are related to the aspect ratios of the ellipsoid by a power law. The exact dependence
of the power law exponents on the physical and geometrical parameters of the material still
needs to be established.

105



Chapter 4

Seismic attenuation due to patchy

saturation
(Submitted for publication in the JOURNAL OF GEOPHYSICAL RESEARCH.)

4.1 Introduction

Rocks and sediments at or near the Earth’s surface are often partially saturated with air
and water while at depth rocks can be partially saturated with oil and/or gas in addition
to water. Partial water saturation in rocks and sediments is known to create significant
amounts of acoustic attenuation and dispersion [e.g., Murphy, 1982; Cadoret et al., 1998].
Understanding how seismic wave amplitudes and velocities are modified by the level of
saturation, the fluid properties, and the spatial distribution of fluid patches is important
both for developing accurate wave propagation models and for interpreting seismic data.
Mechanisms that are able to produce significant levels of attenuation in the seismic band
of frequencies (1 Hz to 10* Hz) are of particular interest and remain the subject of ongoing
research. Patchy saturation provides such a mechanism.

The early work of Biot (1956) shows that when a porous rock is saturated with a single
fluid, seismic attenuation occurs due to wave-induced fluid flow caused either by pressure
gradients between the peaks and troughs of a compressional wave or by acceleration of the
framework of grains which is the frame of reference for the relative flow. These effects
are known as the Biot mechanism and the predicted attenuation (as measured by Q') is
maximum at the Biot relaxation frequency
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_
prFko

we (4.1)

where 1 denotes the fluid viscosity, ko the permeability, ps the fluid density and F' the
formation factor. However, w, is generally too high (typically by a few orders of magnitude)
to generate significant attenuation levels in the seismic band of frequencies.

Many models of attenuation in partially-saturated rocks [e.g., White et al., 1975; Norris,
1973; Knight et al., 1998; Johnson, 2001; Pride et al., 2004] suggest that loss in the seismic
band can be important. In these models, patches of fluid having a larger bulk modulus
respond to a compressional wave with a larger fluid-pressure change compared to patches
with a smaller bulk modulus. The pressure gradients so created cause flow and create loss.
Such models are called “patchy-saturation” models. For regularly spaced patches having
a characteristic size L, the relaxation frequency w, at which the attenuation is maximum
scales as [c.f., Pride, 2005]

Wy = — X — (4.2)

where

D

_ k.BK, ( K+ 4G/3) koK

~ 4.
no K,+4G/3 neo (43)

is the fluid-pressure diffusivity. Definitions of the poroelastic moduli o, B, K, and K, are
given in Appendix A, while ¢ is porosity and K is the bulk modulus of the slowest moving
fluid (typically the fluid having the largest viscosity). From equation (4.2), the frequency w,
at which the attenuation is maximum depends sensitively on the characteristic size of the
patches L. For realistic values of L (say centimeters and larger), patchy saturation models
can easily explain the observed levels of attenuation in the seismic band of frequencies.

All the aforementioned patchy-saturation models apply to a regular distribution of fluids
such as uniformly spaced patches of arbitrary shape and equal size or a periodic flat slab
geometry. In these models, only a single relaxation frequency is present. Significant deviation
from these models is expected when the fluid patches have various sizes and/or are unevenly
distributed.

Miiller and Gurevich (2004) are the first authors to account for randomness in the spatial
distribution of the fluids. They do so using a 1D approximation for the coherent wave field
in a random porous media and assuming a continuous random media with a distribution of
different patch sizes. Randomness in the patch sizes is introduced by means of a correlation
function and the authors provide explicit results for the attenuation versus frequency in
the case of media containing a mixture of two fluids and having Gaussian or exponential
correlation functions. However, the model is general and allows the use of any correlation
function for the fluid distribution. This model has been extended to 3D by Toms and
Gurevich (2007).
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An important question when considering wave-induced flow due to equilibrating patches
of fluids is weather or not capillary forces present at the interface between two fluids should
be accounted for. This question has been addressed in detail by Tserkovnyak and Johnson
(2003), from which Pride et al. (2004) obtain a condition to neglect capillary forces at fluid
interfaces

— <1 (4.4)

where o denotes the surface tension, K is the drained bulk modulus, and V/S is a
volume-to-surface ratio related to the geometry of fluid patches with S the total surface area
of the meniscii within each volume V' of porous material. Throughout this paper, we assume
that criterion (4.4) is satisfied and that capillary effects (surface tension) do not need to be
allowed for in the numerical modeling. Further, we work at frequencies satisfying w < w, so
that the development of viscous boundary layers in the pores can be neglected.

The goal of the present work is to understand attenuation and dispersion in porous rocks
having realistic fluid distributions that were created by the slow immiscible invasion of one
fluid into a region initially saturated with another fluid. To study this problem, we create
fluid distributions numerically using the invasion-percolation algorithm of Wilkinson and
Wilemsen (1983) and perform stress-strain numerical experiments at different frequencies
of applied stress to determine the attenuation and dispersion. The numerical scheme for
performing the stress-strain experiments and for computing attenuation is similar to that
of Masson and Pride (2007) and is described in the next section. In the final Section 4.5,
we perform the stress-strain experiments on the invasion-percolation samples using different
combinations of air, water, and oil as the invading and defending fluids. Rather different
frequency dependencies are obtained depending on which fluids are used as the invaders and
the defenders. In order to explain these various results, we first study in Section 4.3 the effect
of the fluid-compressibility contrast and how that influences equilibration at both small and
large scales. We then study in Section 4.4 the particular case of attenuation when the fluid
saturation is distributed as a self-affine fractal and when the fluid-compressibility contrast is
small. The results from Sections 4.3 and 4.4 allow us to understand and model the numerical
results obtained in Section 4.5 for samples having invasion-percolation fluid distributions.

4.2 Numerical method

Following Masson and Pride (2007), we perform quasi-static numerical experiments to
compute the time-dependent strain response to a stress applied on the boundaries of a
synthetic rock sample. The numerical simulations are performed using a finite-differences
scheme that solves the Biot set of equations [Biot, 1962] as given in Appendix A. The
samples so studied can be thought of as the voxels used in a seismic forward modeling and
their moduli are the macroscopic moduli that control wave propagation. The samples need
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to be large enough to contain a sufficient amount of heterogeneity to correctly average the
properties of the porous continuum while staying much smaller than the wavelength.

The method consists of three steps: (1) On a three-dimensional grid, numerically generate
a synthetic sample of the material to be studied. (2) Apply a time-varying normal stress to
each external face of the sample and record both the average stress and strain throughout
the sample. (3) Take a temporal Fourier transform of the spatially-average stress and strain
and perform a spectral ratio to obtain the complex and frequency-dependent sealed-sample
(or “undrained”) bulk modulus K, (w) and its respective attenuation Q~1(w).

A representation of the experimental setup is presented in Figure 4.2. In this paper,
attenuation curves obtained from both 2D and 3D experiments are presented. A detailed
description of the method in 2D is provided by Masson et al. (2007). The 3D extension of
the method is now briefly detailed.

The 3D finite-differences scheme for solving the Biot set of equations is presented in
Appendix F. During the modeling, the following sealed-boundary conditions are imposed on
the external faces of a cubic sample

S(t) on the left and right faces,

Tex =
0 elswhere;

B S(t) on the front and back faces,

Ty = { 0 elswhere; (4.5)
S(t) on the top and bottom faces,

Tez =
0 elswhere;

Tay = Ta:z:Tyz:qyc:q?;:q,z:O

where the field components are defined in Appendix A and where S(t) denotes the source
time function controlling the stress applied to the faces of the sample. In this work, the
following expression is employed

S(t) = / w(T)sinc[2m fo(r — T')] dr (4.6)
0
where
sin(3+%) V t<2T
w(t) = (4.7)
0 Vo t>2T
and
T = 7 (4.8)
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Figure 4.1. A representation of the experimental setup used for the numerical simulations.
The bottom graph shows the source time function S(¢) of equation 4.6.
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Equation 4.6 defines a low-pass filtered step function with a cut frequency f. and with
Nr controling the quality of the filter; i.e., when N7 is large, the expression reduces to the
time response of an ideal low-pass filter. The reason for filtering out the high frequencies is
to avoid resonances within the sample due to its finite size. In the usual situation where the
shear waves have the lowest velocity (3, one should use

B
LAz

fe K (4.9)

where LAx is the size of the sample.

During the numerical simulation, the following averaged fields are recorded versus time

M N
1
(Divi) (k) = 77 NZZZ [Divi]; 1 (4.10)
=1 m=1n=1
1 M N
(Dyri5) (k > YD Dl (4.11)
LMN =1 m=1n=1

where the D; are the spatial finite-difference operators given in Appendix F and where
L, M, and N, are the grid dimensions; [, m, and n are the spatial indexes and k is the
time index. Once the simulation is finished, the stress and strain rates are computed in the
frequency domain using a fast Fourier transform (FFT)

¢i(w) = FET {(Dyv;)} (4.12)

Tii(w) = FET {(Dy7i:) } - (4.13)

Finally, the complex frequency-dependent bulk modulus of the sample is

1 ‘(EIL‘ } 'ZZ
Ky(w) == (T R Tk ) , (4.14)
3 \ €uz + €yy + €22

and the corresponding attenuation is

Im{K,}

Re(K] (4.15)

QM w) =

111



4.3 Effect of the contrast in fluid incompressibility on

the frequency dependence

The principal effect of increasing the contrast in fluid incompressibility between the
various fluid patches is to increase the attenuation levels. Masson and Pride (2007) have
shown that Q! increases as the square in the contrast. In this section, we show that the
contrast in the fluid incompressibility can also greatly influence how attenuation varies with
frequency. This is especially true when the contrast of incompressibility between the fluids
is small.

The fluid-pressure differences between patches equilibrate via diffusion with the smaller
patches equilibrating first and the larger patches later. Once each patch in the medium has
locally equilibrated its fluid pressure with the surrounding fluid, fluid-pressure gradients may
still exist if the medium has variations in the fluid saturation at still larger scales. In this
case, these larger regions have fluid pressures that are uniform within them but that vary
from one such larger volume to the next as a function of the saturation they contain. This
can be understood and modeled using Wood’s (1941) law to determine a local effective fluid
bulk modulus Ky for each of the larger volumes. Wood’s law applies to regions having two
immiscible fluids that experience the same change in pressure and is given by

Kw = [s1/K 1 + s2/Kpo] ! (4.16)

where s; and sy are the volume fractions of fluid 1 and fluid 2 in the region and Ky;
denotes the bulk modulus of fluid i (s; +s5 = 1). Using equation (4.16) for the effective fluid
modulusa in the Biot-Gassman laws of Appendix A allows the pressure in the larger-scale
volumes to be determined given an applied strain. Such pressure response of the larger-scale
regions is thus directly related to the saturation of the region.

To show the effect on the attenuation of having two distinct scales at which fluid-pressure
equilibration occurs, we numerically create porous samples having fluids patches at both
small and large scales. The properties of the elastic skeleton are taken to be uniform within
the samples and the distribution of the two fluids is obtained in the following manner. We
first define a background saturation function fy,(x,y, z) which gives the probability that fluid
2 is saturating the medium at a particular location (z,y, z). The sample is then discretized
into voxels which will be completely saturated with either of fluid 1 or fluid 2. Each voxel is
assigned with a random number r; ;5 in the interval [0, 1]. All voxels satisfying

Tijk > fsat(xia Y, Zk) (417)

are filled with fluid 1, and the remaining voxels are filled with fluid 2. An example of a
2D fluid distribution is given in Figure 4.3 and was obtained using the periodic background
function
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Figure 4.2. An example of a medium having periodic saturation fluctuations. A given real-
ization of the fluid distribution is plotted on the right-hand side. The background saturation
function used to generate this fluid distribution is presented on the left-hand side. In this
particular example, the saturation varies between 0 and 1.
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Table 4.1. Material properties used in the numerical experiments.

Property Value
Solid Grain Material

Bulk modulus K 36 GPa
Density ps 2650 kg/m?

Skeletal Framework of Grains
Bulk modulus K, 6.21 GPa
Shear modulus p 4.55 GPa
Porosity ¢ 0.33
Permeability & 107 m?

Aur
Bulk modulus Ky 142 kPa
Density py 1.2 kg/m3
Viscosity 7 183 x 107 N s m~2
Oil
Bulk modulus Ky 1.5 GPa
Density py 800 kg/m?
Viscosity 7 0.1 Nsm™2
Water
Bulk modulus Ky 2.2 GPa
Density ps 1000 kg/m?
Viscosity 7 0.001 N s m~2
fsat(x,y) = cos(2mx /L) cos(2my/ L) (4.18)

where L defines the length of the large-scale fluctuations in the fluid saturation. Note
that the patch sizes are not explicitly defined; the smallest patches have the size of the
individual voxels, but larger patches are allowed to form when two or more neighbors voxels
are filled with the same fluid. However, all patches are smaller than L. In Figure 4.3,
we present results of 2D simulations using a fluid distribution similar to the one shown in
Figure 4.3, but with f,,; in the interval [0.1,0.9]. The size of the voxels is 1 mm?, L = 15 cm
and the material properties are given in Table 4.1. The top panel presents the attenuation
measured versus frequency when using oil as fluid 1 and water as fluid 2. The two peaks in the
attenuation curve are the direct signature of the fluid pressure equilibrating at two distinct
scales. The high-frequency peak is due to fluid-pressure equilibration between the relatively
small fluid patches at the scale of the individual voxels, while the low-frequency peak is due
to equilibration between larger areas having differing amounts of fluid content (saturation).
The bottom panel shows the attenuation obtained using the exact same configuration of
fluids but when the oil is replaced with air. The permeability of the medium has been
reduced as well so that the frequencies at which both attenuation peaks are observed are
similar in both experiments. Here we see that substituting oil with air has had a radical
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Figure 4.3. Attenuation plotted as a function of frequency obtained using a fluid distribution
similar to the one presented in Figure 4.3 and with saturation varying between 0.1 and 0.9.
The top graph corresponds to the case where the fluids are oil and water while the bottom
graph is for air and water.
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effect. Although the attenuation curve still exhibits a peak of attenuation at high frequencies
due to equilibration of the voxel scale patches, the low frequency peak is no longer present.
This is easily understood because when on of the two fluids is a gas (like air), Ky, is much
smaller than the drained modulus of the framework of grains and can effectively be put to
zero in the Biot-Gassmann formulae. There are therefore no large-scale pressure gradients
when one of the two fluids is a gas and this is the reason why no attenuation peak is observed
at low frequencies in the bottom panel of Figure 4.3.

For clarity purposes, the two numerical examples presented above were chosen so that
both attenuation peaks are well separated in frequency; i.e., the difference between the
small-scale and large-scale relaxation frequencies is large. This situation is of course not
general and the frequencies at which the attenuation peak are observed can vary greatly.
An important parameter that controls the rate at which fluid pressure equilibrates between
two regions having different fluid saturations is the hydraulic conductivity (ko/n)ess of the
material connecting the regions. It can be defined using Darcy’s law

q=— (@> Vp (4.19)
M/ ers

where ¢ denotes the Darcy velocity at which the fluid moves between the two regions
and Vp is the fluid-pressure gradient between the two regions. The effective conductivity
(ko/n)ers depends on the permeability of the medium and on the fluid viscosities. However,
when the medium is saturated with a mixture of two fluids, (ko/n).ss depends strongly on
the way the fluids are distributed within the medium. In our numerical experiments, varying
(ko/m)ess can be achieved by varying the volume fraction of fluids in the samples. The reason
for this is that we are using a simple percolation process (random placement of fluids) to
map the background saturation function into the actual fluid distribution. Indeed, in simple
percolation, when the probability p; of having the fluid ¢ filling one voxel is superior to
the so-called percolation-threshold p., it can be shown [e.g., Stauffer and Aharony, 1992]
that fluid ¢ will percolate through the whole medium; i.e., we can always find a continuous
path within fluid ¢ linking one point to another. In this situation, the effective hydraulic
conductivity (ko/n)ess is controlled by the viscosity of fluid ¢ and the permeability of the
medium. An illustration of this point is presented in Figure 4.3. In Figure 4.3, we present
a set of three experiments showing how (ko/7n)crr is controlling the frequency at which
the attenuation peak associated with the fluid-pressure equilibration occurs. In this set
of experiments, we use a background saturation function similar to the one presented in
Figure 4.3 but varying between different bounds for each experiment. The solid line in
Figure 4.3 represents the attenuation observed when f,; stays in the interval [p,, 1]. In this
case, the oil percolates through the whole medium and its viscosity 7,; controls the rate at
which the fluid pressure equilibrates between areas having different Ky,. The dotted-dashed
line represents the attenuation observed in the exact opposite case; i.e., when f,, stays in
the interval [0,1 — p.]. In this case, water percolates through the whole medium and its
viscosity myq¢ controls the rate of fluid-pressure equilibration between areas having different
K. The last attenuation curve represented by a dashed line is obtained with fy,; varying
in the interval [1 — p., p.]. In this case, neither fluid percolates and the effective hydraulic
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Figure 4.4.
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Attenuation curves showing the effect of varying the hydraulic conductivity

(ko/n)esy via the volume fraction of the oil. All curves have been obtained using a mixture
of oil and water and a similar background saturation function f,,; but with different volume
fractions of fluids.
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conductivity (ko/n)ess depends on both 1y, Nwaet, and the permeability ko of the medium.
When comparing the three curves, we see that when oil is controlling the rate of equilibration,
the attenuation peak is observed at lower frequencies due to oil moving more slowly than
water. When water is controlling the rate of equilibration, the attenuation peak is observed
at higher frequencies and is partly hidden by the attenuation peak related to fluid-pressure
equilibration between local voxel-scale patches. The last case is an intermediate situation.

Note that the aforementioned result should not be interpreted as the consequence of how
varying the fluid saturation changes the effective incompressibility contrasts in the sample.
Varying the saturation in this case is modifying the nature of the fluid connectivity between
the fluid patches and this is what is dominantly responsible for the changes in the Q~!(w)
curves.

4.4 Attenuation due to spatial fluctuations in the fluid

saturation over multiple scales

Pride and Masson (2006) have shown that when the distribution of the local Biot’s cou-
pling incompressibility C' (defined in the next paragraph) is a self-affine fractal characterized
by a Hurst exponent H, the attenuation Q@ *(w) is related to circular frequency w by a power
law scaling as

Q! oc wtamhH (4.20)

A self-affine distribution for the modulus C means that

AC(aAz) < a? AC(Ax), (4.21)

where AC(Ax) represents the average amplitude of fluctuation in C' at scale Az and
where a is a dimensionless stretch parameter that changes scale. For negative H, the fluctu-
ations in C' are decreasing when increasing scale, while when H is positive, the fluctuations
are increasing with increasing scale. In the special case where H = 0, the fluctuations are
the same across all scales. When H = 1, the scaling is said to be “self-similar”.

The elastic modulus C' controls the fluid-pressure change in the grain pack when a vol-
umetric strain e is applied to a sealed sample of porous material (i.e., C' = ps/e under
the condition that the increment in fluid content is zero). The Biot-Gassmann result for
this modulus is that in a material with a fluid modulus Ky, a solid modulus K, a drained
modulus K, and a porosity ¢, then [e.g., Biot and Willis, 1957; Pride, 2005]

(1 — Kq/Ks) Ky /¢
1+A

C = (4.22)
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where A is a small dimensionless parameter given by

_Looks (o Ka
A= (1 (1—¢)KS)' (4.23)

In a partially-saturated region that has had time to locally equilibrate at the smallest
scales of saturation, the fluid modulus K; can be replaced by the Wood modulus Ky of
equation (4.16) that depends on the saturation in the region. Thus, in a material having
uniform frame properties, fluctuations in saturation are directly proportional to fluctuations
in C. So if the saturation is distributed in a self-affine manner, both equations (4.20)
and (4.21) should hold. To verify this hypothesis, we generate a series of self-affine fluid-
saturation distributions at different Hurst exponents H. To do so, we define a self-affine
background saturation function which is then mapped to create the actual fluid distribution
as explained in the previous section [i.e., based on equation (4.17)]. Some fluid distributions
so obtained are presented in Figure 4.4 and the algorithm used to generate a self-affine
background saturation function for use in equation (4.17) is presented in Appendix E. In
Figure 4.4, we present the attenuation curves obtained in a series of 5 experiments using
a mixture of oil and water, with geometries similar to those presented in Figure 4.4. In
this series of experiments, we modified the viscosity of water so that the fluid-pressure
diffusivities [see equation (4.3)] are equal in both fluids. Thus, there is no scale dependence
to the fluid-pressure diffusivity. In this case, equation (4.20) should apply at least to a part
of the frequency range. There are three frequency ranges seen in the results. At high enough
frequencies, all realizations at different H (the various solid lines) have roughly the same
frequency dependence that is dominated by a relaxation at the frequency corresponding to
the equilibration time of a single voxel. Next, at intermediate frequencies, we are in the
regime where the self-affine structure is being probed and equation (4.20) holds. The dashed
lines represent the power law fits of the solid curves in this intermediate range. Finally,
at low-enough frequencies, there is a transition to a Q! oc w dependence. This effect was
explained in detail by Pride and Masson (2006) and is due to the diffusion skin depth at
low-enough frequencies being larger than the finite size of the sample. The measured values
of the power-law exponents in the intermediate frequency range are plotted in Figure 4.4 as
a function of the Hurst exponents. We see that equation 4.20, represented by a solid line, is
in good agreement with the observations in the frequency band of interest. The small misfit
between the data and equation (4.20) is mainly due to the attenuation peak observed at high
frequencies also contributing to the total attenuation in the intermediate frequency range in
which the power law fits have been performed.

In Figure 4.4, we present the attenuation curves obtained using the exact same exper-
imental setting, but where the viscosities of the fluids have been changed to their actual
values given in Table 4.1. In this situation, the effective hydraulic conductivity is varying
spatially within the medium and also depends on the scale at which we look at the medium.
For a material containing mesoscopic heterogeneities or fluid patches having a unique size,
varying the viscosity of the fluids results in a frequency shift of the attenuations curves [e.g.,
Masson and Pride, 2007]. Thus, in self-affine materials, where heterogeneities are present at
all scales, we would expect some deviation from equation (4.20) if the hydraulic conductivity
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Figure 4.6. An example of fluid distributions obtained when the fluctuations in the back-
ground saturation are self affine.
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Figure 4.7. Attenuation curves obtained for a mixture of oil and water and where the
background saturation function is self affine, as presented in Figure 4.4. Each curve has
been obtained using a different Hurst exponent. The dashed lines corresponds to power law
fits of the different attenuation curves within a given frequency band. In this example, the
viscosity of water has been changed so that the fluid-pressure diffusivities D; of both fluids
are equal.
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Figure 4.8. Similar to Figure 4.4 but when the physically correct viscosity of water 7,4 has
been used so that the fluid-pressure diffusivities D; of both fluids are not equal.
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(ko/m)ess is a function of scale. In the special case where (ko/n).ss is correlated to the fluc-
tuation in the elastic modulus C', this would result in a stretching of the attenuation curves
versus frequency. Thus attenuation would still be related to the frequency via a similar power
law but with a different exponent which should be a function of both the Hurst exponent of
the background saturation function and of (ko/n).fr. Looking at Figure 4.4, we see that in
this situation where (ko/n)css is varying within the material, the observed exponent differs
indeed from the values predicted by equation (4.20). For the special case where H = 0, the
data are similar in both series of experiments because there is no scale dependence of the
fluctuations.

The main result of this section is the observation that in the special case where the fluid
saturation is self affine, the attenuation is given approximately by the frequency power law
of equation (4.20). This result will be used in the next section to explain the attenuation
observed when the fluid distribution is generated using an invasion-percolation process.

4.5 Attenuation due to fluid distributions created via

invasion percolation.

4.5.1 Invasion percolation

Invasion percolation is a dynamic process introduced by Wilkinson and Willemsen (1983)
to study the slow immiscible invasion of one fluid into a porous region orginally occupied
by another fluid. Experimental studies [e.g., Lenormand et al., 1988] have shown that the
theory accurately reproduces the fluid distribution observed in the laboratory when capillary
forces dominate viscous forces during the invasion; i.e., when the capillary number is small.

The theory considers an idealized porous medium consisting of a regular lattice for which
the sites and bonds correspond to the pores and throats respectively. Randomness is intro-
duced in the medium by assigning each pore or throat with a random value corresponding
to its radius. For scenarios in which a non-wetting fluid invades and a wetting fluid defends
(drainage), it is the bonds (pore throats) that represent the capillary barriers to invasion.
When a wetting fluid invades and a non-wetting fluid defends (drainage), it is the sites (pores)
that represent the capillary barriers. For a given pair of immiscible fluids, the threshold pres-
sure p.. (defined as the minimum pressure difference between the two fluids needed to advance
the fluid interface through a capillary barrier) is a function of the radius r of the capillary
barrier and given by

20 cos 6
Pe = |Dfiuidi — Pfiuid2| = — (4.24)

where o is the interfacial tension between the two fluids and € the contact angle between
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the fluid interface and the pore or throat wall. A simulation starts with all the sites and
bonds saturated by the defending fluid. The invading fluid is then injected into the medium
and advances one pore at a time. At each step of drainage, the next pore to be invaded
is the one that has the smallest threshold pressure on the bond linking it to the previously
invaded pores. To describe imbibition, one need only exchange the words sites and bonds
(or pores and throats).

The invasion-percolation algorithm of Wilkenson and Willemson (1983) is a simplified
version of the above invasion process that consists of the following steps and is assumed to
apply equally to drainage and imbibition alike:

1. Assign random numbers r in the range [0, 1] to the sites of an L x L x L lattice.

2. Select the source sites where the invading fluid is injected and the exit sites where the
defending fluid is allowed to escape.

3. List all the sites belonging to the defending fluid and that are immediately adjacent
to the invading fluid.

4. Pick from the list the site that has the lowest random number r and fill that site with
the invading fluid.

5. Repeat steps 2,3 and 4 until the invading fluid reaches an exit site.

An example of a fluid distribution generated by the invasion-percolation algorithm is pre-
sented in Figure 4.5.1. In the example, a grid of size L x L x 2L is used, the invading fluid
is injected on the bottom face, the defending fluid escapes through the top face and peri-
odic boundaries conditions have been applied on the front/back and left/right faces. The
invasion-percolation algorithm produces complex tree-like fluid distributions with branches
spanning a large range of scales. By varying the size L of the grid, Wilkinson (1983) show
that the mass of invading fluid M (L) present in the central volume L x L x L at percolation
(i.e. when the invading fluid first reaches the top face) obeys the scaling

M(L) o< L” (4.25)

where D is the fractal dimension of the cluster formed by the invading fluid. Wilkinson
(1983) establish that D = 2.52 in 3 dimensions.

Last, for the fluid distributions produced by invasion percolation, global connectivity is
ensured within the invading cluster due to the invasive nature of the process. This is not
the case for the defending fluid that can become trapped in places by the invading fluid to
form isolated clusters that are not connected to each other. However, Wilkinson (1983) have
shown that trapping of the defending fluid is marginal in three dimensions and doesn’t need
to be accounted for (trapping is a 2D problem). In the next sections, global connectivity
will be assumed in both the invading and the defending fluids.
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Figure 4.10. An example of the spatial distribution of fluids obtained using the invasion-
percolation process. The invading fluid is injected at the bottom face of the domain and
is represented by the dark grey cluster. The invasion-percolation process stops when the
invading fluid reaches the top face of the domain. Periodic boundaries have been used on
the front-back and left-right faces of the domain. For the poroelastic simulations, only the
central volume L x L x L is used.
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Figure 4.11. Example showing different patch geometries.

4.5.2 Estimating the patch size distribution in materials having

complex geometries

In the previous section, equation (4.25) contains information on how the fluid mass of the
invader is distributed as a function of scale. This information alone is not sufficient to model
the seismic attenuation using existing models of patchy saturation [e.g., Pride et al., 2004].
Indeed, these analytical models require information about the geometries and sizes of the
fluid patches. We now present an algorithm designed to estimate the distribution of patch
sizes within fluid clusters of arbitrary geometries. In the next sections, this algorithm will be
used as a base to build an average patchy-saturation model that can predict the attenuation
results obtained using the finite-difference code for fluid distributions of arbitrary geometries.
For a given fluid, and for a simple patch geometry like a sphere, the relaxation frequency
w, associated with the diffusive equilibration of the patch is proportional to the square of
the diffusion length L; of the patch [e.g., Pride et al., 2004]. Thus, for modeling purposes,
we need to estimate what fraction of the volume occupied by the patches is associated with
a given diffusion length L;. Note that the actual dimension of the patches is not of any
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interest here since patches having different dimensions can be considered to have the same
diffusion length. For example, patches 1 and 2 in Figure 4.5.2 have very different shapes and
dimensions but their width never exceeds the size of a pixel. Consequently, the fluid pressure
equilibrates in roughly the same time within both patches. The situation is different in patch
3 which consist of a large square of size 3 x 3 touching a rectangle of size 1 x 2. For patch
3, the fluid pressure will take less time to equilibrate in the small rectangular area than in
the large square area. In this case, it is better to model patch 3 as two different patches,
one of size 1 and one of size 3 even though fluid exchange takes place between the two areas.
We define the “patch-size distribution” to be the fraction of the total volume occupied by
patches of size a.

The simple algorithm used to compute the patch-size distribution is based on a multi-
scale analysis using boxes of varying sizes a; and is described as follows:

1. Define a box shape. Simple choices include circular or square boxes in 2D and cubic
or spherical boxes in 3D. In this case a can be taken as the radius of the circle/sphere,
or as the side length of the square/cube.

2. Initialize a = ag so that the box size is equal to the size of the smallest patch present
(typically a pixel/voxel).

3. Scan the volume by moving the box to every possible position. For each box position:

(a) check if the box is totally filled with the fluid of interest.

(b) If yes, assign the current value a; of a to all points within the box.
4. Increase the size of the box: a; = a;_1 + Aa

5. Go back to step 3 and continue until the box’s size becomes larger than the volume
being studied.

6. Finally, the fraction of the total fluid volume occupied by patches of size a; is computed
for each 1.

A schematic example showing how the algorithm applies to a 2D fluid distribution is pre-
sented in Figure 4.5.2. In this example, we use square boxes with sizes a = kAx where
kE=1,2,3,... and Az = 1 is the grid spacing. The goal is to find the patch-size distribution
of the black clusters. The top panel presents the values assigned to the black sites after the
domain has been scanned with a box of size ag = Az. Since all the sites belong to patches
having a size greater than or equal to the grid spacing, all the points take the value 1 after
this first pass. The middle panel shows the result after a second scan using a box of size
a1 = 2Ax. Here, all the sites that belong to a patch having a size greater than or equal to
2Ax take the value 2. Note that on the side of the domain, we assume that the fluid pattern
is symmetrically mirrored across the boundary. This is motivated by the fact that when
computing the attenuation, no fluid flow is allowed through the boundaries of the sample.
Thus, patches placed on the boundaries of the domain take more time to equilibrate than
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Figure 4.12. Example showing how the patches are identified by size at different passes

corresponding to using larger measurement boxes.
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Table 4.2. Fluid combinations used in the numerical experiments. The star indicates which
fluid is controlling the timing of diffusion.

Experiment Invading fluid Defending fluid Permeability

1 Oil* Water 10712 m?
2 Water Oil* 10712 m?
3 Air Water* 1071 m?
4 Water* Air 10715 m?

patches away from the boundaries. For example, a patch of size one placed in a corner of the
domain will take as much time to equilibrate its fluid pressure as a patch of size 2 placed in
the center of the domain. Finally, the bottom panel shows the result obtained after the third
pass using a box of size ay; = 3Ax. Here all the sites belonging to a patch of size greater or
equal to 3 now have the value 3. In this schematic, the value of the sites remains unchanged
for additional passes (i.e. when k& > 3 ) because no patches having a size greater than 3 are
present in the domain. Finally counting the sites sharing the same value gives the following
result for this example: 39% of the black cluster volume is occupied by patches of size 1,
36% by patches of size 2 and 25% by patches of size 3.

Figure 4.5.2 shows the result obtained when the algorithm is applied to a three di-
mensional fluid cluster generated using the invasion-percolation result of Figure 4.5.1. In
Figure 4.5.2, we present the patch-size distribution for the invading cluster (top panel) and
the defending cluster (lower panel). The invading fluid is not forming patches of size greater
than 2 grid spaces and almost all the patches have a size equal to the grid spacing. The
situation is very different for the defending fluid which forms patches spanning a large range
of sizes.

Last, the algorithm as presented in this section is not computationally efficient. However,
if one needs to use it intensively, it can and should be implemented efficiently.

4.5.3 Attenuation associated with invasion percolation

We now present attenuation curves obtained when the fluid distribution is created using
the invasion-percolation algorithm. The cental volume L x L x L of the invasion-percolation
cluster shown in Figure 4.5.1 is removed and used for the quasi-static poroelastic finite-
difference simulations. For a given percolation cluster, we perform four different stress-
strain numerical experiments using the fluid substitutions presented in Table 4.2. In all
experiments, the properties of the solid skeleton are taken as uniform within the sample and
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Figure 4.13. Distribution of the cube sizes computed using the cube counting algorithm for
both the invading and defending fluid clusters created using invasion percolation. Here, «;
is the volume fraction of the defending fluid occupied by voxels belonging to a cube of size
1a where a is the size of the voxels.
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Figure 4.14. Result obtained when applying the cube counting algorithm to the cluster

formed by the defending fluid. Here, the algorithm has been applied to the central region

of the fluid distribution presented in Figure 4.5.1. A slice through the 3D matrix obtained

once the algorithm has been applied is presented. Each voxel has the value corresponding to
the size of the largest cube fully saturated by the defending fluid and containing the voxel.
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are given in Table 4.1. To ensure that patches of similar sizes have a comparable relaxation
frequency in all experiments, the permeability within the sample has been modified so that
n*/ko is the same for all experiments. Here n* denotes the viscosity of the fluid in which the
fluid-pressure diffusion dominantly occurs; i.e., the liquid if the patchy mix is liquid and gas,
or the higher-viscosity liquid if both fluids are liquids.

A final point needs to be discussed before presenting the attenuation results. The
invasion-percolation algorithm provides a fluid distribution at the pore scale while the poroe-
lastic laws apply to the macroscopic porous-continuum scale. Thus, there is the question
of how to input the invasion-percolation results into the poroelastic finite-difference code.
One approach is to first compute locally averaged poroelastic properties from the invasion-
percolation distribution, and then use these fluid-dependent properties in the finite-difference
code. However, in this case, the results depend on the way the averaging is performed. Since
the fluids are not all experiencing the same induced pressure or strain change, it is unclear
what average to apply across all frequencies. And different averaging schemes, for example
arithmetic versus harmonic means, give completely different results. For that reason we think
it is more accurate to use the invasion-percolation result directly in the finite-difference code;
i.e., take the voxels to be the same in both models. Two different arguments justify this
choice. First, the fractal nature of the fluid distribution created using invasion percolation
suggests that the scale at which we look at the problem is not critical. Second, many studies
[e.g., Maloy et al., 1992] have shown that in real invasion-percolation experiments at low
capillary numbers, fluid bursts are observed and the fluid is not invading one pore at a time
but many pores. Thus, locally we have groups of pores saturated by the invading fluid. Thus,
the smallest voxel of an invasion-percolation scheme might more correctly be thought of as
containing several grains to the side and thus be directly equivalent to a porous-continuum
voxeled in the stress-strain experiments.

The attenuation curves obtained using the invasion-percolation cluster of Figure 4.5.1
and the four fluid substitutions given in Table 4.2 are presented in Figure 4.5.3. We see that
the shape and amplitude of the attenuation curves varies greatly depending on the pair of
fluids present in the sample as well as on which fluid is the invader or defender. The top left
and bottom right graphs correspond to when fluid pressure equilibrates within the cluster
formed by the invading fluid. In this case, we see that a narrow attenuation peak is observed
in the high-frequency range and the attenuation is decreasing with decreasing frequency
toward low frequencies. The top right and bottom left graphs correspond to the opposite
situation where the fluid pressure equilibrates outside the invading cluster. In this case, we
see that when the sample is saturated with a mixture of oil and water (top right panel), the
attenuation can be related to frequency as a power low. When the fluid mixture consists
of air and water (bottom left), no simple relation relates the attenuation to frequency and
high levels of attenuation are observed over a large range of frequencies. This last case will
be the most challenging to model.

Figure 4.5.2 clarifies why the frequency dependence of the attenuation is different when
the fluid pressure equilibrates inside or outside the invading fluid. The size of patches formed
by the invading cluster never exceeds twice the grid spacing with the vast majority of patches
being at the grid dimension. Thus all the patches have about the same relaxation frequency
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Figure 4.15. Attenuation curves obtained when an invasion-percolation algorithm is used to
generate the fluid distribution. All curves have been obtained using the same realization of
an invasion-percolation process. Results using the following fluid substitutions are presented:
air invading water, water invading air, oil invading water, water invading oil.
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and a single attenuation is observed at high frequencies due to the small size of the patches.
The situation is very different in the clusters formed by the defending fluid. Here the patches
exhibit a large range of sizes. Consequently, the patches will have a large range of different
relaxation frequencies.

4.5.4 Modeling choices

In this section, we detail different approaches that can be used to model the numerical
attenuation data presented in Figure 4.5.3. The different attenuation curves are explained
separately.

4.5.4.1 Oil invading water

In this scenario, the timing of the fluid-pressure diffusion is controlled by the invading oil
which has the highest viscosity. Since trapping of the defending fluid is marginal in 3D, and
because the viscosity of water is much smaller than oil, the induced fluid pressure can be taken
as uniform throughout the water-filled areas. This, along with the fact that the thickness of
the patches forming the invading cluster is roughly constant (see Figure 4.5.2), allows the
patchy-saturation model of Pride et al. (2004) to be used to fit the numerical data without
any free fit parameters. The attenuation predicted using the analytical expression presented
in Appendix C is represented by the solid line in the top left panel of Figure 4.5.3. The
ratio V/S and the length L; required by the patchy-saturation model have been computed
numerically for the invading cluster using the expressions in Appendix C.

4.5.4.2 Water invading oil

Here, the timing of the diffusion is controlled by the higher-viscosity defending fluid (oil).
The invasion percolation ensures connectivity in the invading fluid and the fluid pressure
within the water can again be considered constant due to its relatively low viscosity. As
shown in Figure 4.5.2, the size distribution of the oil patches spans a large range of scales.
Thus, during the simulation, the small oil patches will equilibrate first and the larger patches
will take more time. Because of the small contrast in the fluid incompressibilities, it is
judicious to adopt the approach presented in Section 4.4 to model the attenuation.

A first step consists of estimating the fluctuation of the fluid saturation as a function of
scale. This is achieved by taking a 3D Fourier transform of the fluid’s spatial distribution;
i.e., the invasion-percolation matrix which takes the value 1 at nodes filled with the invading
fluid and the value 0 at nodes filled with the defending fluid. The resulting spectrum is
presented in Figure 4.5.4.2. We then perform a least-squares fit of the spectrum assuming
the spatial fluid distribution is self affine (a power law). The result of the fit is represented
as the dashed line in Figure 4.5.4.2 and the estimated value for the Hurst exponent is H
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Figure 4.16. Spectrum obtained by taking the 3D Fourier transform of the fluid saturation.
Here, k* = k2 + /{:5 + k? is the spatial wave number. The data have been fit as a power
law assuming a spectrum corresponding to a self-affine function. The value for the Hurst
exponent so obtained is H = —0.52 which, as anticipated, provides a good power-law fit to
the attenuation results in Figure 4.5.3.

= -0.521. We then use this exponent in equation(4.20) to fit the high-frequency power law
observed in Figure 4.5.3. The fit is excellent thus confirming the arguments of Section 4.4.

4.5.4.3 Air invading water

In this case, the fluid-pressure equilibrates within the regions filled with the defending
water. Due to the large fluid incompressibility contrast as discussed in Section 4.3, equilibra-
tion between larger scale regions of air and water is not important and we need only focus
on the equilibration between a patch of water of size ¢+ and the air it immediately surrounds.

The first step in modeling the numerical result of Figure 4.5.3 is to compute the patch-
size distribution «; of water patches as discussed in Section 4.5.2 («; is the volume fraction of
the water associated with patches of size ). For each water-patch size i, we then determine
the associated patchy-saturation attenuation Q; '(w) using the analytical theory presented
in Appendix C. The overall attenuation is obtained as a volumetrically-weighted sum of the
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Figure 4.17. The model of an inner cube of air (white) surrounded by an outer layer of
water (black) used in determining the patchy-saturation geometric properties. For each size
of water patch [, present in the defending water, this domain model is used to calculate
the patchy-saturation diffusion length L using the approach outlined in Appendix C. See
Figure 4.5.1 for why this particular domain geometry was chosen for the case of air invading
water.

attenuation associated with each patch size and given by
Qav(w) = Q' (w). (4.26)

A similar average was used by Pride and Masson (2006) in the derivation of equation (4.20).
To determine ;' using the patchy-saturation model of Appendix C, a geometry must be
assumed for both the air and water at each size i. A look at Figure 4.5.1 suggests that an
appropriate domain model is to embed a small cube of air within a larger cube of water. The
cube of air has an edge length [; and is surrounded by water in a composite cube having an
edge length I; + Iy (see Figure 4.5.4.3 for the domain model). We take Iy as the length a;
associated with patch size i. To determine the length [, of the inner cube of air, we assume
the volume fraction of air and water in each such modeling domain is the same as the overall
volume fraction of air v; and water vq in the entire system (where vy + vy = 1). This ensures
that the ensemble of domains corresponding to all patch sizes i preserves the proper volume
of air and water in the system. The length [; is thus obtained from the simple geometrical
result
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h=1/(y®-1), (4.27)

where vy is the overall volume fraction of air in the system. The diffusion length L; is
evaluated numerically for each patch size [y = a; by numerically solving the boundary-value
problem defined in Appendix C for the domain of Figure 4.5.4.3. The ratio V/S required by
the patchy saturation model for this particular geometry is

V(L + )P
1

Without any free parameters, this scheme provides a nice fit to the numerical attenuation
data as shown in Figure 4.5.3.

4.5.4.4 Water invading air

This situation is similar to the case where oil is invading water and the patchy-saturation
model can be applied directly to the invading cluster. The estimated attenuation is plotted
as the solid line in the upper left graph of Figure 4.5.3 and fits the numerical data very well.

4.6 Other invasion scenarios

Most scenarios for how partial-saturation distributions are created in the Earth involve
the slow invasion of one fluid into a region intially occupied by another fluid. In this case,
the invasion-percolation scheme provides realistic fluid distributions and is why we used it
in the present paper. However, when the invasion occurs at faster rates, which is typically
defined when the capillary number Ca is greater than roughly 107° [e.g., Lenormand et al.,
1988], other distributions are created that are distinct from the invasion-percolation clusters.
The capillary number is the dimensionless ratio of viscous shear stress to capillary pressure
and is given by Ca = ngq/o where ¢ is the Darcy velocity of the invading fluid, 7 the viscosity
of the invader, and o the surface tension.

In particular, when the viscosity of the invading fluid is significantly less than the defender
(e.g., a gas invading liquid) and when Ca > 107% the viscous-fingering instablity occurs.
Though the viscosity ratio (invader viscosity divided by defender viscosity) at which viscous
fingering in porous media begins to occur has never been analytically determined, there is
experimental evidence [e.g., Lenormand et al., 1988 and Stokes et al., 1986] that it needs to
be 1072 or smaller. For the case of drainage (e.g., water the defender and air the invader), the
invasion cluster for viscous fingers resembles a diffusion-limited aggregation (DLA) and has
a fractal dimension and structure quite distinct from invasion percolation [e.g., Lenormand
et al., 1988]. The width of the individual fingers are quite thin (no more than a few pore
widths) and the cluster overall is more ramified and sparse than in invasion percolation
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(which is also called capillary fingering). For the case of imbibition, the viscous fingers are
much broader than in invasion percolation and scale as Ca™'/? [e.g., Stokes et al, 1986].

We have not attempted to simulate viscous-fingering structure in our numerical experi-
ments, but expect the effect of such structure on the seismic attenuation to be distinct from
invasion percolation due to the different geometries involved even if the modeling principles
are the same. In particular, since the defender is always controlling the induced fluid-pressure
equilibration for a viscous-fingering cluster (since the defender by definition has the largest
viscosity), the analysis of the present paper used to model the air invading water (drainage)
and water invading oil (imbibition) scenarios above should be directly applicable to the
viscous-fingering clusters. In the case of viscous fingering in drainage, we would expect even
more intense levels of attenuation at low frequencies compared to the invasion-percolation
clusters because the patches of defending fluid will be wider in viscous fingering (the invad-
ing viscous fingers are narrower). For viscous fingering in imbibition (e.g., water invading
oil), we expect a power law to emerge for Q(w) with an exponent again given by the Hurst
exponent of the saturation of the defender. However, this exponent will be different than for
invasion percolation and is not currently known.

4.7 Conclusions

In this paper, we have shown that the contrast in the fluid incompressibility in patchy fluid
distributions greatly influences how attenuation depends on frequency. On the one hand,
when the contrast in the fluid incompressibility is large (e.g., gas and liquid), no fluid-pressure
equilibration occurs at scales larger than the patch size and one only needs to consider fluid-
pressure equilibration between adjacent patches. On the other hand, when the contrast in
the fluid incompressibility is small (e.g., oil and water), fluid-pressure equilibration can occur
at scales larger than the patches. In this case, fluid pressure can equilibrate between distant
areas if the fluid saturation is varying spatially.

We computed seismic attenuation for homogeneous porous samples saturated with a
mixture of two fluids and for which the spatial distribution of fluids was obtained using an
invasion-percolation process. We showed that when the fluid-pressure diffusion takes place
within the invading cluster, like when water is invading air or when oil is invading water, a
single attenuation peak is observed at high frequencies. In this case, we expect no significant
attenuation levels in the seismic band of frequencies. When the fluid-pressure diffusion takes
place within the clusters formed by the defending fluid, significant attenuation levels are
observed over a much wider frequency range. This is because the defending cluster forms
patches of various sizes spanning a large range of scales. When the invading fluid is water
and the defending fluid oil, the attenuation is related to frequency as a power law for which
the exponent is a function of the Hurst exponent associated with the defending cluster.
While this result is interesting, because the fluid incompressibility contrast is small in this
case, the overall level of attenuation is not very high. The most interesting situation is
when air is invading water. In this case, high levels of attenuation can be observed even at
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very low frequencies. No simple relation has been determined between the attenuation and
frequency. However, we developed a method to estimate an average attenuation based on
applying a patchy-saturation analytical model to each size patch in the system. We showed
that this method performs very well in fitting the numerical data. Also, this method can
be applied to fluid distributions of arbitrarily complex geometries when the contrast in the
fluid incompressibility is large.
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Chapter 5

Measuring the spatial fluctuations in
the elastic properties of natural rocks

at the mesoscale

(Not yet submitted for publication.)

5.1 Introduction

Recent analytical and numerical studies have shown that fluctuations in the mechani-
cal properties of porous rocks at the mesoscopic scale (say, from a millimeter up to a few
centimeters) can explain the significant attenuation levels observed in the seismic frequency
band (10 Hz-10000 Hz). Generally speaking, the stronger these fluctuations in the mechani-
cal properties are, the stronger the attenuation is. Masson and Pride showed that, if a given
elastic modulus M is expressed as (M) + AM, where (M) represents its average value inside
an earth sample and AM denotes the fluctuations around its mean value, the attenuation

scales as
Q"o (AM)?, (5.1)

where Q! is the inverse quality factor. This fact raises the question: How much heterogeneity
in the elastic moduli of real rocks and sediments is typically present at the mesoscale ?

Answering this question requires experimental measurement of the spatial fluctuations
of the elastic properties within real rock samples. Micro-indentation and nano-indentation
techniques are widely used and are efficient for measuring the elastic modulus of different
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material types. Recent studies have shown that the micro-indenatation technique can be used
to measure the elastic modulus of natural rocks [see for example Wang et al. (2009) , or Leite
and Ferland (2001) for the special case of porous rocks|. We have found no reports of studies
showing the spatial distribution of elastic moduli within sedimentary rocks at the mesoscopic
scale. Zhu et al. (2007) showed that nano-indentation mapping of the Young’s modulus is
feasible in cement pastes and natural rocks; however, the dimensions of their experimental
maps don’t exceed the size of a few grains, which is too small to answer our question about
fluctuations in the frame moduli of porous rocks. In this paper, we present experimental
equipment that allows us to perform a micro-indentation mapping of the Young’s modulus
in natural rock samples with millimetric resolution. Then, we show that these maps can be
used as an input for the numerical computation of seismic attenuation.

5.2 Materials and experimental method

5.2.1 Rock samples

Preliminary tests have been conducted using natural stone flooring tiles, which are an
easy supply of clean cut rock samples. Results obtained using two different samples are
presented in this study. The first sample is a clean, well-consolidated sandstone exhibiting
stratification. The second sample is a travertine limestone which is highly heterogeneous
and contains holes and shells. Both samples are pictured in the top row of Figure 5.7.

5.2.2 The micro indentation scanner

The MIScan (Micro-Indentation Scanner) consists of an indentation probe mounted on
an industrial x-y-z motion system. The schematic of this device is given in Figure 5.2 and
photographs in Figure 5.2. The device performs multiple automated indentation tests at
different locations on the surface of a flat rock sample. The heavy-duty motion system is
stiff enough to minimize frame deformation when performing the indentations. It is also
sufficiently fast to perform high-resolution mapping in a reasonable amount of time (say,
a few hours). The indentation probe of the MIScan schematized in Figure 5.1 consists of
an indenter mounted on a rigid rod. The force transmitted to the sample through the rod
is monitored using a piezoelectric load cell, and the indentation depth (i.e., the distance
between the sample’s surface and the indenter’s tip) is monitored using three displacement
sensors (LVDT). The piezoelectric transducer used to monitor the applied load has been
chosen because it offers a faster response than the more classical load cells based on strain
gages. The linear variable differential transformers (LVDTs) have been selected for their
high reliability and accuracy that offer sub-micron resolution. As shown in Figure 5.2, three
LVDTs positioned at equal angular intervals around the main rod are used to monitor the in-
dentation depth. This reduces noise level and prevents measurement error due to an eventual
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Figure 5.1. Mechanical Principle of the micro-indenter. The indenting probe is mounted on
a rod fixed to the z-axis rail of the motorized frame. (a) When the indenter tip is away from
the surface of the rock sample, the probe is at rest and no force or displacement is recorded.
The indenting probe is lowered until the indenter tip first touches the surface of the rock
sample (b). The applied load is increased by lowering the indenting probe until it reaches
its maximum value (c). These operations are then reproduced in reverse.
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Figure 5.2. Various views of the micro indentation scanner
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Figure 5.3. Simplified circuit diagram of the micro-indenter. The arrows symbolize the
direction of the data flow.

angle between the indenter and the sample’s surface. The indentation probe is maintained by
a spring and mounted on a linear ball-bearing attached to the vertical axis of the motorized
frame as schematized in Figure 5.1. The advantage of this setup is that the servo motor
driving the vertical axis can be used both to raise and to lower the indentation probe, and to
control the force applied on the rock sample’s surface by the indenter. When the indenter is
in contact with the sample’s surface, the force applied is directly proportional to the length
of the compressed spring. The motion system can theoretically achieve positioning with an
accuracy of about a micron; thus, the force applied on the rock sample can be controlled
with a very high precision as it is proportional the spring’s rigidity. Finally, all the opera-
tions performed during the micro-indentation scanning are automated and controlled by a
computer. The software driving the MIScan was developed using the graphical programming
environment LabVIEW, which is highly efficient in simultaneously interfacing and control-
ling the hardware used for motion and data acquisition. A simplified circuit diagram of the
MIScan is drawn in Figure 5.3.

5.2.3 Indentation cycle

The micro-indentation tests are performed using a loading, relaxation, unloading se-
quence. For each test, the indentation probe is first lowered until the indenter establishes
contact with the sample’s surface. Then, the force applied on the sample’s surface by the
indenter is progressively increased until it reaches its maximum desired value. Once the
applied force reaches the maximum value, the indentation probe is maintained in place for
a certain period allowing for eventual viscoelastic relaxation. Finally, the force applied is
released slowly until contact between the sample’s surface and the indenter is broken. Gen-
erally, during the loading stage, most materials exhibit a non-linear elasto-plastic behavior.
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Figure 5.4. Adapted from Oliver and Pharr (1992): A schematic representation of a section
through an indentation showing various quantities used in the analysis.

The relaxation stage can eliminate the viscosity impact and thereby make sure that the
unloading data used for analytical purposes are almost elastic. During each test, the inden-
tation depth and applied force are recorded continuously. Once the test is done, the results
can be plotted as a load-displacement curve similar to the one shown in Figure 5.6. These
curves are then numerically analyzed to compute an indentation modulus.

5.2.4 Data analysis

On the assumption that the indentation data arise from a purely elastic contact (Hertzian
contact), numerous models have been proposed for indentation data analysis (see for example
Sneddon, 1965; Doerner and Nix, 1986; and Oliver and Pharr, 1992). The form most often
used is the one presented by Oliver and Pharr, and is known as the Oliver and Pharr method.
In this method, load-displacement curves are analyzed using the analytical model

) 2
§= = ﬁEr\/Z (5.2)
which was first introduced by Sneddon for contact between a rigid indenter of defined shape
and a homogeneous isotropic elastic half space. Later, Pharr, Oliver, and Brotzen (1992)
were able to show that this equation is robust and applies to tips with a wide range of
shapes. In Equation 5.2, the contact stiffness S = 0P/0h is the slope of the tangent to
the unloading part of the load displacement curve at the maximum load, as illustrated in
Figure 5.5. The reduced indentation modulus E, is an averaged modulus that accounts for
the effects of using a non-rigid indenter. We have

1 1 — 12 1 —v?

E = i + 7 (5.3)

where v and E are the Poisson’s ratio and the Young’s modulus of the rock sample, and
v; and F; are the Poisson’s ratio and the Young’s modulus of the indenter. Sneddon’s
contact solution predicts that the unloading data for an elastic contact for many simple
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Figure 5.5. Adapted from Oliver and Pharr (1992): A schematic representation of load
versus indenter displacement data for an indentation experiment. The quantities shown are
¢ Nmag, the indenter displacement at peak load; hs, the projected indentation depth; hy, the
final depth of the contact impression after unloading; and S, the initial unloading stiffness.
A graphical interpretation of the contact depth is presented as well.
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Figure 5.6. An example of an actual force-displacement curve obtained using a well-
consolidated sandstone sample.

axi-symmetric indenter geometries (sphere, cone, flat punch and paraboloids of revolution)
follow the power law

P(h) = a(h — hmax)™ (5.4)

where P is the applied load, h is the elastic displacement of the indenter, and o and m are
constants. Oliver and Pharr use this model to fit the unloading part of the load displacement
curve and to obtain the indentation stiffness

S=am [h — hnlax]mil . (55)

To estimate the projected contact area A, the tip shape of the indenter must be known
accurately so A can be expressed as a function of the indentation depth A,

Ac = f(he) (5.6)

Oliver and Pharr derive the following relationship for the contact depth h. from Sneddon’s

solutions
Pmax

he = hmax — hs = hmax — € S (5-7)

where € = 0.72, 0.75 and 1, for cone-, sphere- and flat-punch geometry respectively.

In summary, the Oliver and Pharr method consists of first fitting a power law function
to the unloading segment of the load displacement curve. Taking the slope of this function
at maximum load yields the contact stiffness F,. This contact stiffness in addition to the
appropriate value of € is used in order to determine the actual contact depth h. so that it is
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finally possible to derive the modulus E. Figure 5.4 and Figure 5.5 show a schematic sketch
of such an analysis.

5.2.5 Calibration

Calibration of the indenter is achieved by measuring the reduced modulus F, for a mate-
rial with a known Young’s modulus E. Knowing E,., the Young’s modulus of the indenter FE;
is obtained directly from Equation 5.3. Even thought F; can be estimated using a single test,
it is better to perform multiple estimates using different materials to ensure the consistency
of the results.

5.3 Preliminary results

5.3.1 Spatial distribution

In order to test the ability of the Micro-Indenter Scanner to accurately map the mechan-
ical properties of natural rocks, various samples have been scanned. Indenters with different
shapes and made of different materials have been tested: conical (diamond), spherical (car-
bide), and flat (steel). In the final setup, a flat indenter was selected because it induces less
damage to the sample’s surface. It also offers the advantage of not having to determine the
contact area from the load displacement curve, which reduces error in the estimated inden-
tation modulus. In the central row of Figure 5.7, two different maps showing the measured
spatial distribution of the Young’s modulus for a sandstone sample and a travertine sample
are presented. Both maps have been obtained using a flat indenter; the spatial sampling
interval is 1mm in both space directions and the sample’s size is 10 cm x 10 cm. The total
time needed to complete each map was approximately 10 hours. When comparing the spatial
distribution of the Young’s modulus to the actual photographs of the samples (presented in
the top row of Figure 5.7), we note a very good correlation between the mechanical properties
measured locally and the small-scale structure of the rock in both samples. This excellent
correlation shows that the experimental setup is able to quantify the spatial distribution of
the mechanical properties within the samples.

For a fine analysis of the data, the average value of the measurement error should be
quantified. As the indentation produces some damage within the samples during the load-
ing/unloading cycles, the repeatability of the measurement cannot be estimated by perform-
ing multiple measurements at a given location. Under the weak assumption that measure-
ment error is independent of the material, it can been estimated by performing measurements
at different locations on a homogeneous sample (for example, a glass). Such tests have been
performed, and showed that the amplitude of the measurement error is significantly smaller
than the spatial fluctuations measured for the sample presented in Figure 5.7. Spectral
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Figure 5.7. Presentation of the Young’s modulus spatial distribution measured for two
different samples. The graphs on the left show the results obtained for a clean consolidated
sandstone sample, and the right graphs show the results obtained with a travertine sample.
Pictures of the actual samples are presented in the top row, the color maps in the central row
show the spatial distribution of the Young’s modulus within the samples, and the histograms
on the bottom are the probability density functions of both distributions. The size of both
samples is 10cm x 10cm and the spatial sampling interval is lmm in both directions (i.e.
both maps consists of 10,000 measurements)
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Figure 5.8. Attenuation versus frequency computed using the Young’s modulus distribu-
tions shown in Figure 5.7. The dashed line corresponds to the attenuation obtained for the
sandstone sample and the solid line is the attenuation computed for the travertine sample.

methods such as wavelet or curvelet could also be used to extract the measurement error by
directly analyzing the spatial correlation of the noise in the indentation maps. Such meth-
ods haven’t been implemented yet, and developing a robust method to properly estimate the
measurement error is still part of ongoing research. Due to the damage produced within the
samples by successive indentation tests, the noise present in the data might also vary when
using indenters of different sizes and shapes, or when varying the spatial sampling interval.
Further tests will be performed in the near future to quantify these effects.

5.3.2 Attenuation

In addition to the fluctuations of the mechanical properties, the spatial distribution of
other hydro-physical parameters (essentially the permeability and porosity) must be known
in order to estimate seismic attenuation numerically. Such data can be collected using
existing equipment, such as an X-ray scanner for the porosity, and a micro-permeameter for
the permeability. These data are not yet available and will be integrated later to improve
the attenuation estimates. For the preliminary test, both the porosity and the permeability
have been taken to be constant within the samples. In Figure 5.8 the attenuation curves
versus frequency computed using the quasi-static method introduced by Masson and Pride
(2007) for the maps given in Figure 5.7 are presented. For the numerical simulation, the grid
spacing has been taken to be equal to the spatial resolution of the experimental maps (i.e.,
Az = 1lmm), and only the values of the bulk modulus and the shear modulus are varying
spatially. Both the bulk modulus and the shear modulus have been computed from a single
indentation modulus assuming a constant Poisson’s ratio throughout the samples. The values
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Table 5.1. Material properties assumed when computing attenuation

Solid grain material
Bulk modulus (Kj) 36.0 GPa

Density (p) 2650 kg/m?
Skeletal framework of grains

Porosity (¢) 0.3

Permeability (k) 10712 m?

Fluid

Bulk modulus (K7) 2.25 GPa

Density (py) 1000 kg/m?

Viscosity (1) 1073 N s m2

of the remaining parameters required for the numerical simulations have been taken to be
constant within the sample and are given in Table 5.1. The attenuation curve obtained
from the sandstone sample is plotted as the dashed line in Figure 5.8 and the solid line
corresponds to the travertine sample. As predicted theoretically, the attenuation decreases
toward high and low frequencies, as the samples contain a distribution of heterogeneities
with finite sizes. Interestingly, the attenuation levels stay almost constant within a wide
frequency band around the attenuation peaks. Masson and Pride (2007) showed that such
flat attenuation curves are typical of materials containing an equal amount of mesoscopic
heterogeneities with different sizes. This observation suggests that the attenuation data can
practically be used to deduce the structure of the propagating medium at the mesoscopic
scale. Last, the two samples studied produced low attenuation levels compared to what
is observed in field data in the shallow subsurface. This is because both rocks are well-
consolidated and exhibit small fluctuations in their elastic properties. Still, we note that
the attenuation levels computed for the travertine sample are a lot higher than the ones
computed with the sandstone. This is due to the fact that the Young’s modulus distribution
in the travertine sample exhibits a larger spread of values as shown in Figure 5.7.

5.4 Conclusion

We introduced a micro-indentation scanner that is able to measure the spatial distribu-
tion of Young’s modulus within natural rocks at the mesoscopic scale. Preliminary results
show that mapping the mechanical properties of rocks with a fine resolution (say, one mil-
limeter) is feasible using automated micro-indentation tests. Further effort needs to be
conducted to accurately estimate the measurement error due to the experimental process.
The effects of the indenter shape and size, and of the sampling spacing, should be estimated
as well. We showed that the indentation data can be used along with numerical experiments
to compute realistic estimates of the attenuation versus frequency. First results shows that
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well-consolidated rocks do not produce much attenuation. Further measurements will be
conducted on damaged rocks and lightly consolidated rocks, which should produce signif-
icantly higher attenuation levels. This innovative approach combining experimental data
with numerical experiments is a major improvement to existing methods used to measure or
estimate poroelastic attenuation. The results obtained with this combined approach should
be compared with attenuation estimates obtained in the laboratory using the resonant bar
technique. It will help to separate poroelastic attenuation from possible anelastic losses that
are often subject to debate. In the future, the spatial distribution of permeability and poros-
ity should be measured in addition to the spatial distribution of the mechanical properties.
This will make the combined method even more efficient in predicting precisely the frequency
dependence in the poroelastic attenuation.
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Chapter 6

Conclusion

I hope that after reading this manuscript the reader will have a clearer view of how the
different hydro-physical and geometrical parameters influence the frequency dependence in
seismic attenuation due to wave-induced flow. Even though numerous results have been
presented in detail that can be used for a finer analysis of the seismic data, I really think
the strength of the present work lies in the fact that the reader, once through the numerous
examples presented, should get a good idea what type of materials may be responsible
for the attenuation in the data. Indeed, even if geophysics resides on a strong physical
and mathematical basis, the depth of the final interpretation (even after intense rigorous
processing) greatly depends on human imagination, and new discoveries are often the result
of an innovative view of the data. I modestly hope that the present thesis will help whoever
is collecting or interpreting seismic data to better understand what kind of mechanism may
be responsible for the observed attenuation. As mentioned in the introduction, solving the
inverse problem is not the focus of this work; however, we show that a link can be established
between the properties of certain classes of materials and the attenuation of seismic waves.
For example, we demonstrate that attenuation versus frequency scales differently in fractal
materials, and that anisotropy in seismic attenuation relates to the geometrical aspect of
the heterogeneities present in the medium. Among others, these results can be used to get
partial information on the propagating medium, and should help in the formulation and
parametrization of the inverse problem.

We also introduced new numerical tools that compute seismic attenuation in poroelas-
tic media of arbitrary complexity, which, I hope, will help to answer future problems and
questions. In the last section of this manuscript, we propose to use these numerical methods
along with experimental data collected in the laboratory. I think that once the development
of this new combined approach is achieved, it will allow estimation of attenuation versus fre-
quency associated with real rock samples with previously-unachieved accuracy. It should also
help with the interpretation of laboratory data where the relative importance of poroelastic
attenuation and other possible losses mechanism is still a matter of debate.
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Appendix A

The local poroelastic equations

Biot’s (1962) equations are used to model the local response within a heterogeneous
porous sample that is being stressed in a time-varying manner. As demonstrated by Masson
et al. (2006), at low enough applied frequencies where w < n/(psFk) so that viscous bound-
ary layers do not develop in the pores, Biot’s (1962) equations in the time domain may be

written v dq
Por =V T Prg (A1)
pr(1+ <I>)Faa—(;1 + kﬁoq =—Vp-— pfg—;’- (A.2)
or
il AV v+aMV-q)I+p[Vv+(Vv)"] (A.3)
_% = M(aV-v+V-q). (A.4)

In sedimentary rocks, these equations can be considered as valid across the seismic band (1 to
10* Hz). The various coefficients are all real. Here, p is the local bulk density of the material,
pys is the fluid density which is taken to be spatially uniform throughout each sample, and
F is the electrical formation factor that is modeled here using the Archie (1942) law ¢!
where ¢ is local porosity, and ® is a dimensionless pore-topology parameter defined and
discussed by Masson et al. (2006) that is bounded as ® > 1/4 and will simply be set to 1 in
the present article. Over the seismic band of frequencies, the inertial term in the generalized
Darcy law of Equation (A.2) has a magnitude |p;(1+4 ®)F0q/0t| that is always negligible in
amplitude relative to the viscous resistance |(n/k,)q|; however, the inertial term is entirely
responsible for the finite-difference scheme to be stable (c.f., Masson et al., 2006) and thus
cannot be discarded.

The local poroelastic constants used here are the undrained Lamé modulus Ay, the shear
modulus p (the same for both drained and undrained conditions), the so-called Biot-Willis
(1957) constant «, and the fluid-storage coefficient M. For any porous material, these
constants are related to the undrained bulk modulus Ky, the drained bulk modulus K, and
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Skempton’s (1954) undrained fluid-pressure to confining-pressure ratio B as

Ny = Ky—2u/3 = K+a*M —2u/3 (A.5)
o = (1-K/Ky)/B (A.6)
M = BKy/o. (A7)

In the special case considered by Gassmann (1951), in which the solid frame is composed of
a single isotropic mineral characterized by a bulk modulus K, we have as well the so-called
“fuid-substitution” relations given by

1/K — 1/K,
1/K —1/K, + ¢(1/K; — 1/K,)
K

Ko = 1= B(l—- K/K,) (A.9)

B

(A.8)

where Ky is the fluid bulk modulus and ¢ is the porosity. From these, one further obtains
a=1— K/K,. We use the Gassmann expressions to model the local poroelastic constants
in all the numerical experiments.
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Appendix B

The double-porosity theory

In the special case where the sample is a composite of two distinct porous materials
saturated by a single fluid and when the heterogeneity has a single dominant lengthscale,
the double porosity theory of Pride and Berryman (2003a,b) is applicable and predicts that
the undrained bulk modulus K, (w) of the porous composite is complex (due to the mesoscale
fluid equilibration) and given by

2
1 ais

——=ap - —3 B.1
Kd(w) al a3 — 'y/iw’ ( )

—a12<(133 — ’Y/ZCU) + a13(a23 + ’Y/Zw)
(a2 — v/iw)(azs — v/iw) — (a3 + v/iw)?’
1 1 (113<CL23 + ’}//Zu})

= + B(w) [ a1g — ! ) B.3

K,(w) Kiw) () < 12 ass — y/iw (B-3)

Here, K4(w) is the complex drained bulk modulus of the composite (drained in this context
means that the average fluid pressure in a sample does not change, which in no way prevents
mesoflow from occuring), and B(w) is the complex Skempton’s coefficient. The a;; are real

elastic compliances that depend on the elastic moduli of the two porous consituents, while
~ is a complex function of frequency given by

Yw) = oy 1 - i (B.4)

that controls the degree of mesoflow between the two phases. Expressions for the real
parameters 7, and w,, as well as for the high-frequency elastic compliances a;; have been
derived by Pride and Berryman (2003a,b) and are also given by Pride et al. (2004).

Blw) = (B.2)

164



The a;; are given by
ay;lr = 1/Kd(0) (B5)

B V1O 1 (1/1(1 - Ql)
a2 = K (E - m) (B.6)

(5185 1 012(1 — QQ)

_ I S 27 B.
33 e (BQ 1— Ko/K, (B.7)
12 = —UlQlal/Kl (B-8)
13 = —U2Q2042/K2 (B-9)

alongl/Kg 1 (%1 ]
_ _ = _ = B.10
w = e (w1 ) (B.10)
where
0y = LI A0 0, = LT KV E0) (B.11)
1l 1—K2/K1 2 1_K1/K2 ' ‘

Here, v; is the volume-fraction of phase 7 in each sample (v; + vy = 1), K; is the drained
frame modulus of phase ¢, B; is the Skempton’s coefficient of phase 7, a; is the Biot-Willis
constant of phase 1.

The one parameter in these a;; that has not yet been modeled is the overall static drained
modulus K,4(0) = 1/ay; of the two-phase composite. It is through K,;(0) that all dependence
on the mesoscopic geometry of the two phases occurs. Although many mixture models for
K,4(0) exist, none are exact for arbitrary geometry of the inclusions. In the present paper,
we numerically calculate K4(0) using our finite-difference scheme in the long-time limit and
use this measured drained bulk modulus in the above double-porosity expressions for all
“theoretical” predictions.

The low-frequency and high-frequency limits of K, (w) are determined from Equation
(B.4) to be

(a12 + ar3)?
a2 + 2a93 + ass
a%3 (a1pa33 — a13a23)2
Ky(00) = ayy — — — 2y
ass ass(ageass — ass)

KU(O) = a1 —

(B.12)

(B.13)

At peak attenuation defined when w = w, one can approximte that K,(w,) ~ [K,(0) +
K, (00)]/2.

If phase 2 is defined to be more permeable than phase 1, the low-frequency limit of the
internal transport coefficient 7, is given by
_lﬁKf a1z + Bo(an + ass)
TIL% Rl - Bo/Bl
where the parameters B,, Ry, and L are now defined. The dimensionless number B, = B(0)

is the static Skempton’s coefficient for the composite and is exactly

B (@12 + a13)
ago + 2a93 + ass

Yo = ) 14+ O(k1/ks)]. (B.14)

B, =

(B.15)
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The dimensionless number R; is the ratio of the average static confining pressure in the host

phase 1 of a sealed sample divided by the confining pressure applied to the sample and is

exactly

041(1 - Ql)Bo _ @062(1 - Qz)Bo
1- K{/Kd v 1— K$/K¢

where the @); are given by Equation (B.11). Last, the length L, is the distance over which the
fluid-pressure gradient still exists in phase 1 in the final approach to fluid-pressure equilibrium
and is formally defined as

L3 = 1 O, dV (B.17)
Vi Ja,
where (2; is the region of an averaging volume occupied by phase 1 and having a volume
measure V;. The potential ®; has units of length squared and is a solution of an elliptic
boundary-value problem that under conditions where the permeability ratio ki/ko can be
considered small, reduces to

V20, = —1 in )y, (B.18)
n-V® = 0 on JdF, (B.19)
(I)l = Oon (9912 (BQO)

where 0€);5 is the surface separating the two phases within a sample of composite and 0F;
is the external surface of the sample that is coincident with phase 1.

In all the examples of the present paper, the boundary-value problem for ®; is solved
numerically by finite-differences. To do so, we add a diffusion term —0®; /9t to the left-hand
side of Equation (B.18) and replace 1 by a step function on the right-hand side, then solve
the resulting diffusion equation using explicit time-stepping. The long-time steady-state
response to the imposed step-function source term is the solution of Equation (B.18). We
then determine numerically the length L, using Equation (B.17).

Last, the transition frequency w, corresponds to the onset of a high-frequency regime in
which the fluid-pressure-diffusion penetration distance becomes small relative to the scale of
the mesoscopic heterogeneity, and is given by

) 2
nBy K, V k1 By Kooy
= o) (14 22 B.21
Yo T (7 s) ( "V &Bi Kas (B21)
where S is the surface area of the interface between the two phases in each volume V' of
composite.
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Appendix C

The patchy-saturation theory

In the special case where the sample consists of porous material with a homogeneous
solid skeleton saturated by a mixture of two fluids and when the fluid patches have a single
dominant lengthscale, the theory of Pride et al. [2004] is applicable and predicts that the
undrained bulk modulus K,(w) of the porous composite is complex (due to the mesoscale
fluid equilibration) and given by

1 ais
Kaw) ™7 ag — /i’ (C.1)
w) = —aiz(ass — 7/iw) + arz(azs + 7/iw)
o (a2 — 7/iw)(azs — v/iw) — (ass + 7/iw)?’ (C.2)
L1 o) (s — aiz(ass + v/iw)
Ku<w) B Kd((A)) * B( ) < 12 ass — v/zw ) : (C3)

Here, K4(w) is the complex drained bulk modulus of the composite (drained in this
context means that the average fluid pressure in a sample does not change, which in no way
prevents mesoflow from occuring), and B(w) is the complex Skempton’s coefficient. The a;;
are real elastic compliances that depend on the elastic moduli of the two fluids, while ~ is a
complex function of frequency given by

) =y f1- 2 (C4)

that controls the degree of mesoflow between the fluids. The low-frequency limit of v is
given by

v1 ko

= —. C.5
717 771[1% ( )
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The parameter L, is the distance over which the fluid-pressure gradient still exists in
phase 1 (which is the homogeneous porous material saturated with fluid 1) in the final
approach to fluid-pressure equilibrium and is formally defined as

1
1 JO,

where €2 is the region of an averaging volume saturated by fluid 1 and having a volume
measure Vi. The potential ®; has units of length squared and is a solution of an ellip-
tic boundary-value problem that under conditions where the viscosity ratio 7y/m; can be
considered small, reduces to

V2(I)1 = —1in Ql;
n- V(I)l = 0 on 8E1, .
q)l = Oon 8912 (09>

where 0€)y5 is the surface separating the volumes occupied by the two fluids within in
the sample and OF; is the external surface of the sample that is coincident with phase 1.

In all the examples of the present paper, the boundary-value problem for &, is solved
numerically by finite-differences. To do so, we add a diffusion term —9®, /0t to the left-hand
side of equation (C.7) and replace 1 by a step function on the right-hand side, then solve
the resulting diffusion equation using explicit time-stepping. The long-time steady-state
response to the imposed step-function source term is the solution of equation (C.7). We
then determine numerically the length L; using equation (C.6).

The transition frequency w,, corresponds to the onset of a high-frequency regime in which
the fluid-pressure-diffusion penetration distance becomes small relative to the scale of the
fluid patch, and is given by

2
BlK ko (U1V/S)2 77282
w, = 1222 C.10
" oma Ly mBi (6-10)

where S is the surface area of the interface between the two phases in each volume V' of
composite.

Last, the a;; are given by
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apn = /K (C.11)
age = (=f+un/B)a/K (C.12)
ass = (—f+vy/By)a/K (C.13)
aps = —va/K (C.14)
a3 = —va/K (C.15)
ass = Pa/K (C.16)

where

(C.17)

B8 = v (ﬂ n 2) [0‘ — (1= K/Ky) / (v1By + v2Bs)

Bg Bl a—(l—K/KH)(Ul/Bl+U2/B2)

Here, v; is the volume-fraction of the fluid having the highest viscosity, vy is the volume-
fraction of the fluid having the lowest viscosity, in each sample v; + vy = 1, B; is the
Skempton’s coefficient of the homogeneous porous material saturated with fluid ¢, K is the
drained modulus of the solid grain skeleton, Ky is called the Hill modulus, and «; is the
Biot-Willis constant. In the present situation (elasticity of an isotropic composite having
uniform G and all heterogeneity confined to the bulk moduli K}*) Hill’s theorem applies and
Ky is defined as

1 U1 V2

Kn14G/3  K/(l—aB) +4G/3  K/(1—ap) +4G/3’

(C.18)

The low-frequency and high-frequency limits of K,(w) are determined from equation
(C.4) to be

2
(a2 + ai3)
o2 + 2a93 + ass
2 2
ais (a12a33 - a13a23)

K, (o0) =a;; — — — .
u( ) H a33 a33(a22a33—a§3)

Ky (0) = an — (C.19)

(C.20)

At peak attenuation, defined when w = w,, one can approximate that K, (w,) ~ [K,(0)+
K, (00)]/2.
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Appendix D

Syntethic realization of an isotropic,
correlated, gaussian random medium

The algorithm used to generate our random correlated materials (as shown, for example,
in Figure 3.13) is now presented:

(a). At each point x on a 2D square grid, we generate a pseudo-random realization W (x)
of the white noise of the desired statistical distribution for a given material property
having unit standard deviation.

(b). Calculate the 2D Fourier transform W (k) of the white noise.

(¢). Multiply the Fourier Transform with the spectral filter F'(k) that represents the cor-
relation function,

U(k) = F(k)W (k). (D.1)
For an isotropic Gaussian medium, the correlation function is
. . 2 k2
F(k) = Fa(k) = exp (—a% > (D.2)

where a¢ is the Gaussian correlation length.
(d). Calculate the 2D inverse Fourier Transform U (x) of the product U (k).

(e). Normalize the appropriate variance and add the appropriate mean to obtain the desired
random realization c¢,(z) of the material properties possessing a Gaussian correlation
function.

(f). The random medium with a bimodal distribution can be obtained from a Gaussian
random medium having unit standard of deviation (e.g., Yamazaki and Shinozuka,
1988) using the mapping

Hyfey(x)] = Hyleg(2)]- (D.3)
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Here, c,(z) and ¢,(z) are the field variables in the case of a unimodal Gaussian and
bimodal Gaussian realization. The functional maps H, and H;, are the cumulative
PDF of the unimodal Gaussian and bimodal Gaussian distribution and are thus given
by

2H,cy(x)] = 1+erf (i\/g)) (D.4)
2Hy[cp(z)] = 1+ erf (Cb((j;\_@’“‘l + Cbz; \_@“2) (D.5)

where erf denotes the error function. By substituting Equations (D.4) and (D.5) into
(D.3), and finding the root ¢,(z) for each grid point z, we obtain the desired bimodal
medium with the imposed Gaussian correlation function.
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Appendix E

Synthetic realization of a self affine
random medium

SA

The algorithm used to generate the self-affine background-saturation function f22(x,y)
for use in equation (4.17) is now presented:

(a).

At each point z,y on a 2D square grid, we generate a pseudo-random realization
W (z,y) of the white noise of the desired statistical distribution for a given material
property having unit standard deviation.

. Calculate the 2D Fourier transform W (k) of the white noise.

. Multiply the Fourier transform with the spectral filter F (k) that represents the corre-

lation function,

Uk) = F(k)W(k). (E.1)
For a self affine medium, the correlation function is

A

F(K) = Fga(k) = k™ (B2 (E.2)

where E is the Euclidian dimension of space (i.e. E = 2 in two dimension) and H is
the Hurst exponent.

. Calculate the 2D inverse Fourier Transform U(z) of the product U (k).

. Normalize the appropriate variance and add the appropriate mean to obtain the desired

SA

self-affine background saturation function f27(x,y).
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Appendix F

3D finite differencing scheme

First, all the poroelastic fields and the properties of the materials are discretized on
staggered regular cubic lattices. The material properties and the stress component 7, 7y,
7., and p are assigned to the grid points [z = [Ax, y = mAy, z = nAz|, where [, m and n
are integers; the velocities v, and ¢, to the points [z = (I + 1/2)Az, y = mAy, z = nAz];
the velocities v, and ¢, to the points [z = [Az, y = (m + 1/2)Ay, z = nAz]|; the velocities
v, and ¢, to the points [z = Az, y = mAy, z = (n + 1/2)Az|; the shear stress 7,, to
the points [z = (I + 1/2)Az, y = (m + 1/2)Ay, z = nAz]; the shear stress 7., to the
points [z = (I + 1/2)Az, y = mAy, z = (n + 1/2)Az]; the shear stress 7,, to the points
[z = 1Az, y = (m+ 1/2)Ay, z = (n + 1/2)Az]. Further, the fluid and solid velocity
fields are temporally discretized and evaluated at instants [t = kAt], while the stresses and
fluid-pressure fields are evaluated at instants [t = (k 4 1/2)At].

Once the poroelastic fields has been discretized, knowing v, vy, v., ¢, ¢, and ¢, at
instants t = kAt, the fields 7,4, Tyy, T2z, Tay, Tazr Tyz, and p can be evaluated at instants
t = (k+1/2)At using

Dty = (A +2p)Dyvy + Ny(Dyvy + Dyvy)

+ aM(D,q, + Dyqy + D.q.) (F.1)

Im,n,k
DtTyy = ()\u + 2:u)Dyvy + Au(DxUJ: ‘l' Dzvz)

+ aM(D,q, + Dyqy + D.q.) (F.2)

Im,n,k

Dyt.. = ()\u + 2M)Dzvz + )\u(Da:Ux + Dy'Uy)

+ aM(D,q, + Dyqy + D.q.) (F.3)

Iy,mmn,k
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and

where

Ditey = (1), (D2vy + Dyvy)

l+%,m+%,n,k

DtTacz - <lu>ln (Dacvz + Dzvx>

I+3mnt+ik

DtTyz = </’L>mn (Dyvz + Dzvy)

Lm+intik

Dyp = —aM(Dyv, + Dyv, + D,v,)

+ M(Dyqy + Dyqy, + D.q.)

Iymmn,k

1 - 1{ L
<:u>lm l+%,m+%,n 4 H(1,m,n) H(1+1,m+1,n)
1 1
+ +
H(1+1,m,n) Ml m+1,n)
1 B 1[ L
<:U’>ln l—‘,—%,m,n-{-% 4 H(1,m,n) H(1+1,m,n+1)
1 1
+ +
H(1+1,m,n) Ml mn+1)
1 B 1[ 1 1
<M>mn l,m—&—%,n—i—% 4 ,u(l,mm) u(l7m+17n+1)

1 1
+ ¥ |

,u(l,erl,n) ,u(l,m,nJrl)

(F.4)

(F.5)

(F.6)

(F.7)

(F.10)

Then, knowing the stress fields 7,; and p at instants ¢t = (k+1/2)At and the velocity fields
¢; and v; at t = kAt, the velocity fields can then be determined at instants ¢t = (k + 1)At

using
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U1 (pr)y Dege + <ﬁ> (), =

ko
—D,.p— <20f>>l (DaToz + DyTay + D.T0) (F.11)
Pl I+1mmnk+3
n _
VYm <pf>m Dyq, + </{_0> <Qy>k =
(Pf)
~Dyp — <f> (DuTsy + Dy7yy + Do) (F.12)
Plm l,m—i—%,n,k—‘r%
n _
wn <pf>nDtQZ+<k_> <(Jz>k—
0/ n
—D,p— <<pf>>n (DyTer + Dyt,. + D,t.,) (F.13)
Pln l,m,n—l—%,k—‘r%
and
(p); Do, =
1
(1 + " <<pr>>l> (DyTuw + DyTay + D Tyz)
!
1 U
+E Dap +{ 7 (), (F.14)
! 0/1 l+%,m,n,k+%
<p>m Dtvy -
|4 L e (DyTuy + DyTyy + Doty
U )y ) T T e
1 U
+77/’_ Dyp + T <Qy>k (F.15)
m 0/ m Lm+3nk+1
<p>n Dtvz ==
|4 L ler (DyTos + Dy7y + D,
wn <p> zTzz yTyz 2Tz2z
1 U
+¢— D.p+ = (@), (F.16)
n 0/ n l,m,n—l—%,k—i—%
where
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Gk + 1) + qu(k)

() - = 5 (F.17)
o), _ p(l+1,m, n; + p(l,m,n) (F.18)

I+1imn
o). _ p(l,m+1,n;+p(l,m,n) (F.19)

Im+3n
(o). _ p(l,m,n+ 13 + p(l,m,n) (F.20)

lmn+3

and where

= (14 D)F),, = L2 (F21)

with the bracket averages defined as in equations (55)-(57). The first spatial derivatives
in equations (F.1)-(F.16) can be evaluated using the fourth order finite difference operator

1
A, {Cl ["’W%m) - ”w(hém)] @ [”W%:mm - “w<l+%,m,n>] }

lm,n

where ¢; = 9/8 and ¢; = 1/24. The first order time derivatives can be evaluated using
the second-order time operator

1

Dyv, = K [Ux(l,m,n,k—i-l) - 'Ux(l,m,n,k—l)} . (F-QQ)
t

l,m,n,k—l—%

Last, the time spacing At must satisfy the classic Courant condition

Ay
Ay <
V3 (c1 4 ) v,

(F.23)

where v, denotes the velocity of the fast p-wave.
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Appendix G

Eshelby’s tensor

The derivation of the Eshelby tensor in isotropic materials can be found in Eshelby (1957)
and Mura (1982). For isotropic medium, the Eshelbys tensor can be expressed in terms of
elliptic integrals. Assuming that a; > as > a3 and that the semi axis a1, as and as aligns
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with the coordinate x, y, and z, respectively, then

Sllll

51122

51133

81212

53333

53311

53322

53131

82222

52233

32211

52323

167(1—v) 2 " 16701 - »)

3a? 1—-2v
8m(l — V)]H TR - u)ll (G-1)
3a3 1—2v
- 8r(1 - V)Il?  8m(1— V)Il (G-2)
3a3 1-2v
sr(1—v) " 8r(l— 1/)I1 (G-3)
_ 3(a} +a3) 1—2v
T 16m(1—v) T 16m(1 — )(I1 1) (G-4)
3a3 1—-2v
= I I .
srl—1) ® T =) (G.5)
3a? 1—2v
- 8n(1 - 1/)131 8m(l— V)Ig (G-6)
3a3 1—2v
T osr(l—-v) P 8a(l - V)[3 (G.7)
_ 3(a3 +a}) 1—2v
T 16m(1—v) ! i 167(1 —v) (I + 1) (G-8)
3a3 1—2v
= — 1 —1 .
sr(1—v) ? * sr(1—v)? (G.9)
3a3 1—2v
= ——lhy— ———1I 1
Sr(l— 1) 2 (1) 2 (G.10)
3a3 1—2v
T o 8r(l—v) Pt 8m(1— V)I2 (G-11)
3(a3 + a3) 1—2v (I + Iy) (@.12)
= 2 + 13 :

The rest of the terms are equal to zero. The I; terms are defined in terms of standard elliptic

integrals,

47ra1a2a3
2 2 2 2 (F - E)
(af —a3)\/ai — as

47'('(11 o3

az\/a? — a3
2 2y /2 2
(a3 — a3)\/ai — a3 a3

47'('—[1—]3

178

_E>

(G.13)

(G.14)

(G.15)



where the [;; terms are

7 I, — 1
12 = 75 5%
3(ai — a3)

I L — I,

21 = S5 5%
3(a3 — af)

7 I;— 1

13 = 575 ov
3(ai — a3)

7 I — I3

31 = S5 ov
3(a3 — ai)

I I3 — 1,

23 = S5 9%
3(a3 — a3)

7 I, — I3

32 = S5 ov
3(a3 — a3)
4

i1 = — 151

11 3a% 12 13
4

Ly = — — I3 —1

22 3a% 23 21
47

I35 = — — 13— 1

33 3a§ 31 32

and the standard elliptic integrals F'(6, k) and E(6, k) have the following definition

0
E6,k) = /(1—k25in2w)édw
0

FO.k) = /00( dw

1 — k2sin?w)?

2

o a

= sin! ——g
aj

where

a; — a3
k o
17— a3

In the special case of an oblate spheroid (a; = ay > a3) the I; terms reduce to

2
_ 2mayazaz 1 (a3 as as
11 = ﬁ COS — —_ 1 )
(a? — a3)} a) a\ T a
L, = I
2 2
. 47TCL1(126L3 24/ a7 — Ajy
Iy = 2 _ 2 2 _ 2 —E
(a3 — a3)/ai — a3 a3
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(G.17)
(G.18)
(G.19)
(G.20)
(G.21)
(G.22)
(G.23)

(G.24)

(G.25)

(G.26)

(G.27)

(G.28)

(G.29)
(G.30)

(G.31)



where

I

I

Iy

I3

Is3

I3 — I
3(af — a3)
L — 13
3(a3 — af)
Is— I,
3(a3 — a3)
Iy — I3
3(a3 — a3)
T s
3a? 4
I1p
4r
72 — D2 — L3
3a?
4r
302 Iz — In
2
Am
73 — s — s
3a3

And for a prolate spheroid (a; > ay = a3) the I; terms reduce to

I

I

I3

draiaqa
2 7T21 223 2(F_E)
(ai — a3)\/ai — a3
2rarazaz | (a_% .
@ -t |a|\@

Iy

180

)

(G.32)
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(G.35)

(G.36)
(G.37)
(G.38)

(G.39)

(G.40)

(G.41)

(G.42)

(G.43)



where
Iy =
I =
Iy =

Iy =

For a spherical inclusion, the Eshelby tensor has the simple form

Sllll

32222

83333

51212

82323

83131
51122

52233
83311
51133
82211

83322

~3 — 151 — In.
3a3

7 — b5

15(1 — )

Sllll

St
4 — by

15(1 — )

S1212

Si212
v — 1

15(1 — )

SHQ2
51122
51122
S1122

51122
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(G.44)
(G.45)
(G.46)
(G.47)

(G.48)
(G.49)
(G.50)

(G.51)

(G.52)



And for an infinite cylinder (a3 — oo) we have

Sllll

52222
83333

51122

52233

52211

S3311

53322

51212
51133
52323

83131

1 242
<a2+ a1a2—|—(1—2y) as )

2(1 — I/) (a1 + CL2)2 ay + as

1 a? + 2aiay ay

+ (1 —2v

2(1 - v) <(a1+a2)2 ( )@1+G2
0

1 2

( B (122 )

2(1 — l/) (Cll + &2)2 ai + as

1 2vay

2(1—v)a; +ay

1 a? + a3 . 1-2v
2(1 — I/) 2(@1 + a2)2 2

1 2vas
2(1 —v)ay + ay
a1
2(a; + az)
a2
2(@1 —|— a2) '

Finally, the simplified form S;; of the Eshelby tensor S;jj; is

Sz'j =

Siir Stize Suss 0 0
Soo11 S22 S2233 0 0
S3311 S3322 Sszzz 0 0
0 0 0 251212 0
0 0 0 0 253131 0
0 0 0 0 0 259393

o O OO
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(G.78)





