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Abstract

Slow Photoelectron Velocity-Map Imaging and Infrared Photodissociation Spectroscopy of
Cryo-Cooled Molecular and Cluster Anions

by

Marissa Liana Weichman

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Daniel M. Neumark, Chair

Two high-resolution techniques, slow photoelectron velocity-map imaging (SEVI) spec-
troscopy and infrared photodissociation (IRPD) spectroscopy, are used to probe cryogenically
cooled anionic molecules and clusters. The systems studied here fall into four categories:
astrochemical species, aromatic radicals, transition metal oxide clusters, and the reactive
potential energy surfaces of bimolecular reactions.

Anion photoelectron spectroscopy (PES) is a versatile technique for studying transient
neutral species via photodetachment of a stable anion. SEVI is a variant of anion PES
which combines tunable laser energy and a velocity-map imaging detection scheme. Slow
photoelectrons are preferentially detected, yielding sub milli-electronvolt (meV) spectra over
a narrow electron kinetic energy range. SEVI yields detailed information on the geometry,
vibrational frequencies, and electronic structure of the neutral molecule. Cryogenic cooling of
anions in a radio frequency ion trap prior to photodetachment eliminates spectral congestion
and allows for analysis of complex systems.

IRPD spectroscopy is a method complementary to cryo-SEVI for structural characteri-
zation of complex gas-phase ions. Anions (A−) are mass selected, collected in a cryogenic
ring-electrode ion trap, and messenger-tagged with D2. The trapped ions are irradiated with
intense, tunable IR light, then extracted into a time-of-flight mass spectrometer. The IR
absorption spectrum of A− is constructed by measuring the depletion of the A−D2 species as
the wavelength is scanned. IRPD spectra yield vibrational frequencies with meV precision.
Geometries and vibrational modes are assigned through comparison with simulation.

Carbon clusters are structurally complex and of great interest in interstellar, plasma, and
combustion chemistry. The cryo-SEVI spectrum of the C5 carbon cluster shows vibrational
fine structure and subtle vibronic coupling effects not previously resolved. The cyanomethyl
radical, CH2CN, is important astrochemically as an open-shell carbon-containing species,
and its corresponding anion may be a carrier of a diffuse interstellar band. Temperature-
dependent SEVI spectra show new rotational and vibrational structure of CH2CN, CH2CN–,
and their deuterated isotopologs.
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The ortho-hydroxyphenoxy (o-HOC6H4O) radical is a model for the photochemistry of
larger biomolecules. Characterizing excited state surfaces and the dynamics of non-radiative
relaxation pathways in these species can elucidate the chemistry subsequent to photoexcita-
tion of biological systems. The SEVI spectra of the first three electronic states of o-HOC6H4O
clarify the energetics and vibrational frequencies of these states. The deprotonated polycyclic
aromatic hydrocarbon radicals α- and β-naphthyl (C10H7) and 9-, 1-, and 2-anthracenyl
(C14H9) are intermediates in the combustion of organic matter and soot formation, and may
be present in the interstellar medium. A gas-phase synthesis technique using trimethylsilyl-
substituted precursors allows for the acquisition of isomer-specific SEVI spectra for these
species. Detailed vibrational structure of the ground and first excited states of each isomer
is reported and assigned.

Transition metal oxides catalyze many reactions fundamental to chemistry. Small gas-
phase clusters can serve as models for catalytically active point defect sites on surfaces,
which often demonstrate distinct bonding and stoichiometry from the bulk. The cryo-SEVI
spectra of the ferromagnetic iron suboxide clusters Fe4O and Fe5O, model systems for oxygen-
deficient metal oxide catalytic sites, illuminate the vibrational and electronic structure of
these species. Bulk titanium dioxide is of great interest as a water-splitting photocatalyst to
generate sustainable hydrogen fuel. We report IRPD spectra of the anionic clusters (TiO2)n

–

(n=3–8) and the reactive complexes of (TiO2)n
– (n=2–4) with D2O. With comparison to

calculations, these spectra confirm the most stable cluster geometries and provide detailed
information on their vibrational structure. These results aid in understanding the size-
dependent evolution of the properties and reactivity of (TiO2)n

– clusters, and their potential
utility as model systems for water-splitting catalysts.

Anion PES is one of the few ways to gain spectroscopic access to the transition states
of neutral bimolecular reactive surfaces. In a transition state spectroscopy experiment, pho-
todetachment of a bound anion similar in geometry to the desired neutral transition state
can yield a spectrum showing structure very sensitive to the shape of the neutral potential
energy surface. In particular, it is possible to observe discrete quantum resonances that are
bound or quasibound along the reaction coordinate. Such resonances are an exceptional
point of comparison between theory and experiment. Cryo-SEVI is used to study the bench-
mark F + H2 reaction through photodetachment of the FH2

– anion. We report previously
unresolved peaks that are attributed to long-predicted reactive scattering resonances. We
also discuss a cryo-SEVI study of the seven-atom F + CH3OH hydrogen abstraction reaction
based on photodetachment of CH3OHF–. This measurement reveals structure associated
with a manifold of vibrational Feshbach resonances and bound states supported by the
post-transition-state potential well. For both the F + H2 and F + CH3OH studies, high-
level quantum dynamical calculations yield excellent agreement with experimental results,
allow assignment of structure, and demonstrate the utility of cryo-SEVI transition state
spectroscopy experiments as benchmarks for the study of increasingly complex bimolecular
reactions.
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For Grandpa and for Nanny

The good life is one inspired by
love and guided by knowledge.

Bertrand Russell,
What I Believe
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1.1 Anion Photoelectron Spectroscopy

Anion photoelectron spectroscopy (PES) is a versatile tool to study neutral species of
interest. Nearly any neutral can be probed with anion PES, provided that the corresponding
anion can be synthesized, and that the electron affinity of the neutral falls within an energy
range accessible by laser. This technique provides spectroscopic access to a wide array of
exotic and reactive neutrals: radicals, clusters, and even metastable or unbound species.
Anions are also quite convenient species to work with, as they are charged and can therefore
be easily manipulated with electromagnetic fields, which allows for experimental capabilities
like mass selection and ion trapping for buffer gas cooling applications.

Experimentally, a packet of molecular anions, A−, is intersected with a laser beam. If
the laser photon energy (hν) exceeds the binding energy of the electron to the anion, a
photoelectron may be detached:

A−
hν−−→ A + e− (1.1)

The kinetic energy distribution of the nascent electrons is measured, and can show discrete
features corresponding to detachment to specific neutral electronic and vibrational quantum
states. The energy given to the system by the photon must be conserved between overcoming
the binding energy of the electron to a given neutral state (eBE) and the kinetic energy of
the outgoing photoelectron after detachment (eKE):

eBE = hν − eKE (1.2)

The energetics of this process are shown schematically in Fig. 1.1. Generally, photoelec-
tron spectra are plotted in eBE, because it is independent of the choice of photon energy.

An anion photoelectron spectroscopy experiment often directly yields the electron affinity
(EA) and relative energetics of electronic and vibrational levels of the neutral. Relative
intensities of features in the spectra provide more indirect information about the difference
in equilibrium geometries between the anionic and neutral states.

1.1.1 A Brief History

Anion PES derives historically from the PES of neutrals;1 many techniques used in anion
PES were originally developed for neutral experiments. Early applications of anion PES
were carried out with continuous ion sources, intracavity continuous-wave (cw) argon ion
lasers, and detection of eKE distributions using hemispherical energy analyzers. The first
such anion PES experiment was reported in 1967 by Jan Hall and coworkers, and measured
the electron affinity of the helium atom.2 Over the following decades, even as new anion PES
technologies were developed, cw anion PES remained a workhorse technique, and was applied
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Figure 1.1: Energetic principles of anion photoelectron spectroscopy.

to an extensive array of atomic species,3,4 small molecules,5,6 clusters,7, metal complexes,8

and transition states of unimolecular reactions.9,10

The first pulsed anion PES report came in 1986.11 The transition to pulsed experiments
was motivated by the desire to use more flexible and shorter wavelength pulsed laser sources
for photodetachment, and to study anion clusters that were generated more readily in pulsed
free jet expansion sources. The eKE distributions for early pulsed anion PES experiments
were measured via the time-of-flight (TOF) of the detached electrons, either with a field-free
TOF or with a magnetic bottle scheme.12

With the development of ion imaging13 and velocity-map imaging (VMI)14 techniques,
VMI became an attractive alternative to measure eKE distributions,15,16 due to high photo-
electron collection efficiency and the ability to measure photoelectron angular distributions
alongside eKEs. Additionally, VMI detection is sensitive to low-eKE electrons which could
not be detected with TOF methods.

Despite its flexibility and applicability to an incredibly diverse range of systems,17 the util-
ity of anion PES has historically been limited by the energy resolution of the eKE detection
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methods. Energy resolution is around 50 cm−1 for the hemispherical analyzer,6 40–80 cm−1

at best for conventional TOF eKE measurements,18 and around 150 cm−1 for magnetic bottle
TOF analyzers.19 The energy resolution of a VMI spectrometer is dependent on the eKE of
the detached photoelectrons, with a relatively constant ∆eKE/eKE ∼ 3% for the original
Eppink-Parker design.14 With the Eppink-Parker VMI lens, energy resolution is therefore
limited to ∼250 cm−1 for electron kinetic energies of 1 eV, though more recent VMI designs
have substantially improved upon this as discussed in Chap. 2.

These techniques allow resolution of electronic bands, and partially resolved vibrational
structure. Only in favorable systems with amenable FC structure are vibrations clearly re-
solved, with extractable fundamental frequencies. Resolution poses a particular problem for
species with FC active low frequency vibrations, and in cases where warm ion temperatures
lead to hot bands and spectral congestion.

Zero electron kinetic energy (ZEKE) spectroscopy, another technique first motivated by
neutral PES experiments,20 was one approach to improve the energy resolution of anion PES.
The laser wavelength is scanned, and only electrons detached at threshold, with essentially
zero electron kinetic energy, are detected. Anion ZEKE, as developed in the Neumark group,
had an impressive instrumental resolution down to 1–2 cm−1 for atomic anions. Molecular
systems demonstrated more typical peak widths of 8–10 cm−1 due to rotational broaden-
ing.21,22

However, anion ZEKE proved to be experimentally challenging, and only suitable for
a small fraction of systems. In ZEKE spectroscopy of neutrals, electrons are excited to
high-lying Rydberg states, and are pulsed-field-ionized shortly before detection.23 With the
absence of Rydberg states in anions, the physics of anion ZEKE is quite different, and
collection of ZEKE electrons without distortion by stray fields was incredibly difficult.

Depending on symmetry, photodetachment transitions can also suffer from poor thresh-
old cross section. As governed by the Wigner threshold law (Section 1.1.5), photodetach-
ment transitions that produce photoelectrons with outgoing angular momentum l > 0 have
vanishing threshold cross section, and cannot be measured with ZEKE.24 Even some pho-
todetachment transitions expected to demonstrate partial l = 0 detachment were not found
to yield ZEKE signal.

ZEKE spectroscopy was successfully applied to a number of anions in the Neumark
group, including carbon,25,26 silicon,24,27,28 and germanium clusters,29,30, van der Waals com-
plexes,31–33 and one transition state.34 However, there remained an open field for a technique
that could bridge the gap between the flexibility of conventional anion PES and the high
energy resolution of ZEKE. Slow photoelectron velocity-map imaging (SEVI) spectroscopy
was developed to fill this niche.35

1.1.2 Anion SEVI

Slow photoelectron velocity-map imaging (SEVI) spectroscopy is a high-resolution variant
of the pulsed photoelectron imaging experiments described above. Ions are photodetached
with a tunable laser at various fixed wavelengths and the kinetic energy distribution of the
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resulting photoelectrons is measured with a velocity-map imaging lens. Two experimental
conditions, both related to the “slow” part of SEVI’s moniker, allow for improved energy
resolution:

a. Relatively low extraction voltages are used to magnify the photoelectron image on the
position sensitive detector, selectively detecting the slowest electrons and leading to
spatially better-resolved features.

b. Photodetachment is carried out very close to threshold for each transition of inter-
est, yielding low-eKE photoelectrons. Because VMI spectrometers have a relatively
constant ∆eKE/eKE, the absolute energy resolution is best for small eKE.

Under these conditions, SEVI can easily achieve sub-meV energy resolution. By tuning
the detachment laser above each spectral feature of interest, the entire spectrum can be
acquired in high-resolution energy windows, as indicated in Fig. 1.1. These windows are
then stitched together to create a composite SEVI spectrum; see Chap. 2 for additional
details.

SEVI achieves or surpasses the energy resolution of its predecessor, anion ZEKE, while
largely avoiding its experimental challenges. Poor threshold cross sections can render cer-
tain systems difficult to measure with SEVI, requiring detachment at higher eKE, and hence
limiting the effective energy resolution. In the worst cases, SEVI is operated like a con-
ventional photoelectron imaging experiment. The technique therefore maintains both the
desired flexibility of anion PES, and the high threshold resolution of ZEKE.

1.1.3 Cryo-SEVI

While SEVI can be used to obtain excellent high-resolution photodetachment spectra of
atomic anions, ion temperature is a major limiting factor in the clarity and interpretability
of molecular photoelectron spectra. Hot bands, sequence bands, and rotational broadening
lead to spectral congestion, especially for systems with low frequency vibrational modes.
In SEVI experiments, warm anions demonstrate significantly broadened spectral features
compared to instrumental resolution.36

Neutral molecules can reliably be prepared at temperatures of a few Kelvin by supersonic
gas jet expansion. Producing cold, thermalized anions this way is more difficult. Ion temper-
ature after production in a discharge or filament ionizer source is heavily system-dependent.
The ions are often formed after the initial gas expansion, and therefore do not undergo a
sufficient number of collisions to fully cool. Strongly bound clusters formed in a laser abla-
tion source are also notoriously difficult to cool in a subsequent jet expansion due to cluster
heating during condensation.37

Collisional cooling with cold, inert buffer gas is a nearly universal way to thermalize
molecules to cryogenic temperatures.38 Anions are, conveniently, charged and can be con-
trolled by electromagnetic fields. Buffer gas cooling of ions can therefore be carried out in an
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ion trap, where the ions are spatially confined and the number of collisions can be controlled
through trap residence time and buffer gas pressure. Cryogenic ion cooling in an RF ion
trap was first developed by Dieter Gerlich and coworkers,39 and was subsequently adapted
for a variety of applications in chemical physics and spectroscopy.40 Lai-Sheng Wang and
coworkers were the first to report PES of cryo-cooled anions, carried out in a cryo-cooled
radiofrequency 3D quadrupole trap.41,42 The resulting spectra demonstrated considerable im-
provement in clarity compared to room-temperature studies. Bernd von Issendorff’s group
also constructed a radiofrequency ion trap for use in cooling cluster anions prior to photode-
tachment. The construction of this trap is detailed in the thesis of Christian Hock,43 and
was originally used to study PES of water44 and aluminum clusters45 with a magnetic bottle
spectrometer. Cryo-traps have also proved indispensable for applications in ion vibrational
spectroscopy46–48 as discussed further in Section 1.2.

In 2011-2012, a cryogenically-cooled, radio frequency octupole ion trap was designed and
incorporated into the UC Berkeley SEVI machine. This modified “cryo-SEVI” apparatus
has been described elsewhere,49,50 and is discussed in more detail in Chap. 2. The cryogenic
ion trap has demonstrated cooling of ions to their ground vibrational and electronic states
and dramatically narrowed rotational distributions. We have measured molecular ion tem-
peratures as cold as 10 K,49 and spectral peak widths as narrow as 2–3 cm−1 for molecular
systems.51

This new cryo-SEVI capability has allowed for exquisite spectral characterization of many
systems that were previously not feasible, such as the large aromatic systems discussed in
Chaps. 6 and 7, and the metal oxide clusters discussed in Chap. 8 and in the thesis of Jongjin
Kim.50 Additionally, tunable ion temperature can be useful for controlling the population in
low-lying vibrational or electronic states of the anion. Temperature-dependent cryo-SEVI
studies of CH2CN– (Chap. 4), and FeO–52 led to more nuanced understandings of vibrational
and electronic structure.

Other research groups have developed similar photoelectron imaging experimental capa-
bilities. Lai-Shang Wang’s group currently uses a high-resolution VMI spectrometer, coupled
to an electrospray ionization (ESI) ion source and a cryogenic ion trap.53,54 Bernd von Is-
sendorff’s group has also coupled their cryogenic trap to a photoelectron imaging setup.55,56

Chuangang Ning and coworkers developed a high-resolution imaging spectrometer aimed at
characterizing transition metal atomic anions57 and have recently added cryogenic cooling ca-
pabilities.58 Michael Heaven’s group has recently reported results from a new SEVI setup,59

and is working towards incorporating a cryogenic ion trap. Carl Lineberger’s group uses
velocity-map imaging lenses for photoelectron spectroscopy, sometimes operating in SEVI
mode.60,61 At the time of writing, new SEVI experiments are also in development in the
research groups of Etienne Garand at the University of Wisconsin and Duncan Wild at the
University of Western Australia.
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1.1.4 Photoelectron Spectroscopy Selection Rules

Photoelectron spectroscopy has somewhat relaxed selection rules compared to bound-
bound electronic spectroscopy, due to the ability of the photoelectron to carry away whatever
kinetic energy and angular momentum is necessary for a given transition.

We can begin with Fermi’s Golden Rule for transition intensity I between an initial and
final state after absorption of a linearly polarized photon:62

I ∝
∣∣〈Ψf |µ|Ψi〉

∣∣2 · ρ · δ(∆E − hν) (1.3)

where |Ψi〉 is the initial total wavefunction (here that of the anion), |Ψf〉 is the final total
wavefunction, (here that of the neutral plus the nascent photoelectron), µ is the dipole
moment, and ρ is the density of final states. The term δ(∆E−hν) enforces the conservation
of energy upon photon absorption, where ∆E is the difference in energy between initial and
final states. For photoelectron spectroscopy, ∆E = eKE + eBE.

Because eKE cannot be negative, the energy conservation term in Eqn. 1.3 specifies that
photodetachment can only occur when the photon energy hν exceeds the electron affinity,
the lowest possible eBE. This is analogous to the photoelectric effect in bulk materials, where
a photoelectron can be detached only if the photon energy exceeds the workfunction of the
material.63,64

Within the Born-Oppenheimer approximation, the electronic and nuclear degrees of free-
dom of the system can be treated as independent, as their respective motion occurs on
drastically different time and energy scales. The total molecular wavefunction can there-
fore be written as a product of electronic (e), spin (s), vibrational (v), and rotational (r)
components:

Ψ = ψe · ψs · ψv · ψr (1.4)

ψr is generally ignored, as rotational structure is rarely resolved in anion PES experi-
ments. Only in exceptional cases are rotational constants large enough for rotational struc-
ture to manifest in SEVI spectra, as in Chap. 4, for the photodetachment of CH2CN–. Detail
for treating rotational selection rules in these cases is available elsewhere.65,66

The dipole moment can also be separated into components due to electronic and nuclear
charge distributions, which will interact with the electronic and vibrational wavefunctions,
respectively:

µ = µe + µn (1.5)

Using Eqns. 1.4 and 1.5, we can rewrite the transition intensity as proportional to:
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I ∝
∣∣〈ψfe · ψfs · ψfv |µe + µn|ψie · ψis · ψiv〉

∣∣2
=
∣∣〈ψfe |µe|ψie〉 〈ψfv |ψiv〉 〈ψfs |ψis〉+ 〈ψfe |ψie〉 〈ψfs |ψis〉 〈ψfv |µn|ψiv〉

∣∣2 (1.6)

With fixed nuclear coordinates, different electronic states are orthogonal, so 〈ψfe |ψie〉 = 0,
and the second term of Eqn. 1.6 vanishes. What results is an expression with three factors
from which electronic, spin, and vibrational selection rules are derived:67

I ∝
∣∣〈ψfe |µe|ψie〉∣∣2 ∣∣〈ψfs |ψis〉∣∣2 ∣∣〈ψfv |ψiv〉∣∣2 (1.7)

The first factor of the above expression will specify the electronic symmetry conditions
for a given transition, the second specifies the allowed change in electronic spin, and the third
term is the Franck-Condon (FC) factor, which determines the relative intensity of transitions
between different vibrational states within an electronic band. In order for a transition to
occur between given vibrational and electronic states, each of these three factors must be
non-zero. We will consider each factor in turn.

The requirement that
∣∣〈ψfs |ψis〉∣∣2 6= 0 is simplest: the total electronic spin of the sys-

tem must be conserved before and after the transition. In bound-to-bound electronic spec-
troscopy, the initial and final states must have identical electronic spin. In anion PES, a
photoelectron with spin 1/2 is detached, leaving behind a neutral core that must have a
change in spin of ±1/2 and a change in spin multiplicity of ±1 from the anion.

This high number of bright spin states makes PES quite versatile. For instance, both
singlet and triplet neutral states are accessible from detachment of a doublet anion. This
was first exploited by Jan Hall and coworkers in photodetachment of O2

– to simultaneously
probe the triplet and singlet states of O2.68 Since then, anion PES has been used to measure
singlet-triplet splittings in a variety of interesting systems.9,69–72 Similarly, multiple neutral
spin states are accessible in detachment of metal oxide cluster anions with high spin multi-
plicity, as is discussed in Chap. 8 for the SEVI spectra of the Fe4O– and Fe5O– clusters, and
elsewhere.52,73

The electronic symmetry condition,
∣∣〈ψfe |µe|ψie〉∣∣2 6= 0, also behaves somewhat differently

in PES than in conventional electronic spectroscopy. This condition can be reformulated as
the requirement that, within the point group of the molecule, the direct product of irreducible
representations of the initial state, the final state, and the dipole moment, which transforms
as (x, y, z), must include the totally symmetric representation, ΓA:

ΓA ∈ Γfe ⊗ Γµ ⊗ Γie (1.8)

For a photodetachment transition in particular, one can assume that the wavefunction of
the outgoing photoelectron is independent from and orthogonal to the remaining occupied
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molecular orbitals (MOs), and its electronic symmetry therefore can be factored out. We
can rewrite the above as:

ΓA ∈ Γneutrale ⊗ Γphotoelectrone ⊗ Γµ ⊗ Γanione (1.9)

For a transition between anion and neutral states of specified symmetry, the outgoing
photoelectron can leave with a wavefunction of whatever symmetry and angular momentum
is required to yield ΓA in Eqn. 1.9. In the simplest picture, for detachment from spherical
harmonic atomic orbitals with well-defined l, Eqn. 1.9 implies that a photoelectron leaves
an orbital with angular momentum l in partial waves of angular momentum l ± 1. The
angular momentum of the outgoing photoelectron affects the eKE dependence of the pho-
todetachment cross section and angular distribution, discussed further in Sections 1.1.5 and
1.1.6.

There are no dipole-forbidden transitions in photoelectron spectroscopy as there are in
optical electronic spectroscopy. However, photodetachment transitions do typically follow
the one-electron rule: provided that the anion and neutral MOs are similar, the electronic
configuration of the neutral is identical to that of the anion minus one electron. In other
words, no other electrons should be rearranged during photodetachment. Of course, seeming
exceptions to this rule can appear in the presence of states with multireference character.74

Finally, we consider the Franck-Condon factor,
∣∣〈ψfv |ψiv〉∣∣2 6= 0, which governs the selec-

tion rules for vibrational transitions as well as the relative intensity of vibrational transitions
within an electronic band. Stated briefly: excitation occurs to neutral vibrational levels in
accordance with their net overlap with the initial anion vibrational wavefunction.

Based on symmetry arguments and the integration properties of harmonic oscillator
wavefunctions, the FC factor implies that allowed transitions can exhibit a change in vi-
brational quantum number of ∆v = 0,±1,±2... for totally symmetric vibrational modes and
∆v = 0,±2,±4... for non-totally symmetric modes.

In practice, a large change in geometry between anion and neutral is associated with
large Franck-Condon factors for vibrational excited states, particularly for vibrational modes
whose motion distorts the molecule along the displacement vector between anion and neutral
equilibrium geometries. Excitation in even quanta of non-totally symmetric modes is typi-
cally weak, and usually occurs when there is a large change in the harmonic frequency of that
mode between anion and neutral. Little change in geometry between the anion and neutral
equilibrium geometries results in small Franck-Condon factors for all vibrational levels but
the vibrational origin.

The Franck-Condon approximation is frequently violated. Some situations that result in
non-FC behavior are discussed below in Section 1.1.7.

1.1.5 Photodetachment Cross Sections

The cross section for photodetachment processes is a function of the angular momentum
and kinetic energy of the outgoing photoelectron, and is governed by the symmetry of the
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photodetachment transition.
A photoelectron is detached from an atomic orbital with angular momentum l in a su-

perposition of spherical harmonic partial waves with ∆l = ±1 (Section 1.1.4). The near-
threshold atomic photodetachment cross section, σ for a partial wave with angular momen-
tum l has an eKE dependence governed by the Wigner threshold law:75

σ ∝ (eKE)l+1/2 (1.10)

The eKE-dependence of the cross section is specific to anion photodetachment, as it
derives from the weak long-range interactions of the outgoing electron with the neutral core
that it leaves behind. During detachment of an an atomic anion, the photoelectron and
neutral share a charge-induced dipole interaction, of the form V (r) ∝ −1/r4.76 In contrast,
for photoionization of neutrals, the electron leaves behind a cationic core, and experiences a
−1/r Coulomb potential.

In addition to the long-range interaction with the molecular core, an outgoing photoelec-
tron with angular momentum l experiences a centrifugal potential V (r) ∝ l(l + 1)/r2. This
angular momentum term is significant compared to the weak attraction between the electron
and the neutral core in anion photodetachment. When l > 0, the centrifugal contribution to
the potential forms a barrier, and slow electrons must tunnel through the barrier in order to
be detached. The centrifugal barrier in V (r) is shown schematically in Fig. 1.2(a) for various
values of l. In neutral photoionization, the functional form of the Coulomb potential leads
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Figure 1.2: (a) Schematic of the potential V (r) felt by the photoelectron during anion
photodetachment as a function of its angular momentum, l, and (b) the behavior of the
photodetachment cross section σ for various l as a function of eKE, as governed by the
Wigner threshold law.
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to no centrifugal barrier, and there is therefore no significant l or eKE dependence to the
cross section.

The Wigner threshold law for anion photodetachment is intimately tied to the centrifugal
barrier, and implies that only photoelectrons detached with l = 0 retain significant detach-
ment cross section close to threshold. Fig. 1.2(b) shows the kinetic energy dependence of the
photodetachment cross section for three values of l. This eKE relationship is the reason that
ZEKE spectroscopy was limited to the study of systems that detached with significant l = 0
detachment, and hence had non-vanishing cross sections close to threshold (Section 1.1.2).
With typical eKEs of 10–100 cm−1 used in SEVI spectroscopy, l = 0 detachment dominates,
but higher order waves can still be detected.

The Wigner threshold law is derived for detachment of atomic anions, and predicting the
threshold behavior of molecular anions requires some additional subtlety. As first discussed
by Reed et al.,77 one can use the symmetry of the detachment transition within the molecular
point group to determine the dominant partial waves of the outgoing photoelectron, and draw
conclusions about the threshold behavior of a given transition.

The s & p model developed by the Sanov group16,78 is another convenient framework for
making these predictions, and is discussed in detail in Section 1.1.6.

1.1.6 Photoelectron Angular Distributions

The distribution of detached photoelectrons varies as a function of angle with respect to
the laser polarization axis, and, like the photodetachment cross section, is dictated by the
transition symmetry and the angular momentum of the outgoing photoelectron. In photo-
electron spectra collected with a VMI spectrometer, the photoelectron angular distribution
(PAD) is measured simultaneously with the eKE distribution. For a one-photon photodetach-
ment process with linearly polarized light, the differential cross section for photodetachment
at a given solid angle, dσ/dΩ, is given by:79

dσ

dΩ
=
σtot

4π
[1 + βP2(cos θ)] , (1.11)

where θ is the angle of the photoelectron velocity vector relative to the polarization axis of
the laser, P2 is the second-order Legendre polynomial with P2(cos θ) = 1

2
(3 cos2 θ − 1), and

β is the anisotropy parameter. At its extremes, the anisotropy parameter varies between
β = −1 giving dσ/dΩ ∼ cos2 θ and a PAD peaked perpendicular to the laser polarization
axis, and β = +2 giving dσ/dΩ ∼ sin2 θ for a PAD peaked parallel to the laser polarization
axis. β = 0 yields an isotropic PAD.

As discussed in previously in Sections 1.1.4 and 1.1.5, a photoelectron is detached from
an atomic orbital in a superposition of spherical harmonic partial waves with ∆l = ±1. The
anisotropy parameter, β, can be predicted by the Cooper-Zare formula:79



CHAPTER 1: Introduction 13

-1

0

1

2

eKE

 l
orbital

=0
 l

orbital
=1

 l
orbital

=2

An
is

ot
ro

py
 p

ar
am

et
er

, 

Figure 1.3: The anisotropy parameter, β, for detachment from atomic anions with various
orbital angular momenta lorbital as a function of eKE, as governed by the Wigner threshold
law and the Cooper-Zare formula.

β =
l(l − 1)χ2

l,l−1 + (l + 1)(l + 2)χ2
l,l+1 − 6l(l + 1)χl,l+1χl,l−1 cos(δl+1 − δl−1)

(2l + 1)[lχ2
l,l−1 + (l + 1)χ2

l,l+1]
(1.12)

where l is the angular momentum of the atomic orbital from which detachment occurs, and
χl,l±1 and δl±1 are the radial matrix elements and the phase shifts, respectively, for the
dipole-allowed outgoing photoelectron partial waves with angular momenta l ± 1.

Hanstorp et al.80 noted that the Cooper-Zare formula depends only on the ratio of partial
wave radial matrix elements χl,l+1/χl,l−1, which changes as a function of eKE in accordance
with the Wigner threshold law. The partial wave cross section is proportional to the square
of the corresponding matrix element σl±1 ∝ χ2

l,l±1. Using the Wigner threshold law, we arrive
at the ratio χl,l+1/χl,l−1 = Al · eKE, where Al is the proportionality constant describing the
relative propensity for detachment via the l + 1 and l − 1 channels. Eqn. 1.12 can then be
expressed as the following explicit function of eKE:81

β =
l(l − 1) + (l + 1)(l + 2)(Al · eKE)2 − 6l(l + 1)(Al · eKE) cos(δl+1 − δl−1)

(2l + 1)[l + (l + 1)(Al · eKE)2]
(1.13)

For illustration, in Fig. 1.3, Eqn. 1.13 is used to plot β as a function of eKE for detachment
from orbitals with different values of l, taking Al = 1 and neglecting phase shifts.

Detachment from an l = 0 s-orbital can only yield p-wave, l = 1 photoelectrons, and
in the absence of partial wave interference, we get an anisotropy parameter β = 2 that is
independent of eKE. Detachment from orbitals with higher l yield a superposition of partial
waves and hence a more complex β parameter that depends on eKE as well as the relative
phases and amplitudes of the partial waves.
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The discussion of PADs thus far assumes detachment from spherical harmonic atomic
orbitals with well-defined l, and as usual, the situation becomes more complicated when
considering detachment of molecular anions. Molecular orbitals do not have well-defined
orbital angular momentum. Additionally, one must consider the orientation of the molecule’s
geometrical axes with respect to the laser polarization axis in the lab frame. In detachment of
atomic anions, the only defined axis is that imposed by the laser polarization, and orientation
is not a consideration. For molecular photodetachment, we will have to average over an
ensemble of randomly oriented molecules in the lab frame.

The s & p method developed by the Sanov group,16,78 is a very simple, yet often effective
model to predict the PADs of molecular anion detachment using group theory. We will go
through a brief derivation of this model here.

For simplicity, we can consider just three orientations of the molecule with respect to
the laser polarization to capture most of the behavior of the ensemble. We can choose these
orientations to be with each of the three principal molecular axes aligned along the laser
polarization. We will use group theory to determine the allowed symmetry of the outgoing
photoelectron wavefunction for each orientation. We can then expand this wavefunction
in a basis of symmetry-adapted partial wave spherical harmonics, and consider the major
contributing photoelectron partial waves.

With the s & p model, only the partial waves of outgoing angular momentum l = 0 or 1
are considered. This choice is motivated by the Wigner threshold law, which dictates that the
lowest angular momenta partial waves dominate close to threshold. For slow photoelectrons,
we can ignore all contributions from partial waves with l ≥ 2 and still reproduce much of the
behavior of the system. This simplification will break down at higher energies where more
partial waves contribute and interfere, but works quite well for the purposes of SEVI.

Following the methodology laid out by Surber et al.,16 we first consider the symmetry of
the transition dipole moment for each molecular orientation. We need a way to reference
the symmetry of photodetachment in the molecular frame to the lab frame laser polarization
axis. As shown for the C2v point group in the top row of Fig. 1.4, we can write down the
symmetry species of the laser polarization axis and hence the dipole moment operator in
each molecular frame.

Next we consider the selection rule for the dipole-allowed symmetry of the outgoing
photoelectron wavefunction. As laid out previously in Eqn. 1.9, the electronic symmetry
requirement for photodetachment can be expressed as:

Γphotoelectron = Γneutral ⊗ Γanion ⊗ Γµ (1.14)

For each transition symmetry Γneutral ⊗ Γanion and each molecular orientation, we can
predict the symmetry of the outgoing photoelectron wavefunction and the corresponding
spherical harmonics of that symmetry with l = 0, 1 in the molecular frame. This is illustrated
for all transition symmetries of a C2v molecule in Fig. 1.4. The consistent orientation of the
l = 1 spherical harmonics in the lab frame for each transition symmetry, even as we average
over molecular orientations, is what leads to the PADs measured experimentally.
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Figure 1.4: The s & p model for predicting photoelectron angular distributions for pho-
todetachment of a C2v molecular anion.

In the C2v point group in particular, we expect partial l = 0 detachment for all transition
symmetries but A2, suggesting that most photodetachment transitions would enjoy retained
intensity for detachment close to threshold (Section 1.1.5). The perpendicular or parallel
character of the PAD and the threshold behavior, when considered together, are a nice
signature of the transition symmetry.

A more general trend also emerges from this C2v picture: in any point group, for detach-
ment from a totally symmetric orbital of the anion, the outgoing electron waves will always
share the same symmetry as the transition dipole, and therefore will always be detached
with a PAD aligned parallel to the laser polarization (β > 0).

Even within the s & p model, PADs for molecules can be non-intuitive. For detachment
of an atomic p orbital, we expect s+ d-wave detachment, with an isotropic-to-perpendicular
PAD, depending on eKE. For the C2v example shown here, detachment from a molecular
orbital that looks like a pz atomic orbital, aligned along the C2 axis, will have a1 symmetry,
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and therefore give rise to an isotropic-to-parallel PAD. Molecular orbitals with px or py
character, on the other hand, will have b1 or b2 symmetry within the C2v framework, and
will yield an isotropic-to-perpendicular PAD. The orientation of the MO with respect to the
molecular symmetry axes is critical for predicting the PAD.

There are of course situations where the s & p model cannot correctly predict the molec-
ular PAD. This is particularly true in low-symmetry species where group theory is not of
much use, or in species where group theory does not fully capture the nodal structure of the
MO, as is often the case for transition metal oxide clusters. Luckily, some software packages
do exist to simulate the eKE dependence of the photodetachment cross section and photo-
electron angular distributions for complex molecular anions, based on ab initio calculations
of the Dyson transition orbitals.

Work from Anna Krylov’s group82 allows calculation of photodetachment Dyson orbitals
for using EOM-IP/EA-CCSD methods in Q-Chem. Cross sections and PADs can then be
calculated using the ezDyson code.83 We use this method to aid in analysis of the SEVI
studies of the 2-orthohydroxyphenoxy radical (Chap. 5), the α- and β-naphthyl radicals
(Chap. 6), and the 9-, 1-, and 2-anthracenyl radicals (Chap. 7). One limitation of this
method is that EOM-IP/EA-CCSD calculations require either the anion or neutral species
to be closed-shell, to provide a good reference wavefunction.

More recently, Chuangang Ning and coworkers have developed the PADA code to calcu-
late photodetachment cross sections and PADs using DFT calculations of the anion orbitals
within the frozen orbital approximation.84 This method is promising as a simpler and com-
putationally cheaper alternative to ezDyson, and does not require that one of the involved
states be closed shell.

1.1.7 Vibronic Coupling and Anharmonic Effects

SEVI spectra yield rich detail into the geometric, vibrational and electronic structure
of exotic neutral molecules. Sometimes the most intriguing aspects of these systems are
manifest when the Franck-Condon approximation or the harmonic approximation is violated.

In this section, we highlight common cases where unexpected structure arises, their sig-
natures in SEVI spectra, the information that can be gleaned, and examples of molecular
systems.

1.1.7.1 Herzberg-Teller Coupling

Herzberg-Teller (HT) vibronic coupling is perhaps the most common way that the Franck-
Condon approximation breaks down. In this case, electronic and vibrational degrees of
freedom mix, and cannot be separated as they were in Eqns. 1.4 and 1.5.

Instead, states with the same total vibronic symmetry can mix. For instance, vibrational
levels within electronic state B can mix with vibrational levels in electronic state C provided
that the following direct product contains the totally symmetric representation, ΓA,
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ΓA ∈ ΓBe ⊗ ΓBv ⊗ ΓCe ⊗ ΓCv (1.15)

where ΓB,Ce represents the electronic character of state B or C, and ΓB,Cv represents the
vibrational character.

In a photoelectron spectrum, HT coupling typically manifests itself as the appearance
of non-totally symmetric vibrational levels, which borrow intensity from totally symmetric
vibrational levels of a different electronic state. These FC forbidden features demonstrate
the anisotropy and threshold behavior of the electronic state from which they borrow inten-
sity, distinct from their neighboring FC allowed peaks. These forbidden features can even
dominate the near-threshold spectrum, if they have retained threshold intensity while the
allowed peaks do not.85

In this thesis, Herzberg-Teller vibronic coupling manifests in the SEVI spectra of C5
–

(Chap. 3), the ortho-hydroxyphenoxy radical (Chap. 5), and the α- and β-naphthyl radicals
(Chap. 6).

1.1.7.2 Jahn-Teller and Renner-Teller Coupling

In Jahn-Teller (JT) coupling, or Renner-Teller (RT) coupling in the case of linear mole-
cules, mixing of vibrational levels occurs within a single degenerate electronic state. JT and
RT coupling are often accompanied by spin-orbit effects.

As with HT coupling, JT and RT coupling can only occur between states with the same
total vibronic symmetry. Two vibrational states v1 and v2 in electronic state B can mix
provided that

ΓA ∈ ΓBe ⊗ ΓBv1 ⊗ ΓBe ⊗ ΓBv2 (1.16)

where ΓA is the totally symmetric representation, ΓBe is the electronic character of state B,
and ΓBv1,v2 are the characters of the two vibrational states in consideration.

In photoelectron spectroscopy, JT and RT coupling primarily manifest as complex shifting
and splitting of vibrational structure within a degenerate electronic state. The SEVI spectra
of detachment of the methoxide anion to probe the structure of the methoxy radical are a
prototypical example of this effect.86,87

In more rare cases, RT coupling is invoked as a means of lending intensity to FC forbidden
photodetachment transitions. In the C5

– anion (Chap. 3), RT coupling between vibrational
levels in the anion 2Π ground electronic state “turns on” photodetachment transitions to
non-totally symmetric vibrational levels in the neutral ground state.

1.1.7.3 Anharmonicity

Sometimes the vibrational potential of a given normal mode is so anharmonic that its
vibrational energy levels, wavefunctions and Franck-Condon factors are poorly represented by
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the harmonic approximation. In these cases, the vibrational potential along the anharmonic
normal mode has to be calculated explicitly, and the vibrational wavefunctions and their
energies solved for numerically.

Double-well potentials with low barriers are a reasonably common occurrence. In the
CH2CN– anion (Chap. 4), a double well potential along the ν5 umbrella mode leads to a
low-lying anion vibrational level, and therefore a photoelectron spectrum with a Franck-
Condon envelope unusually sensitive to temperature. The neutral Fe4O cluster (Chap. 8)
has a shallow double-well potential along the non-totally symmetric ν5 mode, which leads
to excitation of even quanta of this mode upon photodetachment. The correct FC fac-
tors are not captured by the harmonic approximation and have to be calculated explicitly.
The [(TiO2)2(D2O)2]– anion (Chap. 10) has a double-well potential along a Ti-O-Ti bridge
stretching mode, red-shifting the corresponding vibrational feature in the IR spectrum.

Anharmonic terms in the vibrational potential energy can also provide perturbations
that allow energy levels associated with different normal modes to mix, lending intensity to
otherwise dark transitions. These anharmonic couplings typically occur when vibrational
states of the same symmetry within one electronic state lie very close in energy and interact.
This leads to mixing of the vibrational wavefunctions and widening of the energy gap as the
mixing states repel one another.65 Within electronic state B, vibrational levels v1 and v2 can
experience anharmonic coupling if:

ΓA ∈ ΓBν1 ⊗ ΓBν2 (1.17)

where ΓA is the totally symmetric representation. The canonical example of anharmonic
vibrational coupling is the Fermi resonance, an accidental degeneracy between the funda-
mental of a totally symmetric mode and two quanta in another mode (e.g. the ν1 symmetric
stretch fundamental and the 2ν2 bending level in CO2

65).
While most commonly observed in infrared spectroscopy, anharmonic couplings also man-

ifest in photoelectron spectra. Vibrational levels that are totally symmetric but weak or non-
FC active can borrow intensity from nearby bright modes. These features share the same
electronic character as the FC allowed modes, and therefore do not demonstrate distinct
anisotropy or threshold behavior, unlike peaks that appear through HT coupling.

In this thesis, anharmonic coupling is invoked in Chap. 7 to assign unexpected vibrational
features in the ground electronic states of the 1- and 2-anthracenyl radicals.

1.1.7.4 Vibrational Autodetachment

Resonant mode-specific vibrational autodetachment is another source of unexpected
structure in anion photoelectron spectra. In direct photodetachment, excitation is made
directly from the ground state of the anion to a neutral state with vibrational quantum
numbers (ν ′1, . . . ν

′
n):

A−
hν−−→ A(ν ′1, . . . ν

′
n) + e− (1.18)
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However, if a metastable anion electronic state A∗− lies within the manifold of neutral
states, excitation to vibrational levels of this state can compete with direct detachment
to the neutral. The anion excited state can then undergo autodetachment by converting
vibrational (and rotational) internal energy into the electronic energy required to detach an
electron:

A−
hν−−→ A∗−(ν ′′1 , . . . ν

′′
n) −−→ A(ν ′1, . . . ν

′
n) + e− (1.19)

This is a non-Born-Oppenheminer process, as vibrational and electronic degrees of free-
dom must mix to couple the autodetaching state to the neutral + free electron continuum.88

The signature of such a process is the appearance of new vibrational structure or significant
change in intensity of existing structure at distinct wavelengths where the photon energy is
resonant with a transition to the autodetaching anion excited state.

The autodetachment electron signal has a cross section and anisotropy not governed by
the direct photodetachment symmetry rules. Vibrational autodetachment can also lead to
the appearance of Franck-Condon forbidden peaks, as the neutral vibrational states accessible
through autodetachment are no longer governed by the Franck-Condon principle, but rather
by the propensity rules first described by Simons.88

Resonant mode-specific vibrational autodetachment is particularly common in systems
where the neutral has a sufficiently large dipole moment to support a dipole-bound state
(DBS) anion, as in the CH2CN system (Chap. 4). In these cases, the weakly bound DBS has
a very similar geometry to the neutral, and for every neutral vibrational level, a corresponding
DBS vibrational level lies slightly lower in energy. Vibrational autodetachment also crops
up in the first excited state of the 1-anthracenyl radical (Chap. 7).

1.2 Infrared Vibrational Action Spectroscopy

1.2.1 Infrared Photodissociation (IRPD) and Multiple Photon
Dissociation (IRMPD) Spectroscopy

As a complement to the UC Berkeley cryo-SEVI experiments, infrared vibrational action
spectroscopy experiments are carried out in collaboration with the research group of Prof.
Knut Asmis at the Fritz Haber Institute (FHI) in Berlin, Germany. IR action spectroscopy
is an excellent characterization tool for the vibrational and geometrical structure of large
and complex cluster anions.

In a typical infrared absorption experiment, infrared light passes through a sample, and
the amount of light remaining after attenuation through the sample is recorded as a function
of wavelength. According to Beer’s law, at a given wavelength, the absorbance A of a sample
is given by:

A = log(I0/I) = σ · n · l (1.20)
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where I0 is the intensity of light striking the sample, I is the intensity of transmitted light, σ
is the absorption cross section, n is the number density of the sample, and l is the pathlength
of the light through the sample.

In the case of a sample with extremely low n, such as a gas-phase molecular ion beam, a
direct absorption measurement is challenging.89,90 Instead, we turn to action spectroscopy,
where we measure an event that occurs as result of absorption of a photon. IR vibrational
action spectroscopy of gas-phase ions typically makes use of mass spectrometry techniques
to measure a change in mass as a result of absorption of IR light. In the Asmis group, this is
typically carried out via IR photodissociation spectroscopy (IRPD) and IR multiple photon
dissociation spectroscopy (IRMPD).

In an IRPD experiment, mass-selected anions A– are first trapped and cryogenically
cooled in a radiofrequency ion trap, in principle ensuring both that the clusters are vibra-
tionally cold and that only the energetically most stable isomers are present. The clusters
are then complexed with a weakly bound species, or messenger tag, M, and irradiated with
IR light. Here, the cryogenic temperatures in the trap aid in complexation of the A– clus-
ters with the messenger tag, though messenger-tagged vibrational action spectroscopy long
predates this capability.91 The tag is chosen to be sufficiently loosely coordinated that it will
not distort the molecular structure of A–, and will dissociate when A– becomes vibrationally
excited after absorption of a photon.46,48 The depletion of the tagged parent ion A− ·M and
reformation of bare A− in the mass spectrum is recorded as the IR wavelength is scanned:

A− ·M hν−−→ A−∗ ·M → A− + M (1.21)

In IR photodissociation experiments, an intense, tunable, and narrow source of IR light
is required. The IRPD experiments detailed in this thesis were performed at the new in-
frared free electron laser (FEL) facility located at the FHI.92 The FEL can be optimized for
production of wavelengths in the range 400–3000 cm−1. At higher IR frequencies, a tabletop
OPO/OPA laser setup is also a reasonable option.

Our previous collaborations with the Asmis group have mainly used IR multiple photon
dissociation (IRMPD).93,94 In IRMPD, A− is not messenger-tagged. Rather, the IR spectrum
of A– is obtained by measuring its dissociation upon sequential absorption of several IR
photons. As the IR wavelength is scanned, the depletion of the parent mass and the formation
of smaller fragments is recorded in the mass spectrum. While we do report IRMPD spectra
for some clusters in this thesis (Chap. 10), we have mainly opted to use the messenger-
tagged IRPD technique instead. IRPD spectra are cleaner and easier to interpret than
IRMPD spectra for several reasons. Because IRPD is a single-photon technique, the IR
absorption is linear, and the intensities of spectral features can be directly compared to
calculated harmonic IR intensities. The linewidths for IRMPD absorption also tend to be
much broader than in IRPD, leading to more poorly resolved spectra.

Additionally, some IR active vibrational modes are “transparent” in IRMPD experiments.
The weakly associated messenger tag in an IRPD experiment is more sensitive to general
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vibrational excitation, and all IR active modes should appear, including low-frequency fin-
gerprint modes.95 IRPD spectra are therefore more reliable for comparison to simulations
and structure determination. An important caveat, of course, is that even with IRPD, the
messenger tag may slightly alter the ion structures and shift or split vibrational frequen-
cies.96 In extreme cases, the tag could even chemically react rather than coordinate weakly
with the parent ion.97

1.2.2 IR Selection Rules

The features observed in an IRPD experiment are governed by selection rules for vibra-
tional transitions and their linear IR absorption intensities.

According to Fermi’s Golden Rule (Eqn. 1.3), the probability of absorption of a linearly
polarized photon goes like the square of the transition dipole moment integral. Considering
only vibrational transitions, and therefore only the nuclear dipole moment µ, the intensity
I of a vibrational transition from initial state ψiv to final state ψfv can be expressed as:

I ∝
∣∣〈ψfv |µ|ψiv〉∣∣2 (1.22)

The nuclear dipole moment µ is a function of the molecular bond lengths, and therefore
changes as the molecule vibrates. As the molecule vibrates along one of its n vibrational
normal coordinates qj, we can express µ as a Taylor expansion around its value at the
molecule’s equilibrium geometry, µ(0):

µ = µ(0) +
n∑
j

(
dµ

dqj

)
0

qj + · · · (1.23)

The transition moment integral can therefore be written as:

〈ψfv |µ|ψiv〉 = 〈ψfv |

[
µ(0) +

n∑
j

(
dµ

dqj

)
0

qj + · · ·

]
|ψiv〉

= µ(0) 〈ψfv |ψiv〉 +
n∑
j

(
dµ

dqj

)
0

〈ψfv |qj|ψiv〉 + · · · (1.24)

Distinct vibrational states within the same electronic state are orthogonal, so 〈ψfv |ψiv〉 =
δfi. For a transition that leaves the system in a new vibrational state (f 6= i), we are
therefore left with the leading first order terms:

〈ψfv |µ|ψiv〉 =
n∑
j

(
dµ

dqj

)
0

〈ψfv |qj|ψiv〉 (1.25)
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Considering now just the term for the kth vibrational normal mode, and writing out our
vibrational initial and final states more explicitly in terms of their quantum numbers v:

(
dµ

dqk

)
0

〈ψfv |qk|ψiv〉

=

(
dµ

dqk

)
0

〈vf1 , v
f
2 , . . . , v

f
k , . . . , v

f
n|qk|vi1, vi2, . . . , vik, . . . , vin〉

=

(
dµ

dqk

)
0

〈vfk |qk|v
i
k〉

n∏
j 6=k

〈vfj |vij〉 (1.26)

In order for a vibrational transition involving normal mode qk to be IR active, Eqn.
1.26 must be non-zero. From this condition, we derive the important selection rules of IR
spectroscopy:

(a)

(
dµ

dqk

)
0

6= 0,

which implies that if mode k is IR active, displacement along its normal coordinate
must alter the dipole moment of the molecule.

(b) 〈vfk |qk|v
i
k〉 6= 0

If vfk and vik are harmonic oscillator wavefunctions, this integral will only be non-zero
for transitions with ∆vk = ±1.98

(c) 〈vfj |vij〉 6= 0 for all j 6= k

As distinct vibrational wavefunctions are orthogonal, this term will only be non-zero
if all quantum numbers vj 6=k remain unchanged during the transition.

In combination, conditions (b) and (c) imply that overtone and combination band tran-
sitions are forbidden to first order. Anharmonicity can relax condition (b) and weakly allow
overtones with ∆vk = ±2,±3, etc. The appearance of combination bands is more subtle,
and requires coupling between normal modes.

1.2.3 IRPD and Cryo-SEVI

IRPD spectroscopy is complementary to cryo-SEVI on a number of counts. Both tech-
niques start with anions, allowing mass selection of the species of interest, and both rely
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on cryogenic ion traps to produce anions in their lowest-energy structures and vibrational
states. The energy resolution of the two techniques is similar as well, sufficient for clear
distinction of vibrational features. Cryo-SEVI spectra demonstrate 3–5 cm−1 fwhm peak
widths, typically limited by unresolved molecular rotational structure. In IRPD, resolution
can be limited by rotational structure, or by the FHI free electron laser bandwidth, which
lies between 2–7 cm−1 fwhm over the 450–1200 cm−1 range.

IRPD has proved to be more tenable than cryo-SEVI for the spectroscopy of large clusters.
For species with a large change in geometry between anion and neutral, the Frank-Condon
envelope of the photoelectron spectrum can become very congested, especially for systems
with many vibrational modes. With IR spectroscopy however, there is typically only one
peak per IR active mode, leading to simpler, more easily simulated and interpreted spectra.
Characteristic OH, CH, and NH stretches are also often IR active but not FC active. Ad-
ditionally, because our IRPD experiments probe only the anion vibrations, there are fewer
electronic states to consider, and no need to worry about, for instance, autodetachment
processes, which can out-compete direct detachment in photoelectron spectroscopy of large
clusters.

In short, while SEVI spectra may contain more information and also reflect on the vi-
bronic structure of the neutral, IRPD spectra of the corresponding anion are simpler and
more interpretable for large cluster systems. As the selection rules for the two types of spec-
troscopies are quite different, the two methods in combination can be an extremely powerful
structural probe of clusters.

1.3 Applications

We have investigated a diversity of systems with the cryo-SEVI and IRPD spectroscopy
techniques. This section briefly summarizes the molecular species that are detailed in the
following chapters of this thesis. Broadly, the systems discussed herein can be classified
either as molecular clusters or radicals.

Radicals are exotic molecules quite amenable to study with anion PES. As open-shell
species, radicals are difficult to produce cleanly and with high number density, and are
therefore difficult to study with most spectroscopic methods. However, radicals typically
have positive electron affinities, and using anion PES, their vibronic structure is easily
probed through detachment of the corresponding mass-selected closed-shell anion. With
the enhanced ion cooling and high resolution afforded by cryo-SEVI, we can report accu-
rate electron affinities, fundamental vibrational frequencies, and term energies of low-lying
electronic states of organic radicals.

With the ability to mass-select anions prior to spectroscopic interrogation, both cryo-
SEVI and IRPD are excellent methods for size-dependent cluster studies. The evolution
of geometries, bonding motifs, electronic structure, energetics, and other properties can be
tracked as a function of cluster size as one approaches the bulk limit.
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1.3.1 Interstellar Species

Interstellar space is a strange environment characterized by an extremely low density of
atoms and molecules, low temperatures, and constant UV radiation. A rich complexity of
clusters and radicals abounds in space, though the exact identities of many of these species are
unknown. Diffuse interstellar bands (DIBs) are ubiquitous absorption features in interstellar
spectra, caused by unknown absorbing species present in the interstellar medium. The
assignment of DIBs to particular molecules is a major unsolved problem in astrochemistry.
Accurate spectroscopic characterization of these species in the laboratory with techniques
like cryo-SEVI is crucial to their identification in astrochemical data.

A cryo-SEVI study of the linear cumulene carbon cluster, C5, is discussed in Chap. 3.
Carbon clusters are structurally complex and of great interest in interstellar, plasma, and
combustion chemistry. Small Cn carbon clusters are predominantly linear, while cyclic struc-
tures become important beginning around n = 10, and at larger n still, spheroidal fullerene
cages dominate.99 Even for the small linear C5 cluster and its corresponding anion, the vi-
brational and electronic structure is quite complicated. The cryo-cooling capabilities of the
new ion trap in the SEVI instrument were first tested with this system, as the C5

– anion
has a spin-orbit (SO) excited state lying only 25 cm−1 above the ground state. Depopula-
tion of this excited state upon cooling served as a sensitive thermometer for measuring the
cryogenic temperatures of our ions after extraction from the trap. The improved spectral
clarity afforded by cryo-cooling allowed us to measure new vibrational fine structure and
subtle vibronic coupling effects in the C5 system.

Chap. 4 presents a cryo-SEVI study of the cyanomethyl radical, CH2CN. CH2CN is
important astrochemically as an open-shell carbon-containing species, and the transition
from the electronic ground state of the CH2CN– anion to its excited dipole bound state is
a plausible candidate for the 803.79 nm DIB.100 We reported improved electron affinities for
CH2CN and CD2CN, and new vibrational structure involving activity of the ν5 hydrogen
umbrella modes and the ν6 out-of-plane bending modes. CH2CN was a system studied
early after the installation of the ion trap, as temperature control was incredibly important
for spectral clarity and interpretation. Temperature-dependent SEVI spectra showed effects
ascribed to controlled population of low-lying anion vibrational levels. We directly measured
the inversion splitting between the first two eigenstates of the anion ν5 umbrella mode in both
species. Additionally, CH2CN and CD2CN are two of the few systems where observation of
rotational structure is possible with SEVI, due to one large rotational constant and nuclear
spin state statistics. The resolution and interpretation of this rotational structure was also
only possible because of cryogenic ion temperatures.

1.3.2 Aromatic Radicals

The addition of cryo-cooling expanded the purview of SEVI to larger, more complex
molecules, with many low-frequency vibrational modes and congested Franck-Condon en-
velopes. For all the aromatic systems discussed here, we demonstrated the efficacy of high-
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resolution photoelectron imaging in combination with cryo-cooling for untangling the vi-
bronic structure of complex radicals.

Chap. 5 discusses cryo-SEVI spectroscopy of the ortho-hydroxyphenoxy radical
(o-HOC6H4O). As a deprotonated derivative of catechol, o-HOC6H4O is a useful model
for the photochemistry of larger bio-molecules. Characterizing excited state surfaces and the
dynamics of non-radiative relaxation pathways in these species can elucidate the chemistry
subsequent to photoexcitation of biological systems. We obtained vibrationally resolved spec-
tra of the first three electronic states of the ortho-hydroxyphenoxy radical, newly resolving
the energetics and vibrational frequencies of these states.

Chaps. 6 and 7 discuss SEVI studies of the deprotonated polycyclic aromatic hydrocar-
bon (PAH) radicals α- and β-naphthyl (C10H7) and 9-, 1-, and 2-anthracenyl (C14H9). PAHs
are important combustion intermediates, bridging the gap between molecular-scale combus-
tion chemistry, and the nucleation and aggregation of soot particles.101 Larger PAHs are also
likely constituents of the interstellar medium. In both combustion and astrochemistry envi-
ronments, PAHs likely exist in some equilibrium of neutral and ionic, and hydrogenated and
dehydrogenated states. The naphthyl and anthracenyl radicals and anions serve as tractable
models for the chemistry of these important aromatic systems. The use of trimethylsilyl-
substituted gas phase synthesis precursors allowed for the acquisition of isomer-specific SEVI
spectra for these species. We reported spectra of the ground and first excited states of the
naphthyl and anthracenyl radical isomers, with electron affinities, term energies, and vibra-
tional structure sharply resolved and assigned for the first time. These results demonstrate
how subtle structural differences between isomers can be characterized spectroscopically.

1.3.3 Transition Metal Oxide Clusters

Catalysts based on transition metal oxides catalyze many reactions fundamental to chem-
istry. There is considerable interest in developing a molecular-level understanding of what
underlies this chemistry. Much of the interesting chemistry on surfaces happens at defect
sites, where the local stoichiometry and bonding motifs differ from the bulk crystal struc-
ture. In addition to being tractable for both experimental and computational study, small
clusters have a high proportion of surface atoms that can be highly reactive, in analogy to
surface defects.102 Clusters display dramatically different structures and reactivity as a func-
tion of size; their study can therefore elucidate the evolution of properties and emergence of
macroscopic phenomena as one moves towards the bulk. By determining how the size and
composition of a cluster governs its reactivity, one can gain insights into the workings of bulk
catalysts.

Early cryo-SEVI studies of small metal oxide clusters are detailed in the thesis of Jongjin
Kim.50 More recent SEVI and IRPD work has pushed towards spectroscopic studies of larger
clusters and their reactive complexes with substrates, as more explicit models of catalysis.

A cryo-SEVI study of the Fe4O and Fe5O iron monoxide clusters is discussed in Chap. 8.
Iron oxide materials are used in a variety of catalysts and catalyst supports; iron monoxide
clusters can serve as model systems for oxygen-deficient reactive sites on the bulk surface.
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Our spectra illuminate the structural isomers, electronic and spin states, and vibrational
frequencies of these species. This work demonstrated that even clusters involving four or
five metal centers, with complicated electronic structure and competing low-energy structural
isomers, can be characterized in high resolution with good agreement between spectroscopic
and theoretical methods.

Chaps. 9 and 10 focus on IRPD studies of (TiO2)n
– clusters and their complexes after

adsorption of water, [(TiO2)n(D2O)m]–. TiO2 is an important, extensively-studied semi-
conducting material, with applications as a catalyst, photocatalyst, catalyst support, and
pigment.103 Most importantly, TiO2 has been shown to be a viable photocatalyst for water
splitting and CO2 reduction. While we were able to carry out successful SEVI studies of
(TiO2)n

– with n=1,2, the photoelectron spectra of clusters with n ≥ 3 contained broad,
unresolved structure, likely due to the floppy, delocalized structures xhibited by these larger
clusters. IRPD spectroscopy proved a more tractable method for the study of these clusters.
The IRPD spectra of (TiO2)n

– (n=3-8) were well-resolved, and through comparison with
simulated spectra, allowed us to interpret and assign cluster structures and vibrations. We
subsequently studied the complexes formed after reaction of (TiO2)n

– (n=2-4) with one, two
and three water molecules, allowing conclusive assignment of the post-reaction cluster struc-
tures through their vibrational signatures. This work illuminates the size- and site-specific
reactivity of (TiO2)n

– anions, and aids in understanding their utility as model systems for
catalysis on the point defects of a bulk TiO2 surface.

1.3.4 Transition State Spectroscopy

Direct observation of the reaction transition state has been proclaimed one of the “holy
grails” of chemistry.104 Characterization of this unstable species - its geometry, energy relative
to the product and reactant asymptotes, and vibrational frequencies - can provide a wealth
of information about the reactive potential energy surface and how it governs chemical
behavior.

Anion PES is one of the few ways to spectroscopically access neutral transition states
on unimolecular and bimolecular reactive surfaces.10,105 Here, photodetachment of a bound
anion similar in geometry to the desired neutral transition state can yield a spectrum showing
structure very sensitive to the shape of the neutral potential energy surface. It is possible
to observe Franck-Condon structure in modes perpendicular to the reaction coordinate and,
often more interestingly, sharper features corresponding to discrete quantum states that are
quasibound along the reaction coordinate.105 Such resonances along the reaction coordinate
are very sensitive probes of the surface near the transition state, and are an exceptional
point of comparison between theory and experiment.

The first anion PES transition state spectroscopy experiments were carried out in the
Lineberger group beginning in the 1980s, and probed unimolecular isomerization sur-
faces.9,10,106 The transition state spectroscopy of bimolecular reactions was developed in
the Neumark group, and took off in the late 1980s and early 1990s with studies of hydrogen
abstraction reactions and heavy-light-heavy systems.107



CHAPTER 1: Introduction 27

The contribution of anion PES to the search for experimental proof of reactive resonances
and transition state structure is best demonstrated through a brief history of the benchmark
and much-beloved F + H2 reaction. Molecular beam scattering experiments in the 1980s
by Y.T. Lee’s group raised questions about reactive resonances in F + H2,108 but the first
definitive sign of reactive resonances didn’t come until 2000, where Kopin Liu’s group saw a
distinct feature in the energy dependence of the integral cross section of F + HD.109

The first anion photoelectron spectrum of F + H2, via detachment of FH2
–, was reported

by the Neumark group in 1993.110 The FH2
– anion has similar bond lengths to the neutral

transition state, but is linear while the transition state is bent. As a result, the photoelec-
tron spectrum is dominated by a Franck-Condon progression in the H−H hindered rotor or
bending motion. The early anion PES studies could resolve this progression, but saw no
hints of reactive resonances. These studies still served as a good benchmark for the state-of-
the-art potential energy surfaces of the time. A call to action came in 1996, when improved
simulations indicated that sharp features corresponding to resonances in the F+H2 reactant
and product wells should be visible in a photoelectron spectrum with 1 meV resolution.111

Traditional photoelectron spectroscopy lacked the resolution to see these features. The FH2
–

anion has very poor photodetachment cross section close to threshold, making it impossible
to study with ZEKE. It took until 2012 for a SEVI study to be published showing a hint of
a predicted product resonance.112

We revisited the F + H2 reaction with cryo-SEVI in 2014, and finally resolved the long-
predicted reactive resonances in the F+H2 product and reactant wells, and near the transition
state (Chap. 11). Updates to the SEVI machine since 2012 drastically improved our ability
to resolve these resonances (Chap. 2). Theoretical support from David Manolopoulos, Mil-
lard Alexander, and Jacek K los and new high-quality potential energy surfaces113 lead to
unprecedented agreement between experiment and simulation.

With the F + H2 study, theory was a few decades ahead of experiment in terms of
predicting these resonances. We are now moving on to larger reactive systems that are
more challenging to model computationally. Most recently, we have extended the cryo-SEVI
transition state spectroscopy technique to F+CH3OH, a hydrogen abstraction reaction with
15 degrees of freedom (Chap. 12). The cryo-SEVI spectrum shows a manifold of finely
spaced quasibound vibrational states in the CH3OHF product van der Waals well. These
progressions have contributions from high-frequency H−F stretching in the product van
der Waals complex and low-frequency stretching of the two product fragments with respect
to one another along the reaction coordinate. Our collaborators Hua Guo, Jun Li, Lifen
Guo, and Jianyi Ma have constructed a state-of-the-art full-dimensional potential energy
surface for this reaction in order to perform quantum dynamics trajectories and simulate
the photoelectron spectrum. The level of agreement between theory and experiment is
astonishing considering the size and complexity of the system. This work shows the utility
of cryo-SEVI as a benchmark for increasingly intricate models of bimolecular reactions.
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Chapter 2

Experimental Methods
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2.1 Slow Photoelectron Velocity-Map Imaging (SEVI)

2.1.1 Experimental Overview

The SEVI method and apparatus have been described in detail previously in the liter-
ature,35,49,114 and in the Ph.D. theses of several previous graduate students.50,93,94,115,116 A
schematic of the current configuration of the cryo-SEVI machine is shown in Fig. 2.1.

The individual components of this apparatus are detailed systematically in the following
sections. Anions are generated using either a filament ionizer or a laser ablation source
(Section 2.1.2), and are directed with radiofrequency ion guides to the cryogenic ion trap
(Section 2.1.3). Inside the trap, the ions are thermalized to their ground vibrational and
electronic states before extraction into a time-of-flight mass spectrometer (Section 2.1.4).
Anions of the desired mass are photodetached and the kinetic energies of the resulting
photoelectrons are imaged with a velocity-map imaging (VMI) spectrometer (Section 2.1.5).
The ions are photodetached just above transition thresholds and the VMI is operated with
low extraction voltages, so the slowest electrons are preferentially detected and magnified
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Figure 2.1: Schematic of the cryo-SEVI apparatus.
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on the imaging detector, resulting in high energy resolution. Individual electron events are
recorded and binned (Section 2.1.6) to form a 2D image from which the 3D distribution
of electron velocity vectors is reconstructed (Section 2.1.7). The spectrometer is calibrated
using images of well-known photodetachment transitions (Section 2.1.8). Detachment is
carried out using a tunable-wavelength laser system spanning the mid-IR to the near-UV
(Section 2.1.9).

The SEVI machine consists of five differentially pumped vacuum regions, numbered 1-5
in Fig. 2.1. Each region is evacuated by a separate magnetically levitated turbomolecular
pump backed by a mechanical pump. The pumps used for each region are listed in Table
2.1, and typical chamber and foreline pressures for each region are listed in Table 2.2.

The timing triggers for all pulsed components of the apparatus are generated by a Quan-
tum Composers model 9520 pulse generator and three Stanford Research System DG535
digital delay generators. Typical timings used are detailed in Table 2.3.

Table 2.1: Pumping configuration for cryo-SEVI vacuum chambers.

Region Turbo pump Pumping speed
for N2 (L/s)

Mech. pump

1 Seiko Seiki STP-A2203C 2200 Welch DuoSeal 1397
2 Boc Edwards STP-H2001K 2200 Edwards E2M40
3 Shimadzu TMP-803M 800 Edwards E2M18
4 Shimadzu TMP-303M 320 Edwards E2M18
5 Seiko Seiki STP-400 420 Varian SD-300

Table 2.2: Typical operating pressures for cryo-SEVI vacuum chambers. Pressures are
listed for when the machine is not in use (off), and when the source and trap valves are in
use (running).

Region Chamber pressure (torr) Foreline pressure (torr)

off running off running

1 5× 10−8 2× 10−5 5× 10−3 2× 10−2

2 5× 10−8 3× 10−6 5× 10−3 8× 10−3

3 5× 10−8 1× 10−7 5× 10−3 5× 10−3

4 5× 10−8 5× 10−8 5× 10−3 5× 10−3

5 1× 10−8 1× 10−8 1.5× 10−2 1.5× 10−2
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Table 2.3: Typical timings used for triggering various components of the cryo-SEVI ap-
paratus. The Wiley-McLaren plate timings are optimized for transmission of species of
different masses. The spectroscopy Nd:YAG Q-switch, mass gate, and imaging gate timings
are changed according to the time-of-flight of the anion of interest.

Component Timing Trigger width

A source valve (Even-Lavie) T0+ 5 ms rising edge
ionizer A+ 200 µs 100 µs

B ablation Nd:YAG Q-switch A+ 180 µs 10 µs
ablation Nd:YAG flashlamp B− 280 µs 10 µs
trap valve (Parker) A− 2 ms rising edge

C trap exit electrode A+ 38 ms 1 ms
D Wiley-McLaren plate 1 C+ 20–80 µs 4 µs

Wiley-McLaren plate 2 D+ 200–800 ns 3 µs
E spectroscopy Nd:YAG Q-switch D+ 10–100µs 10 µs

spectroscopy Nd:YAG flashlamp E− 250 µs 10 µs
mass gate D+ 10–100µs 800 ns
MCP imaging gate D+ 10–100µs 300 ns
CCD camera D− 300 µs rising edge

2.1.2 Anion Source

Two methods of anion production can be used in the SEVI anion source: a circular fila-
ment ionizer to produce molecular anions and a laser ablation cluster source. Both methods
are built around a low repetition rate Even-Lavie (EL) valve117 valve pulsed at 20 Hz. The
valve is typically open for 40–80 µs, and backed with 150 psi helium carrier gas containing
trace molecular precursors and reactants as needed.

2.1.2.1 Filament Ionizer and Source Chemistry

The filament ionizer allows us to produce a variety of organic molecular anions. We use
a commercial filament ionizer made by the same Israeli company as the EL valve (LAMID
Ltd.), though their ionizers are no longer in active production. The ionizer consists of a 1”
diameter loop of thoriated tungsten filament mounted 1/4” after the valve nozzle, such that
the pulse of gas will pass through its center. A constant DC current of 3–4 A runs through
the filament, resulting in thermionic emission of electrons. The filament is concentrically
surrounded by a metal anode, and itself surrounds a cylinder of grounded wire mesh. Both
the anode and the filament are pulsed to −300 V for ∼150 µs to bombard the pulse of gas
from the EL valve with electrons.

The primary electrons from the ionizer collide with the carrier gas, producing secondary
electrons. The secondary electrons go on to react with the entrained molecular precursors,
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with chemistry usually initiated by dissociative electron attachment. The fact that the
desired species are charged and will be mass-selected at a later stage means that the source
conditions are forgiving, and the synthesis techniques need not be particularly clean. One
caveat is that the filament ionizer produces relatively hot anions. Before the addition of the
cryogenic ion trap to the SEVI apparatus (Section 2.1.3), a grid discharge source was used
instead, to produce ions that were vibrationally and rotionally colder.93

There are a variety of ways to entrain a molecular precursor in the helium carrier gas.
For gas phase precursors, we use a manifold to make a mixture of ∼0.1–1 % precursor in
helium. For volatile liquid precursors, we pull some vapor pressure off the liquid sample and
mix it with helium. For nonvolatile liquids and solid precursors, the EL valve has a built-in
cartridge that can be packed with a sample and heated. A water-cooling jacket can also be
mounted around the EL valve to more carefully control the valve temperature and prevent
degradation of more sensitive molecular samples in the cartridge.

Some molecular anions of interest can be synthesized directly through dissociative elec-
tron attachment to a precursor. For instance, to prepare the CH2CN– anion studied in Chap.
4, we put trace acetonitrile in the source mixture:

CH3CN + e− −−→ CH2CN− + H (2.1)

Depending on the desired source chemistry, trace NF3 or N2O are often added to the
source mixture to make F– and O– respectively, through dissociative electron attachment:

NF3 + e− −−→ F− + NF2 (2.2)

N2O + e− −−→ O− + NO (2.3)

(2.4)

These atomic F– and O– anions are often used in anion synthesis as proton scavengers to
yield deprotonated species of interest like the o-HOC6H4O– anion studied in Chap. 5

o− HOC6H4OH + F− −−→ HOC6H4O− + HF (2.5)

or the vinylidene anion:

H2C−−CH2 + O− −−→ H2C−−C− + H2O (2.6)

Isomer-specific source chemistry can be carried out using custom synthetic precursors. A
synthetic pathway we often use involves the reaction of a trimethylsilyl-substituted precursor
with F–. Due to the strength of the fluorine-silicon bond,118 this reaction leads to an anion
product that is deprotonated at a specific site. We used this method to prepare the 1- and
2-naphthyl and 9-, 1-, and 2-anthracenyl radicals in Chaps. 6 and 7.
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Finally, we can produce weakly bound clusters with the ionizer, like the CH3OHF– anion
used to carry out transition state spectrocopy on the F + CH3OH reactive surface in Chap.
12:

F− + CH3OH −−→ CH3OHF− (2.7)

Some clusters can also be synthesized directly in the ion trap, as discussed below in
Section 2.1.3.

2.1.2.2 Laser Ablation

The laser ablation source is a versatile way to produce clusters of various sizes from
materials with low vapor pressure, giving us access to a range of species that cannot be
made with the filament ionizer. Laser ablation cluster sources were first developed in the
1980s by the Smalley group,119,120 and former Smalley student Michael Duncan has written
an excellent review article detailing their history and design considerations.37

The current configuration of the SEVI machine laser ablation source was designed and
implemented in 2013 by Jongjin Kim, and is discussed in detail in his thesis.50 The ablation
source is mounted so that its gas channel connects directly to the output of the EL valve.
A 2–10 mJ/pulse pulse of light from the 532 nm second harmonic of a Q-switched Nd:YAG
laser (Continuum NY60B-2) is focused onto a solid disk sample target. The target which is
rotated and translated by two motors so each laser pulse hits a fresh point on the sample,
ablating the surface in an even spiral pattern. The motors are mounted inside vacuum and
are fitted with water cooling jackets to prevent overheating.

Each laser pulse vaporizes the surface, creating a plasma of atomic cations and electrons.
A pulse of buffer gas then quenches the plasma, initiating collisional cooling and condensation
of the atoms into clusters. These clusters, now entrained in the buffer gas, then pass through
a confined clustering channel, allowing further cluster growth and collisional cooling before
expansion into vacuum. While ablation sources predominantly form cations and neutrals,
anions are produced through electron attachment to neutral clusters in sufficient quantities
for our purposes.

Laser ablation does produce very warm clusters. The initial plasma can create species in
excited electronic states and cluster condensation is a significant heating process, especially
for strongly bound species like metal oxide clusters.37 During aggregation, the binding en-
ergy of each additional atom is deposited into the cluster. Because growth events can occur
very late in the clustering channel, there is insufficient time for all clusters to be collision-
ally cooled, leading to a poorly thermalized population. Due to these considerations, laser
ablation was not used successfully in conjunction with the SEVI machine until the addition
of the cryogenic ion trap (Section 2.1.3).

While ablation sources with rod targets are most widely used, the SEVI ablation source
was designed to use disk targets for a number of reasons. Commercial sputtering targets are
sold as disks that fit our specifications (1” diameter, 1/4” thick) and are available for a wide
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variety of metals, metal oxides, and semiconductor materials. It is also straightforward to
press custom disk targets using a hydraulic press, if desired. Disk targets are easier to align
than rod targets and they are less likely to jam while rotating. After heavy usage, a rod
target can have a noticeably smaller radius, complicating alignment, while slow consumption
of the flat side of a disk target presents no problems if the target is kept pushed in place
with a spring.

In this thesis, the disk laser ablation source was used for cryo-SEVI studies of the C5
–

carbon cluster (Chap. 3) and the Fe4O and Fe5O iron monoxide clusters (Chap. 8). Carbon
clusters are generated by ablation of a graphite target, while metal oxide clusters are gener-
ated using pure metal targets. We have found that it is not necessary to add oxygen to the
buffer gas mixture in order to generate metal oxide clusters from metal targets as there is
plenty of trace oxygen in the gas lines and residual oxides on the target surface.

Very recently, a second pulsed valve has been added to our ablation source in order to
produce reactive adducts of metal oxide clusters; this modification will be detailed in the
thesis of Jessalyn DeVine. The cluster reactor source design is based on early work from the
Smalley group,121 as well as more recent implementations in the Jarrold group122 and the
Asmis group123 (see also Section 2.2 below).

2.1.3 Radiofrequency Ion Guides and Cryogenic Ion Trap

In 2011-2012, a major rebuild to the SEVI machine added a new source chamber, radiofre-
quency (RF) ion guides, and a cryogenic ion trap (regions 1 and 2 in Fig. 2.1). Previously,
the ion source had been coupled directly into the time-of-flight mass spectrometer. These
changes and characterization of the new capabilities of the instrument were reported by Hock
et al.49, and details regarding the design and construction of these new components can be
found in the thesis of Jongjin Kim.50 Fig. 2.2 shows the ion optics that now couple the ion
source to the time-of-flight mass spectrometer and typical operating voltages are laid out in
Table 2.4.

After formation in the source chamber, the ions pass through a skimmer and an aperture
(ap1), which collimate the output from the pulsed valve and optimize coupling from the
source into the RF guides. Ion transmission and temporal focusing of the ion packet are
very sensitive to the voltages on these two components. The ions then pass into a hexapole
RF ion guide, which robustly directs the ions into the subsequent regions of the machine,
and improves collimation of the ion packet. Ion transmission is not overly sensitive to the
amplitude of the RF voltages applied to the hexapole guide rods. However, the bias voltage
applied to all six hexapole rods is quite important, and must be tuned significantly depending
on source chemistry.

The ions then pass through a set of three apertures set up like an Einzel lens (ap2, ap3)
and into a quadrupole ion guide, which can either be used as an RF-only ion guide or as a
quadrupole mass filter (QMF). There are two RF oscillator heads for use in different QMF
mass ranges: one that operates at 1.25 MHz for mass selection up to 300 m/z, and one at
0.63 MHz for mass selection up to 1000 m/z. The QMF is often used to fill the ion trap down
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Figure 2.2: Schematic of ion optics in the cryo-SEVI machine.

Table 2.4: Typical voltages applied to ion optics in the cryo-SEVI machine, see Fig. 2.2.

Optic Voltage

EL valve 0 V
skimmer −20 V to −40 V
ap1 −10 V to −50 V
hex RF 100–300 Vpp, f=3 MHz
hex bias −5 V to −20 V
ap2 20 V
ap3 80 V
quad RF/DC mass dependent, f=0.63 MHz or 1.25 MHz
quad bias −10 V to 10 V
ap4 20 V
ap5 60 V
trap entrance −5 V to −10 V
oct RF 300–600 Vpp, f=3 MHz
oct bias 0 V to 1 V
ring electrodes 1, 2, 3, 4 −100 V, −10 V, 10 V, 100 V
trap exit −16 V pulsed to 16 V for extraction
exit ap −3 V to −10 V
lens1 15 V to 30 V
lens2 50 V to 80 V
lens2 l/r −5 V to 5 V
lens2 u/d −5 V to 5 V
WM1 1.80 kV
WM2 1.65 kV
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the line with ions of a specific mass, improving number density of the desired species. Use
of the QMF can be difficult in conjunction with the filament ionizer, as the desired anions
are sometimes not produced until the reactive precursors undergo further collisions in the
ion trap. The quadrupole bias voltage applied to all four rods can be somewhat important
for ion transmission, especially when tuned in conjunction with the hexapole bias.

Leaving the quadrupole, the ions pass through two apertures (ap4, ap5) and approach the
ion trap and surrounding ion optics. A cutaway view of this part of the instrument is shown
in Fig. 2.3. The ion trap is a linear RF octupole trap,49,50 motivated by the large body of
work in the literature on the design and use of linear multipole ion traps for ion cooling and
spectroscopy.39,40,42,43,124 The ions are trapped radially by alternating RF voltages applied
to the octupole rods and axially by trap entrance, exit and ring electrodes held at low DC
voltages.

The effective radial trapping potential in a multipole trap goes like Veff (r) ∝ rn−2,
where n is the number of rods. For traps with large n, like the popular 22-pole trap, the
radial pseudopotential is deep and quite flat in the center, leading to relatively poor radial
confinement of the anions. This is acceptable when measurements are made directly inside
the trap, but is not optimal when efficient extraction of the ions is required, as in our
experiment. A quadrupole trap, on the other hand, has a pseudopotential with greater
curvature at small r, leading to better radial confinement of the anions, but can also cause
severe RF heating of the anions that experience buffer gas collisions in the wings of the radial
potential.39,124 An octupole trap was chosen for the cryo-SEVI apparatus as a compromise
between anion confinement and RF heating concerns, allowing for both the production of
cold ions and reasonable extraction efficiency from the trap.

The axial trap voltages are also designed to enhance ion transmission and extraction
efficiency, as shown schematically in Fig. 2.4. The voltage on the entrance electrode is
tuned to a small negative (repulsive) voltage to allow fast-moving ions from the source to
enter the trap and prevent them from leaving after they have slowed through collisions with
buffer gas. The exit electrode is set to a small negative voltage during trapping, and is
pulsed to a positive voltage for ion extraction. Four ring electrodes (shown in black in Fig.
2.3) surround the octupole rods, creating a sloped potential that pools ions near the exit
electrode in preparation for extraction. Different trap electrodes are kept electrically isolated
using sapphire plates, which at cryogenic temperatures are simultaneously excellent electrical
insulators and thermal conductors.

A microchannel plate ion detector is mounted after the trap, collinearly with the ion trap
axis (Fig. 2.1). This allows the source, guiding, and trapping conditions to be tuned in order
to optimize ion formation and transmission independent from the downstream components
of the machine.

We use collisional cooling with cryogenic buffer gas inside the ion trap to thermalize
molecular anions to low internal and translational temperatures. The trap itself is held at
cryogenic temperatures to allow thermalization of the buffer gas through collisions with the
trap surfaces. The octupole rods are encased by a copper box (shown in brown in Fig.
2.3) in contact with the 4 K second stage of a closed-cycle helium refrigerator (Sumitomo
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Figure 2.3: Cutaway view of the ion trap and nearby ion optics, adapted from Ref. [49].
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Figure 2.4: Schematic of axial trapping potentials in the ion trap.

RDK-408D2). This inner box is in turn enclosed by heat shielding in thermal contact with
the 40 K first stage of the same helium refrigerator, which prevents radiative heating of
the trap from the surrounding environment. Two silicon diodes (Lakeshore DT-670C-ET)
mounted on either end of the inner trap enclosure measure the temperature in the 4–300 K
range. A cartridge heater mounted on the inner trap enclosure allows the trap to be held at
any temperature in this range and is controlled via a Stanford Research Systems CTC100
cryogenic temperature controller.

Slightly before the ions reach the trapping region, the trap is filled with a burst of buffer
gas from a pulsed valve (Parker General Valve, Series 9) open for 300–400 µs. The valve is
backed by ∼3 psi of an 80:20 He:H2 buffer gas mixture via a vacuum regulator. The buffer gas
is precooled to 40 K through thermal contact between the stainless steel tubing that backs the



CHAPTER 2: Experimental Methods 38

valve and the first stage of the helium refrigerator. During operation, the vacuum chamber
pressure surrounding the trap (region 2 of Fig. 2.1) is typically 3× 10−6 torr, and pressure
within the trap enclosure is estimated to be ∼1× 10−3 torr, accounting for conductance of
gas out of the trap apertures. The ions are stored in the trap for up to 40 ms, the majority
of our 20 Hz repetition rate cycle, and are expected to undergo 103–104 collisions given the
trap pressure.49

The translational temperature of the anions is expected to be thermalized within roughly
100 collisions with helium buffer gas, or 0.1–10 µs.38 The vibrational and rotational degrees of
freedom of the warm anions take somewhat longer to thermalize, as rotations and vibrations
are inefficiently coupled to translations via collisional energy transfer.125 The addition of 20%
H2 in the buffer gas dramatically improves thermalization of vibrational degrees of freedom
through energy transfer to the rotational and perhaps vibrational states of H2.36,52 In the
event that the 20 Hz experimental repetition rate does not allow for adequate cooling, it is
possible to run the experiment at 10 Hz and double the trap residence time, though this has
not yet proved necessary.

Ion temperature is also quite sensitive to the buffer gas pressure inside the trap, with
higher pressures generally leading to better cooling.52 The use of a pulsed valve in the trap
rather than a continuous leak valve is therefore important to achieve low ion temperatures.
The initial pulse of buffer gas leads to higher pressures and more collisions when the warm
ions first enter the trap. The buffer gas is then evacuated from the trap throughout the ion
residence time, so the trap is nearly empty by the time the ions are extracted. The ions
therefore undergo few collisions during extraction, which can lead to unwanted heating. It
is expected that the ions remain slightly warmer than the buffer gas, due to RF heating and
warming during extraction. We have measured ion temperatures as low as 10 K at the time
of photodetachment, after thermalization with the trap held at 5 K.49

The cryogenic ion trap has allowed us to probe anions in their ground vibrational and
electronic states and with considerably narrowed rotational distributions. This has facilitated
high-resolution SEVI studies of molecular anions with low-lying vibrational and electronic
states like C5

– (Chap. 3) and CH2CN (Chap. 4) and of large, complex species like polycyclic
aromatic hydrocarbons (Chaps. 6 and 7) and polymetal oxide clusters (Chap. 8). The trap
has also on occasion proved useful for synthesis of weakly bound clusters, like the FH2

– anions
used to probe the benchmark F + H2 reactive surface (Chap. 11). FH2

–(FD2−) anions were
formed by sending a beam of atomic F– into the trap filled with pure H2(D2) buffer gas,
dramatically improving the experimental signal compared to the use of a grid discharge or
filament ionizer source.

2.1.4 Ion Packet Focusing and Mass Selection

Anions are extracted from the ion trap into an orthogonal Wiley-McLaren time-of-flight
mass spectrometer (TOFMS).126 The TOFMS is optimized to (a) spatially and temporally
separate ions of different masses, and (b) to spatially and temporally focus the ion packet of
the desired mass into the laser interaction region of the velocity-map imaging spectrometer.
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A single-stage TOFMS achieves mass separation by accelerating all ions through a ho-
mogeneous electric field between two charged plates.127 If the ions experience a voltage
difference of ∆V in this field, an ion of charge q acquires a kinetic energy E = ∆V q. We
know E = 1/2mv2 for an ion with mass m, so acceleration through this field leads to a final
velocity of:

v =

√
2q∆V

m
(2.8)

After the ions fly through a field-free flight tube of distance d, ions of mass m therefore arrive
at the detector at time t = d/v ∝

√
m.

A TOFMS also focuses ions in space and time along the TOF axis,127 correcting for the
spatial and velocity distribution of the initial ion packet as it enters the TOF extraction
region. Again, let’s consider an ion packet in the homogeneous electric field between the two
plates of a single-stage TOFMS, being accelerated towards a detector. Ions that start farther
from the detector spend more time accelerating through the electric field and therefore reach
a faster velocity than ions that start closer to the detector. At a certain position in the flight
path, these faster ions will catch up to the slower ones, and we achieve first-order spatial
focusing. The location of this focus is fixed by the geometry of the TOF plates. In a Wiley-
McLaren TOFMS, a second acceleration region (i.e. a third TOF plate) is added, providing
an additional degree of freedom that can be used to tune the location of the first-order spatial
focus, or to create a second-order spatial focus at a fixed location.

The focusing capabilities of our Wiley-McLaren TOFMS rely heavily on the quality of the
ion packet as it enters the TOFMS extraction region. Great care must therefore be taken to
optimize the focus and steering of the ions as they leave the trap. After the ions are extracted
from the trap by a voltage pulse applied to the trap exit electrode, they pass through an
additional aperture (exit ap in Fig. 2.2), and a homebuilt ion optic that combines both
an Einzel lens and deflectors, described in detail in the thesis of Jongjin Kim.50 This optic
is an Einzel lens whose center electrode is split into four elements, allowing up/down and
left/right deflection of the ion packet in addition to spatial focusing. The compact design is
necessitated by the confined space between the ion trap and TOFMS plates.

The lens/deflector combination has proved essential to optimize coupling of the ions from
the trap into the TOFMS. The ion transmission and the shape of the ion packet in time are
incredibly sensitive to the voltages applied to this optic, as well as to the voltage applied to
the exit aperture. Ions confined in RF linear multipole traps are known to form a donut-
shaped spatial distribution around the central trap axis,50,124 and the Einzel lens following
the trap is essential to refocus this donut into a spherical packet. The orthogonal orientation
of the TOF axis relative to the trap extraction axis is also important to minimize initial ion
velocity spread along the TOF axis.

The first two TOF plates (WM1 and WM2 in Fig. 2.2) are initially held at low DC
voltages (∼3 V) as the ions are extracted from the trap, and are then pulsed to 1.8 kV
and 1.6 kV for acceleration of the ions. The third plate is grounded. The apertures in the
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second two TOF plates are covered by mesh grids to ensure that the acceleration fields
are homogeneous. The timing with which the first two TOFMS plates are switched on is
very sensitive to the mass of the desired anions. We also find that a slight delay between
switching on the first and second plates is required for optimal ion transmission, and is also
quite sensitive to mass (see Table 2.3).

In the TOFMS, the ions fly through a field-free region of ∼2 m before reaching the
laser interaction region. Along the flight path are two sets of up/down and left/right ion
deflectors. Each deflector consists of a pair of plates lying parallel to the ion trajectory (Fig.
2.5); the voltage between the two plates deflects the ions as they fly between the plates. The
first set of deflectors is located shortly after the Wiley-McLaren plates, while the second
set of deflectors is shortly before the velocity-map imaging lens. The two sets of deflectors
are tuned in combination to steer the ion packet through three 3 mm apertures into the
interaction region (see Section 2.1.5). If the steering is slightly off, the ion packet can glance
off an aperture and scatter electrons into the interaction region, resulting in background
noise. The second set of deflectors is also used as a mass gate to ensure that only anions of
the desired mass enter the interaction region. A voltage of −50 V is applied to the left/right
deflectors, and is pulsed to the correct voltage to transmit ions for a window of a few hundred
microseconds.

Each set of deflectors is followed by an Einzel lens (Fig. 2.5) to improve the spatial focus
of the ion packet along the axes normal to its trajectory. The central electrode of the Einzel
lens after the first set of deflectors is set to 2.2–2.4 kV. The Einzel lens following the second
set of deflectors was found to be superfluous and is not typically used.

The TOF mass spectrum is recorded on a retractable detector mounted after the velocity-
map imaging lens (Fig. 2.1), consisting of a chevron stack of two 1” microchannel plates
and a current collection anode.116 A pneumatic gate valve separates the source and trapping

left/right
de�ector

up/down
de�ector

Einzel lens

Figure 2.5: The second set of ion deflectors and out-of-use Einzel lens in the machine
chamber just before the velocity-map imaging stack.
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vacuum chambers from the detector region of the apparatus, so the former can be serviced
without venting the detector region.

2.1.5 Velocity-Map Imaging Spectrometer

From the TOFMS, the anions fly into the interaction region of a velocity-map imaging
(VMI) spectrometer, with which we measure the velocity distribution of the nascent pho-
toelectrons after detachment. The VMI spectrometer is the key component of the SEVI
apparatus that allows us to acquire spectra with energy resolution down to 1 cm−1.

Historically, high-resolution photoelectron imaging has its roots in ion imaging. The
seminal work in this field was reported by Chandler and Houston in 1987.13 The authors res-
onantly ionized molecular fragments formed after photodissociation and used a homogenous
electric field between two electrodes to project the 3D spatial distribution of the fragments
onto a 2D imaging detector. The radial and angular distributions of the resulting image
reported on the kinetic energy release and anisotropy of the photodissociation process. An-
other significant development came a decade later, when Eppink and Parker14 reported that
the electric field used to extract the ions could be tuned to significantly improve the image
focus at the detector. The Eppink-Parker VMI lens design consists of two acceleration re-
gions between three electrodes with open apertures rather than mesh grids. Lensing of the
electric field around the apertures allows focusing of charged particles with different initial
positions but identical velocity vectors to the same point on the detector screen, as shown in
Fig. 2.6. This counteracts the blurring caused by projection of the interaction region volume
onto the detector.

In the SEVI apparatus, the ions enter the VMI collinearly from the TOFMS, so any spread
in ion velocities along the TOF axis does not translate into spread in photoelectron velocities

(R,θ)v

v

(dx, dy, dz)

detector
screen

electrons born in 
interaction region

Figure 2.6: A VMI lens focuses two electrons with identical velocity vectors born at different
locations in the interaction region to the same point on the detector screen.
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in the plane of the detector, which would blur the resulting image.55 Before reaching the
interaction region, the ions fly through three 3 mm diameter apertures. The third aperture
is in the repeller plate. The first two apertures are inside a metal tube, on which the VMI
stack is mounted. This tube was formerly designed for a pulsed scheme to rereference the
anions to the repeller voltage.115 The referencing tube is now simply held at the DC repeller
voltage and used as a convenient means to mount the VMI lens and the apertures preceding
it.

The basic Eppink-Parker VMI design is shown in Fig. 2.7a, and a photograph of its
implementation in our machine is shown in Fig. 2.8a. We used this lens design in the cryo-
SEVI machine until late 2014. The first two electrodes of this design are called the repeller
and extractor; the third plate is grounded. The repeller voltage (VR) is tuned to change the
size of the image on the detector, while the extractor voltage (VE) is tuned with respect to
VR to bring the image into focus.

The ions are intersected at 90° by the photodetachment laser between the first two VMI
plates (Fig. 2.7a). Photoelectrons are detached and accelerated into the VMI flight tube,
which is approximately 50 cm long and shielded from external magnetic fields by two layers
of mu metal shielding. As it flies, the cloud of electrons expands until it hits a 75 mm
diameter imaging detector consisting of two chevron-stacked imaging-quality micro-channel
plates (MCPs) coupled to a phosphor screen. The front of the first MCP is grounded, while
the back of the second MCP is pulsed from 1 kV to 2 kV during the window when electrons
arrive, to reduce background noise from dark counts. The phosphor screen is held at 6 kV.
The MCP/phosphor assembly was purchased as a unit from Burle (now Photonis). The
MCPs have 25µm pore diameter, 32 µm center-to-center pore spacing, 8° pore bias angle
relative to the plate surface, and a 40:1 pore length:diameter aspect ratio. See Sections 2.1.6
and 2.1.7 for details on how the VMI images are acquired, accumulated, and reconstructed.

The VMI stack was one of the only components of the machine that had not been
changed during the 2011-2012 cryo-SEVI rebuild. We became inspired by the burgeoning
developments in VMI lens design in the ion and photoelectron imaging literature. Several
groups reported improved resolution compared to the Eppink-Parker lens. We therefore set
about designing a new lens, as detailed in the next section.

2.1.5.1 Modification of the VMI Lens

In late 2014, we modified the original three-electrode Eppink-Parker VMI design14 to
improve the energy resolution of our cryo-SEVI spectra. The new VMI lens configuration
is shown in Fig. 2.7b and a photograph of its implementation in our lab is shown in Fig.
2.8b. The major goal of this modification was to improve the energy resolution for eKEs in
the range of a few hundred to a few thousand wavenumbers. This is the regime in which
SEVI is forced to operate for anions with poor threshold photodetachment cross sections.
Additionally, a SEVI spectrum over a particular energy range can now be obtained with
fewer high-resolution windows. This lens has been used for all our work published after
2015. The cryo-SEVI studies reported in this thesis for C5

– (Chap. 3), CH2CN– (Chap. 4),
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Figure 2.7: Configuration of (a) the 3-plate Eppink-Parker VMI lens and (b) the redesigned
7-plate VMI lens, with electrodes in gray and Vespel spacers in brown. In both designs, ions
enter the lens from the left and interact with the laser halfway between plates 1 and 2,
indicated in red. All lengths are in millimeters.

(a)
3-plate lens

(b)
7-plate lens

Figure 2.8: Photos of (a) the 3-plate Eppink-Parker VMI lens mounted inside the SEVI
machine and (b) the redesigned 7-plate VMI lens. In both cases the VMI stacks are mounted
on the former rereferencing tube.
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ortho-hydroxyphenoxide (Chap. 5), 1- and 2-naphthyl (Chap. 6), and FH2
– (Chap. 11) made

use of the old Eppink-Parker lens, while the 9-, 1-, and 2-anthracenyl (Chap. 7), FenO–

(Chap. 8), and CH3OHF– (Chap. 12) studies use the new lens.
Several alternative VMI designs with excellent focusing capability for photoelectrons have

been reported in the literature.53,55,128–131 In 2003, Arthur Suits’ group reported on the first
post-Eppink-Parker VMI lens design optimized for sliced ion imaging.128 This design incorpo-
rated a third acceleration region (or equivalently, a fourth electrode), providing an additional
degree of freedom to tune the focusing properties of the lens. This configuration is excellent
for slice imaging, as it results in an ion packet that is spatially and temporally stretched
along the time-of-flight axis. An added bonus of this slicing lens is that by sacrificing the
temporal focusing at the detector, the velocity focusing can be dramatically improved. (Slic-
ing is unfortunately not viable for imaging photoelectrons, as they move too quickly to gate
just a central slice.)

Similar lenses with three acceleration regions have subsequently been developed for high-
resolution velocity-map imaging of photoelectrons, in the research groups of Bernd von Is-
sendorff55 and Lai-Sheng Wang.53 Both of these designs, in addition to adding a fourth
electrode, also increase the total length of the VMI lens along the photoelectron flight axis,
which can significantly improve focusing. VMI lens designs by Cavanagh et al.,129 Ogi et
al.,130 and another project here in the Neumark group131 have also achieved excellent focus-
ing by retaining the two acceleration regions of the Eppink-Parker lens, but extending its
length.

The improvement of VMI focusing power with increasing length can be rationalized quite
simply: the larger the lens, the more the interaction region looks like a point source and
the better its spatial spread can be corrected. The interaction region also looks more like a
point source when the apertures in the VMI electrodes are larger, which allows for smoother
curvature of the electric field and less distortion of electron trajectories. However, if the
plate apertures are too large compared to the spacing between electrodes, we no longer have
a clear transition in electric field strength from one acceleration to the next, and the plates
must be moved further apart. Hence, the best focusing can be achieved with both increased
stack length and electrode apertures. However, adding distance between electrodes allows
fringe fields from grounded neighboring parts of the machine to penetrate into the lens and
distort electron trajectories. This effect can be corrected either by adding guard rings to the
existing electrodes129 or by adding additional guarding plates to maintain a smooth voltage
gradient in each acceleration region.53,55,130,131

We chose to implement a design with two acceleration regions for simplicity and ease
of optimization; the extra degree of freedom afforded by a third acceleration region can be
difficult to optimize. The 7-plate lens configuration shown in Fig. 2.7b keeps the repeller
(plate 1), extractor (plate 4) and grounding (plate 7) electrodes of the Eppink-Parker design,
and adds four guarding electrodes (plates 2, 3, 5, and 6). The guarding plates are held at
voltages linearly interpolated between the repeller, extractor, and ground electrodes using
10 MΩ resistors wired in series.

The plate aperture sizes and voltages were optimized using electron trajectory simulations
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(a) 3-plate lens

(b) 7-plate lens

Figure 2.9: SIMION electron trajectory calculations for (a) the 3-plate Eppink-Parker VMI lens and (b) the new
7-plate VMI lens. The plates and mu metal walls are shown in black. Both lenses are shown with a repeller voltage of
VR = −350 V (plate 1) and optimized extractor voltages of VE = −255.0 V (plate 2) for the Eppink-Parker lens, and
VE = −243.3 V (plate 4) for the 7-plate lens. Electric field lines are shown in dark blue (−300, −200, and −100 V) and
light blue (20 V increments).
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in SIMION 8.0.132 We considered different plate spacings as well, but decided to keep the
15 mm spacing between the first two plates so the VMI assembly could be mounted the same
way as the previous Eppink-Parker lens with respect to the interaction region. Given this
constraint, it proved optimal for all plate spacings to be 15 mm. The parameters were tuned
to minimize the simulated spatial spread of photoelectrons with equivalent velocity vectors
on the detector.

Figs. 2.9a and b show SIMION simulations of our original 3-plate Eppink-Parker lens and
the new 7-plate lens. The focusing power of these lenses was compared by running photo-
electron trajectories beginning from a 1 mm radius spherical shell initial spatial distribution,
with a range of eKEs from 0.05–0.5 eV and velocity vectors spanning all angles. Under these
conditions, the Eppink-Parker lens had an optimized simulated ∆eKE of 3.6 %, while the
new lens demonstrated a ∆eKE of 0.7 %. In Figs. 2.9a and b we show the trajectory of elec-
trons starting in a 2 mm radius spherical shell to better illustrate the difference in focusing
capability of the two lenses. These electrons have eKE = 0.43 eV and initial velocity vectors
transverse to the flight axis.

It is worth noting some of the troubleshooting steps we went through en route to a
functional new VMI lens. The most important aspects of building and implementing the new
VMI stack proved to be dealing with stray electric and magnetic fields. All VMI plates were
machined from non-magnetizeable stainless steel 316. Four sets of Vespel spacers maintain
the gap between neighboring plates. All hardware used to mount the VMI stack (6-32 rods,
washers, and nuts) is made of non-magnetizeable brass.

During the first implementation of the new stack, we tried putting the four mounting
rods in contact with the repeller, in hopes that this might lead to less distortion of the
electron trajectories in the interaction and acceleration regions. Instead, it lead to significant
distortion of the VMI image as the electrons bent away from the rods in the field-free
region. We returned to grounding the mounting rods. We also found that coating the VMI
plates with colloidal graphite (e.g. Aerodag) was essential to remove patch potentials on the
surface of the plates, which caused blurring and distortion of the resulting image. Finally,
we had a lingering problem with slight non-circularity and astigmatism of the images. In
particular, when the extractor voltage was optimized, one axis of the image would go out
of focus while the perpendicular axis came into focus. These problems were symptoms of
inhomogeneous magnetic fields. We realized that the old stainless steel rereferencing tube
had become magnetized over years of use and accumulated magnetic field gradients on the
order of differences of ±200 milligauss over a few centimeters. The rereferencing tube was
subsequently replaced with an identical one made of non-magnetizeable aluminum.

2.1.5.2 VMI Resolution and Performance

Velocity-map imaging spectrometers yield images with roughly constant absolute velocity
space resolution ∆v. Upon conversion from velocity space to kinetic energy space using
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eKE = 1/2mv2 (2.9)

the absolute energy resolution ∆eKE correspondingly increases with increasing velocity:

∆eKE = mv∆v (2.10)

Equivalently, by dividing each side of Eqn. 2.10 by eKE, we can consider the relative energy
resolution:

∆eKE

eKE
= 2

∆v

v
(2.11)

Based on these relationships, it is clear that we achieve the best absolute energy resolu-
tion ∆eKE for threshold transitions that detach photoelectrons with very low eKE. This is
illustrated in Fig. 2.10 for photodetachment of F–. In order to construct a high-resolution
SEVI spectrum covering an entire band, we first obtain a low-resolution overview spectrum
at a single photon energy. We then obtain high-resolution photodetachment spectra over
relatively narrow eKE windows by measuring spectra at a series of photodetachment ener-
gies lying just above features of interest. These windows are combined to create a composite
high-resolution spectrum of the entire band.

Using detachment of atomic O– and F– to characterize the new lens, we obtain our
narrowest feature with a 1.2 cm−1 fwhm at eKE = 5 cm−1 and VR = −170 V. Farther
from threshold, VR = −340 V provides the best compromise between image magnification
on the detector and invulnerability to stray fields, and yields typical resolution of 6 cm−1

fwhm at eKE = 190 cm−1 and 20 cm−1 fwhm at eKE = 1350 cm−1, comparable to the

Figure 2.10: A SEVI photodetachment spectrum of F– demonstrating how energy-space
peak widths broaden with increasing eKE.
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performance reported by Wang and coworkers.53 Our resolution with the original Eppink-
Parker design with a comparable VR was 14 cm−1 fwhm at eKE = 180 cm−1 and 36 cm−1

fwhm at eKE = 1000 cm−1. With VR = −670 V, we can achieve ∆eKE/eKE ∼ 1.4 % for
faster electrons, compared to an optimal resolution of ∼3 % with the Eppink-Parker lens.

The ∆eKE/eKE that we achieve with the new lens is unfortunately still around twice
what was predicted for this design in our SIMION simulations. This discrepancy is likely due
to stray electric and magnetic fields lingering around the interaction region and flight tube,
and imperfect alignment of the VMI plates relative to one another and the detector screen.
Additionally, if our images are not perfectly round, the resolution can be hampered during
the image centering and quadrant-symmetrization steps during data workup (see Section
2.1.7 below).

Ultimately, we have improved the resolution of our spectrometer by at least a factor of 2
in the critical eKE = 100–500 cm−1 regime. For molecular systems very close to threshold, we
are never limited by our 1 cm−1 instrumental resolution, but rather by unresolved rotational
structure.

2.1.6 Data Acquisition and Event Counting

Following the 2011-2012 rebuild of the cryo-SEVI machine, the imaging camera, data
acquisition software, and data processing methods were overhauled to make the best use of
the improved spectral clarity afforded by cryo-cooled anions. An overview of the current data
acquisition setup is given here, with some additional focus on the details of the acquisition
software in use since 2012.

Every experimental cycle, we take an image of the electron spots on the phosphor screen
using a monochrome 1024×768 pixel IDS UI-2230SE-M CCD camera fitted with a Schneider
Optics Cinegon 21-1001951 lens. Images are typically taken with an exposure time of 100 µs.
The camera communicates with our central lab computer via USB 2.0, and was chosen for its
compatibility with the NuACQ software provided by Arthur Suits’ research group.133 The
IDS camera replaced a considerably more expensive camera (Dalsa Dalstar 1M30P). The
low video noise and wide dynamic range afforded by expensive cameras are not particularly
important for our application, as we are imaging very bright electron spots on a high-gain
detector and ignore the relative brightness of different electron spots. In fact, the NuACQ
software was adopted primarily to make use of event counting134 and centroiding,130,135 al-
lowing the detection and accumulation of individual electron counts rather than electron
spots of varying intensity and size.

Centroiding, which has its origins in astronomy136 and super-resolution microscopy,137

makes use of the fact that our electron spots are typically brightest in the center, with
roughly Gaussian intensity distributions. The central point of electron impact on the detector
can be extracted from this distribution with considerably better precision than the size of
the spot. The NuACQ event counting software analyzes each image acquired by the CCD
camera in real time, flags regions of interconnected lit pixels as individual electron spots and
calculates the centroid, or center of mass (COM), of each spot. A representative example of
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Figure 2.11: (a) Portion of CCD camera frame showing the typical shape and size of raw
electron spots and (b) the computed centroids of these spots.

raw electron spots and their calculated centroids are shown in Fig. 2.11. For a spot of n lit
pixels, the Cartesian COMs xCOM and yCOM are calculated as

xCOM =

n∑
i

xiIi

n∑
i

Ii

, yCOM =

n∑
i

yiIi

n∑
i

Ii

(2.12)

where xi, yi are the coordinates and Ii the intensity of the ith pixel. This intensity-weighted
COM calculation is considered one of the best super-resolution imaging algorithms and
should not introduce any artifacts into our images.130 The COM algorithm is computationally
cheap, allowing us to calculate up to hundreds of centroids per frame in real time at our 20 Hz
repetition rate. As they are calculated, the (xCOM, yCOM) coordinates of these centroids are
added to an accumulating 2D histogram of the position centers of all electron events and
saved as an ASCII image. We typically collect 105–106 electron events per accumulated
image over 104–105 experimental cycles, depending on the signal level and the extent to
which the electron image fills the detector screen.

Implementation of event counting and centroiding have proved incredibly helpful for im-
proving the ultimate resolution of our spectrometer and correcting for spatial inhomogeneity
in the MCP detector and CCD array.

The raw electron spots are a few hundred microns in diameter on the phosphor screen
or ∼10 pixels in diameter on the CCD array (Fig. 2.11a). If we construct a VMI image
by accumulating all lit pixels in each camera frame, we are essentially blurring the resulting
image with a 10 pixel Gaussian filter. The achievable image resolution will thus be limited by
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the raw electron spot size rather than the focusing capability of the VMI lens. Centroiding,
on the other hand, reduces each spot to a single pixel. The center of mass calculations
interpolate between pixels, so the grid into which the centroids are binned need not be the
same dimensions as the CCD array. The grid size is chosen to be fine enough not to limit the
spectrometer resolution. As a result, VMI experiments quite commonly harness centroiding
to achieve subpixel resolution. Several groups have demonstrated an imaging resolution
ultimately limited by the MCP pore size.130,131,136

Event counting and centroiding treat each electron spot as one event, no matter its size
or brightness, making the accumulated images much less sensitive to spatial nonuniformity
in the response of the detector. Our imaging MCPs are quite old at this point, and produce
electron spots significantly larger and brighter near the screen edges compared to the center,
which has seen the most use over time. In the raw accumulated image, this would lead to
under-representation of signal intensity in the center of the screen, but centroiding completely
eliminates this problem.

Centroiding can also correct for problems with the CCD array. CCDs have both hot
pixels, which are erroneously always lit, and fixed pattern noise (FPN), a consistent difference
in gain between pixels upon uniform illumination. In a non-centroided raw image, hot pixels
and FPN can lead to sharp artifacts in the resulting energy spectra that are easily confused
with real structure50 and difficult to work around.94 Before event counting and centroiding
were implemented, we used low-gain, high-threshold acquisition settings to make the electron
spots artificially smaller, which also served to amplify the CCD inhomogeneity, particularly
for systems with broad spectral structure and poor signal-to-noise.94 Hot pixels are easily
discounted using event counting, as we discard spots that are smaller than a few pixels in
area. FPN is also largely dealt with, as the COM calculations effectively average the response
of several neighboring pixels.

Event counting and centroiding do come with a few downsides. Centroiding necessitates
that we run with few enough detached electrons per shot that we don’t have overlapping
electron spots, which would lead to under-counted intensity at the crowded parts of the
image, as well as wrongly calculated COMs that could blur spectral features. This typically
limits us to work with less than 50 events per shot. When imaging a transition very close to
threshold, as we often are, we obtain a very small, bright ring of signal in the center of the
image and we must be particularly careful about signal levels under these conditions.

Centroiding also produces relatively sparse, grainy images compared to accumulation of
raw electron spots. The data is even more sparse when binning centroids into a fine grid
to achieve high resolution images. We therefore need to accumulate our images for longer
periods of time. When we first implemented centroiding, we would Gaussian blur our images
before reconstruction with a numerical inverse-Abel transform in order to combat graininess;
after switching to a maximum entropy reconstruction method (Section 2.1.7) smoothing no
longer proved necessary.

Since the Suits group provided us with the NuACQ source code to implement event
counting and centroiding, we have made several changes to the software functionality. Much
of our initial work upon first receiving the software was to fix problems with identifying
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Figure 2.12: Schematic of the two-pass connected component labeling algorithm. (a)
Representative raw spot that we would like to identify as a single connected region. (b)
The first pass flags three initial regions, marked in red (1), blue (2), and green (3); all other
pixels in the spot are then assigned to one of these regions according to the connectivity
priorities shown in panel (c) (see text for details). Regions 1 and 3 are marked as equivalent
while evaluating the pixel marked with a *; regions 2 and 1 are marked as equivalent while
evaluating the pixel marked with a †.

electron spot connectivity; a few bugs and minor oversights had made the implemented
algorithm prone to double counting certain oddly shaped spots.

The NuACQ code identifies individual electron events using a connected component
labeling algorithm borrowed from the field of computer vision.138 There are two simple
classes of algorithms that can be used to identify connected regions of pixels. In the one-
pass method, the image is rastered and once a lit pixel is identified, all other connected
lit pixels are recursively identified. In the two-pass method, the image is rastered twice,
first to assign temporary region labels to lit pixels and to keep track of which temporary
regions are in fact connected, and secondly to relabel the final connected regions. While
the recursive one-pass algorithm is perhaps more elegant, the NuACQ code implements the
two-pass algorithm. We consider the 8-connectivity of the pixels: pixels can be considered
connected to their four up/down/left/right neighbors as well as their four diagonal neighbors

Fig. 2.12 shows an example of how the two-pass algorithm determines pixel connectivity.
We demonstrate here how a single spot (Fig. 2.12a) is evaluated, but this treatment is easily
extended to an image with many spots, and thus many separate connected regions. Each
camera frame is rastered pixel-by-pixel, and left-right/up-down (Fig. 2.12b). If our current
pixel x is above some threshold intensity, we look at its four neighbors labeled a-d in Fig.
2.12c. If none of these neighbors has been previously assigned a region, we give pixel x a
new region label. If pixel x has one or more labeled neighbors, it is given the region label
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of one of its neighbors, with neighbor a taking first priority, then neighbor b, then c, then
d. If pixel x touches two or more neighbors in different regions, we make a note that these
different regions should be considered equivalent; this occurs twice in Fig. 2.12b, at the pixels
marked with a * and a †. On the second pass through the image, we know that regions 1-3
are in fact all equivalent, and the spot is relabeled as a single region. The centroid is then
easily calculated. At this stage we also throw out regions that are too small (< 3 pixels in
area) to discriminate against hot pixels, or too large (> 120 pixels in area) to discriminate
against overlapping electron spots.

Since 2012, we have also added capabilities to NuACQ in order to:

• accommodate multiple computer monitors.

• save a snapshot of a single frame of raw electron events and their centroids on command.

• display a readout of the average number of events per frame that updates once per
second (every 20 frames).

• display a readout of the running total of accumulated electron events.

• save centroided data binned into both the default 1024× 1024 pixel grid and a second
grid of a size set by the user.

2.1.7 Image Reconstruction

A velocity-map image represents a two-dimensional projection of a three-dimensional
electron velocity distribution. In order to arrive at our desired goal of a spectrum in electron
kinetic energy space, we first need to reconstruct the original velocity distribution from the
measured projection.

Such a reconstruction is mathematically made possible by the cylindrical symmetry of
the 3D photoelectron Newton spheres, which is imparted upon the isotropic ion packet
by photodetachment with a linearly polarized photon. The cylindrical symmetry axis is
defined by the laser polarization axis, z. An illustration of the 3D photoelectron Newton
sphere is shown in Fig. 2.13a. The cylindrical symmetry means that this 3D distribution
can be parametrized with just two coordinates, z and r =

√
x2 + y2. In other words, a

slice through the 3D distribution in the x-z plane (Fig. 2.13b), contains all the information
we need: it need only be rotated about the z axis to recover the initial distribution. Let
us call this distribution the velocity map, F (z, r). F (z, r) is what we would like to obtain
in our experiment. A(z, x), the 2D projection of F (z, r) (Fig. 2.13c), is the image that
we measure at the detector screen and is also a function of just two coordinates, z and x.
Conveniently, A(z, x) has an exact, one-to-one mapping to the velocity map F (z, r) via the
Abel transform:139,140

A(z, x) = 2

∫ ∞
x

F (z, r)
r√

r2 − x2
dr (2.13)
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Figure 2.13: Illustration of (a) an initial 3D Newton sphere, (b) a slice of the 3D distribution
taken in the x-z plane, which we would like to reconstruct, and (c) the 2D projection of the
3D distribution in the x-z plane, which we might measure on the detector screen.

Meanwhile, F (z, r) can be reconstructed from a measured A(z, x) projection using the
inverse-Abel transform:139,140

F (z, r) = − 1

π

∫ ∞
r

∂A(z, x)

∂x

dx√
x2 − r2

(2.14)

Unfortunately, real experimental VMI images cannot simply be inverted with Eqn. 2.14
as the differentiation of A(z, x) greatly amplifies experimental noise. Attempts to circumvent
this problem include Hansen and Law’s recursive implementation of the inverse-Abel trans-
form which is less sensitive to noise,139 and the BASEX141 and pBASEX142 methods, which
fit the experimental data to linear combinations of well-behaved basis functions before in-
version. In ion imaging experiments, slicing techniques have been developed to only image a
central x-z slice of the Newton sphere, so image reconstruction is no longer necessary.128,143,144

Until 2013, we used the Hansen-Law numerical inverse-Abel transform and occasionally
the BASEX method for image reconstruction. More recently, maximum entropy reconstruc-
tion methods have come to the foreground140,144 and have proved to be the best option for our
purposes.50 We now exclusively use the Maximum Entropy Velocity Legendre Reconstruction
(MEVELER) method reported by Bernhard Dick in 2014.140

Maximum entropy reconstruction methods circumvent direct inversion of the experimen-
tal data. MEVELER iteratively finds the best velocity map F (z, r) that when projected
onto the x-z plane gives an image A(z, x) that is most likely to account for the experimental
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measurement D(z, x). The determination of what constitutes this “most likely” velocity map
is governed by Bayesian statistics, and the assumption that the experimental data follows
a Poissonian distribution of event counts at each pixel. This correctly accounts for the fact
that the measured D(z, x) image is a grainy sampling of the projection of the true distri-
bution. MEVELER assumes that F (z, r) is rotationally symmetric about the z axis, and
also that the angular dependence of the velocity distribution can be expanded in a basis
of Legendre polynomials, as should be true for our photoelectron angular distribution as
discussed in Chap. 1. The built-in use of Legendre polynomials makes it very convenient to
extract anisotropy parameters from MEVELER output.

Thorough comparisons of various inversion methods and their suitability for use with
SEVI have been made previously.50,115 Here we briefly compare MEVELER to the Hansen-
Law, BASEX, and pBASEX inverse-Abel reconstruction methods for analysis of real cryo-
SEVI data. Reconstruction of a representative cryo-SEVI image of CH2CN– and the resulting
energy-space photodetachment spectrum processed with these methods are presented in Figs.
2.14 and 2.15. The pBASEX reconstructed image is not shown in Fig. 2.14, but looks very
similar to the BASEX image.

For all methods, the centroided experimental image is centered and quadrant-symmetrized
before reconstruction. For the BASEX and pBASEX methods, the image is Gaussian blurred
with a 2 pixel standard deviation before reconstruction, so the widths of experimental fea-
tures are more comparable to those of the BASEX and pBASEX basis functions. For the
Hansen-Law inverse-Abel reconstruction, each data point in the raw image is averaged with
its nearest neighbors to reduce noise in the numerical transformation. This smoothing of
experimental data for the inverse-Abel, BASEX and pBASEX methods essentially sacrifices
resolution in favor of cleaner baselines and reduced noise. The spectrum processed with
MEVELER is smoothed only in Fig. 2.15 after reconstruction and angular integration; each
data point in a resulting trace is averaged with its nearest neighbors. For images with good
signal, even this post-reconstruction smoothing often does not prove necessary. MEVELER
also has an option to use “hidden layers” which add correlation between neighboring pix-
els, resulting in a smoother reconstruction albeit with slightly sacrificed resolution.50 We
typically use one hidden layer.

MEVELER clearly reduces the baseline and noise of our spectra compared to the Hansen-
Law inverse-Abel method. This improved baseline is particularly important for resolving
weak features that lie between much stronger features. The spectra processed with BASEX
and pBASEX are less noisy than inverse-Abel spectrum, but both introduce oscillations
in the baseline that are easily mistaken for real features, and do not accurately reproduce
narrow structure (see inset of Fig. 2.15). Baseline oscillations are much worse for BASEX
and pBASEX if the raw images are not Gaussian blurred before reconstruction. It is also
clear from Fig. 2.14 that the images obtained from the Hansen-Law and BASEX algorithms
demonstrate inversion artifacts along the vertical cylindrical axis of symmetry.

Similar conclusions about the superior performance of the MEVELER algorithm were
reached using simulated SEVI images, where the reconstructions can be compared directly
to the initial distribution.50 With simulated data, MEVELER outperforms the other re-
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(a)
raw image

(b)
Hansen and Law
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(d)
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Figure 2.14: Comparison of different reconstruction algorithms for one CH2CN– cryo-SEVI
image. (a) The centroided cryo-SEVI image and its reconstructed distributions using (b)
the Hansen-Law inverse-Abel transform, (c) the BASEX method, and (d) the MEVELER
method.
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Figure 2.15: Comparison of different reconstruction algorithms on the final cryo-SEVI
photodetachment spectrum of CH2CN–. The MEVELER method (black trace) is compared
to the Hansen-Law inverse-Abel (blue), BASEX (red), and pBASEX (green) methods. Traces
are offset vertically for clarity.
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construction methods in a variety of scenarios, accurately reproducing peak widths and
anisotropies, capturing sharp features superimposed on broad features, and introducing the
fewest artifacts. In this thesis, the Hansen and Law inverse-Abel transform was used for the
study of C5

– (Chap. 3), while all subsequent studies make use of the MEVELER algorithm.

2.1.8 Energy Calibration

Whenever the path of the laser beam through the machine changes, the position and size
of the interaction region may also be affected, and we must reoptimize the VMI focusing
conditions and recalibrate the energy scale for our VMI images. Calibration and VMI opti-
mization are carried out using SEVI spectra of well-known atomic anion photodetachment
transitions. Atomic systems are convenient for this purpose because the energetic positions
of their transitions are known to high precision. Additionally, atomic lines are not broadened
by rotational or vibrational structure, and thus provide us with a good measure of our in-
strumental energy resolution. The atomic systems used to calibrate SEVI images in various
spectral ranges are shown in Table 2.5.

Before calibrating, the VMI focus is optimized by tuning the voltage applied to the
extractor electrode relative to that of the repeller via a potentiometer. VMI images are
acquired at stepped potentiometer settings until a setting is identified that yields the sharpest
rings (in pixels). It is important that these focusing conditions be set before carrying out
an energy calibration, as different extractor voltages will slightly change the diameter of the
rings in the VMI image. This is also best done at eKEs similar to what would be used
experimentally for each repeller voltage. So, for a repeller voltage of −350 V that we use
flexibly for high-resolution and mid-level resolution images, the focus should be optimized
∼20–500 cm−1 above the atomic calibration transition threshold. For a repeller voltage of
−657 V, which we use for overview images, the focus should be optimized ∼500–2000 cm−1

above threshold.
We then take images of the same atomic transitions at several different photon energies,

and extract the radial displacement, R, of each transition from each image. The photon
energy and the eBE of each transition are known, so we can calculate eKE = hν − eBE for
each transition. We then perform a least-squares fit to relate the measured values of R to
eKE, and obtain our calibration parameters.

With the original 3-plate Eppink-Parker VMI lens, the distance of an electron spot from
the center of the image is linearly proportional to the electron velocity, and the calibration
was derived from fitting eKE = a · R2. With the modified VMI lens, the added length and
lensing properties slightly distort the electron velocities, so an additional polynomial term
is needed; we now calibrate by fitting eKE = a ·R2 + b ·R4.

The energy calibration of the system when using mid-IR or 1064 nm photodetachment
light (see Section 2.1.9.2 below) warrants additional mention. We had difficulty finding a
well-characterized atomic anion with an electron affinity in the range 0.3–0.9 eV that was
easily generated in our source. Instead, we have found the simplest way to proceed under
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Table 2.5: Atomic calibrant species, the precursors used to make them with the filament
ionizer, and the atomic levels and photodetachment transitions used to calibrate the SEVI
spectrometer. Also noted are the operating laser regions for which each calibrant is useful;
more information about laser configurations can be found in Section 2.1.9.

O– S– F– Cl–

Precursor N2O CS2 NF3 CH2Cl2

Laser region 532-pumping 355-pumping doubling, BBO1 doubling, BBO2

EA (cm−1) 11784.676(7)a 16752.974(5)a 27432.446(19)b 29138.59(22)c

Anion levels
(cm−1)

2P3/2: 0.00 2P3/2: 0.0000 1S: 0.00 1S: 0.0000
2P1/2: 177.13(5)d 2P1/2: 483.5352(34)e

Neutral levels
(cm−1)

3P2: 0.000 3P2: 0.000 2P3/2: 0.00 2P3/2: 0.0000
3P1: 158.265f 3P1: 396.055g 2P1/2: 404.10h 2P1/2: 882.3515i
3P0: 226.977f 3P0: 573.640g

aRef. [145]. bRef. [146]. cRef. [147]. dRef. [148]. eRef. [149]. fRef. [150]. gRef. [151]. hRef. [152]. iRef.
[153].

these conditions is to align red dye laser light along a beam path through the machine
identical to the IR light, and then acquire SEVI images of O– to calibrate.

2.1.9 Photodetachment Laser Configuration

A key requirement of the SEVI technique is a tunable, narrow-bandwidth photodetach-
ment laser source spanning the near-IR, visible, and near-UV wavelengths. We achieve this
using the output of an Nd:YAG pumped dye laser and subsequent nonlinear frequency dou-
bling and mixing processes. A summary of the configurations and operating ranges of our
laser setup is shown in Fig. 2.16. We can produce tunable light from 0.3 eV to nearly 5 eV,
though there is a gap in our tuning range from ∼0.9–1.3 eV.

Our photodetachment laser setup is based on a Continuum Powerlite 9020 Nd:YAG laser
dating from 1995, which pumps a Radiant Dyes Narrowscan dye laser. The Radiant dye
laser was installed in 2012 to replace an older Continuum model.

The Powerlite 9020 is operated at 20 Hz and produces pulses 10–20 ns in duration. Our
model is also set up for injection seeding with a built-in diode laser, which narrows the
Nd:YAG bandwidth from a few wavenumbers to a few thousandths of a wavenumber. The
seeding capability has proved useful for IR difference frequency generation, as discussed in
Section 2.1.9.2. We control the laser power output by tuning the Q-switch trigger timing,
while the timing of the laser with respect to the rest of the cryo-SEVI apparatus is controlled
via the flashlamp trigger timing. We use either the second (532 nm) or third (355 nm)
Nd:YAG harmonic to pump the dye laser. When the Nd:YAG is in reasonable working
order, we can expect power outputs of ∼6 W of 532 nm light, and ∼3 W of 355 nm light.

The dye laser produces fundamental light from 955–420 nm using various commercial
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dyes. The fundamental light can be frequency doubled to access the near-UV region (Sec-
tion 2.1.9.1) or mixed with the 1064 nm Nd:YAG fundamental to access the near-IR in an
IR difference frequency generation process (Section 2.1.9.2). The dyes we commonly use
and their operating ranges are listed in Table 2.6. We mix dyes in methanol, using the
concentrations listed in Table 2.6 for the oscillator dye cell, and diluted by 3–4 times for the
amplifier dye cell. Many dyes with neighboring wavelength regions can be mixed together
to access regions between gain curves.

Care must be taken not to stray too close to the edge of the dye gain curve, where
amplified spontaneous emission (ASE) can be significant, leading to unnecessary spectral
congestion in the VMI images. ASE is less of a problem when the dye light is used for
frequency conversion in a nonlinear crystal (Sections 2.1.9.1 and 2.1.9.2). In these cases, the
crystal angle is tuned for the phase matching condition of the fundamental dye light, and
the ASE is not frequency converted.

The efficiency of the dye laser power relative to the Nd:YAG pump power is 10–20 %,
depending on the dye. We use a Bethune amplifier cell geometry,154 slightly sacrificing
efficiency in favor of a homogenenous spatial beam profile, which is important for effective
nonlinear frequency conversion of the dye laser light. Photodetachment typically requires 20–
100 mW of light (1–5 mJ/pulse at 20 Hz), depending on the ion signal and photodetachment
cross section.

The fundamental dye laser light is produced with a vertical linear polarization. The
frequency doubling and IR difference frequency generation schemes produce horizontal and
vertically polarized light, respectively. The light is aligned through the cryo-SEVI detector

5 0 0 0 1 0 0 0 0 1 5 0 0 0 2 0 0 0 0 2 5 0 0 0 3 0 0 0 0 3 5 0 0 0 4 0 0 0 0
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Figure 2.16: Operating regions accessible with different laser table configurations.
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Table 2.6: Laser dyes used in the Radiant NarrowScan dye laser, the concentrations for
dilution in methanol used in the oscillator dye cell, and typical operating wavelength regions.
The operating ranges of each dye can be somewhat dependent on the dye laser alignment
and the oscillator grating setting used.

532 nm pumping

Dye Conc. (g/L) Fundamental (nm) Doubled (nm) DFG (µm)

LDS 925 (Styryl 13) 1.00 928–955 464–478
LDS 925/867 mix 875–930 438–465
LDS 867 0.15 856–872 428–436
LDS 867/821 mix 841–870 420–435
LDS 821 (Styryl 9) 0.14 803–826 401–413 3.27–3.69
LDS 798 (Styryl 11) 0.15 785–808 392–404 2.99–3.36
LDS 765 0.15 749–776 374–388 2.53–2.87
LDS 751 (Styryl 8) 0.15 735–759 367–380 2.37–2.65
LDS 722 (Pyridine 2) 0.26 705–740 352–370 2.09–2.43
LDS 698 (Pyridine 1) 0.30 675–710 337–355 1.85–2.13
LDS 698/DCM mix 655–680 327–340 1.70–1.88
DCM 0.35 620–655 310–328 1.49–1.70
R 640 (Rhodamine 101) 0.14 611–618 305–309 1.44–1.47
R 640/610 mix 605–612 302–306 1.40–1.44
R 610 (Rhodamine B) 0.20 587–602 293–301 1.31–1.39
R 610/590 mix 570–590 285–295
R 590 (Rhodamine 6G) 0.14 561–575 280–288

355 nm pumping

Dye Conc. (g/L) Fundamental (nm) Doubled (nm)

C 540a (Coumarin 153) 2.50 536–555 268–278
C 503 (Coumarin 307) 0.40 490–523 245–262
C 480 (Coumarin 102) 0.40 480–490
C 460 (Coumarin 47) 0.25 448–476
C 440 (Coumarin 120) 0.20 432–449
S 420 (Stilbene 3) 0.20 420–425
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chamber via windows mounted at Brewster’s angle and a series of light baffles and apertures
on either side of the interaction region. The light is directed through the machine using three
prisms for the vertically polarized light, and two prisms for the horizontally polarized light.
These prism configurations ensure that the light polarization axis is vertical at the interaction
region: it is important that the laser polarization axis lie in the plane of the imaging detector,
so cylindrical symmetry is preserved during photodetachment and the photoelectron images
can be reconstructed. The light is focused into the interaction region using a cylindrical
lens with a 50 cm focal length, so that the laser beam profile is a narrow vertical line at
the interaction region. The interaction region should be as narrow as possible along the ion
TOF axis, as the VMI lens is less adept at correcting for spread in the initial position of
photoelectrons born along this axis compared to spread in the plane of the detector.

We use a Coherent Wavemaster to measure the dye laser wavelength to within a few
thousandths of a nanometer, while an Ocean Optics USB4000 spectrometer is used to char-
acterize the gain curve and ASE of a given dye.

2.1.9.1 Frequency Doubling

The dye laser output can be frequency doubled for all 532 nm-pumped dyes and for the
redder 355 nm-pumped dyes. Doubling is carried out in one of two BBO crystals provided by
Radiant Dyes and cut at different angles for different wavelength regions. The BBO1 crystal
is used for frequency-doubled wavelengths longer than 300 nm while the BBO2 crystal can
be used to produce wavelengths between 220–320 nm (Fig. 2.16).

Each crystal can be placed in a rotation mount built into the dye laser housing, which
rotates the crystal around an axis normal to the laser table. A BBO compensating crystal
is mounted after the frequency doubling crystal and is rotated in the opposite direction so
the downstream beam path is unchanged for different wavelength-dependent phase matching
conditions. An Inrad UV harmonic separator box mounted after the BBO crystals is used
to separate the doubled light from the fundamental.

While the BBO2 crystal can produce light as high in energy as 220 nm, the UV becomes
increasingly difficult to work with at shorter wavelengths. We’ve found it untenable to
take spectra with wavelengths shorter than ∼255 nm. Photons with energies above ∼4 eV
(300 nm) begin to surpass the workfunctions of steel and aluminum. Scattered UV light can
therefore detach electrons from the VMI plates, vacuum chamber walls, and other metal
components, creating a laser noise background in our VMI images that gets progressively
worse at shorter wavelengths. To combat this background, we have used lens assemblies
to telescope the beam spot to one-half or one-third of its original size to reduce scattering.
Another helpful approach is to focus the beam through a 100 µm pinhole. The pinhole
acts as a spatial filter to block the divergent higher-order modes of the beam, and leads to
considerably less laser noise in our images.
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2.1.9.2 Infrared Difference Frequency Generation

In 2016, we greatly extended the wavelength range of the photodetachment laser system
with the addition of IR difference frequency generation (IR-DFG). This setup covers the
mid-IR (1.3–4 µm, 0.3–0.9 eV), and is similar in design to a setup described by Lineberger
and coworkers.60 This development was motivated by the desire to acquire high-resolution
photodetachment spectra of the ground state of vinylidene, H2CC, which has an electron
affinity around 0.5 eV.9 These results will be described in a forthcoming publication155 and
in the thesis of Jessalyn DeVine.

The IR-DFG setup is shown schematically in Fig. 2.17. The dye laser is pumped by
the 532 nm second harmonic of the Nd:YAG and produces 590–840 nm red light. Residual
1064 nm Nd:YAG fundamental light is mixed with the red light in a nonlinear LiNbO3 DFG
crystal, producing mid-IR light with a frequency corresponding to the difference between
the 1064 nm and red light frequencies. The mid-IR wavelength is tuned via the dye laser
wavelength.

Two LiNbO3 DFG crystals were purchased from Sirah Lasertechnik, both 16 × 11 × 30
mm3 in size. The DFM-2400-T crystal, cut at 56°, can produce 1.3–2.5 µm IR light using 590–
750 nm dye light; the DFM-3800-T crystal, cut at 48°, can produce longer IR wavelengths
from 1.8–4 µm using 670–840 nm dye light. The DFG crystal of choice is placed in a motorized
rotating mount with its optical axis in the 16×30 mm2 lying parallel to the laser table. Sirah
Lasertechnik also provided a 3 mm long LiNbO3 compensating crystal to be rotated in the
opposite direction as the DFG crystal. DFG output at a given wavelength is optimized by
slowly rotating the LiNbO3 DFG crystal angle while monitoring the IR light output on a
sensitive, fast-responding pyroelectric detector (Thorlabs ES111C).

As the crystals are designed for a type-I nonlinear process, the bluest light involved in
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Figure 2.17: IR-DFG laser table configuration.
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the mixing process (the 590–840 nm dye laser light), must be polarized extraordinary to the
crystal’s optical axis, while the two redder colors of light (the 1064 nm Nd:YAG fundamental
and the 1.3–4 µm DFG light) must be polarized ordinary to the crystal optical axis. Since the
crystal is mounted with its optical axis parallel to the laser table, the dye laser light must be
be horizontally polarized and the 1064 nm light and resulting DFG light vertically polarized.
Since the dye laser light is by default vertically polarized, we use a 400–800 nm achromatic
half wave plate (Thorlabs AQWP05M-600) to rotate the dye laser light polarization by 90°
before entering the DFG crystal.

The 1064 nm beam path is more complicated. The 1064 nm light leaves the Nd:YAG
laser with a poorly defined elliptical polarization. In order to ultimately have a vertically
polarized 1064 nm beam with tunable power distinct from the 532 nm power used to pump
the dye laser, we use a combination of two thin film polarizers and a half wave plate, as shown
in Fig. 2.17. We use CVI thin film polarizers coated for 1064 nm (TFP-1064-PW), which
operate at 56° and are rated for high power. The first thin film polarizer transmits only the
horizontal component of the elliptical 1064 nm light, and reflects the vertical component into
a beam dump. The half wave plate in combination with the second thin film polarizer acts
as a tunable beam splitter, transmitting the horizontal component to a second beam dump,
and reflecting the vertical component for use in DFG.

The 1064 nm beam then hits two high-reflecting 1064 nm mirrors (CVI Y1-1025-45),
which direct it through the dye laser enclosure. These mirrors are tuned to align the 1064 nm
beam perfectly collinearly with the dye laser beam at the crystal position as well as ∼2 m
further down the laser table. The dye laser light passes through the back of this last 1064 nm
mirror (Fig. 2.17). Good spatial overlap between the two beams is critical for efficient
production of DFG light. The dye laser spot is ∼4 mm in diameter coming out of the dye
laser Bethune cell amplifier, while the 1064 nm Nd:YAG spot is ∼11 mm in diameter. The
amount of DFG light produced is limited by the dye laser power and there is ample leftover
1064 nm power, so we found no reason to telescope the Nd:YAG spot down to match the dye
laser spot. An iris before the last two 1064 nm mirrors is used to clean up the edges of the
Nd:YAG beam and make it easier to align without clipping.

Good time overlap between the 1064 nm and dye laser beams is also critical for optimizing
the DFG signal. We tweaked the beam path of the 1064 nm light until both beams arrived
within 1 ns of one another. As we are working with pulses 15 ns long, achieving time overlap
is not a very difficult task. We didn’t bother to set up a delay stage, as the beam path need
not be altered once the proper time overlap is found.

All optics downstream of the DFG crystal are made of CaF2 or MgF2 to minimize ab-
sorption of mid-IR light. CaF2 mirrors coated for 1064 nm and 600–900 nm (custom ordered
from Eksma Optics) dump the initial wavelengths and transmit the DFG light. Several
downstream optics formerly made of fused silica also had to be replaced: the DFG light is
aligned through the SEVI machine using CaF2 prisms, and is focused into the interaction
region using a cylindrical CaF2 lens. The vacuum chamber windows are MgF2.

Because there can be slight leakage through the 1064 nm and 600–900 nm CaF2 mirrors,
we also use a long-pass filter to ensure only DFG light enters the machine. A filter with a
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cut-on wavelength of 1100 nm (Thorlabs FEL1100) is used for DFG light down to ∼2.5 µm,
and a Spectrogon cut-on 1900 nm filter on a germanium substrate can be used for DFG light
down to 4 µm.

We are able to achieve 50 mW (2.5 mJ/pulse) of 1.55 µm DFG light from mixing 500 mW
(25 mJ/pulse) of 630 nm dye laser light (DCM dye) and a comparable power of 1064 nm light.
While the efficiency of laser dyes decreases at longer wavlengths, we can still make 20 mW
of 2–2.5 µm DFG light from 700–750 nm dye laser light (LDS 722 or LDS 751 dye). Injection
seeding the Nd:YAG laser slightly improves the DFG power output compared to unseeded
operation and also yields substantially narrower bandwidth light, which can be important
for high-resolution SEVI images taken close to threshold.

2.2 Cryogenic Vibrational Action Spectroscopy

IR photodissociation (IRPD) and multiple photon dissociation (IRMPD) experiments
were carried out with an ion trap tandem mass spectrometer156,157 located at the Fritz
Haber Institute (FHI) in Berlin, Germany, using tunable, intense IR radiation from the FHI
free electron laser (FEL).92

A schematic of the FHI instrument is shown in Fig. 2.18.

2.2.1 Apparatus

The main elements of the FHI ion trap-tandem mass spectrometer apparatus are not
so dissimilar from those of the cryo-SEVI apparatus. Here we detail the anion source, ion
guides and quadrupole mass filter, cryogenic ion trap, and time-of-flight mass spectrometer.

For the IRPD and IRMPD studies of (TiO2)n
– and (TiO2)n

–(D2O)m reported in this
thesis (Chaps. 9 and 10), metal oxide clusters and their reactive adducts are prepared in a
pulsed laser vaporization source.158 A frequency-doubled Nd:YAG laser operated at 50 Hz is
focused onto a rotating rod target, with a 15–20 mJ pulse energy. The resulting plasma is
entrained in a pulse of trace O2 in 70 psi He from a General Valve. Metal oxide clusters are
formed during expansion through a clustering channel downstream of the rod which is held
at 270 K by a compressed helium refrigerator. The reactive adduct clusters are prepared
in a modified dual gas-channel source (Fig. 2.19),123 based on the fast flow cluster reactor
pioneered by Smalley and coworkers.121 After a short time delay from the firing of the main
valve, a second General Valve pulses 30 psi of He containing the desired reactive substrate
(e.g. D2O from a bubbler or trace CO2) into the clustering channel to form the desired
reactive adducts.

After the source, the ion beam passes through a skimmer and into a linear RF decapole
ion guide, filled with He to aid in collimation of the beam and collisional thermalization to
room temperature. The ions then enter a linear quadrupole mass filter, which transmits only
ions of the desired mass. The quadrupole can also be scanned to acquire a mass spectrum
of the clusters produced by the source. Such mass spectra are recorded using a channeltron
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detector mounted on-axis with the ion trap after the TOFMS electrodes; the trapping and
TOFMS ion optics are not in use during accumulation of these mass spectra.

After the quadrupole mass filter, the beam is deflected by 90° with an electrostatic
quadrupole ion deflector, and focused into a 24-pole RF ring electrode ion trap.156 The trap is
filled continuously with a buffer gas consisting of either pure D2 or a mixture of D2 in He, and
is held at cryogenic temperatures in the range of 14–25 K. Ions are accumulated in the trap
over 10 laser vaporization source cycles, where they are thermalized and messenger-tagged46

through collisions with the buffer gas. For each cluster of interest, the trap temperature and
the composition of the buffer gas are optimized for tagging around 10% of clusters with a
single D2 molecule.

Optimally, a less polarizeable (and therefore less perturbing) tag, like a rare gas atom,
would be used instead of a “sticky” molecular tag like D2. However, particularly for anions,
it is simply too difficult to get effective tagging with rare gas atoms. D2 and H2 have been
used successfully for various spectroscopic studies without significant distortion of the vi-
brational frequencies or native isomer populations,96,157 though agreement with simulation
is occasionally improved if the tag is included in the calculations.123 D2 is used in the exper-
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Figure 2.18: Schematic of the FHI ion trap-tandem mass spectrometer apparatus used for
IRPD and IRMPD experiments.
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Figure 2.19: The dual-valve ablation source used to produce metal oxide clusters and their
reactive adducts for IRPD and IRMPD experiments.

iments discussed here rather here than H2 because it leads to better separation of the bare
and tagged clusters in the mass spectrum.

Ions are extracted from the trap at 5 Hz and are spatially and temporally focused into
the extraction region of an orthogonal time-of-flight mass spectrometer, where they are
irradiated by a counter-propagating IR macropulse from the FHI FEL. All resulting tagged,
bare, and fragmented clusters are then accelerated towards an MCP detector, and their TOF
intensities are monitored as the FEL wavelength is scanned.

2.2.2 Free Electron Laser

Construction of the Fritz Haber Institute free electron laser began in 2011 and the system
was available for users beginning in 2013.92 The design of the FHI facility was based in large
part on the FELX free electron laser facility in the Netherlands, where the Asmis group
previously carried out vibrational action spectroscopy experiments.93,94,157

Free electron lasers make use of the coherent light emitted from an oscillating beam of
electrons; the wavelength of the emitted light can be tuned by changing the speed of the
electron beam and the period and amplitude of their oscillation.159 The beam of electrons
is produced with an electron gun and accelerated to relativistic speeds. This beam is then
sent into an undulator made of alternating permanent magnets, which cause the electrons
to “wiggle,” releasing radiation with each oscillation, much like a radio antenna. The light
emission occurs inside an optical cavity, allowing build-up of an intense pulse of light as
electron beams are repeatedly sent through the undulator. The resulting FEL light output
has an interesting structure, consisting of a macro-pulse of 5–10 µs in duration, made up of
thousands of 1 ps long micropulses spaced in time by 1 ns.92
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The FHI FEL produces 210–3300 cm−1 radiation with a relative spectral bandwidth bet-
ter than ∼ 0.5% fwhm.92 In the experiments discussed here, we use two operating regions
of the FEL: the 440–1200 cm−1 range produced with a 26 MeV electron beam and the 2600–
3000 cm−1 range produced with a 43.5 MeV electron beam. In the lower energy region, the
FHI-FEL has a spectral bandwidth ranging from ∼2 cm−1 fwhm at 450 cm−1 to ∼7 cm−1

fwhm at 1200 cm−1. In the higher energy region, the bandwidth is 20–30 cm−1. Typical
macropulse energies are 30–40 mJ in both regions. The FEL power output has significant
wavelength dependence within a given operating region, which must be taken into account
when calculating IRPD and IRMPD cross sections.

2.2.3 Data Acquisition and Workup

For each IRPD spectrum, the photon energy is stepped in 3 cm−1 increments, though
in some cases, a 5 cm−1 step is used in the higher energy region where the FEL bandwidth
is larger. For each step, 50–100 TOF traces are acquired and averaged, depending on the
signal-to-noise level for a given system. Attenuated laser pulses using 2–50 % of the full
FEL power are employed as necessary to ensure operation within a linear absorption regime
and to avoid saturating the spectrum through complete depletion of the D2-tagged clusters.
Different levels of attenuation may be required to observe all features linearly in the spectrum
of a given species; spectral windows taken with different laser pulse energies are stitched
together after processing.

IRMPD processes are also observed for some clusters when irradiated with the full FEL
power (Chap. 10). These dissociation channels require multiple photons and are thus neg-
ligible with the attenuated laser pulses used to acquire the D2-tagged IRPD spectra. The
spectral structure is considerably broader with IRMPD than IRPD, but also has better
signal-to-noise. As a result, the full power spectra are taken with the photon energy stepped
in 7 cm−1 increments, and only averaging 15 TOF traces per point.

IRPD and IRMPD spectra are processed using the Asmis group Saphir Plot v.3.5
software. The raw data can be plotted as 2D plots of TOF delay versus wavelength, as
shown in Fig. 2.20a for the D2-tagged IRPD spectrum of (TiO2)3

–. Tagged, bare, and
fragmented clusters of different masses are identified by their TOF delays, and line-outs of
the 2D plot are taken, integrating over each relevant TOF peak, in order to track the relative
intensities of these species as the wavelength is scanned. As shown in Fig. 2.20b, at the IR
wavelengths at which (TiO2)3

– absorbs, the tagged (TiO2)3
–D2 species is depleted and the

bare (TiO2)3
– cluster is reformed. The wavelength scale is calibrated every few hours during

beamtime.
The raw wavelength-dependent TOF intensities are then converted into photodissociation

cross sections. The IRPD cross section (σIRPD) is calculated from the TOF spectra by
normalizing the relative abundance of the tagged parent (IP (ν)) and bare fragment ions
(IF (ν)) to the total ion signal and the laser fluence (F (ν)) at each photon energy:
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σIRPD = − ln

[
IP (ν)

IP (ν) + IF (ν)

]
/F (ν) (2.15)

To normalize the IRMPD cross section, the laser power P (ν) is used instead of the laser
fluence, where P (ν) ∝ F (ν)·ν. This accounts for the fact that IRMPD dissociation processes
require the absorption of multiple photons, and at redder photon energies, a larger number of
photons is required to reach the dissociation limit. Scaling by laser power serves to enhance
the calculated IRMPD cross section of features at the red end of the IR spectrum.
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Part II

Interstellar Species

The contemplation of celestial
things will make a man both
speak and think more sublimely
and magnificently when he
descends to human affairs.

Marcus Tullius Cicero,
c. 30 BCE
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Chapter 3

Vibrational fine structure of C5

The content and figures of this chapter are reprinted or adapted with permission from
M. L. Weichman, J. B. Kim, and D. M. Neumark, “Vibrational fine structure of C5 via
anion slow photoelectron velocity-map imaging” J. Chem. Phys. 139, 144314 (2013).

http://aip.scitation.org/doi/abs/10.1063/1.4824657
http://aip.scitation.org/doi/abs/10.1063/1.4824657


CHAPTER 3: Vibrational fine structure of C5 70

Abstract

High-resolution anion photoelectron spectra of cryogenically cooled C5
– clusters are re-

ported using slow photoelectron velocity-map imaging spectroscopy. We resolve vibronic
transitions to the ν2 stretching mode and multiply excited ν5, ν6, and ν7 bending modes
of neutral C5 with significantly higher accuracy than previous experiments. Weak transi-
tions to Franck-Condon (FC) forbidden singly excited bending modes are made possible
by Herzberg-Teller coupling between electronic states of the neutral cluster. In addition,
we resolve vibrational fine structure corresponding to different angular momentum states of
multiply excited bending modes. The observation of this multiplet structure, some of which
is FC forbidden, is attributed to Renner-Teller coupling between vibrational levels in the C5

–

ground electronic state.

3.1 Introduction

Carbon clusters (Cn) have been of great interest in interstellar, plasma, and combustion
chemistry for over three decades.99,160–163 They represent one of the most important families
of clusters owing to their relevance and structural complexity. Many state-of-the-art experi-
mental and theoretical methods were developed with carbon clusters as their primary target
and were subsequently extended to other systems. Following this paradigm, we recently re-
ported a study of the neutral C5 cluster via high-resolution slow photoelectron velocity-map
imaging spectroscopy of cryo-cooled C5

– anions in order to demonstrate the power of this
combination of techniques.36,49 Here we present a more complete spectroscopic study of C5

and C5
– using the same method.

Small carbon clusters with an odd number of atoms tend to have linear geometries, while
even-numbered clusters also have low-energy ring structures.164–166. Larger clusters can pref-
erentially form rings and fullerenes.167,168 The neutral C5 cluster is a linear cumulene with
a 1Σ+

g ground electronic state.165,169,170 C5 was first detected experimentally by its ν3 anti-
symmetric stretching mode in cold neon and argon matrices.171 Soon afterwards, the same
ν3 mode was identified in the gas phase from the absorption spectrum of the circumstellar
shell of a carbon star172 and in the laboratory using infrared diode laser absorption spec-
troscopy.89,173 Electronic and vibrational levels of C5 have since been investigated with further
rare gas matrix studies,174–176 cavity ringdown spectroscopy,177 resonant two-photon ioniza-
tion spectroscopy,178 and electronic structure calculations.166,179–184 The C5

– anion is also
linear, with a 2Πu ground state.185,186 While not as well-characterized as its neutral counter-
part, its electronic and vibrational structure has been investigated with multiphoton electron
detachment,187–189, matrix IR absorption,190–192 and various theoretical methods.193–195

Anion photoelectron spectroscopy (PES) is an attractive technique for clusters in gen-
eral196,197 as a means of probing the electron affinity and vibronic structure of size-selected
neutral species. The vibrational structure in a PE spectrum is sensitive to the change in ge-
ometry of a cluster upon photodetachment, and is often complementary to IR spectroscopy
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because it is dominated by progressions in totally symmetric vibrational modes. Previous
PES studies of C5

– have been reported by Yang et al.198 at a resolution of ∼1000 cm−1,
by Arnold et al.199 with a resolution of ∼100 cm−1, and by Kitsopoulos et al.25 with zero
electron kinetic energy (ZEKE) spectroscopy, at a resolution of 10–30 cm−1. The ZEKE
study resolved transitions to the ν2 (779 cm−1), 2ν5 (432 cm−1), 2ν6 (1070 cm−1), and 2ν7

(212 cm−1) vibrational states of neutral C5, as well as a spin-orbit (SO) splitting of 22 cm−1

between the 2Π1/2u and 2Π3/2u levels of the C5
– ground electronic state.

In the present work, we report high-resolution slow photoelectron velocity-map imaging
(SEVI) vibronic spectra of C5

–, cooled in our cryogenic ion trap. We previously focused on

the spin-orbit levels of the X̃1Σ+
g ← X̃2Πu (neutral ← anion) vibrational origin to demon-

strate the cooling ability of the ion trap, finding an SO splitting of 25 cm−1 and an internal
ion temperature as low as 10 K.49 Here, the entire X̃1Σ+

g ← X̃2Πu photodetachment band
is considered. The combination of cryogenic cooling with the inherent high instrumental
resolution of SEVI (<4 cm−1) reveals considerably more vibrational structure of neutral C5

than was seen in previous studies. We find ν2 (780 cm−1), 2ν5 (408 cm−1), 2ν6 (1069 cm−1),
and 2ν7 (208 cm−1), and assign newly observed combination bands. We resolve vibrational
fine structure with splittings as small as 6 cm−1 corresponding to doubly excited levels of
the ν5, ν6, and ν7 bending modes with different values of vibrational angular momentum.
Additionally, a number of Franck-Condon forbidden peaks are seen that provide evidence
of subtle vibronic coupling effects in both the neutral and anion clusters. Coupled cluster
electronic structure theory calculations and Franck-Condon simulations aid in interpreting
the experimental spectra.

3.2 Experimental Methods

The SEVI method and apparatus have been described in detail in Chap. 2.
C5

– clusters were generated with a laser vaporization cluster source. A frequency-doubled
Nd:YAG laser was focused onto a 1” disc of graphite, producing a carbon plasma that was
entrained within a pulse of He buffer gas from an Even-Lavie solenoid valve.117

The apparatus was calibrated with SEVI images of well-known photodetachment transi-
tions146 of atomic F– at a variety of photon energies. The 3D distribution of electron velocity
vectors was reconstructed from the 2D accumulated image using an inverse-Abel method.139

3.3 Calculations

Electronic structure theory calculations for C5 and C5
– were carried out at the RCCSD(T)/

aug-cc-pVTZ level of theory200–202 in order to determine the geometries, normal modes, and
harmonic frequencies of both species. All calculations were carried out using the Molpro
2010.1 software package.203 Clusters were restricted to linear geometries, as recommended
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by prior theoretical and experimental work.25,165,170,199 Calculated electronic term energies
were zero-point energy corrected.

The photoelectron spectrum for the X̃1Σ+
g ← X̃2Πu photodetachment of C5

– was simu-
lated using the ezSpectrum v3.0 software package.204 All modes were treated in the harmonic
approximation and Franck-Condon (FC) overlap factors were calculated using full Duschin-
sky mixing of all normal modes.205 The vibrational origin was fixed to the experimentally
determined value of 23018 cm−1 (2.8538 eV).49 Those frequencies of neutral C5 that were ob-
served in the SEVI spectra (ν2, 2ν5, 2ν6, and 2ν7) were scaled to their experimental values;
the others were left at their calculated RCCSD(T)/aug-cc-pVTZ values.

As C5
– has a 2Πu electronic ground state, Renner-Teller and spin-orbit effects must be

taken into account when considering the anion bending vibrational modes. In this work, the
bending frequencies of C5

– were taken from taken from Perić et al.,195 in which the authors
included these effects in modeling the C5

– anion bending potentials to obtain better values
for the ν5, ν6, and ν7 frequencies. The anion stretch frequencies were left at their calculated
RCCSD(T)/aug-cc-pVTZ values.

3.4 Results

The SEVI spectra of the X̃1Σ+
g ← X̃2Πu photodetachment of C5

–, taken at an ion trap
temperature of 5 K, are presented in Fig. 3.1. A low-resolution overview spectrum at photon
energy hν =24728 cm−1 is shown in blue. The black traces constitute the high-resolution
composite spectrum constructed as described in Experimental Methods. The high-resolution
traces are scaled to fit the intensity profile of the overview and are vertically offset for
comparison. A FC simulation stick spectrum is shown in red, scaled to match the intensity
of peak A.

The spectra are dominated by a single peak at low eBE (peak A), above which we re-
solve narrow vibrational features covering ∼1500 cm−1. A much weaker peak (peak A′) lies
25 cm−1 below peak A. No spectroscopic features are visible below peaks A′/A, indicating

that they represent the X̃1Σ+
g ← X̃2Πu vibrational origin, with peak A′ originating from the

2Π3/2u upper spin-orbit level of the anion, in agreement with previous findings.25,49 Typical
experimental peak linewidths are 5–9 cm−1 fwhm, far narrower than previous photodetach-
ment experiments. Additionally, at high resolution, some features (peaks C, D, L, M, and
P) resolve into previously unseen multiplets with splittings as small as 6 cm−1.

Most observed peaks in the accumulated images have isotropic photoelectron angular
distributions (PADs). This is consistent with the PAD expected of a 1Σ+

g ← 2Πu pho-
todetachment process.16,78 Only peaks B and F appear to have anisotropic PADs, aligned
parallel to the laser polarization axis. Peaks B and F are only weakly visible in the overview
spectrum, and are not seen in the higher resolution composite spectrum.

Positions and assignments for the peaks labeled in Fig. 3.1 are summarized in Table 3.1.
Calculated and experimental parameters for C5

– and C5 obtained in this work are summarized
in Table 3.2 and generally found to be in good agreement with literature values.99,182,193–195
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Table 3.1: Peak positions, offsets, and assignments for the SEVI spectra of C5
–.

Peak eBE (cm−1) Offset (cm−1) Assignment Electronic Band

A′ 22993 -25 00
0

1Σ+
g ←2 Π3/2u

A 23018 0 00
0

1Σ+
g ←2 Π1/2u

B 23137 119 71
0

1Σ+
g ←2 Π1/2u

C c1 23226 208 72
0 (l7 = 0) 1Σ+

g ←2 Π1/2u

c2 23240 222 72
0 (l7 = ±2) 1Σ+

g ←2 Π1/2u

D′ 23403 385 52
0

1Σ+
g ←2 Π3/2u

D d1 23426 408 52
0 (l5 = 0) 1Σ+

g ←2 Π1/2u

d2 23432 414 52
0 (l5 = ±2) 1Σ+

g ←2 Π1/2u

E 23483 465 74
0

1Σ+
g ←2 Π1/2u

F 23553 535 61
0

1Σ+
g ←2 Π1/2u

H′ h′1 23628 610 52
072

0
1Σ+

g ←2 Π1/2u

h′2 23636 618 61
071

0
1Σ+

g ←2 Π3/2u

H 23662 644 61
071

0
1Σ+

g ←2 Π1/2u

I′ 23773 755 21
0

1Σ+
g ←2 Π3/2u

I 23798 780 21
0

1Σ+
g ←2 Π1/2u

J 23835 817 54
0

1Σ+
g ←2 Π1/2u

K 23876 858 61
073

0
1Σ+

g ←2 Π1/2u

L′ 23989 971 21
072

0
1Σ+

g ←2 Π3/2u

L l1 24012 994 21
072

0 (l7 = 0) 1Σ+
g ←2 Π1/2u

l2 24026 1008 21
072

0 (l7 = ±2) 1Σ+
g ←2 Π1/2u

M′ m′1 24061 1043 62
0 (l6 = 0) 1Σ+

g ←2 Π3/2u

m′2 24068 1050 62
0 (l6 = ±2) 1Σ+

g ←2 Π3/2u

M m1 24087 1069 62
0 (l6 = 0) 1Σ+

g ←2 Π1/2u

m2 24093 1075 62
0 (l6 = ±2) 1Σ+

g ←2 Π1/2u

N 24212 1194 21
052

0
1Σ+

g ←2 Π1/2u

O 24225 1207 21
074

0
1Σ+

g ←2 Π1/2u

P′ 24272 1254 62
072

0
1Σ+

g ←2 Π3/2u

P p1 24291 1273 62
072

0 (l6, l7 =?) 1Σ+
g ←2 Π1/2u

p2 24301 1283 62
072

0 (l6, l7 =?) 1Σ+
g ←2 Π1/2u
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Figure 3.1: SEVI spectra of the X̃1Σ+
g ← X̃2Πu photodetachment of C5

–, taken with the
ion trap held at 5 K. A low-resolution overview spectrum is shown in blue. The black trace
is a high-resolution composite spectrum taken at many laser frequencies. A FC simulation
stick spectrum is shown in red.

3.5 Discussion

The C5
– SEVI spectra presented in Fig. 3.1 are a significant improvement over the ZEKE

spectrum obtained by Kitsopoulos et al. in 1991.25 The experimental resolution is sub-
stantially better (2–4 cm−1 in the current work as compared to 10–30 cm−1 in the ZEKE
experiment), enabling better separation of well-defined doublets (A′/A, D′/D, etc.) from
the two spin-orbit components of the anion. In addition, even finer multiplet structure of
many vibrational modes is seen that was not resolved in the ZEKE spectrum. As these
multiplets occur in bending modes with more than one quantum of vibrational excitation, it
is likely that they arise from closely spaced vibrational angular momentum states with the
same principal quantum number.
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Table 3.2: Calculated and experimental parameters for C5
– and C5 found in this work.

Frequencies are in wavenumbers (cm−1) and bond lengths are in Ångströms (Å). The given
uncertainties are one standard deviation of a Gaussian fit to the experimentally observed
peak. All calculated parameters were obtained at the RCCSD(T)/aug-cc-pVTZ level of
theory, with the exception of the values taken from Ref. [195].

Parameter C5
– calculated C5 calculated C5 experimental

RC-C,inner 1.307 1.289
RC-C,outer 1.293 1.297

ν1 (σ+
g ) 1976 1977

ν2 (σ+
g ) 748 772 ν2 = 780(3)

ν3 (σ+
u ) 1986 2213

ν4 (σ+
u ) 1417 1442

ν5 (πg) (255, 351) 196 2ν5 = 408(2) 4g55 = 6
334a

ν6 (πu) (333, 545) 517 ν6 = 535(13); 2ν6 = 1069(3) 4g66 = 7
521a

ν7 (πu) (123,135) 109 ν7 = 119(9); 2ν7 = 208(4) 4g77 = 14
158a

EA 22428 1Σ+
g ← 2Π1/2u: 23018(3)

1Σ+
g ← 2Π3/2u: 22993(3)

The improved resolution of the C5
– spectra presented here results from several improve-

ments to the SEVI apparatus. The addition of event counting to our data acquisition process
increases our sensitivity and enhances VMI spatial resolution. Cryogenic cooling of anions in
our trap prior to photodetachment eliminates vibrational hot bands and dramatically nar-
rows rotational envelopes. As described previously,49 the internal anion temperature can be
quantified by comparing the relative intensity of peaks corresponding to photodetachment
from the 2Π1/2u and 2Π3/2u spin-orbit levels of the C5

– electronic ground state. Assuming
that the anions are thermalized in the ion trap, the relative populations of these two states
should be governed by Maxwell-Boltzmann statistics. The ZEKE study measured a spin-
orbit temperature of 30 K under optimal conditions. Previously, we were able to optimize
the cooling conditions in our ion trap to achieve an ion temperature of 10 K at the time of
photodetachment.49 The spectra presented here have a slightly higher SO temperature of
13 K as the system was tuned to optimize both ion temperature and signal.

The spectra are dominated by the vibrational origin (peak A), which indicates that the
geometry change between anion and neutral is minimal. The calculated geometries outlined
in Table 3.2 correspondingly predict changes in C-C bond lengths of at most ∼1% upon pho-
todetachment. The peak assignments in Table 3.1 were informed by the results of ab initio
calculations and assignments from previous studies.25,199 Experimental and simulated peak
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positions are generally in good agreement, but the simulation systematically underestimates
the intensities for transitions to vibrationally excited states, especially those involving mul-
tiply excited bending modes. Peaks designated prime correspond to transitions originating
from the 2Π3/2u SO level of C5

–, with the exception of peak h′1, which originates from the
2Π1/2u anion ground state but overlaps with an SO peak.

Our assignments of the vibrational origin 00
0 (peak A), symmetric stretch 21

0 (peak I),
and doubly excited bending modes 52

0 (peaks d1 and d2), 62
0 (peaks m1 and m2), and 72

0

(peaks c1 and c2) agree with those of Kitsopoulos et al. The ZEKE spectrum also showed
a combination band assigned as 52

072
0. In the analysis presented here, this transition (peak

H) is reassigned as 61
071

0, and a weak feature (peak h′1) overlapping the 61
071

0 SO peak (peak
h′2) is assigned to 52

072
0, in better agreement with the location and strength of the transitions

predicted by the FC simulation. We also observe the 21
072

0 (peaks l1 and l2) and 62
072

0 (peaks
p1 and p2) combination bands, as well as the more tentatively assigned features: 54

0 (peak
J), 61

073
0 (peak K), 21

052
0 (peak N), and 21

074
0 (peak O). The assignment of peaks N and O is

especially uncertain, as both lie close to the expected energies of the 21
052

0 and 21
074

0 transitions.
The simulation predicts 21

052
0 to be the more intense of the two transitions, but the predicted

energy of this feature is closer to peak N, the less intense peak.
There are two weak features (peaks B and F) in the low-resolution SEVI spectrum that

do not appear in the high-resolution spectrum. Both peaks are assigned to transitions to a
neutral state with a single quantum of excitation in a πu bending mode: peak B to 71

0 and
peak F to 61

0. These peaks can only appear through a vibronic coupling process, as discussed
in more detail below.

The high-resolution traces presented in Fig. 3.1 also show closely-spaced splittings of the
vibrational states of C5 with multiple quanta in doubly degenerate bending modes. These
splittings are most reasonably assigned to states with the same vibrational quantum number
but different vibrational angular momenta. Our spectra represent the first resolution of
vibrational angular momentum structure in C5, though such structure has been seen in
similar systems like C3

206,207 and carbon suboxide (C3O2).208–210 An approximate energy
formula for the excitation of doubly degenerate vibrations in a molecule is given by65

G(n1, n2, · · · ) =
∑
i

νi(ni + di/2) +
∑
i

∑
k≥i

xik(ni + di/2)(nk + dk/2) +
∑
i

∑
k≥i

giklilk + · · ·

(3.1)

where νi is the harmonic frequency of the ith mode, ni is the vibrational quantum number
of the ith mode, di is the degeneracy of the ith mode, xik and gik are small constants giving
corrections to account for anharmonicity, and li = {−ni,−ni + 2, . . . , ni − 2, ni} is the
vibrational angular momentum of the ith mode.

The most straightforward case of vibrational angular momentum structure in the C5

spectra occurs for transitions to a doubly degenerate bending mode νi with ni = 2, where
i = {5, 6, 7}. In this case li = {0,±2}; the li = 0 state has σ+

g vibrational symmetry and
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the li = ±2 states have δg symmetry. In a perfectly harmonic potential, all three levels with
ni = 2 would be degenerate in energy, but to the order of accuracy given in Eqn. (3.1),
anharmonicity causes a splitting of 4gii between the li = 0 and li = ±2 states. Splittings
observed for the 52

0, 62
0, and 72

0 transitions in the SEVI spectra of C5
– are reported in Table

3.2. The SO-excited peak of 62
0 is intense enough to reveal a splitting as well (peaks m′1 and

m′2 in inset of Fig. 3.1). The splitting of the doubly excited ν7 mode is also seen for 21
072

0

(peak L); ν2 is a σ+
g stretching mode and therefore does not appear to alter the vibrational

angular momentum structure of the 72
0 transition when observed in combination. In all cases

mentioned above, the peak at lower eBE is more intense, and is assigned to the li = 0 state
since this transition is nominally FC allowed, whereas transitions to the li = ±2 levels are
not (see below).

The 62
072

0 transition (peaks p1 and p2) has a complicated multiplet structure not fully
resolved in the SEVI spectra. This is befitting of a state involving two quanta of excitation
in each of two doubly degenerate vibrational modes, which within the approximation of Eqn.
(3.1) should result in a quintuplet. We expect 54

0 (peak J), 74
0 (peak E), and 61

073
0 (peak K)

to show similar multiplet structure, but they are too weak to resolve any splittings. It is also
possible that peaks N and O, tentatively assigned to 21

052
0 and 21

074
0, are in fact the angular

momentum multiplet of a single vibrational transition.
Eqn. (3.1) predicts the 61

071
0 transition (peak H) to appear as a doublet split by 2g67. We

resolve peak H as a singlet with a 7 cm−1 fwhm. High-resolution IR spectroscopy studies
of the closely related carbon suboxide (C3O2) molecule have observed vibrational angular
momentum splittings of less than 3 cm−1 for the analogous ν6 + ν7 mode.208,210 Splittings of
this magnitude cannot be resolved with our SEVI spectrometer, so we expect 61

071
0 to appear

as a singlet.
There are several features in the SEVI spectra that are not reproduced in the FC simula-

tions. In addition, the simulated intensities for many of the transitions that are reproduced
are systematically lower than the experimental intensities. Some of these discrepancies can
be addressed by varying the geometries obtained from the electronic structure calculations.
For example, increasing the calculated outer C-C bond length of the anion by 0.01�A boosts
the simulated intensity of the 21

0 transition (peak I) by nearly 50%. However, so long as the
anion and neutral are linear, odd ∆n transitions in the bending modes are FC forbidden.67

Moreover, one cannot significantly affect the intensities of FC allowed (even ∆n) transitions
involving the bending vibrations without drastic alteration of the anion and neutral bend
frequencies listed in Table 3.2. It is more likely that these systematic intensity discrepancies
are caused by vibronic coupling effects in the neutral and anion.

We first consider peaks B and F, which are assigned to the 71
0 and 61

0 transitions, re-
spectively. These transitions are FC forbidden. However, the neutral levels have overall Πu

vibronic symmetry. Transitions to these levels can occur if they are mixed by Herzberg-
Teller (HT) coupling with totally symmetric vibrational levels of a low-lying 1Πu excited
electronic state of C5. Such a state has been predicted by theory to lie ∼2.6 eV above the
1Σ+

g electronic ground state184 and has been observed for C5 in a neon matrix and in the gas
phase with a term energy of ∼2.43 eV.176–178
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A photodetachment transition from a 2Πu anion electronic state that is allowed by HT
coupling with a 1Πu state would yield an outgoing photoelectron wavefunction with πu sym-
metry.16,78 Indeed, peaks B and F have parallel PADs corresponding to p-wave detachment.
Additionally, the near-threshold cross section for photodetachment (σ) is governed by the
Wigner threshold law,75 σ ∝ (eKE)l+1/2, where l is the angular momentum of the outgoing
photoelectron. As a result, the photodetachment cross section falls off more sharply close
to threshold for p-wave (l = 1) electrons than for s-wave (l = 0) electrons. Peaks B and F
are therefore expected to vanish close to threshold, as they do in the high-resolution SEVI
spectra. More detailed discussions of vibronic coupling among neutral electronic states in
photoelectron spectra and SEVI experiments are presented elsewhere.6,85,211

The appearance of the FC forbidden li = ±2 components of the i20 transitions and the
unexpected strength of their li = 0 components is attributed to a different vibronic coupling
scheme: Renner-Teller (RT) coupling between the vibrational levels of the anion within its
2Πu electronic ground state. Renner-Teller coupling between vibrational levels in Π electronic
states of linear molecules is well-understood.195,212,213 It is usually invoked to explain complex
shifting and splitting of vibrational and rotational structure within a Π state. In the case
of the SEVI spectra of C5

–, however, RT coupling appears in a somewhat novel way, as a
means of providing intensity to weak or forbidden vibronic transitions.

RT coupling in the C5
– anion has been discussed in detail by Perić et al.195 If the anion

electronic orbital angular momentum (Λ) and the vibrational angular momenta of the bend-

πu ,  l  =  1 ;  { Σ+
g ,  Σ-

g ,  ∆ g } ,  K = { 0 ,  2 }

δg ,  l  =  �  2 ;  { Π u , Φ u } ,  K = { 1 ,  3 }
σ +

g ,  l  =  0 ;  Π u ,  K = 1n  =  2

n  =  1

n  =  0 σ +
g ,  l  =  0 ;   Π u ,  K  =  1

2 Π u
}

Figure 3.2: Schematic of πu bending mode levels in the C5
– anion 2Πu electronic ground

state, neglecting spin-orbit splittings and Renner-Teller splitting of the n = 1 level for
the purpose of illustration. Labels indicate vibrational symmetry and angular momentum
quantum number l for each level as well as the overall vibronic symmetry and K value. The
ground vibrational state interacts with the n = 2, l = {0,±2} levels through RT coupling
(marked in red), as those levels have components with the same overall Πu vibronic symmetry
and K = 1.
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ing modes are allowed to mix, Λ and li are no longer good quantum numbers. Instead one
must consider the vibronic angular momentum K = |l5 + l6 + l7 + Λ|. The anion ground
vibrational state can couple to both the li = 0 and li = ±2 states for anion bending modes
with ni = 2, as all have components with Πu overall vibronic symmetry and K = 1. The
matrix elements 〈ni = 0, li = 0| Ĥ |ni = 2, li = 0,±2〉 of the anion Hamiltonian can therefore
be non-zero for modes ν5, ν6, and ν7. This coupling scheme is laid out in Fig. 2 for the
case of a πu bending mode. Such a scheme enables transitions from the anion vibrational
ground state to the doubly excited bending modes of the neutral with li = ±2. Transitions
to neutral bending modes with ni = 2, li = 0 would also appear more intense than predicted
by FC simulation as a result of this coupling, as seen in our spectra.

The situation is very similar for a single quantum of excitation in each of two distinct πu
modes such as the 61

071
0 transition (peak H). This combination results in three states with

vibrational symmetry σ+
g , σ−g , and δg, and since l6, l7 = ±1, we have ltot = l6 + l7 = 0,±2.65

All three states are of the correct symmetry to couple vibronically with the anion ground
vibrational state, and may therefore appear in the neutral spectra through RT coupling, as
in the ni = 2 case. As discussed previously, the energy splitting between the various ltot
states is too narrow to resolve with SEVI, and as a result, the 61

071
0 peak appears as a singlet

in the spectra. RT coupling is only possible in this case because the ν6 and ν7 bending modes
are both of cis (i.e. πu) symmetry.195 The combination of a single excitation in both a trans
mode and a cis mode (e.g. ν5 and ν6) would not result in states with the correct symmetry
to RT couple with the anion ground vibrational state.

The FC forbidden δg peaks could conceivably be attributed to Herzberg-Teller coupling
with totally symmetric vibrational levels of a 1∆g excited state of C5. However, the lowest
lying 1∆g state of C5 has been calculated to lie ∼4.5 eV above the C5 ground state.184 Such
a state would seem too far removed to support what would need to be a strong vibronic
coupling with the ground state, since the forbidden ni = 2, li = ±2 bending mode peaks
appear nearly as intense as the ni = 2, li = 0 peaks. Additionally, unlike the proposed
Renner-Teller scheme, HT coupling would not explain why all multiply excited bending
mode features appear more strongly than predicted by the FC simulation.

3.6 Conclusions

High-resolution SEVI spectra of cryogenically cooled C5
– clusters are reported. We iden-

tify the ν2 symmetric stretching mode, doubly excited ν5, ν6, and ν7 bending modes, and
various combination bands of the neutral C5 cluster. Coupled cluster electronic structure
theory calculations and Franck-Condon simulations are in sufficient agreement with the ex-
perimental spectrum to enable assignment of most of the observed features. Additionally, we
resolve vibrational angular momentum structure of various multiply excited bending modes
which can only appear through Renner-Teller coupling between vibrational levels of the an-
ion electronic ground state, and two FC forbidden πu vibrational modes which must appear
through Herzberg-Teller coupling between electronic levels of the neutral cluster.
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The ability to resolve vibrational fine structure in size-selected clusters shows that slow
photoelectron velocity-map imaging has considerable potential for cluster spectroscopy, as
demonstrated here and, very recently, by Wang and coworkers for Au4

–.214 This capability
is dramatically enhanced by the cryo-cooling method described in this work.
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Chapter 4

Rovibronic structure of CH2CN and
CD2CN

The content and figures of this chapter are reprinted or adapted with permission from
M. L. Weichman, J. B. Kim, and D. M. Neumark, “Rovibronic structure in slow

photoelectron velocity-map imaging spectroscopy of CH2CN– and CD2CN–”
J. Chem. Phys. 140, 104305 (2014).
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Abstract

We report high-resolution anion photoelectron spectra of the cryogenically cooled cyanome-
thide anion, CH2CN–, and its isotopologue, CD2CN–, using slow photoelectron velocity-
map imaging (SEVI) spectroscopy. Electron affinities of 12468(2) cm−1 for CH2CN and
12402(2) cm−1 for CD2CN are obtained, demonstrating greater precision than previous ex-
periments. New vibrational structure is resolved for both neutral species, especially activity
of the ν5 hydrogen umbrella modes. The ν6 out-of-plane bending mode fundamental fre-
quency is measured for the first time in both systems, and found to be 420(10) cm−1 for
CH2CN and 389(8) cm−1 for CD2CN. Some rotational structure is resolved, allowing for
accurate extraction of vibrational frequencies. Temperature-dependent SEVI spectra show
marked effects ascribed to controlled population of low-lying anion vibrational levels. We
directly measure the inversion splitting between the first two vibrational levels of the an-
ion ν5 umbrella mode in both species, finding a splitting of 130(20) cm−1 for CH2CN– and
81(20) cm−1 for CD2CN–. Franck-Condon forbidden activity is observed and attributed to
mode-specific vibrational autodetachment from the CH2CN– and CD2CN– dipole bound ex-
cited states. We also refine the binding energy of the anion dipole bound states to 39 and
42 cm−1 respectively for CH2CN and CD2CN–.

4.1 Introduction

The cyanomethyl radical, CH2CN, is important astrochemically as an open-shell carbon-
containing species.215,216 It is also an intermediate in hydrocarbon combustion,217 and is
involved in thermal decomposition218 and atmospheric reactions219,220 of acetonitrile. The
CH2CN– anion has been a benchmark system for ion thermochemistry studies,221,222 and the
transition from its electronic ground state to its excited dipole bound state is a plausible
candidate for the 803.79 nm diffuse interstellar band.100,223 Ground state CH2CN– has yet to
be detected in space, though electronically analogous species like ketenimine (CH2CNH)224

and propadienylidene (CH2CC)225 have been found in the interstellar medium. Correlating
astronomical microwave or IR detection of CH2CN– with the 803.79 nm DIB would make
the case much more compelling.226 Accurate spectroscopic characterization of CH2CN and

Figure 4.1: Structure of the CH2CN radical.
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CH2CN– is crucial to their identification in astrochemical data. In the current work, we report
newly resolved rovibronic structure of CH2CN, CD2CN, and the corresponding anions via
slow photoelectron velocity-map imaging.

The cyanomethyl radical has a planar C2v geometry (Fig. 4.1) and a 2B1 ground electronic
state.227–229 The earliest studies of CH2CN were electron spin resonance experiments carried
out in a cold matrix.230–232 In 1979, Jacox assigned IR absorption bands to the CH2CN radical
in an argon matrix.233 The microwave spectrum of CH2CN was observed in the laboratory in
1988 by Saito et al.,227 which led to its identification in interstellar dust clouds.215,234 More
recently, it has been observed in the circumstellar shell of a carbon-rich star.216 CH2CN has
been further characterized with high-resolution laboratory microwave spectroscopy,228,235 and
argon matrix IR absorption measurements have been made for both CH2CN and CD2CN.236

The rotational structure of the ν5 hydrogen umbrella mode of CH2CN was studied in high
resolution with IR diode laser spectroscopy.237 Several theoretical studies have also been
carried out to model the radical geometry and vibrational structure.229,238–241

Zimmerman and Brauman242 found the electron affinity of CH2CN via measurement of
the total photodetachment cross section of CH2CN– in 1977. The CH2CN– anion is closed-
shell, and has a slightly non-planar Cs geometry with 1A′ electronic symmetry.
223,226,229,240,241,243,244 The potential along the anion ν5 umbrella coordinate is a shallow dou-
ble well. Ab initio calculations by Gutsev and Adamowicz240 predict a barrier of ∼150 cm−1

while Moran et al.229 fit experimental data to yield a barrier height of 100 cm−1. As the
barrier is small, the anion geometry can be considered quasi-planar.240,245,246 Schematic ν5

bending potentials for anionic and neutral CH2CN are illustrated in Fig. 4.2.
CH2CN has a permanent dipole of at least 3.5 Debye,235,240 allowing an excess electron

to bind weakly to form a 1B1 anionic dipole bound state (DBS).247 The DBS has a planar
C2v structure like the neutral species,223,240,245 as the dipole bound electron only weakly
perturbs the molecular core. The DBSs of CH2CN– and CD2CN– have been studied with
rotational autodetachment spectroscopy, first by Marks et al.247 and then at considerably
higher resolution by Lykke et al.,245,248 who were able to extract rotational constants and
energetics of the valence and DBS anions of both species. Lykke et al. placed an upper
bound of 67 cm−1 on the binding energy of the CH2CN– DBS and 66 cm−1 on the CD2CN–

DBS. Wetzel et al.246 later studied the rotational structure of the ν5 mode of the CH2CN–

DBS with vibrational autodetachment spectroscopy.
Anion photoelectron spectroscopy (PES) is an attractive technique for studying neutral

radicals through photodetachment of a stable closed-shell anion.17 CH2CN– has been studied
in several PES experiments at a resolution of ∼100 cm−1.229,244,249 Moran et al.229 found an
electron affinity of around 1.54 eV for both CH2CN and CD2CN, and observed that both
spectra were dominated by a progression in the ν5 umbrella mode, reflecting transitions
from an anion with a small barrier to planarity to a flat neutral. In all of these experiments,
the anions were at room temperature or warmer. The v5 = 1 anion level has significant
population at 300 K, leading to hot bands and congestion of the photoelectron spectra.

In the present work, we report high-resolution slow photoelectron velocity-map imaging
(SEVI) spectra of the X̃2B + 1 ← X̃1A′ transition for cryogenically cooled CH2CN– and
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Figure 4.2: Schematic of ν5 umbrella potentials and vibrational energy levels for the anion
and neutral surfaces of CH2CN.

CD2CN–. The combination of cooling with the inherent high instrumental resolution of SEVI
reveals considerably more vibrational structure than was seen in previous PES studies, as
well as newly resolved rotational structure. The ν6 fundamentals of both species and the 2ν9

overtone of CH2CN are observed for the first time experimentally. The inversion splittings
between the v5 = 0 and 1 levels in both CH2CN– and CD2CN– are measured directly in
temperature-dependent studies. Weak Franck-Condon (FC) forbidden modes are observed
in the spectra of both isotopologues and their appearance is attributed to mode-specific
autodetachment from vibrationally excited states of the anion DBSs.

4.2 Experimental Methods

The SEVI method and apparatus has been described in detail in Chap. 2.
CH2CN– anions are prepared by expanding a dilute gas mixture of acetonitrile in He buffer

gas through a pulsed Even-Lavie solenoid valve117 fitted with a circular ionizer. CD2CN–

anions are prepared similarly, using acetonitrile-d3 as a precursor. Electrons from the ionizer
produce slow secondary electrons that undergo dissociative attachment to acetonitrile and
acetonitrile-d3 to form the anions of interest.250

The spectrometer is calibrated with spectra of well-characterized photodetachment tran-
sitions145 of atomic O. Electron kinetic energy (eKE) distributions are reconstructed from
the accumulated image using the Maximum Entropy Velocity Legendre Reconstruction
(MEVELER) method.140
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4.3 Calculations

Electronic structure theory calculations for CH2CN–, CH2CN, CD2CN–, and CD2CN were
carried out at the RCCSD(T)/aug-cc-pVTZ level of theory200–202 in order to determine the
geometries, normal modes, and harmonic frequencies of all species. Time-dependent density
functional theory (TDDFT)251,252 was used at the B3LYP/aug-cc-pVTZ level of theory to
find the energies of excited electronic states of neutral CH2CN. Coupled-cluster calculations
were carried out using the Molpro 2010.1 software package203 and TDDFT calculations were
carried out in Q Chem 4.0.253,254 The geometries of the neutral species were fixed at C2v

symmetry in keeping with the literature,228,229 while calculations for the anions were carried
out with C2v and Cs geometries. Parameters calculated for CH2CN, CD2CN, and their
anions are summarized in Table 4.1.

Rotational envelopes for the vibrational features of both isotopologues were modeled

Table 4.1: Energies, geometries, and harmonic frequencies for CH2CN, CD2CN, and their
respective anions calculated at the CCSD(T)/aug-cc-pVTZ level of theory. Calculated elec-
tron affinities are given with respect to the Cs anion and are not corrected for vibrational
zero-point energy. Energies are given in wavenumbers (cm−1), bond lengths in Ånströms
(Å), and angles in degrees.

CH2CN– (Cs) CH2CN– (C2v) CD2CN– (C2v) CH2CN CD2CN

EA – – 12010
RH-C 1.087 1.082 1.080
RC-C 1.402 1.389 1.396
RC-N 1.187 1.190 1.174

∠HCH, in-plane 115.48 119.75 120.44
∠HCC, in-plane 116.01 120.13 119.73
∠HCC, out-of-plane 34.77 – –

ω1 (a1) 3148 2283 3177 2302
ω2 (a1) 2087 2082 2117 2115
ω3 (a1) 1419 1157 1453 1155
ω4 (a1) 1061 922 1023 913
ω5 (b1) – – 640 527
barriera 102 102 – –
ω6 (b1) 552 543 410 384
ω7 (b2) 3232 2407 3289 2453
ω8 (b2) 1015 841 1032 841
ω9 (b2) 418 373 361 327

aThe barrier is calculated as the difference in energy between the optimized Cs and
C2v anion structures.
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using the PGOPHER program.255 The rotational constants for neutral CH2CN and CD2CN
were taken from Saito et al.228 while those for the corresponding anions were taken from
Lykke et al.245 The simulation was fit to each experimental rotational contour, with fixed
rotational constants and varying band origin, temperature, and Gaussian linewidth.

4.4 Results

Overview SEVI spectra of the X̃2B1 ← X̃1A′ photodetachment of CH2CN– and CD2CN–

are presented in Figs. 4.3a and 4.3b, respectively. Spectra of both species were taken at
5 K (black traces) and at 300 K (red traces). The temperature dependence for the low-eBE
region of the spectra is examined in higher resolution in Fig. 4.4a for CH2CN– and Fig. 4.4b
for CD2CN–. Both sets of spectra in Figs. 4.3 and 4.4 are highly temperature dependent. For
CH2CN–, peaks C′ and J′, which are significant at room temperature, vanish at 5 K, while
the much weaker peaks C and J become visible. The CD2CN– spectrum has more structure:
peaks B′, C′, F′, X, Y, and Z, present at higher temperatures, are observed to vanish at 5 K,
while peaks B and C become visible.

Cold, high-resolution SEVI spectra for the entire X̃2B1 ← X̃1A′ band are shown in Figs.
4.5a and 4.5b for CH2CN– and CD2CN–, respectively. The high-resolution traces (black) are
scaled to the intensity profile of the overview (blue) and are vertically offset for comparison.
Both sets of spectra are dominated by intense peaks A at low eBE, with vibrational structure
continuing for another ∼ 3000 cm−1. For both systems, no spectroscopic features are visible
below the peaks labeled A, indicating that peak A represents the vibrational origin in both
cases. Positions and assignments for the peaks labeled in Figs. 4.3, 4.4, and 4.5 are summa-
rized in Tables 4.2 and 4.3 for CH2CN– and CD2CN–. For peaks with rotational multiplet
structure resolved in Fig. 4.5, peak positions represent the band origin found by fitting the
features rotational contour in PGOPHER as discussed in Section 4.3. Positions for peaks
with unresolved rotational structure (hot bands and FC forbidden features) represent the
peak center found with a Gaussian fit. While SEVIs instrumental resolution is limited in
this system by unusual rotational envelopes, features as narrow as 8 cm−1 fwhm were ob-
served in the high-resolution spectra. Peak assignments, discussed in detail in Section 4.5,
were informed by the results of ab initio harmonic frequency calculations and values from
previous studies.229,233,236,239

The vibrational features in the spectra of both species have distinctive rotational en-
velopes, discussed in more detail in Section 4.5.3. The vibrational origins are shown in Fig.
4.6, with experimental contours in black and simulations in red. In the CH2CN– spectrum,
most vibrational modes have a characteristic three-peak rotational envelope at 5 K. The
rotational contours of the CD2CN– spectrum have a more complex multiplet structure and
are not fully resolved. The CH2CN– origin was fit in PGOPHER with a Gaussian linewidth
of 4 cm−1 and an anion rotational temperature of ∼10 K, in line with previous measurements
of ion temperature after extraction from our trap.49 The CD2CN– contours are too poorly
resolved for optimal fitting; the fit of the vibrational origin yielded a 6 cm−1 linewidth and
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Figure 4.3: Overview SEVI spectra of (a) CH2CN– and (b) CD2CN–. The black traces were
taken with the ion trap held at 5 K, and with photon energies of 16076 cm−1 for CH2CN–

and 16128 cm−1 for CD2CN–. The red traces were taken with the trap at 300 K and photon
energies of 16102 cm−1 for CH2CN– and 16128 cm−1 for CD2CN–.
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Figure 4.4: Low-eBE regions of the SEVI spectra of (a) CH2CN– and (b) CD2CN– illus-
trating the temperature dependence of some vibrational features. The photon energy was
tuned to 14028 cm−1 for CH2CN– and to 13376 cm−1 for CD2CN–. The ion trap temperature
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Figure 4.5: SEVI spectra of (a) CH2CN– and (b) CD2CN–, taken with the ion trap held at
5 K. The blue traces are the cold low-resolution overview spectra from Fig. 4.3. The black
traces are high-resolution composite spectra taken at many laser frequencies.

an ion temperature of ∼35 K.
The relative intensities of some peaks are observed to vary dramatically as a function of

photon energy. Fig. 4.7 shows the wavelength-dependent intensity of peak C in the SEVI
spectra of both isotopologues. A dramatic increase in the relative intensity of peak C is
observed with the photon energy tuned just below peak E for CD2CN–, and above peak G
for CH2CN–.

Nearly all peaks in the accumulated images for both isotopologues have photoelectron
angular distributions (PADs) aligned perpendicular to the laser polarization axis that shift
to isotropic closer to threshold, as is expected for a X̃2B1 ← X̃1A′ transition.16,256 The
exceptions are peaks B and C in the CH2CN– spectra and peak C in the CD2CN– spectra,
which appear isotropic regardless of eKE. Peaks I, J, and K for CH2CN–, and peaks B and
F for CD2CN– are too weak to accurately measure anisotropies.
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Figure 4.6: Vibrational origins of the (a) CH2CN– and (b) CD2CN– high-resolution SEVI
spectra, taken at 5 K. Experimental spectra are plotted in solid black lines, while simulated
spectra are plotted in red dashed lines.

4.5 Discussion

The SEVI spectra of CH2CN– and CD2CN– demonstrate the utility of cryogenically
cooling anions prior to photodetachment. With the ion trap held at 5 K, the hot bands which
dominated previously reported photoelectron spectra vanish entirely.229,244,249 This effect is
demonstrated for both species in Fig. 4.3. In the absence of hot bands, we resolve other weak
vibrational features. SEVI also provides excellent instrumental resolution (5–7 cm−1 in the
current work) which, when combined with cooling, elucidates rotational structure and allows
for more accurate extraction of vibrational frequencies through fitting of rotational contours.
The spectroscopic information extracted from our experiment is summarized in Table 4.4,
along with key results from prior work in other laboratories. Error values reported for the
current work represent instrumental resolution at a given eKE, determined by one standard
deviation of a Gaussian fit to a peak of atomic O–. The exceptions are the ν5 inversion
splittings, where the reported error is one standard deviation of a Gaussian fit to the 51

1 hot
band of each species.

4.5.1 Vibrational assignments for CH2CN

The CH2CN– SEVI spectra are dominated by the vibrational origin (peak A in Figs.
4.3a, 4.4a, and 4.5a) at 12468 cm−1 (1.546 eV). The room-temperature spectrum (red) in
Fig. 4.3a is in excellent agreement with the previously reported photoelectron spectra of
CH2CN–.229,244,249 At 300 K, all that is resolved is the vibrational origin (peak A), followed
by a progression in the ν5 mode (peaks C′, G, J′, and L). An intense vibrational origin
indicates minimal change in geometry between anion and neutral. Extended progressions
in the ν5 umbrella mode indicate that the anion and neutral geometries differ primarily
with regards to planarity.229,244 The calculated geometries laid out in Table 4.1 support this
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Figure 4.7: SEVI spectra of (a) CH2CN– and (b) CD2CN– taken at 5 K and various photon
energies, illustrating wavelength dependence of relative peak intensities.

conclusion. The optimized anion geometry is a Cs bent structure, while the planar C2v

structure lies on top of a barrier, calculated to be 102 cm−1, along the ν5 coordinate. As
this barrier is expected to be comparable to the ν5 vibrational zero-point energy (see Fig.
4.2),229 the anion structure is effectively planar, but “floppy.” The ν5 progression in the
SEVI spectrum is therefore poorly represented by a harmonic FC simulation.

The progression observed at 300 K is not regularly spaced, because transitions to neutral
levels with even and odd quanta in ν5 originate from different anion vibrational levels. The
shallow double well structure of the anion ν5 potential pushes the two lowest vibrational
states closer in energy, creating a small enough gap to have a significant v5 = 1 population
at room temperature. Only transitions to neutral states with even quanta in the ν5 mode
can originate from the ground vibrational state of the anion: 52

0 (peak G) and 54
0 (peak

L). Allowed transitions to neutral states with odd ν5 quanta must originate from the anion
v5 = 1 state: 51

1 (peak C′) and 53
1 (peak J′).

The hot band nature of the odd-quanta states is made clear by the 5 K spectrum shown
in black in Fig. 4.3a. Here, the intensities of peaks G and L are unchanged relative to
A from the 300 K trace, but peaks C′ and J′ disappear entirely, as there is no significant
population in the v5 = 1 anion level at 5 K. The much weaker features C and J, visible in
the absence of peaks C′ and J′, are assigned to the FC forbidden transitions 51

0 and 53
0 based

on agreement with IR absorption measurements of the ν5 fundamental in gas phase236 and
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Table 4.2: Peak positions, shifts, and assignments for the SEVI spectra of CH2CN– given
in Figs. 4.3a, 4.4a, and 4.5a.

Peak Position (cm−1) Shift (cm−1) Assignment

A 12468 0 00
0

B 12888 420 61
0

C′ 12997 529 51
1

C 13127 659 51
0

D 13200 732 92
0

E 13279 811 62
0

F 13495 1027 41
0

G 13808 1340 52
0

H 13907 1439 31
0

I 14224 1756 52
061

0

J′ 14386 1918 53
1

J 14483 2015 53
0

K 14600 2132 31
051

0

L 15171 2703 54
0

M 15291 2823 31
052

0

N 15360 2892 32
0

argon matrices.233,237

Fig. 4.4a demonstrates more clearly the temperature dependence of 51
1 (peak C′). The

spacing between peaks C and C′ is well-resolved at temperatures of 30–50 K, giving an
inversion splitting of ∼130 cm−1 between the v5 = 0 and 1 levels of CH2CN–, close to the
value of 152 cm−1 predicted by Moran et al.229 This work is the first direct experimental
determination of the splitting between these two levels.

The high-resolution composite spectrum of CH2CN– shown in Fig. 4.5a shows additional
vibrational structure. In addition to the progression in ν5 (peaks C, G, J, and L), we
observe transitions involving the C-C-N out-of-plane bending mode 61

0 (peak B) and 62
0

(peak E), the symmetric C-C stretching mode 41
0 (peak F), the symmetric CH2 scissoring

mode 31
0 (peak H) and 32

0 (peak N), and, tentatively, the C-C-N in-plane bending mode
92

0 (peak D). We also observe combination bands 52
061

0 (peak I), 31
051

0 (peak K), and 31
052

0

(peak M). Features involving ν3 and ν4 were assigned by excellent agreement with matrix IR
absorption measurements by Cho and Andrews,236 while the ν6 and ν9 peaks were assigned
by comparison with CCSD(T)/aug-cc-pVTZ harmonic frequencies (see Table 4.1).

Several of the observed features have b1 vibrational symmetry (peaks B, C, I, J, and
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Table 4.3: Peak positions, shifts, and assignments for the SEVI spectra of CD2CN– given
in Figs. 4.3b, 4.4b, and 4.5b.

Peak Position (cm−1) Shift (cm−1) Assignment

A 12402 0 00
0

B′ 12710 308 50
161

0

B 12791 389 61
0

C′ 12865 463 51
1

C 12946 544 51
0

D 13331 929 51
061

0

E 13504 1102 52
0

F′ 13839 1437 52
161

0

F 13889 1487 52
061

0

X 13998 1596 53
1

G 14268 1866 52
062

0

H 14455 2053 53
061

0

I 14661 2259 54
0

Y 14937 2535 54
161

0

Z 15167 2765 55
1

J 15420 3018 54
062

0

K 15630 3228 55
061

0

L 15865 3463 56
0

K), and are thus FC forbidden. The appearance of these peaks is ascribed to mode-specific
vibrational autodetachment from the dipole bound state of CH2CN–, and will be discussed
in detail in Section 4.5.4.

4.5.2 Vibrational assignments for CD2CN

The CD2CN– SEVI spectra have an intense vibrational origin (peak A in Figs. 4.3b, 4.4b,
and 4.5b) at 12402 cm−1(1.538 eV). While the photoelectron spectrum of CD2CN– taken by
Moran et al.229 resolved only a progression in the ν5 mode, the SEVI overview spectra of
CD2CN– in Fig. 4.3b reveal additional structure. The ν5 progression (peaks C′, E, X, I, Z,
and L) is accompanied by combination bands of ν5 and the ν6 b1 bending mode (peaks D, F′,
H, Y, and K). In the photodetachment of CH2CN–, analysis of our ab initio normal mode
coordinates indicates that ν6 primarily involves C-C-N out-of-plane bending in the anion
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Table 4.4: Experimental values from previous studies and the current work, all given in wavenumbers (cm−1).

CH2CN– CH2CN CD2CN– CD2CN

Previous results
EA 12486(40)a, 12445(113)b 12405(97)b

DBS term energy 12428.665c 12360.434c

A 9.29431(14)c 9.506(4)d 4.69517(15)c 4.7685(1)d

B 0.338427(20)c 0.347799(2)d 0.300372(11)c 0.3029755(3)d

C 0.32761(21)c 0.329429(2)d 0.283102(11)c 0.2843613(3)d

ν3 1432.3e

ν4 1026.0e, 1028.5g 910.6e

ν5 680b, 664.6e, 663.794f , 666.4g 538b, 544.4e

barrier 100(50)h 100(50)h

inversion splitting 152h 101h

This work
EA 12468(2) 12402(2)
ν3 1439(3)
ν4 1027(8)
ν5 659(5) 2ν5 = 1340(2) 544(5) 2ν5 = 1105(2)

inversion splitting 130(20) 81(20)
ν6 420(10) 389(8)
ν9 2ν9 = 732(5)

aPES, Ref. [249] bPES, Ref. [229] cAutodetachment spectroscopy, Ref. [245] dMicrowave spectroscopy, Ref.
[228] eIR in argon matrix, Ref. [236] f IR in gas phase, Ref. [237] gIR in argon matrix, Ref. [233] hEstimated
from fitting of PES, Ref. [229]
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and neutral, and does not have significant Duschinsky mixing205 with ν5. For CD2CN–,
calculations indicate that the ν6 mode involves significant motion of the deuterium atoms.
Duschinsky mixing of ν5 and ν6 between the anion and neutral normal modes therefore leads
to coupled activity of ν5 and ν6 in the CD2CN– spectra.

The CD2CN– overview spectra exhibit numerous temperature-dependent features. In
Fig. 4.3b, peaks C′, F′, X, Y, and Z are present at room temperature, and vanish at 5 K,
while the intensities of peaks D, E, H, I, K, and L are temperature-independent. As was
true for CH2CN–, only transitions to neutral states with an even total number of quanta in
b1 modes are FC allowed from the ground vibrational state of the anion. Here, we assign
51

061
0 (peak D), 52

0 (peak E), 53
061

0 (peak H), 54
0 (peak I), 55

061
0 (peak K), and 56

0 (peak L). The
transitions to neutral states with odd quanta in b1 modes originate from the v5 = 1 anion
state: peak C′ is assigned to 51

1, peak F′ to 52
161

0, peak X to 53
1, peak Y to 54

161
0, and peak Z

to 55
1.
Fig. 4.4b gives a higher-resolution picture of the low-eBE region of the spectrum. At 5 K,

two weak FC forbidden features are apparent: 61
0 (peak B) and 51

0 (peak C). At 30–50 K, two
hot bands originating from the anion v5 = 1 level are seen: peak C′, already assigned to 51

1,
and the newly resolved peak B′, assigned to 50

161
0. The gaps between peaks B and B′, and

peaks C and C′ are both ∼81 cm−1, yielding the inversion splitting between the first two ν5

levels of CD2CN–, close to the value of 101 cm−1 estimated by Moran et al.229

The high-resolution SEVI spectrum of CD2CN– shown in Fig. 4.5b shows additional
combination bands of ν5 and ν6: 52

061
0 (peak F), 52

062
0 (peak G), and 54

062
0 (peak J). While

these three features lie only barely above baseline noise, they are reproduced at many photon
energies and are thus considered real structure. As was true for the CH2CN– spectra, the
presence of FC forbidden vibrational features with b1 symmetry (peaks B, C, and F) is
ascribed to resonant autodetachment from the anion DBS, and will be discussed in Section
4.5.4.

4.5.3 Rotational structure of CH2CN and CD2CN

Fig. 4.6 shows high-resolution spectra of the vibrational origins for cold CH2CN– and
CD2CN– (black traces), highlighting partially resolved rotational structure in both cases.
These contours are representative of the rovibrational structure of all strong features in
the spectra of each species. CH2CN and CD2CN are near-prolate asymmetric tops with
large rotational constants around their C2 axes: A = 9.5 cm−1 for CH2CN and 4.8 cm−1

for CD2CN.228 Both species have two equivalent hydrogens, yielding para and ortho nuclear
spin isomers. Rovibrational structure very similar to that in Fig. 4.6 has been observed
for jet-cooled CH2CO and CD2CO with ZEKE and MATI photoionization techniques.257,258

SEVI has also revealed partially resolved rotational structure in the past for the 1-propynyl
radical.259

The selection rules that govern rovibronic transitions for the nuclear spin isomers of
CH2CN, CD2CN, and analogous systems have been described elsewhere,245,258 but we sum-
marize them here for reference. The energy levels of a slightly asymmetric prolate top can
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be estimated by65

Eprolate(J,K) =
1

2
(B + C)J(J + 1) + (A− 1

2
(B + C))K2 (4.1)

where J and K are rotational quantum numbers, and A, B, and C are the rotational con-
stants for the three principal axes of the molecule, with A > B ∼ C. As B and C for both
systems are much smaller than the resolution of SEVI, we cannot distinguish transitions in
J , but the A values are large enough to resolve transitions in K.

The allowed values of ∆K = Kneutral − Kanion are determined by the requirement that
the direct product of the total internal wavefunctions of the initial and final states be anti-
symmetric with respect to inversion:66

Γanionrve ⊗ Γanionns ⊗ Γaniones ⊗ Γneutralrve ⊗ Γneutralns ⊗ Γneutrales ⊗ Γphotoelectron ⊃ Γ∗

where Γrve is the rovibronic character of a given state, Γns is the nuclear spin symmetry, Γes
is the electron spin symmetry, and Γphotoelectron is the electronic character of the outgoing
photoelectron. The nuclear spin and electron spin will remain unchanged during the process,
and Γ∗ = A2 in the C2v point group, so:

Γanionrve ⊗ Γneutralrve ⊗ Γphotoelectron ⊃ A2

Assuming independent rotational, vibrational, and electronic degrees of freedom, Γrve =
Γrot⊗Γvib⊗Γelec, where Γelec is a states electronic character, Γvib is its vibrational character,
and Γrot is its rotational character. For the photodetachment process under consideration,
the photoelectron distributions are observed to be predominantly isotropic close to threshold
and are thus attributed to s-wave (l = 0) electrons, so Γphotoelectron = A1. For the FC allowed
peaks of both CH2CN– and CD2CN–, we are therefore left with

Γanionrot ⊗ Γneutralrot ⊃ B2

Based on the symmetries of rotational states of C2v species,66 the allowed transitions corre-
spond to ∆K = odd.

Nuclear spin statistics directly analogous to those of diatomic H2 and D2 determine the
allowed rotational states for CH2CN– or CD2CN– before photodetachment. For CH2CN–

the total internal wavefunction must be antisymmetric with respect to exchange of hydrogen
atoms. Anions in ortho nuclear spin states must have odd Kanion, while para anions must be
in rotational states with even Kanion.66 The statistical ratio of ortho to para states is 3 : 1,
so transitions originating from odd Kanion states of CH2CN– will be three times stronger
than those originating from even Kanion states. In a SEVI experiment with anions at 5 K,
we expect to see only transitions from Kanion = 0 and Kanion = 1 in a 1 : 3 intensity ratio.

For CD2CN–, the total internal wavefunction must be symmetric with respect to the
exchange of deuterium atoms, yielding ortho anions with even Kanion, and para anions with
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Table 4.5: Rotational assignments for the SEVI spectra of the vibrational origins of
CH2CN– and CD2CN– given in Figs. 4.6a and 4.6b.

Peak Nuclear Spin Transition (Kneutral ← Kanion)

CH2CN– a ortho 0← 1
b para 1← 0
c ortho 2← 1

CD2CN– a ortho 1← 2
b para 0← 1
c ortho 1← 0
d para 2← 1
e ortho 3← 2

odd Kanion. The statistical ratio of ortho to para states is 2 : 1 for CD2CN–. Transitions
originating from Kanion = 0 states of cold CD2CN– will be twice as strong as those from
Kanion = 1 states. Additionally, as the A constant for CD2CN– is small (∼4.7 cm−1),245 we
may see weak transitions originating from Kanion = 2 states.

The Kneutral ← Kanion rotational assignments for the CH2CN– and CD2CN– vibrational
origins are laid out in Table 4.5. For CH2CN–, peaks a and c in Fig. 4.6a are the 0 ← 1
and 2← 1 transitions of the ortho isomer. Peak b, the 1← 0 transition of the para isomer,
has roughly one-third the intensity of peaks a and c, based on the nuclear spin statistics
described above. These transitions are spaced by approximately 2A, according to Eqn. 4.1,
and assuming Aanion ∼ Aneutral within the resolution of SEVI. Underlying the CD2CN–

rotational envelope are the 1← 2, 1← 0, and 3← 2 transitions of the ortho isomer (peaks
a, c, and e in Fig. 4.6b), and the 0 ← 1 and 2 ← 1 transitions of the para isomer (peaks
b and d). Peak c is roughly twice as strong as peaks b and d, in accordance with nuclear
spin statistics, while peaks a and e are much weaker, originating from rotationally excited
ortho states. The rotational features for CD2CN– are also expected to be spaced by 2A,
but are not well resolved due to the smaller rotational constant. The rotational envelopes
simulated in PGOPHER (red traces in Fig. 4.6) reproduce the observed features, though the
fit is much better for CH2CN than for CD2CN.

4.5.4 Vibrational Autodetachment

The CH2CN– and CD2CN– SEVI spectra show FC forbidden transitions involving odd
changes in vibrational quantum number in the non-totally symmetric ν5 and ν6 vibrational
modes. The weak appearance of such features is often ascribed to Herzberg-Teller (HT)
coupling through excited states of the neutral with the same overall vibronic symmetry as
the forbidden feature.260,261 Both CH2CN and CD2CN have a 2B1 ground electronic state,
so b1 vibrational modes like ν5 and ν6 would have to undergo HT coupling through an A1
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neutral excited state. TDDFT calculations carried out as described in Section 4.3 indicate
that the lowest-lying excited state with A1 symmetry has a term energy of 5.9 eV. It is
therefore unlikely for the b1 peaks to gain intensity through HT coupling.

The strong dependence of forbidden peak intensities on photon energy suggests an alter-
nate mechanism. Fig. 4.7 shows that the intensity of the 51

0 transition in the CH2CN– and
CD2CN– spectra (peak C in both cases) is highly dependent on photon energy. When the
photon energy lies just below the 52

0 photodetachment transition of CD2CN– (peak E in Fig.
4.7b), there is a dramatic spike in the relative intensity of peak C. A weaker resonance is
observed for CH2CN– when the photon energy lies above 52

0 (peak G in Fig. 4.7a). In both
cases, it is likely that the anion transitions to a vibrationally excited dipole bound state,
and undergoes mode-specific vibrational autodetachment to the neutral v5 = 1 state, dra-
matically increasing the intensity of the 51

0 feature in the SEVI spectrum. This mechanism
is analogous to resonant autodetachment from the DBS of phenoxide recently reported by
Liu et al.262

Vibrational autodetachment is a non-Born-Oppenheimer process, wherein vibrational
and rotational degrees of freedom couple the autodetaching anion state to the (neutral +
free electron) continuum.88,263 The propensity rules of vibrational autodetachment parallel
those of autoionization from Rydberg states.264 Threshold autodetachment spectroscopy has
been used in the past to study the CH2CN– and CD2CN– DBSs, so the electronic surfaces
involved support the coupling of electronic and vibrational degrees of freedom required for
vibrational autodetachment. Lykke et al. measured rotational spectra of the vibrational
origins of both species DBSs with resolved J transitions,245 while Brauman and co-workers
were able to resolve K transitions in the DBS vibrational origins of both species247 and
in the 51

1 band of the CH2CN– DBS.246 All three studies found DBS rotational structure
covering extensive ranges of energy as detachment from very warm precursor ions allowed
for transitions to highly excited DBS J states. As we detach from cryogenically cooled ions,
we expect much sparser DBS structure. Therefore, direct detachment to the neutral is the
dominant process in our experiment while autodetaching resonances occur at narrow ranges
of photon energy.

Vibrational autodetachment preferentially occurs by loss of one vibrational quantum
(∆v = −1) in a coupling mode whose normal coordinate changes the character of the anion
orbital from which the electron is autodetached.88,265 Brauman and co-workers246 suggested
that vibrational autodetachment from the CH2CN– DBS was accompanied by the loss of one
quantum in ν5. As the anion and neutral geometries differ along the ν5 normal coordinate,
displacement along ν5 must affect the electronic character of the DBS, so it is reasonable
that the ν5 mode would couple with autodetachment.

The CH2CN– DBS lies 12429 cm−1 above the anion ground state, and the CD2CN– DBS
lies at 12360 cm−1.245 By comparison to the electron affinities of CH2CN and CD2CN reported
in this work (see Table 4.4), we obtain binding energies of 39 and 42 cm−1 respectively for
the DBSs of CH2CN– and CD2CN–, refining the previous upper bounds of 67 and 66 cm−1.245

The vibrational frequencies of the DBSs should be quite close to those of the neutrals, as the
dipole bound electron only weakly perturbs the neutral geometry.245 The DBS vibrational



CHAPTER 4: Rovibronic structure of CH2CN and CD2CN 98

levels should therefore lie ∼40 cm−1 below their neutral counterparts in both isotopologues.
This spacing is consistent with the results shown for CD2CN– in Fig. 4.7b, where there is an
enormous enhancement of 51

0 (peak C) when the photon energy lies ∼40 cm−1 below 52
0 (peak

E). Fig. 4.7b thus represents a clear instance of vibrational autodetachment from the 2ν5

level of the CD2CN– DBS, accompanied by the loss of one quantum in ν5. While the region
just below the corresponding CH2CN– 52

0 feature (peak G in Fig. 4.7a) was not scanned for
resonances, a resonance in the relative intensity of 51

0 (peak C) was noted with the photon
energy tuned just above 52

0. The appearance of the other b1 forbidden modes observed in
both spectra can be ascribed to autodetachment from FC accessible DBS states by ∆v = −1
processes in ν5 or ν6.

4.6 Conclusions

We report high-resolution photoelectron spectra for the cyanomethide anion, CH2CN–,
and its isotopologue, CD2CN–. With our cryogenic ion trap, we eliminate the hot bands
that dominated previous photoelectron spectra of these species, allowing resolution of new
vibrational features and rotational structure. We refine values for the electron affinities
of CH2CN and CD2CN, and the binding energies of their dipole bound anions. Tunable
ion trap temperature allows for control of vibrationally excited anion populations and the
measurement of the inversion splitting of the lowest ν5 levels in the ground state anions of
both species. Additionally, we observe mode-specific vibrational autodetachment from the
dipole bound anionic states, producing Franck-Condon forbidden features.
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Part III

Aromatic Radicals

The universe (which others call
the Library) is composed of an
indefinite, perhaps infinite
number of hexagonal galleries.

Jorge Luis Borges,
The Library of Babel
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Chapter 5

Vibronic structure of
ortho-hydroxyphenoxy

The content and figures of this chapter are reprinted or adapted with permission from
M. L. Weichman, J. B. Kim, and D. M. Neumark, “Slow photoelectron velocity-map

imaging spectroscopy of the ortho-hydroxyphenoxide anion”
J. Phys. Chem. A 119, 6140 (2015).
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Abstract

We report high-resolution photodetachment spectra of cryogenically cooled ortho-hydroxy-
phenoxide anions (o-HOC6H4O–) using slow photoelectron velocity-map imaging spectro-
scopy (cryo-SEVI). We observe transitions to the three lowest-lying electronic states of the
ortho-hydroxyphenoxy radical, and resolve detailed vibrational features. Comparison to
Franck-Condon simulations allows for clear assignment of vibronic structure. We find an
electron affinity of 2.3292(4) eV for the neutral X̃2A′′ ground state, improving upon the ac-
curacy of previous experiments. We measure term energies of 1.4574(7) eV and 1.5922(48) eV
for the Ã2A′ and B̃2A′′ excited states respectively, representing their first resolution and clear
assignment. Photodetachment threshold effects are considered to explain the structure of
these bands.

5.1 Introduction

Hydroxybenzenes are important ultraviolet (UV) chromophores in key biomolecules. In
general, the presence of heteroatoms greatly complicates the electronic structure of aromatic
species. Characterizing excited state surfaces and the dynamics of non-radiative relaxation
pathways in these species can elucidate the chemistry subsequent to photoexcitation of bio-
logical systems.266–268

In this work, we focus on derivatives of catechol (1,2-dihydroxybenzene). Catechol moi-
eties are present in antioxidants,269–271 the hormones dopamine and adrenaline, and the
pigment eumelanin,272,273 which is thought to be involved in photoprotection of human
skin through dissipation of energy after UV irradiation.274 Catechols also have a procliv-
ity to form complexes with metals in solution, as they can bind with a bidentate motif.275

Here, we report a high-resolution photodetachment study of deprotonated catechol, the
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Figure 5.1: Structure of ortho-hydroxyphenoxy.
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ortho-hydroxyphenoxide (o-HPO–) anion, revealing detailed vibronic structure of the ortho-
hydroxyphenoxy (o-HPO) radical.

The o-HPO radical (Fig. 5.1) is of interest as a photodissociation product of catechol,
the photochemistry of catechol being a useful model for that of larger biomolecules. In
2012, King et al.276 used H atom Rydberg tagging photofragment translational spectroscopy
to study photoexcitation of catechol, probing H-loss and formation of ground state o-HPO
radicals. The final vibrational states of o-HPO were highly dependent on torsional excitation
of the free OH moiety in the 1ππ∗ (S1) state of catechol prior to dissociation along the 1πσ∗

(S2) surface. While internal energies of the o-HPO products were measured, no definitive
assignment of vibrational modes was made. Soon afterward, Chatterley et al.277 published an
ultrafast time-resolved ion imaging study of the photodissociation of catechol. The authors
observed formation of ground state o-HPO radicals via tunneling from the S1 state of catechol
to the dissociative S2 state at energies below the S1/S2 conical intersection. Livingstone et
al.278 and Weiler et al.279 also reported short lifetimes of photoexcited catechol, and ascribed
them to dissociation to o-HPO + H mediated by this tunneling process.

The o-HPO radical itself has been studied experimentally with electron spin resonance
spectroscopy,280,281 and IR spectroscopy in an argon matrix, wherein many IR active vi-
brational modes were identified.282 Several studies have reported calculated geometries, en-
ergetics, vibrational frequencies and reactivity of o-HPO.283–289 The o-HPO– anion is less
well-characterized than its radical counterpart. One theoretical study found a calculated
barrier of approximately 2360 cm−1 for intramolecular transfer of the proton between the
two O atoms in o-HPO–,290 sufficiently large to make proton tunneling negligible. Experi-
mental work has studied collision-induced fragmentation of o-HPO–,291 and the kinetics of
its reactions with BF3 and SiF4.292 A study by Fattahi et al.293 estimated the electron bind-
ing energy and proton affinity of o-HPO– through bracketing with numerous ion-molecule
reactions.

Photoelectron spectroscopy (PES) is an attractive technique for gaining spectroscopic
access to reactive radicals through photodetachment of a closed-shell anion.17 The PES
spectrum of o-HPO– was measured by Wang et al.289 in 2010, who found an electron affinity
(EA) of 2.315(10) eV for the radical ground state, and Franck-Condon (FC) vibrational
activity in modes with frequencies of 605(40) cm−1 and 1575(40) cm−1. The authors also
observed several radical electronic excited states, but could not make definitive assignments.

We report high-resolution slow photoelectron velocity-map imaging (SEVI) spectra of
detachment to the ground and two lowest excited electronic states of o-HPO , as part of an
ongoing effort to characterize complex aromatic radicals.85,294 More specifically, the present
study can be considered an extension of our work on the phenoxy system,295 with an added
hydroxyl group in the ortho position and correspondingly more complex electronic structure.
o HPO– anions are buffer-gas cooled in an ion trap at 5 K prior to photodetachment, which
in combination with the characteristic SEVI energy resolution of <4 cm−1 reveals detailed vi-
brational and electronic information. We obtain an accurate EA of the neutral X̃ state, term
energies of the Ã and B̃ electronic bands, and several fundamental vibrational frequencies.
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5.2 Experimental Methods

The SEVI method and apparatus has been described in detail in Chap. 2.
o-HPO– anions are prepared by expanding a dilute gas mixture of catechol through a

pulsed Even-Lavie solenoid valve117 fitted with a circular filament ionizer. The catechol
precursor is stored in a cartridge heated to 90 ◦C. A gas mixture of trace NF3 in 150 psi
of He flows through the cartridge and carries the catechol vapor through the valve into the
vacuum chamber. Electrons from the ionizer induce dissociative attachment of NF3 to form
F–, which deprotonates catechol to form the desired o-HPO– anions.

The spectrometer is calibrated with SEVI images of well-characterized photodetachment
transitions of atomic S– and Cl–,147,149,296 in order to relate radial position in the image to
electron kinetic energy (eKE). The radial and angular electron distributions are reconstructed
from the accumulated image using the Maximum Entropy Velocity Legendre Reconstruction
(MEVELER) method.140

5.3 Calculations

Electronic structure calculations for the ground state of the o-HPO– anion and the three
lowest-lying states of the o-HPO radical were carried out with density functional theory
(DFT), in order to find the energetics, optimized geometries, normal modes, and harmonic
vibrational frequencies of all relevant states. The B3LYP functional was used in combination
with the Pople-style 6-311+G* basis set, as this level of theory has proved effective for other
aromatic systems studied in our lab.85,294 The maximum overlap method (MOM)297 was
used for the first two excited states of the radical. In order to avoid root-flipping issues
for MOM excited state calculations, an integration grid with 128 radial quadrature points
and 302 angular quadrature points was used for the exchange-correlation integrand. Dyson
orbitals for photodetachment transitions were calculated with EOM-IP-CCSD/6-311+G*.
All ab initio calculations were carried out in Q-Chem 4.0.253,254

The o-HPO– anion is a closed-shell species, with an electronic molecular orbital (MO)
configuration described by ...(4a′′)2(24a′)2(5a′′)2. Both MOM and EOM-IP-CCSD calcula-
tions indicate that detachment from the anion 5a′′ MO yields the X̃2A′′ radical ground state,
detachment from the 24a′ MO yields the Ã2A′ state, and detachment from the 4a′′ MO gives
the B̃2A′′ state. Dyson orbitals for these three detachment transitions are shown in Fig. 5.2.
The 5a′′ and 24a′ orbitals have p-like lobes on the oxygen radical site that are out-of-plane
and in-plane respectively; they are analogous to the singly occupied MOs in the X̃2B1 and
Ã2B2 states of the phenoxy radical.295,298,299

Calculated energetics corrected for vibrational zero-point energy and relevant harmonic
vibrational frequencies are summarized in Table 5.1, while full lists of optimized geometries
and calculated harmonic frequencies can be found in Tables 5.5 and 5.6 of the Supporting
Information. Geometries of all states were restricted to internally H-bonded, planar Cs
structures (see Fig. 5.1), as recommended by the literature.283–286,288,289 The anion ground
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state and the neutral X̃ and Ã states were found to have planar equilibrium geometries. The
optimized neutral B̃ state planar structure was found to have a small imaginary out-of-plane
frequency (labeled ν33 in Table S2). A one-dimensional slice of the B̃ state potential along
the ν33 normal mode coordinate was calculated with time-dependent DFT (TDDFT).251 The
ν33 potential is a shallow double well, with the planar geometry resting on top of a 74 cm−1

barrier. The one-dimensional ν33 potential was fit to an eighth order polynomial, and energy
eigenvalues were solved for numerically. The ν33 vibrational zero-point energy was found to
lie 63 cm−1 above the planar geometry barrier. We therefore treat the radical B̃ state as an
effectively planar species.

Photoelectron spectra for detachment to all three neutral states were simulated using the
ezSpectrum program.204 The DFT geometries, normal modes, and harmonic frequencies were
given as input, and FC overlap factors were calculated in the harmonic approximation with
Duschinsky mixing205 of all modes. The vibrational origins of the three simulated electronic
bands were shifted to the experimentally assigned values, and simulated intensities were
scaled to match the first peak in each experimental band. Those frequencies of the neutral
X̃ and Ã states that were observed in the high-resolution SEVI spectra were scaled to their
experimental values; the others were left at their calculated B3LYP/6-311+G* values. In
the radical B̃ state, the ν33 mode, along which the potential is a shallow double well, is not
FC active, and its anharmonicity therefore has no significant impact on the simulation.

The photoelectron angular distribution (PAD) of the photodetachment transition to the
X̃ state and cross sections for detachment to the Ã and B̃ states were calculated as functions
of eKE with the ezDyson program,82,83 which uses ab initio calculated Dyson orbitals to find
the contribution of partial spherical waves with angular momentum l ≤ 4 to the wavefunction
of the outgoing photoelectron.

a) b) c)

Figure 5.2: Dyson orbitals for detachment from the X̃1A′ ortho-hydroxyphenoxide anion
to the a) X̃2A′′, b) Ã2A′, and c) B̃2A′′ neutral states.
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Table 5.1: B3LYP/6-311+G* calculated energetics and relevant harmonic vibrational fre-
quencies for the ortho-hydroxyphenoxy radical.

State Parameter Calculated

X̃2A′′ EA,a eV 2.2317
ω8, cm−1 1529
ω9, cm−1 1493
ω12, cm−1 1337
ω13, cm−1 1265
ω20, cm−1 579
ω21, cm−1 566
ω22, cm−1 450
ω23, cm−1 331

Ã2A′ TE,b eV 1.4512
ω12, cm−1 1254
ω13, cm−1 1214
ω21, cm−1 523
ω23, cm−1 289
ω24, cm−1 927

B̃2A′′ TE, eV 1.5631

aElectron affinity. bTerm energy.

5.4 Results

Overview SEVI spectra of the o-HPO– anion photodetachment are shown in blue in Fig.
5.3 for two regions of binding energy. Accompanying FC simulations, broadened appropri-
ately to match the experimental resolution, are given in grey. High-resolution spectra of
photodetachment to the lower energy band are presented in Fig. 5.4, while higher binding
energy spectra are shown in Fig. 5.5. In Figs. 5.4 and 5.5, the higher-resolution traces shown
in black are scaled to the intensity profile of the overview and vertically offset. FC stick
simulations are shown in red and green. All spectra presented here were taken with an ion
trap temperature of 5 K.

The photodetachment band in Fig. 5.4 has an intense onset of structure at peak A, with
weaker vibrational structure continuing for about 4000 cm−1. Positions and assignments for
the peaks labeled in Fig. 5.4 are summarized in Table 5.2, and discussed in detail in Section
5.5. Peak positions represent the center of a Gaussian fit. The narrowest features in this
band have a full width at half-maximum (fwhm) of 7–8 cm−1; this is typical of the resolution
of SEVI for molecular systems.85,260

Fig. 5.5 shows higher-resolution spectra of the features at higher binding energy. The
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Figure 5.3: Low-resolution SEVI spectra of transitions to the X̃, Ã, and B̃ states of the
ortho-hydroxyphenoxy radical (blue). The overview of the ground state was taken at a
photon energy of 22236 cm−1, while the excited state overview is the average of two traces
taken at 34720 cm−1 and 34750 cm−1. FC simulations (grey) are broadened by a Gaussian
distribution with fwhm 60 cm−1 for the X̃ state, and fwhm 100 cm−1 for the Ã and B̃ states.

appearance of the intense peak x in the midst of a weaker progression beginning with peak
a suggests two overlapping electronic states. Positions and assignments (see Section 5.5)
for the peaks labeled in Fig. 5.5 are summarized in Table 5.3. The best-resolved features
in the progression beginning with peak a have a fwhm of ∼13 cm−1 with the laser energy
∼100 cm−1 above threshold. By contrast, peak x is fit best with a fwhm of 90 cm−1 with the
laser energy set ∼1800 cm−1 above, as its intensity dies away closer to threshold.

SEVI also yields anisotropies of photodetachment transitions. For a one-photon photode-
tachment process with linearly polarized light, the PAD is given by79

dσ

dΩ
=
σtot
4π

[1 + βP2(cos θ)] (5.1)

where θ is the angle relative to the polarization axis of the laser, P2 is the second-order Legen-
dre polynomial, and β is the anisotropy parameter, which varies between 1 for a PAD aligned
perpendicular to the laser polarization and +2 for a PAD parallel to the laser polarization.

The PADs for all peaks in the o-HPO X̃ band have negative anisotropy parameters
(−0.5 < β < −0.1) and become more isotropic close to threshold. Representative β values
are plotted in Fig. 5.6 as a function of eKE alongside ezDyson simulations. The PADs for the
higher energy bands cannot be reported, as high-eKE photoelectrons from detachment to the
X̃ state produce overlapping signal that prevents reproduction of excited state anisotropies
during image reconstruction.



CHAPTER 5: Vibronic structure of ortho-hydroxyphenoxy 107

Figure 5.4: SEVI spectra of the X̃2A′′ ← X̃1A′ photodetachment of ortho-
hydroxyphenoxide. The blue trace is the low-resolution overview spectrum from Fig. 5.3; the
black traces are high-resolution spectra taken at many laser frequencies. An FC simulation
stick spectrum is shown in red.

Figure 5.5: SEVI spectra of the Ã2A′ ← X̃1A′ and B̃2A′′ ← X̃1A′ photodetachment
transitions of ortho-hydroxyphenoxide. A low-resolution spectrum is shown in blue, while
black traces are medium- and high-resolution spectra taken at many laser frequencies. FC
simulation stick spectra are shown in red for the Ã2A′ ← X̃1A′ band, and in green for the
B̃2A′′ ← X̃1A′ band.
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Table 5.2: Peak positions, shifts, and assignments for the SEVI spectra of the X̃2A′′ ←
X̃1A′ photodetachment of ortho-hydroxyphenoxide given in Fig. 5.4.

Peak Position (cm−1) Shift (cm−1) Assignment

A 18787 0 00
0

B 19105 318 231
0

C 19230 444 221
0

D 19309 523 211
0?

E 19354 568 201
0

F 19424 638 232
0

G 19547 761 221
0231

0

H 19673 886 201
0231

0

I 19799 1012 201
0221

0

J 19923 1136 202
0

K 19992 1205 201
0232

0

L 20026 1240 131
0

M 20091 1305 121
0

N 20247 1461 91
0

O 20305 1519 81
0

P 20348 1561 131
0231

0

Q 20488 1701 203
0

R 20564 1777 91
0231

0

S 20592 1805 131
0201

0

T 20622 1835 81
0231

0

U 20664 1877 121
0201

0

V 20692 1905 91
0221

0

W 20814 2028 91
0201

0

X 20873 2087 81
0201

0

Y 20915 2128 131
0201

0231
0
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Table 5.3: Peak positions, shifts, and assignments for the SEVI spectra of the Ã2A′ ← X̃1A′

and B̃2A′′ ← X̃1A′ photodetachment transitions of ortho-hydroxyphenoxide given in Fig. 5.5.

Band Peak Position (cm−1) Shift (cm−1) Assignment

Ã2A′ ← X̃1A′ a 30542 0 00
0

b 30827 285 231
0

c 31064 523 211
0

d 31114 573 232
0

e 31347 806 211
0231

0

f 31404 862 233
0

g 31470 928 241
0?

h 31633 1091 212
0231

0

i 31690 1148 234
0

j 31728 1187 131
0?

k 31775 1234 121
0?

l 32304 1762 131
0232

0?

B̃2A′′ ← X̃1A′ x 31629 0 00
0

5.5 Discussion

The high-resolution o-HPO– spectra presented in Figs. 5.4 and 5.5 are a clear demon-
stration of the efficacy of cryo-SEVI. The spectral resolution and clarity afforded by this
technique allow us to untangle the combination of overlapping electronic states and dense
FC structure seen here. We now discuss the assignments of the o-HPO– SEVI spectra, with
comparison to simulation and the literature. All spectroscopic information obtained here is
summarized and compared to prior work in Table 5.4.

The overview spectra of o-HPO– in Fig. 5.3 exhibit two bands of vibronic structure
separated by about 10000 cm−1. The lower energy band has a strong onset at low binding
energy, while the structure of the higher energy band is not a simple FC envelope. An
extended vibrational progression interrupted by one strong feature suggests photodetachment
to two overlaid electronic states in the higher energy band. Cryogenic cooling prior to
photodetachment ensures that we detach from the ground vibrational and electronic state
of the o-HPO– anion. Hence, based on comparison with the electronic structure calculations
discussed in Section 5.3, we assign the lower band to the X̃2A′′ ← X̃1A′ photodetachment,
and the upper band to the overlapping Ã2A′ ← X̃1A′ and B̃2A′′ ← X̃1A′ transitions.

In Fig. 5.4, peak A is assigned as the vibrational origin of the X̃2A′′ ← X̃1A′ band. This
yields an experimental EA of 2.3292(4) eV for the o-HPO radical, in good agreement with
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the B3LYP calculated EA of 2.2317 eV, and just outside the error bars of the experimental
EA of 2.315(10) eV reported by Wang et al.289 The FC envelope of the X̃ band also supports
its assignment to detachment to the X̃2A′′ neutral state. The intense vibrational origin
and weaker vibrationally excited FC structure suggests a small change in geometry upon
photodetachment. Accordingly, there is only a slight displacement between the ground state
anion and neutral optimized geometries reported in Table 5.5, and the Dyson orbital for this
detachment (Fig. 5.2a) is highly delocalized. Our recent report on the α- and β-naphthyl
radicals also demonstrated that detachment from a delocalized π-system yields little FC
activity, while detachment from an orbital localized predominantly on one atomic center
yields significant disruption in geometry and an extensive FC envelope.294

Several fundamental frequencies of the radical ground state are observed (Table 5.4).
Both the Gaussian-broadened FC simulation (Fig. 5.3) and the FC stick spectrum (Fig. 5.4)
are in good agreement with the experimentally observed features, though the intensities of
some overtones and combination bands are underrepresented, perhaps due to anharmonic
effects. We report eight in-plane vibrational fundamentals: ν23 (peak B) with a frequency of
318 cm−1, ν22 (peak C) at 444 cm−1, tentatively ν21 (peak D) at 523 cm−1, ν20 (peak E) at
568 cm−1, ν13 (peak L) at 1240 cm−1, ν12 (peak M) at 1305 cm−1, ν9 (peak N) at 1461 cm−1,
and ν8 (peak O) at 1519 cm−1. Schematics of normal mode displacements for these FC active
vibrations are given in Fig. 5.7a. This is the first report of the fundamental frequencies of
modes ν21, ν22, and ν23. While modes ν8, ν9, ν12, ν13, and ν20 have been previously identified
with matrix IR spectroscopy282 and/or PES289 (see Table 5.4), this work represents their
identification in a higher-resolution gas phase experiment.

The X̃ band is also observed to have a PAD polarized perpendicularly to the laser polar-
ization axis (β < 0). For the detachment of large, low-symmetry molecules like o-HPO–, the
PAD cannot be easily predicted with group theory, so we turn to ab initio calculation and
numerical simulation. The anisotropy parameter for the X̃ state was simulated as a function
of eKE using the ezDyson program as described in Section 5.3; the results are shown in Fig.
5.6 and compared with the experimental anisotropy of the X̃ vibrational origin. Simulations
reproduce PADs with negative β values over this range of eKE, though anisotropy calcula-
tions are very sensitive to the shape of the ab initio Dyson orbitals,82 so the match in the
value of β is only qualitative.

Fig. 5.5 shows the high-resolution SEVI spectra of the higher binding energy photode-
tachment structure. Peak a is assigned to the vibrational origin of the Ã2A′ ← X̃1A′ band.
The experimental term energy of the Ã state is therefore 1.4574(7) eV, in good agreement
with the MOM-calculated value of 1.4512 eV. The o-HPO radical X̃ and Ã states are more
widely spaced than the analogous electronic states in phenoxy, which lie 0.952 eV apart.299

Favorable interactions between the two O atoms in o-HPO stabilize the radical X̃ state with
respect to the Ã state, as evidenced by the nodal structure of the MOs in Figs. 5.2a and
5.2b. The o-HPO Ã state term energy is therefore raised with respect to that of phenoxy.
Peak x in Fig. 5.5 is assigned to the vibrational origin of the B̃2A′′ ← X̃1A′ band, yielding
an experimental B̃ state term energy of 1.5922(48) eV. This value is matched by an MOM
calculated term energy of 1.5631 eV, and also lines up with the excited state reported by
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Table 5.4: Experimental parameters for the ortho-hydroxyphenoxy radical from the current
work, with comparison to prior experimental literature values.

State Parameter This work Prior work

X̃2A′′ EA,a eV 2.3292b 2.315(10)c

ν8, cm−1 1519(5) 1518d

ν9, cm−1 1461(7) 1457d

ν12, cm−1 1305(4) 1304d

ν13, cm−1 1240(4) 1240d

ν20, cm−1 568(3) 605(40)c

ν21, cm−1 523(4)
ν22, cm−1 444(3)
ν23, cm−1 318(3)

Ã2A′ TE,e eV 1.4574(7)
ν12, cm−1 1234(6)
ν13, cm−1 1187(7)
ν21, cm−1 523(29)
ν23, cm−1 285(5)
ν24, cm−1 928(5)

B̃2A′′ TE, eV 1.5922(48) 1.605(10)

aElectron affinity. bUncertainties represent one standard
deviation of a Gaussian fit to the experimentally ob-
served peak. cPhotoelectron spectroscopy, Ref. [289].
dMatrix IR spectroscopy, Ref. [282]. eTerm energy.

Wang et al.289 at a term energy of 1.605(10) eV.
The Ã band is dominated by a progression in the ν23 O1−C1−C6−O2 bending mode

(peaks b, d, f , and i). This extended FC envelope indicates a significant change in geometry
between the anion and the neutral Ã states, as is reflected in the B3LYP optimized geometries
(Table 5.5). The anion and Ã state geometries differ particularly in the C6−O2 bond length
and the C1−O1−H1, C5−C6−O2, and C5−C6−C1 bond angles, consistent with localization
of the Ã state Dyson orbital to the C6−O2 bond and neighboring atoms (Fig. 5.2b).

Assignments of all Ã state vibrational features are detailed in Table 5.3. Schematics of
FC active normal modes are given in Fig. 5.7b, and their displacements involve distortions
consistent with the change in geometry upon photodetachment. We observe the vibrational
fundamentals ν23 (peak b) at 285 cm−1, ν21 (peak c) at 523 cm−1, and more tentatively
ν13 (peak j) at 1187 cm−1 and ν12 (peak k) at 1234 cm−1. There is no clear analog in the
simulation for peak g, which lies at 928 cm−1 above the origin; however, it lines up closely with
the calculated frequency of the FC forbidden a′′ symmetry ν24 mode. This mode could gain
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intensity through Herzberg-Teller (HT) coupling with totally symmetric vibrational levels
of the nearby B̃2A′′ state, which have the same overall vibronic symmetry. We therefore
tentatively assign peak g to excitation of the ν24 fundamental.

As was true for the X̃ band, the FC envelope for the B̃ state is dominated by the vibra-
tional origin, indicating that photodetachment is accompanied by relatively little change in
geometry. The optimized geometries of the anion and B̃ state (Table 5.5) and the delocalized
nature of the Dyson orbital for detachment to the B̃ state (Fig. 5.2c) support this reasoning.
While the vibrational features for the X̃ and Ã states narrow to <15 cm−1 fwhm close to
threshold, the B̃ state structure is poorly resolved, making assignments intractable beyond
identification of the strong vibrational origin. The decaying B̃ state cross section close to
threshold allows vibrational features to disappear before they can be narrowly resolved with
SEVI.

According to the Wigner threshold law,75 the near threshold cross section (σ) for pho-
todetachment is a function of both eKE and l, the angular momentum of the outgoing
photoelectron:

σ ∝ (eKE)l+1/2 (5.2)

Treating the o-HPO radical as a pseudo-C2v species with the H1 atom as a symmetry-breaking
perturbation, the B̃ state Dyson orbital has approximate a2 symmetry. Detachment from an
a2 orbital yields outgoing photoelectrons with angular momentum l ≥ 1, yielding small σ at
small eKE.77,78 The Ã state, on the other hand, has a localized p-like Dyson orbital, allowing
for partial l = 0 detachment, and retained σ at low eKE. Calculated photodetachment cross
sections of the Ã and B̃ states (Fig. 5.8) reproduce this difference in threshold behavior.

The poor resolution of vibrational features in the B̃ state is therefore due to a combination
of factors, including the low photodetachment cross section at low eKE, dense overlapping
Ã state structure with a non-vanishing threshold cross section, and a significant background
of high-eKE photoelectrons from detachment to the radical X̃ state. Additionally, as we
invoked HT coupling to assign peak g to a FC forbidden vibrational state of Ã, there may
be added dense structure above the B̃ vibrational origin from similar vibronic coupling
processes, further hampering the resolution and assignment of B̃ state features.

5.6 Conclusions

We have acquired slow photoelectron velocity-map imaging spectra of cold ortho-hydroxy-
phenoxide anions. We observe detailed vibronic structure of the neutral radical, measuring
a precise electron affinity of the X̃2A′′ state, and reporting experimental Ã2A′ and B̃2A′′

excited state term energies for the first time. A number of vibrational frequencies of the
radical X̃ and Ã states are also newly assigned. We demonstrate the efficacy of high-
resolution photoelectron imaging in combination with cryogenic ion cooling for untangling
the vibronic structure of increasingly complex bio-relevant molecules.
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5.7 Supporting Information
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Figure 5.6: Calculated and experimental anisotropy parameters for photodetachment to
the ortho-hydroxyphenoxy X̃ band vibrational origin as a function of eKE.
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a)

b)

ν8 ν9 ν12 ν13

ν20 ν21 ν22 ν23

ν12 ν13 ν21 ν23

ν24

Figure 5.7: Franck-Condon active vibrational modes for detachment to the (a) X̃ and (b)
Ã states of the ortho-hydroxyphenoxy radical.
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Figure 5.8: Calculated cross sections for photodetachment to the Ã and B̃ states of the
ortho-hydroxyphenoxy radical as a function of eKE.
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Table 5.5: Optimized geometries for the ortho-hydroxyphenoxide anion and the first three
electronic states of the radical, calculated at the B3LYP/6-311+G* level of theory. Bond
lengths are in Angstroms (Å), and angles are in degrees. Atoms are labeled in Fig. 5.1 of
the main text.

HOC6H4O– HOC6H4O

X̃1A′ X̃2A′′ Ã2A′ B̃2A′′

C1O1 1.372 1.332 1.371 1.325
C6O2 1.288 1.253 1.335 1.265
O1H1 0.987 0.980 0.964 0.996
C2H2 1.089 1.084 1.085 1.086
C3H3 1.087 1.084 1.084 1.082
C4H4 1.090 1.085 1.085 1.085
C5H5 1.088 1.084 1.083 1.085
C1C2 1.379 1.389 1.388 1.408
C2C3 1.412 1.390 1.393 1.426
C3C4 1.393 1.421 1.392 1.367
C4C5 1.402 1.370 1.392 1.461
C5C6 1.418 1.441 1.402 1.409
C6C1 1.446 1.468 1.412 1.448
C1O1H1 100.98 106.03 111.43 102.87
O1C1C2 123.08 122.18 118.76 121.66
C1C2H2 119.35 119.76 117.53 118.57
C1C2C3 119.74 118.67 120.96 120.24
C2C3H3 120.13 119.28 119.76 120.29
C2C3C4 119.01 121.61 119.72 117.77
C3C4H4 119.55 119.00 120.62 120.19
C3C4C5 121.31 120.87 120.59 122.09
C4C5H5 120.57 122.25 121.64 119.16
C4C5C6 121.56 120.22 119.52 122.05
C5C6O2 127.32 125.22 121.12 129.06
C5C6C1 115.29 117.06 120.11 113.90
C6C1C2 123.10 121.57 119.10 123.96
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Table 5.6: Harmonic frequencies for the ortho-hydroxyphenoxide anion and radical states,
calculated at the B3LYP/6-311+G* level of theory.

HOC6H4O– HOC6H4O

X̃1A′ X̃2A′′ Ã2A′ B̃2A′′

ω1 (a′) 3377 3538 3794 3269
ω2 (a′) 3147 3201 3203 3214
ω3 (a′) 3134 3196 3196 3196
ω4 (a′) 3121 3184 3181 3183
ω5 (a′) 3099 3171 3171 3176
ω6 (a′) 1633 1614 1629 1730
ω7 (a′) 1587 1581 1591 1607
ω8 (a′) 1530 1529 1477 1583
ω9 (a′) 1499 1493 1462 1500
ω10 (a′) 1460 1445 1360 1419
ω11 (a′) 1342 1387 1278 1375
ω12 (a′) 1291 1337 1254 1317
ω13 (a′) 1253 1265 1214 1301
ω14 (a′) 1203 1197 1200 1227
ω15 (a′) 1159 1172 1180 1188
ω16 (a′) 1099 1132 1107 1056
ω17 (a′) 1029 1011 1053 1004
ω18 (a′) 876 886 849 927
ω19 (a′) 773 756 778 887
ω20 (a′) 583 579 587 866
ω21 (a′) 582 566 523 854
ω22 (a′) 464 450 432 796
ω23 (a′) 337 331 289 772
ω24 (a′′) 876 976 927 699
ω25 (a′′) 851 942 912 606
ω26 (a′′) 804 851 829 591
ω27 (a′′) 748 768 714 563
ω28 (a′′) 701 723 571 462
ω29 (a′′) 684 708 516 374
ω30 (a′′) 558 506 439 317
ω31 (a′′) 438 456 231 274
ω32 (a′′) 292 271 167 218
ω33 (a′′) 186 167 79 335i
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Chapter 6

Vibronic structure of α- and
β-naphthyl

The content and figures of this chapter are reprinted or adapted with permission from
M. L. Weichman, J. B. Kim, J. A. DeVine, D. S. Levine, and D. M. Neumark, “Vibrational

and electronic structure of the α- and β-naphthyl radicals via slow photoelectron
velocity-map imaging” J. Am. Chem. Soc. 137, 1420 (2015).
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Abstract

Slow photoelectron velocity-map imaging (SEVI) spectroscopy has been used to study
the vibronic structure of gas-phase α- and β-naphthyl radicals (C10H7). SEVI of cryogeni-
cally cooled anions yields spectra with < 4 cm−1 resolution, allowing for the observation and
interpretation of congested vibrational structure. Isomer-specific photoelectron spectra of
detachment to the radical ground electronic states show detailed structure, allowing assign-
ment of vibrational fundamental frequencies. Transitions to the first excited states of both
radical isomers are also observed; vibronic coupling and photodetachment threshold effects
are considered to explain the structure of the excited bands.

6.1 Text

Polycyclic aromatic hydrocarbons (PAHs) are of major importance in wide-ranging areas
of chemistry. PAHs are involved in the combustion of organic matter300 and subsequent
soot formation,101,301 while neutral, ionized, hydrogenated, and dehydrogenated PAHs are
likely constituents of the interstellar medium (ISM).302,303 PAHs are possible sources of mid-
infrared emission features in the ISM304–306 and have been considered tentative candidates for
carriers of diffuse interstellar bands (DIBs) for many years.307–309 No conclusive evidence of
small PAHs as DIB carriers exists to date, despite much work searching for matches between
laboratory spectra and astronomical data.310,311 Decomposition of large interstellar PAHs
may lead to the formation of carbon chains and hydrocarbon radicals in space.312

In this communication, we report high-resolution anion photoelectron spectra of α- and β-
naphthyl, C10H7

–, whose structures are shown in Fig. 6.1. Naphthalene is the simplest PAH;
its derivatives are therefore tractable models for the behavior of larger aromatic systems.

There is a solid body of theoretical work on the electronic structure, geometries, and
vibrations of the naphthyl radicals and anions303,313–318 and some calculations of their reac-
tivity in the context of combustion.319,320 Experimental characterization is sparser. Reed and
Kass321 and Lardin et al.322 measured the electron affinities (EAs) of the α- and β-naphthyl
radicals through kinetic methods and calculated the α and β C-H bond dissociation energies
of naphthalene. Both studies found the α anion to be lower in energy than the β anion by
several kJ/mol, favoring α formation in deprotonation of naphthalene.

Anion photoelectron spectroscopy (PES) is a powerful technique for probing the vibronic
structure of neutral radicals through photodetachment of a closed-shell anion.35,323 Ervin
et al.316 measured the photoelectron spectrum of C10H7

– at 300 K and with a resolution of
∼100 cm−1. The authors reported a congested, partially-resolved spectrum of the radical
ground state with an EA of 1.403(15) eV. By comparison to Franck-Condon (FC) simula-
tions, the spectrum was assigned to an 11:1 α:β isomer ratio. Substantial enrichment in
α-naphthyl is consistent with the authors’ use of non-specific deprotonation of naphthalene
to generate anions.
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Slow photoelectron velocity-map imaging (SEVI) spectroscopy,35 a high resolution vari-
ant of anion PES, is a method apt to tackle the challenges of the naphthyl system in com-
bination with gas-phase synthesis techniques and ion cooling. When anions are cryogeni-
cally cooled prior to photodetachment, hot bands and sequence bands vanish and rotational
envelopes dramatically narrow, yielding features as narrow as 4 cm−1 full-width at half-
maximum (fwhm) for molecular systems.49 We report vibrationally-resolved, isomer-specific
SEVI spectra of the ground and first excited states of the α- and β-naphthyl radicals, pro-
viding a wealth of vibronic information on these species.

The SEVI method and apparatus are described in detail elsewhere.35,49,114 Naphthyl an-
ions were prepared by flowing trace NF3 in helium gas over a reservoir containing α- or
β-trimethylsilyl (TMS) naphthalene, and expanding this mixture through an Even-Lavie
pulsed valve117 fitted with a circular filament ionizer. The TMS-naphthalene precursors were
synthesized according to the procedure described by Marcinow et al.324 from the correspond-
ing α- and β-bromonaphthalenes (Sigma-Aldrich, 97%). Dissociative electron attachment
to NF3 produced F– which reacted with TMS- naphthalene, selectively forming the α- or
β-naphthyl anion.118,321 The anions were collisionally cooled in an ion trap held at 5 K,
mass-selected, and then photodetached with the output from a tunable dye laser. The elec-
tron kinetic energy (eKE) distribution of the resulting photoelectrons was measured with a
velocity-map imaging spectrometer operated using low extraction voltages to preferentially
detect low-eKE electrons, which are imaged with the highest resolution.

Energetics, optimized Cs geometries and harmonic frequencies were calculated for the α-
and β-naphthyl anionic and neutral states at the B3LYP/6-311+G* level of theory, which
has previously worked well for PAH systems.85 Calculations of excited state geometries and
harmonic frequencies were carried out with the maximum overlap method (MOM).297 Dyson
orbitals were calculated with EOM-IP-CCSD/6-311+G*. All calculations were done in Q-
Chem 4.0.253,254 Zero-point corrected energetics and selected vibrational frequencies are re-
ported in Table 6.1. Complete lists of calculated geometries and frequencies are reported in
Tables 6.2-6.5 of the Supporting Information (SI), with molecular structures labeled in Fig.
6.4.

FC simulations were carried out using ezSpectrum,204 with all modes treated in the har-
monic approximation and with full Duschinsky mixing. Simulations were shifted in binding
energy and scaled to align with the position and intensity of each experimental vibrational
origin. Vibrational fundamentals that were observed in the SEVI spectra were scaled to their
experimental values; the others were left at their B3LYP calculated values. Photodetach-
ment cross sections were calculated as a function of eKE using the ezDyson program.82,83

Given ab initio Dyson orbitals, ezDyson finds the contribution of partial spherical waves with
angular momentum l ≤ 4 to the wavefunction of the outgoing photoelectron. Photoelectron
angular distributions were also considered, as discussed in the SI.

SEVI spectra of photodetachment to the low-eBE edge of the α- and β-naphthyl rad-
ical X̃2A′ bands are shown in Fig. 6.1. Low-resolution spectra are plotted in blue while
high-resolution composite traces are in black. Overview spectra of the entire FC profile of
the X̃ bands for the two isomers are given in Fig. 6.5. High-resolution peak widths are
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Figure 6.1: SEVI spectra of photodetachment to the X̃2A′ ground states of (a) α-naphthyl
and (b) β-naphthyl, with overview scans in blue, high-resolution traces in black, and FC
simulations in red.

∼8 cm−1 fwhm, in line with typical SEVI resolution for molecular systems. The ground
state spectra of both isomers show congested FC activity that is accurately predicted by FC
simulations (red). Peaks indicating a ∼ 4% contamination of the β isomer in the α-naphthyl
spectrum are marked with asterisks in Fig. 6.1a, and are consistent with the purity of the α-
bromonaphthalene starting material and 1 H NMR characterization of the α-TMS-naphthyl
precursor.

Spectra of the Ã2A′′ excited states of the two isomers are shown in Fig. 6.2. The Ã bands
of both isomers have strong vibrational origins and weak vibrationally excited FC structure,
qualitatively matched by simulation. The Ã state vibrational origins have vanishing inten-
sities close to threshold. SEVI can only yield narrow features at low eKE, and thus origin
peak widths are limited to ∼60 cm−1 fwhm by the experimental resolution.

Experimental findings are summarized in Table 6.1, and compare well to calculated val-
ues. Full spectral assignments can be found in Tables 6.6 and 6.7 of the SI.

The spectra shown in Fig. 6.1 represent the first high-resolution characterization of the
α- and β-naphthyl radical ground states, and are a testament to the efficacy of the SEVI
method when combined with cryogenic cooling and isomer selection techniques. Our overview
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Figure 6.2: SEVI spectra and FC simulation of photodetachment to the Ã2A′′ first ex-
cited states of (a) α-naphthyl and (b) β-naphthyl, showing overview spectra in black, FC
simulations in red, and colored traces taken at progressively lower photon energies.

spectrum of the α- naphthyl X̃ band (Fig. 6.5) is in excellent agreement with the naphthyl
spectrum reported by Ervin et al.316 Our measured EAs for α- and β-naphthyl (Table 6.1)
agree with prior work, with much improved precision.316,321,322

Both X̃ bands show extensive FC activity, indicative of a large change in geometry
upon photodetachment. For these transitions, the electron is detached from an s-p hybrid
orbital localized on the deprotonated site; calculated Dyson orbitals are shown in Fig. 6.3.
Correspondingly, geometry optimization calculations indicate that for both anions, the C-C-
C interior bond angle at the deprotonated site changes dramatically upon photodetachment,
widening by 14 (Tables 6.2 and 6.3 of the SI). The highly FC active vibrational modes
are in-plane, as required by the Cs symmetry of the system, and involve distortion at the
deprotonated site (Fig. 6.6 in the SI).

The SEVI spectra of the α- and β-naphthyl Ã bands shown in Fig. 6.2 represent the
first experimental report of these states. The observed term energies are well matched by
MOM calculations (Table 6.1). The Ã bands of both species have intense vibrational origins,
indicating small changes in geometry upon photodetachment. Accordingly, the calculated
excited state geometries show little displacement from the anion geometries (SI Tables 6.2
and 6.3), and the Dyson orbitals for these transitions are highly delocalized (Fig. 6.3).

The poor resolution of the Ã bands results from transition cross sections decaying close
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Table 6.1: Experimental and calculated electron affinities, term energies, and vibrational
frequencies for the α- and β naphthyl radicals.

Experimental Calculated

α X̃ EA,a, eV 1.4095(4)b 1.3811
ν25, cm−1 921(3) 933
ν27, cm−1 763(5) 773
ν28, cm−1 615(3) 632
ν29, cm−1 512(3) 521
ν30, cm−1 498(4) 508

Ã TE,c, eV 1.7778(32) 1.6269

β X̃ EA, eV 1.3352(2) 1.3266
ν25, cm−1 925(3) 937
ν26, cm−1 782(2) 794
ν27, cm−1 760(2) 767
ν28, cm−1 612(2) 629
ν29, cm−1 511(2) 520
ν31, cm−1 362(2) 369

Ã TE, eV 2.0194(27) 1.8652

aElectron affinity. bUncertainties represent one standard
deviation of a Gaussian fit to the experimentally ob-
served peak. cTerm energy.

to threshold. According to the Wigner threshold law,75 σ ∝ (eKE)l + 1/2, where σ is the
near-threshold photodetachment cross section and l is the angular momentum of the nascent
photoelectron. Considering the naphthyl isomers as pseudo-D2h species, the Ã state Dyson
orbitals have Au symmetry. Within the s&p model,78 an Au photodetachment transition
produces outgoing electrons with l ≥ 2, yielding vanishing σ at small eKE. The X̃ states,
on the other hand, have localized s-p hybrid Dyson orbitals, which allows for partial l =
0 detachment and retained intensity at small eKE.325 Calculated photodetachment cross
sections, shown in Fig. 6.3, are consistent with this threshold behavior for the X̃ and Ã
states of both species.

Some weak vibrational features (marked with asterisks in Fig. 6.2 maintain intensity
close to threshold in the Ã state spectra of both species, and are not well-represented by
simulation. We assign these features as transitions to FC forbidden a′′ vibrational modes of
the Ã 2A′′ state, which can undergo Herzberg-Teller coupling to a′ vibrational levels of the
X̃ 2A′ ground state. This coupling allows otherwise forbidden Ã state a′′ modes to borrow
threshold behavior from the X̃ state, explaining both why these features do not appear in
simulations, and why they retain intensity at low eKE. More detailed discussion of vibronic
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Figure 6.3: Calculated cross sections and visualized Dyson orbitals for photodetachment
to the X̃ and Ã states of (a) α-naphthyl and (b) β-naphthyl as a function of eKE.

coupling among neutral electronic states in SEVI experiments can be found in Ref. [85].
The present work represents the first high-resolution spectroscopic characterization of

the ground states of the α- and β-naphthyl radicals, and the first experimental measurement
of the lowest excited states of both species. This study demonstrates the utility of SEVI
for studying such species, especially when combined with cryogenic cooling and synthetic
techniques for isomer selection.

6.2 Supporting Information

Photoelectron Angular Distributions

For a one-photon photodetachment process with linearly polarized light, the photoelec-
tron angular distribution (PAD) is given by79

dσ

dΩ
=
σtot
4π

[1 + βP2(cos θ)] (6.1)

where θ is the angle relative to the polarization axis of the laser, P2 is the second-order
Legendre polynomial, and β is the anisotropy parameter, which varies between −1 for a
PAD aligned perpendicular to the laser polarization and +2 for a PAD parallel to the laser
polarization. β generally has a consistent sign over the range of electron kinetic energies
(eKEs) probed in SEVI experiments.85

The α-naphthyl X̃ band has a slightly parallel PAD (β > 0), while the β-naphthyl X̃ PAD
is slightly perpendicular (β < 0), as shown with plotted points in Fig. 6.7a. The two PADs
differ based on relative s and p contributions to the s-p hybrid Dyson orbitals for the two
isomers.256,325 Detachment from s-like orbitals yields predominantly l = 1 photoelectrons,
which have PADs with β > 0, while detachment from p-like orbitals yields both l = 0
photoelectrons (β = 0) and l = 2 photoelectrons (β < 0 for relatively low eKE). The relative
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contributions of these detachment channels therefore have great sway over the total PAD,
allowing for very different observed anisotropies for the α- and β-naphthyl X̃ states.

The vibrational origins of the Ã bands of both isomers have slightly perpendicular
PADs(β < 0). The β values for these transitions cannot be reported quantitatively, as
high-eKE photoelectrons from detachment to the X̃ band create a background that limits
accurate reproduction of Ã state anisotropies during image reconstruction. Additionally, the
vibrationally excited features of the Ã bands are too weak for even qualitative measurement
of anisotropies, so the PADs cannot confirm any vibronic coupling to the X̃ state discussed
in the main text.

PADs for all states were simulated as a function of eKE using the ezDyson program.83 As
described in the main chapter text, ab initio Dyson orbitals were given as input to ezDyson
and used to find the contribution of partial spherical waves with angular momentum l ≤ 4 to
the wavefunction of the outgoing photoelectron. The results of these calculations are shown
in Fig. 6.7, and compared with experimental anisotropies for the X̃ states. Simulations
reproduce the behavior of the experimental β values for the X̃ state over this range of
eKEs, though anisotropy calculations are very sensitive to the shape of the ab initio Dyson
orbitals,82 so the match is qualitative at best. The Ã state calculations also predict β < 0
for most of the eKE range, in agreement with experiment.
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Figure 6.4: Diagrams of (a) α-naphthyl and (b) β-naphthyl.
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Figure 6.5: Overview SEVI spectra of photodetachment to the X̃ A′ ground states of (a)
α-naphthyl and (b) β-naphthyl.
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Figure 6.6: Franck-Condon active vibrational modes for the ground state photoelectron
spectra of (a) α-naphthyl and (b) β-naphthyl.
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Figure 6.7: Calculated and some experimental anisotropy parameters for photodetachment
to (a) the X̃ bands of α- and β-naphthyl and (b) the Ã bands of α- and β-naphthyl, as
functions of eKE.



CHAPTER 6: Vibronic structure of α- and β-naphthyl 129

Table 6.2: Optimized bond lengths (Å) and bond angles (degrees) of the anion and neutral
α-naphthyl species calculated with B3LYP/6-311+G*. Atoms are labeled in Fig. 6.4.

Anion Ground Excited

C2H2 1.096 1.085 1.089
C3H3 1.093 1.086 1.087
C4H4 1.090 1.086 1.087
C5H5 1.091 1.086 1.087
C6H6 1.088 1.085 1.085
C7H7 1.088 1.085 1.085
C8H8 1.087 1.085 1.085
C1C2 1.397 1.355 1.446
C2C3 1.420 1.426 1.392
C3C4 1.379 1.375 1.397
C4C4a 1.418 1.421 1.424
C4aC5 1.422 1.419 1.407
C4aC8 1.447 1.441 1.434
C5C6 1.377 1.375 1.395
C6C7 1.416 1.415 1.395
C7C8 1.379 1.374 1.399
C8C8a 1.425 1.419 1.405
C1C8a 1.445 1.400 1.451
C1C2H2 119.30 122.59 117.79
C2C3H3 119.79 119.25 120.74
C3C4H4 121.27 119.92 120.32
C4aC5H5 118.73 118.76 119.70
C5C6H6 120.18 119.95 119.81
C6C7H7 119.73 119.57 119.97
C7C8H8 121.05 120.83 121.04
C1C2C3 124.75 116.82 124.83
C2C3C4 120.90 120.42 119.99
C3C4C4a 119.16 121.49 120.42
C4C4aC5 121.98 122.78 121.65
C4C4aC8a 118.25 118.98 118.11
C4aC5C6 121.31 120.96 120.45
C5C6C7 119.80 120.51 120.03
C6C7C8 119.85 120.46 120.01
C7C8C8a 122.85 120.39 121.73
C8C8aC1 119.65 125.02 118.48
C8C8aC4a 116.42 119.44 117.55
C8aC1C2 113.00 126.74 112.68
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Table 6.3: Optimized bond lengths (Å) and bond angles (degrees) of the anion and neutral
β-naphthyl species calculated with B3LYP/6-311+G*. Atoms are labeled in Fig. 6.4.

Anion Ground Excited

C1H1 1.098 1.086 1.092
C3H3 1.096 1.085 1.089
C4H4 1.093 1.087 1.089
C5H5 1.089 1.086 1.086
C6H6 1.088 1.085 1.085
C7H7 1.088 1.085 1.085
C8H8 1.089 1.086 1.086
C1C2 1.396 1.354 1.447
C2C3 1.440 1.395 1.433
C3C4 1.383 1.381 1.377
C4C4a 1.419 1.422 1.442
C4aC5 1.419 1.420 1.395
C4aC8a 1.437 1.434 1.427
C5C6 1.379 1.374 1.401
C6C7 1.417 1.415 1.396
C7C8 1.379 1.375 1.392
C8C8a 1.423 1.419 1.411
C1C8a 1.426 1.430 1.423
C2C3H3 118.33 122.01 118.18
C3C4H4 120.98 119.93 120.78
C4aC5H5 118.51 118.78 119.65
C5C6H6 120.35 120.10 119.61
C6C7H7 119.71 119.63 120.08
C7C8H8 120.03 120.35 120.22
C8aC1H1 114.85 119.82 116.09
C1C2C3 112.26 126.31 112.08
C2C3C4 125.41 116.81 124.58
C3C4C4a 120.51 121.12 121.55
C4C4aC5 123.65 121.83 122.98
C4C4aC8a 117.25 119.55 117.74
C4aC5C6 121.48 120.99 120.63
C5C6C7 119.70 120.23 120.46
C6C7C8 120.04 120.39 119.71
C7C8C8a 121.86 120.75 120.81
C8C8aC1 123.34 122.22 122.86
C8C8aC4a 117.82 119.01 119.13
C8aC1C2 125.73 117.45 126.03
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Table 6.4: Vibrational frequencies (cm−1) for the anion and neutral α-naphthyl species
calculated with B3LYP/6-311+G*.

Symm. Mode Anion Ground Excited Symm. Mode Anion Ground Excited

a′ ν1 3157 3191 3198 a′′ ν32 967 990 1003
ν2 3137 3181 3186 ν33 944 968 1000
ν3 3117 3180 3172 ν34 921 956 977
ν4 3114 3168 3169 ν35 868 887 923
ν5 3094 3167 3154 ν36 834 859 891
ν6 3067 3157 3147 ν37 774 786 781
ν7 3014 3155 3120 ν38 757 769 764
ν8 1632 1664 1595 ν39 711 726 746
ν9 1602 1638 1587 ν40 621 611 637
ν10 1547 1584 1540 ν41 489 506 459
ν11 1517 1524 1506 ν42 454 459 446
ν12 1462 1487 1463 ν43 394 400 382
ν13 1439 1456 1444 ν44 165 186 161
ν14 1380 1392 1382 ν45 160 169 150
ν15 1348 1382 1355
ν16 1313 1361 1297
ν17 1255 1275 1279
ν18 1225 1238 1238
ν19 1199 1201 1189
ν20 1157 1180 1180
ν21 1150 1171 1130
ν22 1123 1140 1111
ν23 1035 1047 1055
ν24 1022 1034 1028
ν25 938 933 928
ν26 808 801 810
ν27 754 773 762
ν28 626 632 613
ν29 516 521 510
ν30 514 508 486
ν31 378 362 371
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Table 6.5: Vibrational frequencies (cm−1) for the anion and neutral β-naphthyl species
calculated with B3LYP/6-311+G*.

Symm. Mode Anion Ground Excited Symm. Mode Anion Ground Excited

a′ ν1 3149 3187 3194 a′′ ν32 957 988 1006
ν2 3132 3179 3181 ν33 941 963 994
ν3 3117 3174 3169 ν34 918 948 965
ν4 3110 3162 3165 ν35 891 884 916
ν5 3068 3159 3134 ν36 834 839 864
ν6 3020 3157 3112 ν37 797 801 840
ν7 3000 3153 3099 ν38 766 750 779
ν8 1631 1657 1604 ν39 717 739 747
ν9 1583 1620 1597 ν40 619 612 610
ν10 1558 1593 1529 ν41 472 485 450
ν11 1513 1534 1505 ν42 436 470 417
ν12 1453 1471 1459 ν43 358 386 329
ν13 1439 1463 1432 ν44 175 191 159
ν14 1394 1396 1390 ν45 165 175 144
ν15 1363 1388 1360
ν16 1317 1339 1298
ν17 1283 1281 1294
ν18 1262 1255 1254
ν19 1221 1211 1224
ν20 1169 1176 1186
ν21 1163 1163 1135
ν22 1143 1144 1134
ν23 1033 1051 1051
ν24 1005 1040 981
ν25 935 937 937
ν26 795 794 797
ν27 770 767 769
ν28 639 629 620
ν29 521 520 515
ν30 511 511 484
ν31 360 369 354
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Table 6.6: Peak positions (cm1), offsets from the origin (cm1), and assignments for the
SEVI spectra of α-naphthyl given in Figs. 6.1a and 6.2a.

Peak Position Offset Assignment Band

A 11368 0 00
0 X̃2A′ ← X̃1A′

B 11867 498 301
0

C 11880 512 291
0

D 11983 615 281
0

E 12131 763 271
0

F 12289 921 251
0

G 12376 1007 302
0, 291

0301
0

H 12487 1119 281
0301

0, 281
0291

0

I 12599 1230 282
0

J 12629 1261 271
0301

0

K 12643 1274 271
0291

0

L 12747 1379 271
0281

0

M 12788 1419 251
0301

0

N 12800 1432 251
0291

0

O 12903 1535 251
0281

0

P 12992 1623 281
0291

0301
0, 281

0302
0

Q 13052 1683 251
0271

0

R 13099 1731 282
0301

0

S 13110 1741 282
0291

0

a 25708 0 00
0 Ã2A′′ ← X̃1A′
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Table 6.7: Peak positions (cm1), offsets from the origin (cm1), and assignments for the
SEVI spectra of β-naphthyl given in Figs. 6.1b and 6.2b.

Peak Position Offset Assignment Band

A 10769 0 00
0 X̃2A′ ← X̃1A′

B 11131 362 311
0

C 11280 511 291
0

D 11381 612 281
0

E 11529 760 271
0

F 11551 782 261
0

G 11642 873 291
0311

0

H 11694 925 251
0

I 11791 1022 292
0

J 11891 1122 281
0291

0

K 11912 1144 261
0311

0

L 12038 1269 271
0291

0

M 12061 1292 261
0291

0

N 12153 1384 291
0311

0

O 12162 1394 261
0281

0

P 12205 1437 251
0291

0

Q 12301 1532 293
0

R 12309 1540 261
0271

0

S 12334 1565 262
0

T 12402 1633 281
0291

0

U 12422 1654 261
0291

0311
0

V 12450 1681 251
0271

0

W 12476 1707 251
0261

0

a 27056 0 00
0 Ã2A′′ ← X̃1A′
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Chapter 7

Vibronic structure of 9-, 1-, and
2-anthracenyl

The content and figures of this chapter are reprinted or adapted with permission from
M. L. Weichman, J. A. DeVine, D. S. Levine, J. B. Kim, and D. M. Neumark,

“Isomer-specific vibronic structure of the 9-, 1-, and 2-anthracenyl radicals via slow
photoelectron velocity-map imaging” Proc. Natl. Acad. Sci. USA 113, 1698 (2016).

http://www.pnas.org/content/113/7/1698.short
http://www.pnas.org/content/113/7/1698.short
http://www.pnas.org/content/113/7/1698.short
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Abstract

Polycyclic aromatic hydrocarbons, in various charge and protonation states, are key
compounds relevant to combustion chemistry and astrochemistry. Here, we probe the vi-
brational and electronic spectroscopy of gas-phase 9-, 1-, and 2-anthracenyl radicals (C14H9)
by photodetachment of the corresponding cryogenically cooled anions via slow photoelectron
velocity-map imaging (cryo-SEVI). The use of a newly designed velocity-map imaging lens in
combination with ion cooling yields photoelectron spectra with <2 cm−1 resolution. Isomer
selection of the anions is achieved using gas-phase synthesis techniques, resulting in observa-
tion and interpretation of detailed vibronic structure of the ground and lowest excited states
for the three anthracenyl radical isomers. The ground state bands yield electron affinities of
1.7155(2) eV, 1.5436(2) eV, and 1.4671(2) eV for 9-, 1-, and 2-anthracenyl respectively. Vi-
brational frequencies for several Franck-Condon active modes are measured and assigned for
each isomer. Term energies of the first excited states of the 9-, 1-, and 2-anthracenyl radicals
are found to be 1.205(6) eV, 1.515(4) eV, and 1.755(8) eV, respectively. Spectra are inter-
preted through comparison with ab initio quantum chemistry calculations, Franck-Condon
simulations, and calculations of threshold photodetachment cross sections and anisotropies.
Experimental measures of the subtle differences in energetics and relative stabilities of these
radical isomers are of interest from the perspective of fundamental physical organic chem-
istry, and aid in understanding their behavior and reactivity in interstellar and combustion
environments. Additionally, spectroscopic characterization of these species in the laboratory
is essential for their potential identification in astrochemical data.

7.1 Introduction

Polycyclic aromatic hydrocarbons (PAHs) are an important class of species in many areas
of chemistry. They are major components in coal326 and in soot formed from combustion of
organic matter.327,328 PAHs are therefore common environmental pollutants, and have well-
documented mutagenic and carcinogenic biological activity.329,330 PAHs are also believed
to be abundant in the interstellar medium,331 and may be carriers of the anomalous IR
emission bands.304–306 Recent molecular beam studies indicate that PAH growth can proceed
through cold collisions of smaller hydrocarbons under interstellar conditions.332,333 Individual
PAH molecules can subsequently provide nucleation sites for amorphous graphitic grains.306

Interstellar PAHs and their clusters therefore bridge the gap between small carbonaceous
molecules and larger particles, analogous to their role in soot condensation in combustion
environments.334

In space, PAH species are likely to exist as an equilibrium of neutral and ionic charge
states, with varying degrees of hydrogenation and dehydrogenation.335–337 Models of dense
interstellar clouds find that anionic PAHs are the major carriers of negative charge, rather
than free electrons.338 Closed-shell, singly deprotonated PAH carbanions have large elec-
tron affinities compared to radical anionic parent species, and may therefore be reasonably
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robust in the interstellar medium.331,335 We investigate the three dehydrogenated isomers
of anthracene, the 9-, 1-, and 2-anthracenyl radicals, via slow photoelectron velocity-map
imaging of the corresponding cryogenically cooled, deprotonated anions; structures of the
C14H9

– isomers are shown in Fig. 7.1. This technique, cryo-SEVI, previously yielded highly
vibrationally-resolved spectra of α- and β-naphthyl.294 We demonstrate here that even larger
PAH anions are accessible to detailed characterization with cryo-SEVI, and that the three
anthracenyl isomers demonstrate strikingly distinct energetics and spectroscopic signatures.

The anthracene molecule has been well characterized experimentally. Its infrared spec-
trum has been measured in a rare gas matrix339,340 and in the gas phase,341 and its vibrational
structure has been largely assigned.342 The S1 ← S0 electronic transition in anthracene has
been investigated with cavity ring down spectroscopy.343 The high-temperature oxidation
products of anthracene with O2 and OH have been studied experimentally,344,345. In both
cases, H atom abstraction to form the anthracenyl radical intermediate competes with direct
oxidation of anthracene. These reaction pathways govern the balance between efficient com-
bustion and soot formation; detailed understanding of the intermediates involved is essential
for accurately modeling combustion.

The anthracenyl radical and anion isomers are not nearly as well-characterized as the an-
thracene parent. The 9- and 1-anthracenyl radicals were examined with ESR spectroscopy,346

which suggested that the unpaired electron resides in a σ orbital localized at the site of de-
hydrogenation. The reactivity of the 9-anthracenyl radical with naphthalene and toluene
has also been measured experimentally.347 A recent multiple-photon electron detachment
study yielded the infrared action spectrum of the 9-anthracenyl anion.331 Anionic anthracene
derivatives in various protonation states are also used in electron transfer dissociation mass
spectrometry as an electron source to induce fragmentation of peptide back bones348. A fair
amount of additional theoretical work has been reported detailing the energetics, electronic
structure, geometries, vibrational frequencies, and reactivities of the anthracenyl radicals
and anions.317,318,326,331,349–351 The three C−H bond dissociation energies of anthracene are
predicted to be very similar, leading to three anthracenyl radical isomers nearly degenerate
in energy.317,318,326,349 The anionic isomers are calculated to be more separated in energy,
with the 9-anthracenyl anion being the most stable, and the 1- and 2-anthracenyl anions
lying 0.14 eV and 0.18–0.21 eV higher in energy, respectively.317,331

Anion photoelectron spectroscopy (PES) is a technique well-suited for probing the vi-
bronic structure of neutral radicals through photodetachment of a closed-shell anion.35,323

The cryo-SEVI technique used here is a high-resolution variant of PES and yields spectra
of complex anions with sub-meV resolution.294,352,353 Specific anthracenyl anion isomers are
prepared using trimethylsilyl-anthracene precursors and cooled to cryogenic temperatures
(∼10 K) prior to photodetachment, eliminating hot spectral features and narrowing the ro-
tational profiles of the observed peaks. Cooling is essential for obtaining interpretable spectra
of large molecular species with many low-frequency vibrational modes. We use a newly de-
signed velocity-map imaging (VMI) electrostatic lens with improved energy resolution. This
development allows us to observe peaks with 2–3 cm−1 fwhm and resolve splittings as small
as 3 cm−1 for the anthracenyl system. Focusing is also improved at higher electron kinetic
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energy (eKE), yielding narrower features farther from threshold and thus facilitating studies
of anions with poor threshold photodetachment cross sections.

We present highly vibrationally-resolved, isomer-specific spectra of transitions to the
ground and first excited states of the 9-, 1-, and 2-anthracenyl radicals, providing much new
spectroscopic information, and demonstrating the new capabilities of the cryo-SEVI instru-
ment. We obtain precise electron affinities for the three anthracenyl radical isomers and term
energies for their excited states, and measure Franck-Condon active fundamental vibrational
frequencies. Our results illuminate the distinct spectroscopy, energetics, and potential reac-
tivity of these isomers, with far-reaching applications in interpretation of astrochemical data
and modeling of combustion chemistry.

7.2 Experimental Methods

The SEVI method and apparatus has been described in detail in Chap. 2.
Specific anthracenyl anion isomers are prepared by flowing trace NF3 in helium gas over

a reservoir containing either 9-, 1-, or 2-(trimethylsilyl)-anthracene heated to 40–60 ◦C. We
expand this mixture through an Even-Lavie pulsed valve117 operating at 20 Hz, and fitted
with a circular filament ionizer. Electrons from the ionizer induce dissociative electron
attachment of NF3 to produce F–. F– then reacts with 9-, 1- or 2-(trimethylsilyl)-anthracene,
selectively forming the corresponding anthracenyl anion due to the strength of the silicon-
fluorine bond.118

The three trimethylsilyl-anthracene precursors were synthesized from the corresponding
bromoanthracenes according to the procedure described by Marcinow et al.324 9-bromo-
anthracene (TCI,> 99%) and 1-bromoanthracene (TCI,> 97%) were obtained commercially,
while 2-bromoanthracene was synthesized from 2-aminoanthracene (Sigma-Aldrich, 96%).
The details of these syntheses and NMR characterization of products are reported in the
Supporting Information.

We calibrate the velocity, and hence eKE of the photoelectrons as a function of radial
displacement, R, using SEVI images of atomic O– and F–,145,146 taken at many photon
energies. The distance of an electron spot from the center of the reconstructed image is
largely linearly proportional to its velocity following photodetachment. However, the added
length and lensing properties of the new VMI design slightly distort the electron velocities,
so an additional polynomial term is needed; we calibrate by fitting eKE = aR2 + bR4.
The eKE spectrum can then be converted to eBE using the energy conservation expression
eBE = hν − eKE, where hν is the photon energy.

7.3 Calculations

Density functional theory calculations were carried out at the B3LYP/6-311+G* level of
theory in order to find the energetics, optimized geometries, normal modes, and harmonic
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vibrational frequencies for the 9-, 1-, and 2-anthracenyl anions, and the ground and first
excited states of the corresponding radicals. The maximum overlap method297 was used for
the radical excited states. Dyson orbitals for photodetachment transitions were calculated
with EOM-IP-CCSD/6-311G. All ab initio work was done using Q-Chem 4.0.253,254

Calculated energetics corrected for vibrational zero-point energy and relevant harmonic
vibrational frequencies are summarized in Table 7.1; isomer energetics are summarized in
Table 7.2. Full lists of optimized geometries and harmonic frequencies can be found in
Tables 7.6-7.11 in the Supporting Information. All states considered were found to have
planar equilibrium geometries, in agreement with the literature.317,318,331

Photoelectron spectra for detachment to the ground and excited states of the 9-, 1-,
and 2-anthracenyl radicals were simulated at 0 K using the ezSpectrum program.204 The ab
initio geometries, normal modes, and harmonic frequencies were given as input, and Franck-
Condon overlap factors were calculated in the harmonic approximation with Duschinsky
mixing of all modes.205 The vibrational origins of all bands were shifted in eBE to align with
their experimental values. Those frequencies of the neutral ground states that were observed
in the high-resolution SEVI spectra were scaled to their experimental values; the others were
left at their calculated B3LYP/6-311+G* values.

The photoelectron angular distributions and photodetachment cross sections for tran-
sitions to the neutral ground and excited states were calculated as functions of eKE with
the ezDyson program.82,83 ezDyson takes as input the ab initio Dyson orbitals for the rele-
vant photodetachment transitions, and finds the contribution of partial spherical waves with
angular momentum l ≤ 4 to the wavefunction of the outgoing photoelectron.

7.4 Results and Discussion

7.4.1 Experimental Photodetachment Spectra

The cryo-SEVI spectra of 9-, 1-, and 2-anthracenyl presented in Figs. 7.1 and 7.2 show
two well-separated electronic bands, which for each isomer are assigned as transitions from
the anion ground state to the ground electronic state (X̃) and the first excited state (Ã) of
the neutral radical. Franck-Condon (FC) simulations for all states are plotted as red stick
spectra. Experimental energetics and vibrational frequencies for all anthracenyl isomers are
summarized in Table 7.1 and compared to calculated values. Positions and assignments for
the peaks labeled in Figs. 7.1 and 7.2 are summarized in Tables 7.3-7.5.

Cryo-SEVI spectra of the 9-,1-, and 2-anthracenyl X̃ bands are shown in Fig. 7.1 as
a function of electron binding energy (eBE). With SEVI, we first measure a low-resolution
overview spectrum at a photon energy well above the eBE of the band of interest, plotted here
in blue. We then obtain high-resolution spectra at discrete photon energies tuned above the
spectral features of interest, and splice them together to create a composite high-resolution
spectrum of the full region, plotted in black. The high-resolution trace for a given feature is
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Table 7.1: Experimental and calculated electron affinities, excited state term energies, and
vibrational frequencies for the 9-, 1-, and 2-anthracenyl radicals.

Isomer Parameter Experimental Calculated

9 X̃ EA,a eV 1.7155(2)b 1.6749
ν15, cm−1 1147(1) 1168
ν17, cm−1 896(2) 907
ν18, cm−1 752(4) 759
ν19, cm−1 648(2) 658
ν20, cm−1 621(2) 638
ν21, cm−1 390(2) 398
ν22, cm−1 228(2) 233

9 Ã T0,c eV 1.205(6) 1.0382

1 X̃ EA, eV 1.5436(2) 1.5287
ν30, cm−1 1091(4) 1113
ν34, cm−1 891(2) 902
ν36, cm−1 753(2) 762
ν38, cm−1 621(2) 639
ν39, cm−1 599(2) 618
ν40, cm−1 514(2) 526
ν42, cm−1 388(2) 395
ν43, cm−1 232(2) 236

1 Ã T0, eV 1.515(4) 1.3277
ν56, cm−1 496(36) 504
ν60, cm−1 255(33) 256

2 X̃ EA, eV 1.4671(2) 1.4734
ν31, cm−1 1013(2) 1039
ν34, cm−1 882(2) 894
ν37, cm−1 648(1) 658
ν39, cm−1 591(1) 609
ν40, cm−1 522(2) 533
ν41, cm−1 389(1) 398
ν42, cm−1 392(1) 396
ν43, cm−1 234(1) 238

2 Ã T0, eV 1.755(8) 1.5580

aElectron affinity. bUncertainties represent one stan-
dard deviation of a Gaussian fit to the experimentally
observed peak. cTerm energy.
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then scaled to the intensity of that feature in the overview spectrum to avoid any threshold
effects that distort relative peak intensities.

The ground state spectra of all isomers show congested but well-resolved structure that is
accurately predicted by FC simulation. High-resolution peak widths are typically 4–5 cm−1

fwhm for the ground states of all three anthracenyl radicals, and as narrow as 2–3 cm−1

fwhm. This constitutes a notable improvement in instrumental resolution over previous
cryo-SEVI studies of aromatic molecules, where the narrowest features were more often 7–
8 cm−1 fwhm.294,353 Peaks indicating some contamination of the 1-anthracenyl isomer in the
2-anthracenyl spectrum are plotted in gray in Fig. 7.1c. This contamination is likely due to
decomposition of either the 2-trimethylsilyl-anthracene precursor or the 2-anthracenyl anions
after formation in the ion source. The contamination worsens with increasing temperature
of the ion source, and over time with usage of the same precursor sample.

Spectra of the Ã bands of 9- and 1-anthracenyl are shown in Figs. 7.2a and b. Due
to poor threshold cross sections for these bands, we do not plot composite high-resolution
spectra, but rather the full traces at progressively lower photon energies. Though we report
its term energy in Table 7.1, the 2-anthracenyl Ã state spectrum is not presented due to
contamination from 1-anthracenyl structure made worse by relative cross section effects. The
bands of all isomers have strong vibrational origins and weak vibrationally excited structure.
The profiles of these bands are in qualitative agreement with FC simulation, although more
vibrational activity is seen in the spectra than the simulations.

Compared to the X̃ bands, the Ã state vibrational origins are very weak at low eKE,
preventing measurements close to threshold where SEVI resolution is best. Hence, peak
widths for the Ã band origins are limited to ∼100 cm−1 fwhm, even with the improved
resolution afforded by the new VMI lens. The remaining features in the Ã bands largely
follow this trend of vanishing intensity close to threshold. However, the intensities of some
peaks (most notably b and c) in the 1-anthracenyl spectrum increase dramatically at certain
photon energies as evidenced by the purple trace plotted in Fig. 7.2b, which is an average of
spectra taken at photon energies of 27519 cm−1 and 27595 cm−1.

SEVI also provides information about the anisotropy of photodetachment transitions.
For a photodetachment process with one photon of linearly polarized light, the photoelectron
angular distribution (PAD) is given by:79

dσ

dΩ
=
σtot
4π

[1 + βP2(cos θ)] (7.1)

where θ is the angle of electron signal relative to the polarization axis of the laser, P2 is the
second-order Legendre polynomial, and β is the anisotropy parameter, which varies between
-1 for a PAD aligned perpendicular to the laser polarization and +2 for a PAD parallel to
the laser polarization.

Experimental values of β for the vibrational origins of the X̃ bands of all isomers are plot-
ted in Fig. 7.3 as a function of eKE, along with PAD simulations for the X̃ and Ã bands. We
cannot report quantitative anisotropy parameters for the excited states, because high-eKE
photoelectrons from detachment to the ground states create a background that distorts the
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Figure 7.1: SEVI spectra of photodetachment to (a) the X̃2A1 ground state of 9-anthracenyl
and the X̃2A′ ground states of (b) 1-anthracenyl and (c) 2-anthracenyl, with low-resolution
overview scans in blue and high-resolution traces in black. Features in the spectrum of
2-anthracenyl appearing due to 1-anthracenyl contamination are plotted in gray. FC simu-
lations are shown in red.



CHAPTER 7: Vibronic structure of 9-, 1-, and 2-anthracenyl 143

23000 24000 25000 26000 27000 28000

24000 25000 26000 27000 28000 29000

c

b

a (b)

 

E
le

ct
ro

n 
S

ig
na

l (
a.

 u
.) a (a)

 

 

E
le

ct
ro

n 
S

ig
na

l (
a.

 u
.)

eBE (cm-1)

Figure 7.2: SEVI spectra of photodetachment to (a) the Ã2B1 excited state of 9-anthracenyl
and (b) the Ã2A′′ state of 1-anthracenyl, with colored traces taken at progressively lower
photon energies and FC simulations in red.

excited state anisotropies during image reconstruction. However, it is qualitatively clear that
all radical isomers have Ã state vibrational origins with slightly perpendicularly polarized
PADs (β < 0). Intriguingly, in the 1-anthracenyl Ã state spectrum plotted in purple in Fig.
7.2b, peaks b and c demonstrate positive β values, in contrast to the vibrational origin a.

7.4.2 Assignment of Electronic Structure

Cryogenic cooling ensures, in principle, that we photodetach from the ground vibrational
and electronic state of each anthracenyl anion. Our electronic structure calculations indicate
that the ground state of each neutral radical is accessed by removing an electron from an
in-plane σ molecular orbital (MO) with s-p character localized on the deprotonated site of
the closed-shell anion, while the first excited state of each radical is accessed by removal
of an electron from a delocalized π MO of the anion. Calculated Dyson orbitals82 for the
photodetachment transitions for each isomer are shown in Fig. 7.4.
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Figure 7.3: Calculated and experimental anisotropy parameters for photodetachment to
(a) the X̃ band vibrational origins and (b) the Ã band vibrational origins of the 9-, 1-, and
2-anthracenyl radicals, as functions of eKE.

We assign the low binding energy bands in Fig. 7.1 to the X̃2A1 ← X̃1A1 detachment
transition of 9-anthracenyl and the X̃2A′ ← X̃1A′ transitions of 1- and 2-anthracenyl. The
peaks labeled A in Fig. 7.1 represent the vibrational origin of each X̃ ← X̃ band. The
corresponding binding energies yield experimental electron affinities (EAs) of 1.7155(2) eV,
1.5436(2) eV, and 1.4671(2) eV respectively for the 9-, 1-, and 2-anthracenyl radicals, in good
agreement with the calculations carried out in the present work (Table 7.1), as well as in
the literature.317 The decrease in EA as the site of deprotonation is moved from C9 to C1

to C2 reflects the energetic ordering of the anions. The isomer energetics calculated in the
present work (Table 7.2) are in good agreement with the literature;317,318,326,331,349; we find
that the 9-anthracenyl anion is lowest in energy with the 1-anthracenyl and 2-anthracenyl
anions lying 0.13 eV and 0.18 eV higher in energy, respectively. By contrast, the 9-, 1-, and
2-anthracenyl radicals fall within 0.02 eV of one another.

The higher eBE bands shown in Fig. 7.2 are assigned to the Ã2B1 ← X̃1A1 band of
9-anthracenyl and the Ã2A′′ ← X̃1A′ transition of 1-anthracenyl; the peaks labeled a are the
vibrational origins of these two bands. The Ã states lie at term energies (T0) of 1.205(6) eV,
1.515(4) eV, and 1.755(8) eV respectively for 9-, 1-, and 2-anthracenyl. Calculated energetics
(Table 7.1) compare favorably and reproduce the trend of increasing Ã state term energy from
9- to 1- to 2-anthracenyl. Because the radical ground states are predicted to be nearly de-
generate, the differences in T0 are due to destabilization of the 1- and 2-anthracenyl Ã states
relative to that of 9-anthracenyl. The calculated results in Table 7.2 place the 1-anthracenyl
and 2-anthracenyl Ã states respectively 0.27 eV and 0.50 eV above the 9-anthracenyl Ã state.
Rationalizations for the energetic ordering of the anion and neutral isomers will be discussed
in further detail below.
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Figure 7.4: Calculated cross sections and visualized Dyson orbitals for photodetachment
to the X̃ and Ã states of (a) 9-anthracenyl, (b) 1-anthracenyl, and (c) 2-anthracenyl as a
function of eKE.

Table 7.2: Calculated energies (eV) for all species at the B3LYP/6-311+G* level of theory,
given relative to the 9-anthracenyl anion ground state and corrected for vibrational zero
point energy.

9-anthracenyl 1-anthracenyl 2-anthracenyl

Anion 0.0000 0.1309 0.1842
Ground 1.6749 1.6596 1.6576
Excited 2.7130 2.9873 3.2156

7.4.3 Radical Ground States

The X̃ bands of the anthracenyl radicals show extensive FC activity, indicative of a large
change in geometry upon photodetachment. This FC structure is consistent with detach-
ment of an electron from a highly localized MO (Fig. 7.4) and with geometry optimization
calculations (Tables 7.6-7.8) which indicate that the C−C−C interior bond angle at the de-
protonated site widens by ∼ 14o in all three systems upon detachment to the radical ground
state.

Several fundamental frequencies of each radical ground state are observed (Table 7.1).
The FC active vibrational modes should be totally symmetric, and are therefore attributed
to a1 modes for the C2v-symmetric 9-anthracenyl radical and a′ modes for the Cs-symmetric
1- and 2 anthracenyl radicals. Schematics for normal mode displacements of all FC active
vibrations are given in Fig. 7.5. The most highly FC active modes for each radical involve
significant distortion at the deprotonated site, where there is the largest change in geometry
upon photodetachment. All assigned experimental frequencies are within a factor of 0.97-0.99
of the corresponding ab initio calculated value.

For the 9-anthracenyl radical ground state (Fig. 7.1a), we report seven vibrational fun-
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damentals: ν22 (peak B) with a frequency of 228(2) cm−1, ν21 (peak C) at 390(2) cm−1, ν20

(peak D) at 621(2) cm−1, ν19 (peak E) at 648(2) cm−1, ν18 (peak F) at 752(4) cm−1, ν17 (peak
H) at 896(2) cm−1, and ν15 (peak L) at 1147(1) cm−1. All other features are progressions or
combinations bands of these modes; their assignments are detailed in Table 7.3. The FC stick
spectra are in very good agreement with the experimentally observed features. Only peak
B does not appear in the simulation but it can be assigned unambiguously to ν22 based on
comparison with the ab initio calculated frequencies of FC allowed a1 modes. Additionally,
the assignment of ν15 to peak L is more uncertain than the other fundamentals, given that
it appears in a spectrally congested region.

In Fig. 7.1b, the experimental 1-anthracenyl radical X̃ band also largely agrees with the
FC simulation. Through comparison with simulation, we report the following vibrational
fundamentals: ν43 (peak B) at 232(2) cm−1, ν42 (peak C) at 388(2) cm−1, ν40 (peak D) at
514(2) cm−1, ν39 (peak E) at 599(2) cm−1, ν38 (peak G) at 621(2) cm−1, ν36 (peak H) at
753(2) cm−1, ν34 (peak M) at 891(2) cm−1, and ν30 (peak Q) at 1091(4) cm−1. Only peak
B does not appear in the simulation, but again it can be assigned to the fundamental ν43

as the only FC allowed a′ mode with a sufficiently low calculated frequency. Additionally,
we observe a strong feature (peak F) not predicted by the FC simulation. It appears at
607 cm−1 above the origin and only 8 cm−1 above ν39 (peak E). Elsewhere in the spectrum,
similar doublets (e.g. peaks N/O, V/W) appear where the FC simulation predicts only
one peak involving excitation of the 39 mode. The likely source of these features will be
discussed below. Nearly all other peaks in the spectrum can be assigned to progressions and
combination bands of the observed fundamentals and peak F (Table 7.4).

The 2-anthracenyl radical X̃ band in Fig. 7.1c shows contamination from 1 anthracenyl
ground state features; those peaks which derive from 1-anthracenyl are shaded gray. The
distinct binding energies and FC profiles of the two bands permit nearly full assignment of
the 2-anthracenyl ground state features despite the contamination. We report vibrational
fundamentals for ν43 (peak B) at 234(1) cm−1, ν42 (peak C) at 392(1) cm−1, ν41 (peak D)
at 389(1) cm−1, ν40 (peak E) at 522(2) cm−1, ν39 (peak F) at 591(1) cm−1, ν37 (peak H) at
648(1) cm−1, ν34 (peak K) at 882(2) cm−1, and ν31 (peak M) at 1013(2) cm−1. Only the ν31

fundamental is slightly obscured by an overlapping 1-anthracenyl feature. The instrumental
resolution is sufficient to distinguish the ν41 and ν42 fundamentals (peaks C/D, inset of Fig.
7.1c) which are split by 3 cm−1; this is only now possible with our new VMI electron optics.
Nearly all other bands in the 2-anthracenyl X̃ spectrum can be assigned to progressions
and combination bands of the observed fundamentals (Table 7.5). As was seen in the 1-
anthracenyl X̃ band, we observe a feature not predicted by FC simulation (peak G) at
599 cm−1, again 8 cm−1 above the ν39 fundamental (peak F).

The source of peaks F and G in the X̃ state spectra of the 1- and 2-anthracenyl radicals is
subtle. The PAD and threshold behavior of these peaks is the same as the neighboring peaks,
suggesting that they have the same electronic character as the FC allowed peaks, and thus
do not arise through a Herzberg-Teller coupling scheme as we have seen in other systems.85

However, the locations of peaks F and G with respect to the vibrational origins of 1- and
2-anthracenyl do not align with any calculated a′ fundamentals or combinations of FC active
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modes. An important clue is that the unexpected features are associated with excitation of
the ν39 ring distortion modes (Fig. 7.5), lying only 8 cm−1 above the ν39 fundamentals in
both spectra.

Each of these peaks is most likely a combination band of two a′′ modes that together
have a′ vibrational symmetry, as a′′ ⊗ a′′ = a′. Such a combination band is FC allowed by
symmetry, and if its frequency is very close to that of the ν39 fundamental, it can borrow the
intensity of the ν39 fundamental through a Fermi resonance. Fermi resonances occur when
two vibrational states of the same overall symmetry lie very close together and interact,
leading to mixing of the two eigenstates and widening of the energy gap as the mixing states
repel one another.65 Anharmonic terms in the potential energy provide the perturbation that
allows energy levels associated with different normal modes to mix.

Based on calculated harmonic frequencies, the most likely a′′ modes involved in the
combination band in Fermi resonance with ν39 are modes ν59 and ν61 for both isomers (dis-
placements shown in Fig. 7.6). For 1-anthracenyl, the ab initio frequencies are 360 cm−1 for
ν59 and 233 cm−1 for ν61, yielding a combination band at 623 cm−1, just above the calcu-
lated frequency of 618 cm−1 for ν39 (Table 7.9). For 2-anthracenyl, mode ν59 is predicted at
378 cm−1 and ν61 at 237 cm−1, and their sum is at 615 cm−1, again lying near the calculated
frequency of 609 cm−1 for ν39 (Table 7.10).

If we consider 1-anthracenyl and 2-anthracenyl in a pseudo-D2h symmetry framework
with the deprotonated sites as small symmetry-breaking perturbations, the in-plane ν39 ring
distortion is of b2u symmetry, while the out-of-plane modes ν59 and ν61 transform as b3u and
b1g respectively. Since b3u ⊗ b1g = b2u, the combination band ν59 + ν61 is still of the correct
symmetry to mix with ν39; as this Fermi resonance holds in a higher symmetry framework,
it may be particularly strong for these vibrational modes.

In 1-anthracenyl, the ν39 mode is strongly FC active, and this Fermi resonance manifests
several times, with combination bands and progressions of ν39 appearing as doublets and
multiplets. The ν39 mode is less active in 2-anthracenyl and only the fundamental clearly
demonstrates this extra feature. No analogous extra peaks appear in the 9-anthracenyl X̃
spectrum, as the ring distortion mode analogous to ν39 is of b2 symmetry (ν61 in Table 7.9)
and not FC allowed.

At most eKEs, the 9-anthracenyl X̃ band has a strongly parallel PAD (1 ≤ β ≤ 1.5),
while the 1-anthracenyl X̃ band has slight parallel polarization (0.1 ≤ β ≤ 0.3), and the
2-anthracenyl X̃ band has slight perpendicular polarization (−0.5 ≤ β ≤ −0.1). The PADs
for all three X̃ bands become isotropic close to threshold. Simulations nicely reproduce
the behavior of the experimental β values as a function of eKE (Fig. 7.3a). The PADs
for detachment to the radical ground states differ based on relative s and p contributions
to the s-p hybrid Dyson orbitals of the three isomers.325 Detachment from s-like orbitals
yields predominantly l = 1 photoelectrons with parallel PADs, while detachment from p-
like orbitals yields both isotropic l = 0 photoelectrons and perpendicularly polarized l = 2
photoelectrons. The relative contributions of the s and p detachment channels significantly
affect the PAD,354 allowing for very different observed anisotropies for the three isomers.

By these metrics, the 9-anthracenyl X̃ state Dyson MO has the largest contribution of
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s character, while 1- and 2-anthracenyl have respectively higher fractions of p character.
We propose an explanation by considering a model sp2 hybridized σ bonding network for
the anthracenyl anions. In each anion, the deprotonated carbon has three sp2 orbitals:
two participating in C−C σ bonds and one containing the electron lone pair, from which
an electron is detached to form the ground state radical. In the 9-anthracenyl anion, the
deprotonated C9 atom is adjacent to two tertiary carbons, C9a and C8a (Fig. 7.1a). The two
C9 sp

2 bonding orbitals therefore have geometric overlap with the other four C−C σ bonds
that the tertiary carbons participate in: C9a−C1, C9a−C4a, C8a−C8, and C8a−C10a. This
overlap delocalizes and stabilizes the longer-range p character of the sp2 bonding orbitals,
leaving more s character in the lone pair orbital. In the 1-anthracenyl anion, C1 is bonded to
just one tertiary carbon, while in 2-anthracenyl, C2 adjoins only secondary carbons. In these
anions, the deprotonated carbon sp2 bonding orbitals therefore have less p stabilization due
to fewer nearby C−C σ bonds with which to overlap. The lone pair orbital thus exhibits
more p character in the 1-anthracenyl anion and more yet in 2-anthracenyl.

The energetic ordering of the anthracenyl anions is closely related to these effects. Papas
et al.317 make the steric argument that the 1- and 2-anthracenyl anions are lifted in energy
relative to 9-anthracenyl due to greater repulsion between the excess charge and H atoms
bonded to secondary carbons adjacent to the deprotonation site. The repulsion of the lone
pair also narrows the CCC interior bond angle at the deprotonated site, and the ability of
each isomer structure to accommodate this strain contributes to the energetic ordering of
the anions. It is compelling that the radical Ã states follow the same energetic ordering
as the anions, owing to similar hybridization and steric arguments in accommodating the
doubly occupied lone pair MO. With no full lone pair to accommodate, the ground state
anthracenyl radicals fall much closer together in energy.

7.4.4 Radical Excited States

The anthracenyl radical Ã bands have very intense vibrational origins and weak FC
activity beyond the origins, indicating little change in geometry upon photodetachment from
the anion to the radical excited state. The calculated excited state geometries accordingly
show little displacement from those of the anions (Tables 7.6-7.8). Dyson MOs for these
transitions (Fig. 7.4) are of π symmetry and delocalized over the ring system, consistent
with little perturbation in geometry upon removal of an electron.

The Ã bands are poorly resolved compared to the X̃ bands, making spectral assignments
challenging beyond identification of the vibrational origin. The low Ã state transition cross
sections close to threshold cause features to vanish before they can be narrowly resolved with
SEVI. According to the Wigner threshold law for photodetachment, the near-threshold cross
section (σ) is a function of eKE and l, the angular momentum of the nascent photoelectron:75

σ ∝ (eKE)l+l/2 (7.2)

The Dyson MOs for the anthracenyl radical Ã state, shown in Fig. 7.4, have four nodes: two
vertical and one horizontal in-plane nodes and one out-of-plane node. This nodal structure
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is analogous to that of an atomic g orbital, in which the orbital angular momentum of the
electron is l = 4. In a one-photon, one-electron process, a photoelectron is detached from an
atomic orbital with ∆l = ±1.78 By extension, after detachment to form the anthracenyl Ã
state, the outgoing photoelectron must have at least l = 3, which yields vanishing σ at small
eKE according to Eqn. 7.2. The Dyson orbitals for the X̃ states, on the other hand, have
localized s-p hybrid character, enabling partial l = 0 detachment, and significant intensity
at small eKE.325 Photodetachment cross sections calculated as a function of eKE are shown
in Fig. 7.4, and reproduce this difference in threshold behavior for the X̃ and Ã states of all
three isomers.

The 1-anthracenyl Ã state displays some interesting behavior that warrants additional
comment. At photodetachment wavelengths of 27500–27600 cm−1, the Ã band shows in-
creased cross section and enhanced intensity of vibrational features (e.g. peaks b and c)
relative to the origin, as demonstrated by the purple trace in Fig. 7.2b. Additionally, peaks
b and c have distinct parallel polarization in contrast to the consistent slightly perpendicular
PAD of the vibrational origin. With peak b lying at 255 cm−1 and peak c at 496 cm−1 above
the origin, these features do not appear in the FC simulation, and do not match well with
any calculated a′ frequencies of the 1-anthracenyl Ã state. They do however align with the
calculated a′′ modes ν60 and ν56 at 256 cm−1 and 504 cm−1 respectively (Table 7.10).

The strong wavelength-dependent change in photodetachment cross section in combina-
tion with the appearance of features with distinct PADs suggests a contributing autodetach-
ment mechanism. If a metastable anion state is embedded in the (neutral + free electron)
continuum, resonant transitions to this state can compete with direct photodetachment. The
anion excited state can then autodetach, resulting in electron signals whose cross section and
anisotropy are not governed by the considerations discussed above. The closed-shell anthra-
cenyl anions should have similar electronic structure to anthracene, whose S1 ← S0 band
origin lies at 27687 cm−1,343 so the presence of a 1-anthracenyl anion resonance at excitation
wavelengths of 27500–27600 cm−1 is not surprising.

7.5 Conclusions

We have acquired isomer-specific slow photoelectron velocity-map imaging spectra of cold
9-, 1-, and 2-anthracenyl anions using a newly designed VMI electrostatic lens. We observe
detailed vibronic structure of the largely unstudied neutral radicals. The radical ground state
spectra are fully vibrationally-resolved, allowing measurement of precise electron affinities
and Franck-Condon active vibrational frequencies. Transitions to the radical first excited
states are also measured and term energies reported, though poor threshold photodetachment
cross sections prevent full vibrational resolution as achieved for the radical ground states.

This work shows how high-resolution photoelectron imaging, in combination with cryo-
genic ion cooling and techniques for isomer selection, can be used to untangle the vibronic
structure of increasingly complex and diverse radical systems. The subtle structural and
electronic differences between the 9-, 1-, and 2-anthracenyl radicals are made clear in the
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cryo-SEVI spectra and photoelectron angular distributions presented here. These results
inform our fundamental understanding of the chemistry of these species, as well as their
behavior in the context of astrochemistry and combustion.
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7.6 Supporting Information

Synthesis of 2-bromoanthracene

A suspension of 2-aminoanthracene (3.0 g, 11.6mmol) in bromoform (15 mL) was heated
to 100 ◦C. Amyl nitrite (1.89 g, 16.1 mmol) was added portion-wise and the reaction mixture
was stirred for 2 h at 100 ◦C. The volatile materials were removed under vacuum to afford
a dark residue, which was dissolved in hexanes and passed through a pad of silica gel to
remove most of the colored impurities. The hexanes was removed by rotary evaporation to
afford 2-bromoanthracene (15% yield).

2-bromoanthracene: 1H NMR (500 MHz, CDCl3) δ 8.40 (s, 1H), 8.32 (s, 1H), 8.17 (br s,
1H), 8.07–7.96 (m, 2H), 7.88 (d, J = 9.0 Hz, 1H), 7.53–7.45 (m, 3H).

Synthesis of 9-, 1-, and 2-(trimethylsilyl)-anthracene

9-bromoanthracene (2.5 g, 9.72 mmol) was dissolved in dry THF (100 mL) and cooled to
−78 ◦C under a N2 atmosphere. A solution of n-BuLi (1.6 M in hexanes) was added drop-
wise and the reaction mixture was stirred at −78 ◦C for 1 h. The previously colorless reaction
mixture turned orange and then became cloudy. Trimethylsilylchloride (1.6 mL, 12.6 mmol)
was added dropwise at −78 ◦C and the reaction mixture was stirred for 20 min. The reaction
mixture was allowed to warm to room temperature with stirring for 1 h, at which point no
orange color remained, then poured into a separatory funnel. Water (100 mL) and diethyl
ether (20 mL) were added, and the organic phase was washed with water (2× 100 mL) and
dried over MgSO4. Volatile materials were removed by rotary evaporation to afford the pure
solid product (2.25 g, 92% yield). 1- and 2-(trimethylsilyl)-anthracene were prepared by the
same method and were both obtained as pure solids.

9-(trimethylsilyl)-anthracene: 1H NMR (600 MHz, CDCl3) δ 8.50–8.45 (m, 3H), 8.05–
7.99 (m, 2H), 7.53–7.42 (m, 4H), 0.74 (s, 9H). 13C NMR (151 MHz, CDCl3) δ 137.01, 135.69,
131.34, 129.92, 129.50, 128.70, 124.76, 124.50, 4.57.

1-(trimethylsilyl)-anthracene: 1H NMR (400 MHz, CDCl3) δ 8.64 (s, 1H), 8.44 (d,
J = 4.4 Hz, 2H), 8.07–7.92 (m, 3H), 7.69 (dd, J = 6.5, 1.3 Hz, 1H), 7.55–7.37 (m, 2H), 0.55 (s,
9H). 13C NMR (151 MHz, CDCl3) δ 138.33, 134.64, 133.26, 131.85, 131.42, 131.15, 130.06,
128.47, 127.91, 127.35, 126.80, 125.41, 125.36, 124.68, 0.36.

2-(trimethylsilyl)-anthracene: 1H NMR (500 MHz, CDCl3) δ 8.44 (br s, 1H), 8.41 (br s,
1H), 8.19 (br s, 1H), 8.08–7.94 (m, 3H), 7.58 (br d, J = 8.4 Hz, 1H), 7.47 (m, 2H), 0.39 (s,
9H). 13C NMR (151 MHz, CDCl3) δ 137.45, 134.38, 131.97, 131.28, 128.86, 128.35, 128.17,
127.07, 126.44, 126.22, 125.96, 125.41, 125.35, 125.23, −1.11.



CHAPTER 7: Vibronic structure of 9-, 1-, and 2-anthracenyl 152

ν43ν42

ν41ν40ν39

ν37ν34ν31

(c)

ν43ν42

ν40ν39ν38

ν36ν34ν30

(b)

ν22

ν21ν20ν19

ν18ν17ν15

(a)

Figure 7.5: Franck-Condon active vibrational modes for the ground state photoelectron
spectra of (a) 9-anthracenyl, (b) 1-anthracenyl, and (c) 2-anthracenyl.
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ν61ν59
(b)

ν61ν59
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Figure 7.6: Out-of-plane vibrational modes appearing in combination as Fermi resonances
in the ground state photoelectron spectra of (a) 1-anthracenyl and (b) 2-anthracenyl.
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Table 7.3: Peak positions (cm−1), offsets from the origin (cm−1), and assignments for the
SEVI spectra of 9-anthracenyl given in Figs. 7.1a and 7.2a.

Peak Position Offset Assignment Band

A 13837 0 00
0 X̃2A1 ← X̃1A1

B 14064 228 221
0

C 14227 390 211
0

D 14457 621 201
0

E 14485 648 191
0

F 14588 752 181
0

G 14687 850 201
0221

0

H 14732 896 171
0

I 14847 1011 201
0211

0

J 14875 1039 191
0211

0

K 14978 1142 181
0211

0

L 14984 1147 151
0

M 15077 1241 202
0

N 15104 1268 191
0201

0

O 15121 1284 171
0211

0

P 15207 1370 181
0201

0

Q 15237 1400 181
0191

0

R 15352 1515 171
0201

0

a 23555 0 00
0 Ã2B1 ← X̃1A1
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Table 7.4: Peak positions (cm−1), offsets from the origin (cm−1), and assignments for the
SEVI spectra of 1-anthracenyl given in Figs. 7.1b and 7.2b.

Peak Position Offset Assignment Band

A 12450 0 00
0 X̃2A′ ← X̃1A′

B 12682 232 431
0

C 12838 388 421
0

D 12964 514 401
0

E 13049 599 391
0

F 13057 607 591
0611

0

G 13071 621 381
0

H 13203 753 361
0

I 13210 760 ?

J 13278 828 391
0431

0

K 13286 836 431
0591

0611
0

L 13303 853 381
0431

0

M 13341 891 341
0

N 13436 986 391
0421

0

O 13444 994 421
0591

0611
0

P 13459 1010 381
0421

0

Q 13541 1091 301
0

R 13562 1113 391
0401

0

S 13572 1122 401
0591

0611
0

T 13587 1138 381
0401

0

U 13655 1205 392
0, 391

0591
0611

0

V 13669 1219 381
0391

0

W 13678 1228 381
0591

0611
0

X 13693 1243 382
0

Y 13729 1279 341
0421

0

a 24665 0 00
0 Ã2A′′ ← X̃1A′

b 24920 255 601
0

c 25161 496 561
0
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Table 7.5: Peak positions (cm−1), offsets from the origin (cm−1), and assignments for the
SEVI spectra of 2-anthracenyl given in Fig. 7.1c.

Peak Position Offset Assignment Band

A 11833 0 00
0 X̃2A′ ← X̃1A′

B 12067 234 431
0

C 12222 389 421
0

D 12224 392 411
0

E 12354 522 401
0

F 12424 591 391
0

G 12432 599 591
0611

0

H 12481 648 371
0

I 12588 756 401
0431

0

J 12614 781 412
0, 422

0

K 12715 882 341
0, 371

0431
0

L 12746 913 401
0411

0, 401
0421

0

M 12845 1013 311
0

N 12871 1038 371
0411

0, 371
0421

0

O 12876 1044 402
0

P 12949 1116 341
0431

0, 391
0401

0

Q 12977 1145 401
0411

0431
0, 401

0421
0431

0

R 13003 1170 371
0401

0

S 13106 1273 341
0411

0, 341
0421

0

T 13129 1296 372
0

U 13237 1404 341
0401

0, 371
0401

0431
0
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Table 7.6: Optimized Cartesian coordinates (Å) of the anion and neutral 9-anthracenyl
states calculated with B3LYP/6-311+G*.

x y z

Anion X̃ C1 0.0000000000 -2.4620600000 -1.4138759140
C2 0.0000000000 -3.6566900000 -0.7343559140
C3 0.0000000000 -3.6579300000 0.6888240860
C4 0.0000000000 -2.4744600000 1.3814940860
C4a 0.0000000000 -1.2150500000 0.7017240860
C5 0.0000000000 2.4744600000 1.3814940860
C6 0.0000000000 3.6579300000 0.6888240860
C7 0.0000000000 3.6566900000 -0.7343559140
C8 0.0000000000 2.4620600000 -1.4138759140
C8a 0.0000000000 1.1935700000 -0.7524959140
C9 0.0000000000 0.0000000000 -1.5284859140
C9a 0.0000000000 -1.1935700000 -0.7524959140
C10 0.0000000000 0.0000000000 1.3964840860
C10a 0.0000000000 1.2150500000 0.7017240860
H1 0.0000000000 -2.4333600000 -2.5001359140
H2 0.0000000000 -4.6010500000 -1.2740559140
H3 0.0000000000 -4.6035600000 1.2276340860
H4 0.0000000000 -2.4796100000 2.4714040860
H5 0.0000000000 2.4796100000 2.4714040860
H6 0.0000000000 4.6035600000 1.2276340860
H7 0.0000000000 4.6010500000 -1.2740559140
H8 0.0000000000 2.4333600000 -2.5001359140
H10 0.0000000000 0.0000000000 2.4865440860

Neutral X̃ C1 0.0000000000 -2.4903245048 -1.4431914527
C2 0.0000000000 -3.6653826971 -0.7440876676
C3 0.0000000000 -3.6617710720 0.6808843118
C4 0.0000000000 -2.4837968675 1.3760293326
C4a 0.0000000000 -1.2264868379 0.6974902475
C5 0.0000000000 2.4837968675 1.3760293326
C6 0.0000000000 3.6617710720 0.6808843118
C7 0.0000000000 3.6653826971 -0.7440876676
C8 0.0000000000 2.4903245048 -1.4431914527
C8a 0.0000000000 1.2375428734 -0.7555250468
C9 0.0000000000 0.0000000000 -1.3641524660
C9a 0.0000000000 -1.2375428734 -0.7555250468

continued on next page
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Table 7.6 – continued from previous page

x y z
C10 0.0000000000 0.0000000000 1.3726166406
C10a 0.0000000000 1.2264868379 0.6974902475
H1 0.0000000000 -2.4863326037 -2.5278436424
H2 0.0000000000 -4.6124758595 -1.2738202670
H3 0.0000000000 -4.6066754977 1.2147008623
H4 0.0000000000 -2.4869416435 2.4623671874
H5 0.0000000000 2.4869416435 2.4623671874
H6 0.0000000000 4.6066754977 1.2147008623
H7 0.0000000000 4.6124758595 -1.2738202670
H8 0.0000000000 2.4863326037 -2.5278436424
H10 0.0000000000 0.0000000000 2.4592099737

Neutral Ã C1 0.0000000000 -2.4487622124 -1.4143301322
C2 0.0000000000 -3.6553967787 -0.7216686326
C3 0.0000000000 -3.6602471316 0.6817314098
C4 0.0000000000 -2.4656450631 1.3832762666
C4a 0.0000000000 -1.2294882229 0.6953851477
C5 0.0000000000 2.4656450631 1.3832762666
C6 0.0000000000 3.6602471316 0.6817314098
C7 0.0000000000 3.6553967787 -0.7216686326
C8 0.0000000000 2.4487622124 -1.4143301322
C8a 0.0000000000 1.2089808498 -0.7451534252
C9 0.0000000000 0.0000000000 -1.5357106792
C9a 0.0000000000 -1.2089808498 -0.7451534252
C10 0.0000000000 0.0000000000 1.3888802971
C10a 0.0000000000 1.2294882229 0.6953851477
H1 0.0000000000 -2.4251695029 -2.4986786282
H2 0.0000000000 -4.5953886979 -1.2639732170
H3 0.0000000000 -4.6031186222 1.2194076697
H4 0.0000000000 -2.4728777445 2.4701378826
H5 0.0000000000 2.4728777445 2.4701378826
H6 0.0000000000 4.6031186222 1.2194076697
H7 0.0000000000 4.5953886979 -1.2639732170
H8 0.0000000000 2.4251695029 -2.4986786282
H10 0.0000000000 0.0000000000 2.4763072681
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Table 7.7: Optimized Cartesian coordinates (Å) of the anion and neutral 1-anthracenyl
states calculated with B3LYP/6-311+G*.

x y z

Anion X̃ C1 0.0000000000 -2.4943770380 -1.5558017103
C2 0.0000000000 -3.6490852413 -0.7800318218
C3 0.0000000000 -3.6717525894 0.6463767173
C4 0.0000000000 -2.5100022904 1.3802319334
C4a 0.0000000000 -1.2585184396 0.6995525986
C5 0.0000000000 2.4499581246 1.4009853529
C6 0.0000000000 3.6354050113 0.7125020607
C7 0.0000000000 3.6385144267 -0.7130688619
C8 0.0000000000 2.4521233203 -1.4013998958
C8a 0.0000000000 1.1945359591 -0.7253430613
C9 0.0000000000 -0.0311998399 -1.4056707726
C9a 0.0000000000 -1.2767856386 -0.7598773381
C10 0.0000000000 -0.0360322969 1.3882773251
C10a 0.0000000000 1.1924905998 0.7207667181
H2 0.0000000000 -4.6274321081 -1.2726378490
H3 0.0000000000 -4.6310147345 1.1698771345
H4 0.0000000000 -2.5270849287 2.4689885717
H5 0.0000000000 2.4502265439 2.4891581871
H6 0.0000000000 4.5794372432 1.2517814573
H7 0.0000000000 4.5839205009 -1.2492740271
H8 0.0000000000 2.4501790759 -2.4890275581
H9 0.0000000000 -0.0478040871 -2.4929299123
H10 0.0000000000 -0.0420719110 2.4790685300

Neutral X̃ C1 0.0000000000 -2.4856990474 -1.4068400777
C2 0.0000000000 -3.6918630013 -0.8046329559
C3 0.0000000000 -3.7022732806 0.6312731707
C4 0.0000000000 -2.5295052520 1.3352887214
C4a 0.0000000000 -1.2592106553 0.6765946911
C5 0.0000000000 2.4298332963 1.4118262902
C6 0.0000000000 3.6205248108 0.7391505939
C7 0.0000000000 3.6451357645 -0.6852698904
C8 0.0000000000 2.4780823738 -1.3979720508
C8a 0.0000000000 1.2116799880 -0.7357574379
C9 0.0000000000 0.0033544121 -1.4402905048
C9a 0.0000000000 -1.2263560011 -0.7751692729

continued on next page
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Table 7.7 – continued from previous page

x y z
C10 0.0000000000 -0.0455470245 1.3705046400
C10a 0.0000000000 1.1865888059 0.7071916419
H2 0.0000000000 -4.6245104726 -1.3600280410
H3 0.0000000000 -4.6554109662 1.1513880625
H4 0.0000000000 -2.5477190154 2.4209926838
H5 0.0000000000 2.4120956322 2.4978443975
H6 0.0000000000 4.5564103967 1.2886653350
H7 0.0000000000 4.5993715096 -1.2021848008
H8 0.0000000000 2.4968021445 -2.4838854669
H9 0.0000000000 0.0146046518 -2.5257188760
H10 0.0000000000 -0.0601150162 2.4575413530

Neutral Ã C1 0.0000000000 -2.4673217352 -1.5595502229
C2 0.0000000000 -3.6591841922 -0.7622291087
C3 0.0000000000 -3.6870046125 0.6371366983
C4 0.0000000000 -2.5026285133 1.3693410966
C4a 0.0000000000 -1.2522948619 0.6954115189
C5 0.0000000000 2.4369962807 1.4031965331
C6 0.0000000000 3.6296635726 0.7091843285
C7 0.0000000000 3.6349778117 -0.7011176195
C8 0.0000000000 2.4446372189 -1.4006834368
C8a 0.0000000000 1.2055708784 -0.7197826387
C9 0.0000000000 -0.0347208380 -1.4095870125
C9a 0.0000000000 -1.2641227547 -0.7562614441
C10 0.0000000000 -0.0436378592 1.3899007519
C10a 0.0000000000 1.2004013594 0.7139272229
H2 0.0000000000 -4.6202629425 -1.2758419489
H3 0.0000000000 -4.6370039095 1.1671767112
H4 0.0000000000 -2.5246368702 2.4555817145
H5 0.0000000000 2.4369011141 2.4890739406
H6 0.0000000000 4.5706034973 1.2494746332
H7 0.0000000000 4.5792772513 -1.2351459936
H8 0.0000000000 2.4468838067 -2.4862486176
H9 0.0000000000 -0.0521726426 -2.4952359560
H10 0.0000000000 -0.0475798342 2.4778455153
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Table 7.8: Optimized Cartesian coordinates (Å) of the anion and neutral 2-anthracenyl
states calculated with B3LYP/6-311+G*.

x y z

Anion X̃ C1 0.0000000000 -2.5390426031 -1.4146391679
C2 0.0000000000 -3.7894927876 -0.8089171589
C3 0.0000000000 -3.7009158762 0.6380151805
C4 0.0000000000 -2.5364171089 1.3705494893
C4a 0.0000000000 -1.2699623073 0.7147051971
C5 0.0000000000 2.4352519339 1.4071578975
C6 0.0000000000 3.6239600080 0.7231272470
C7 0.0000000000 3.6266995741 -0.7021615720
C8 0.0000000000 2.4433233896 -1.3940772055
C8a 0.0000000000 1.1820315649 -0.7212925638
C9 0.0000000000 -0.0416025576 -1.4000290948
C9a 0.0000000000 -1.2770859969 -0.7347903407
C10 0.0000000000 -0.0489194016 1.3965074735
C10a 0.0000000000 1.1810241040 0.7259112829
H1 0.0000000000 -2.4678815105 -2.5093837544
H3 0.0000000000 -4.6346919462 1.2101730402
H4 0.0000000000 -2.5546055100 2.4628442961
H5 0.0000000000 2.4314121832 2.4952976751
H6 0.0000000000 4.5670515688 1.2633021126
H7 0.0000000000 4.5728461730 -1.2372786910
H8 0.0000000000 2.4466826109 -2.4819545493
H9 0.0000000000 -0.0394575085 -2.4894290231
H10 0.0000000000 -0.0544676730 2.4860289086

Neutral X̃ C1 0.0000000000 -2.5114993943 -1.4754104580
C2 0.0000000000 -3.6428478473 -0.7432778976
C3 0.0000000000 -3.7314770110 0.6578790150
C4 0.0000000000 -2.5485753590 1.3563569489
C4a 0.0000000000 -1.2875621493 0.6800978332
C5 0.0000000000 2.4004296428 1.4282576018
C6 0.0000000000 3.5919144931 0.7570201941
C7 0.0000000000 3.6167987285 -0.6674121456
C8 0.0000000000 2.4503861554 -1.3816230510
C8a 0.0000000000 1.1835384403 -0.7206757801
C9 0.0000000000 -0.0265386973 -1.4236809512
C9a 0.0000000000 -1.2588433658 -0.7649877359

continued on next page
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Table 7.8 – continued from previous page

x y z
C10 0.0000000000 -0.0759347866 1.3796309054
C10a 0.0000000000 1.1583493081 0.7216210243
H1 0.0000000000 -2.5121306369 -2.5617833902
H3 0.0000000000 -4.6879259645 1.1698856044
H4 0.0000000000 -2.5580205360 2.4430911174
H5 0.0000000000 2.3809836289 2.5143159621
H6 0.0000000000 4.5274684804 1.3070158211
H7 0.0000000000 4.5713755483 -1.1838081325
H8 0.0000000000 2.4708363176 -2.4675974322
H9 0.0000000000 -0.0070752651 -2.5103461993
H10 0.0000000000 -0.0943405185 2.4664536287

Neutral Ã C1 0.0000000000 -2.5095689598 -1.4174032825
C2 0.0000000000 -3.8000183519 -0.7990375270
C3 0.0000000000 -3.7160067887 0.6337238796
C4 0.0000000000 -2.5415951047 1.3591702723
C4a 0.0000000000 -1.2659293461 0.7051654263
C5 0.0000000000 2.4144903506 1.4128848006
C6 0.0000000000 3.6140216751 0.7271641391
C7 0.0000000000 3.6296198742 -0.6822813899
C8 0.0000000000 2.4451570997 -1.3898609328
C8a 0.0000000000 1.1996215176 -0.7161784601
C9 0.0000000000 -0.0343353224 -1.4087123384
C9a 0.0000000000 -1.2590341299 -0.7372913468
C10 0.0000000000 -0.0663905049 1.3926320603
C10a 0.0000000000 1.1852072249 0.7176179614
H1 0.0000000000 -2.4569659549 -2.5082578358
H3 0.0000000000 -4.6462809361 1.2020196645
H4 0.0000000000 -2.5574226270 2.4484436722
H5 0.0000000000 2.4069286016 2.4986228030
H6 0.0000000000 4.5507378963 1.2744362714
H7 0.0000000000 4.5777957212 -1.2092426425
H8 0.0000000000 2.4559588721 -2.4755033776
H9 0.0000000000 -0.0302145058 -2.4957404249
H10 0.0000000000 -0.0719724693 2.4796622968



CHAPTER 7: Vibronic structure of 9-, 1-, and 2-anthracenyl 163

Table 7.9: Vibrational frequencies (cm−1) for the anion and neutral 9-anthracenyl states
calculated with B3LYP/6-311+G*.

Symm. Mode Anion Ground Excited Symm. Mode Anion Ground Excited

a1 ν1 3166 3194 3199 b1 ν32 966 985 1000
ν2 3145 3183 3186 ν33 929 960 974
ν3 3126 3171 3172 ν34 846 887 903
ν4 3111 3163 3158 ν35 798 840 853
ν5 3103 3157 3152 ν36 761 765 779
ν6 1644 1667 1618 ν37 717 734 755
ν7 1549 1566 1575 ν38 600 577 602
ν8 1502 1513 1504 ν39 476 499 450
ν9 1460 1486 1482 ν40 394 391 393
ν10 1380 1390 1366 ν41 259 259 284
ν11 1307 1325 1298 ν42 86 89 83
ν12 1267 1293 1288
ν13 1224 1271 1203 b2 ν43 3165 3194 3199
ν14 1173 1193 1187 ν44 3144 3183 3186
ν15 1146 1168 1143 ν45 3126 3171 3172
ν16 1025 1029 1046 ν46 3106 3159 3155
ν17 910 907 909 ν47 1630 1660 1593
ν18 743 759 750 ν48 1593 1622 1574
ν19 656 658 669 ν49 1522 1573 1513
ν20 635 638 624 ν50 1461 1478 1451
ν21 396 398 391 ν51 1405 1417 1418
ν22 243 233 241 ν52 1358 1377 1339

ν53 1304 1364 1303
a2 ν23 965 984 999 ν54 1230 1238 1261

ν24 929 958 973 ν55 1178 1200 1197
ν25 830 854 880 ν56 1153 1170 1175
ν26 748 759 760 ν57 1107 1125 1114
ν27 736 739 741 ν58 1021 1025 1046
ν28 507 498 495 ν59 929 933 929
ν29 478 470 466 ν60 820 829 837
ν30 233 232 217 ν61 620 614 620
ν31 99 114 100 ν62 536 537 529

ν63 404 384 394
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Table 7.10: Vibrational frequencies (cm−1) for the anion and neutral 1-anthracenyl states
calculated with B3LYP/6-311+G*.

Symm. Mode Anion Ground Excited Symm. Mode Anion Ground Excited

a′ ν1 3165 3190 3196 a′ ν33 926 926 926
ν2 3153 3183 3185 ν34 911 902 910
ν3 3150 3178 3183 ν35 811 822 820
ν4 3138 3175 3173 ν36 750 762 756
ν5 3128 3171 3170 ν37 661 655 667
ν6 3125 3164 3166 ν38 638 639 633
ν7 3101 3160 3147 ν39 607 618 596
ν8 3075 3159 3145 ν40 536 526 523
ν9 3026 3154 3116 ν41 401 400 397
ν10 1646 1670 1640 ν42 394 395 391
ν11 1614 1660 1592 ν43 238 236 238
ν12 1597 1622 1586
ν13 1572 1588 1535 a′′ ν44 950 985 1000
ν14 1516 1549 1529 ν45 947 962 993
ν15 1503 1505 1501 ν46 935 958 970
ν16 1461 1484 1463 ν47 914 904 944
ν17 1437 1450 1443 ν48 863 889 919
ν18 1409 1425 1413 ν49 856 861 890
ν19 1374 1403 1381 ν50 819 843 860
ν20 1364 1383 1378 ν51 765 772 768
ν21 1336 1363 1336 ν52 744 761 756
ν22 1310 1326 1305 ν53 739 746 750
ν23 1283 1297 1291 ν54 715 714 748
ν24 1279 1288 1282 ν55 589 570 597
ν25 1241 1246 1233 ν56 502 509 504
ν26 1186 1197 1199 ν57 476 483 478
ν27 1170 1180 1185 ν58 468 470 441
ν28 1163 1177 1174 ν59 388 390 385
ν29 1152 1165 1155 ν60 247 262 256
ν30 1099 1113 1098 ν61 223 233 210
ν31 1024 1032 1046 ν62 105 118 107
ν32 1017 1025 1033 ν63 89 91 83
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Table 7.11: Vibrational frequencies (cm−1) for the anion and neutral 2-anthracenyl states
calculated with B3LYP/6-311+G*.

Symm. Mode Anion Ground Excited Symm. Mode Anion Ground Excited

a′ ν1 3165 3190 3197 a′ ν33 923 926 920
ν2 3150 3184 3184 ν34 898 894 903
ν3 3137 3177 3173 ν35 812 819 821
ν4 3130 3164 3168 ν36 760 760 765
ν5 3123 3161 3163 ν37 659 658 663
ν6 3120 3160 3161 ν38 643 639 634
ν7 3081 3158 3134 ν39 620 609 606
ν8 3033 3157 3108 ν40 528 533 515
ν9 3011 3154 3091 ν41 398 398 395
ν10 1646 1670 1638 ν42 393 396 388
ν11 1615 1643 1602 ν43 234 238 233
ν12 1580 1611 1591
ν13 1557 1589 1546 a′′ ν44 960 985 999
ν14 1538 1567 1515 ν45 945 960 993
ν15 1497 1508 1494 ν46 928 953 964
ν16 1457 1473 1459 ν47 903 905 932
ν17 1438 1455 1436 ν48 874 891 915
ν18 1411 1424 1427 ν49 858 849 888
ν19 1401 1413 1393 ν50 817 822 856
ν20 1375 1373 1378 ν51 776 780 819
ν21 1337 1366 1323 ν52 768 767 768
ν22 1312 1308 1314 ν53 741 741 755
ν23 1292 1291 1305 ν54 724 713 744
ν24 1290 1287 1293 ν55 577 574 568
ν25 1277 1266 1263 ν56 472 503 480
ν26 1201 1206 1205 ν57 466 477 446
ν27 1183 1191 1200 ν58 422 461 407
ν28 1175 1170 1185 ν59 363 378 357
ν29 1166 1159 1159 ν60 236 271 216
ν30 1125 1126 1119 ν61 215 237 189
ν31 1024 1039 1047 ν62 109 119 99
ν32 993 1029 999 ν63 92 93 86
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Part IV

Transition Metal Oxide Clusters

Ay me! what perils do environ
The man that meddles with
cold iron!

Samuel Butler,
Hudibras
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Chapter 8

Vibronic structure of Fe4O and Fe5O

The content and figures of this chapter are reprinted or adapted with permission from
M. L. Weichman, J. A. DeVine, D. M. Neumark, “High-resolution photoelectron imaging of

cryogenically cooled Fe4O– and Fe5O–” J. Chem. Phys. 145, 54302 (2016).
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Abstract

We report high-resolution photodetachment spectra of the cryogenically cooled iron
monoxide clusters Fe4O– and Fe5O– obtained with slow photoelectron velocity-map imaging
(cryo-SEVI). Well-resolved vibrational progressions are observed in both spectra, and tran-
sitions to low-lying excited states of both species are seen. In order to identify the structural
isomers, electronic states, and vibrational modes that contribute to the cryo-SEVI spectra
of these clusters, experimental results are compared with density functional calculations and
Franck-Condon simulations. The main bands observed in the SEVI spectra are assigned
to the 15A2 ←16 B2 photodetachment transition of Fe4O– and the 17A′ ←18 A′′ photode-
tachment transition of Fe5O–. We report electron affinities of 1.6980(3) eV for Fe4O and
1.8616(3) eV for Fe5O, although there is some uncertainty as to whether the 15A2 state is
the true ground state of Fe4O. The iron atoms have a distorted tetrahedral geometry in
Fe4O0/– and a distorted trigonal-bipyramidal arrangement in Fe5O0/–. For both neutral and
anionic species, the oxygen atom preferably binds in a µ2-oxo configuration along the cluster
edge. This finding is in contrast to prior predictions that Fe5O0/– exhibits a µ3 face-bound
structure.

8.1 Introduction

Bulk and nano-structured iron oxide materials have varied uses as catalysts for CO oxida-
tion,355,356 the water-gas shift reaction,357,358 Fischer-Tropsch synthesis,359 and hydrocarbon
dehydrogenation360 and oxidation.361 They also serve as supports for other catalysts.362 In-
terest in the reactivity and chemistry of these materials has spurred investigation of the
properties and behavior of molecular-scale iron oxide clusters. Gas-phase clusters can pro-
vide insight into the local geometry and behavior of heterogeneous catalysts.122 The unusual
structural motifs and distinct stoichiometry of small clusters can provide useful models for
reactive point defects on surfaces.102,363 Small clusters are also accessible to theoretical as
well as experimental study.364 The ability to mass-select charged clusters allows for ex-
perimental investigation of the impact of size and stoichiometry on cluster properties and
reactivity.365–367 It has also been suggested that some clusters demonstrate enhanced reac-
tivity relative to the bulk, due to the wider range of stable stoichiometries, higher densities
of reactive sites, and lowered barriers to isomerization.368

Spectroscopic and theoretical characterization of the geometries and electronic states of
metal oxide clusters is essential for interpretation of their behavior and reactivity,369 and
by extension for understanding the behavior and reactivity of catalytic sites in the bulk.
In the current work, we report vibrationally resolved photodetachment spectra of the iron
monoxide clusters Fe4O– and Fe5O– via slow electron velocity-map imaging of cryogenically
cold anions (cryo-SEVI). This technique previously yielded detailed structures of the smaller
transition metal monoxide clusters Fe3O– and Co3O–,73 and was used to identify and order
the energies of close-lying structural isomers in Ti2O4

– and Zr2O4
–.352 We demonstrate here



CHAPTER 8: Vibronic structure of Fe4O and Fe5O 169

Figure 8.1: Structures of (a) the C2v-symmetric µ2 structure of Fe4O0/– and (b) the Cs-
symmetric µ2 and (c) C1-symmetric µ3 structures of Fe5O0/–.

that more complex polymetal clusters are also accessible to characterization with cryo-SEVI,
and that, with the aid of density functional theory (DFT) calculations, we can confidently
assign their geometric, vibrational, and electronic structure, despite many low-lying spin
states and structural isomers.

Polymetal iron oxide clusters with varying composition and charge states have been
studied previously with a number of experimental methods. In the gas phase, the mass
spectra of iron oxide clusters formed by laser ablation have been characterized370–373 as have
their photodissociation374 and collision-induced dissociation375 products. Reactions of gas-
phase iron oxide clusters with N2,376 methanol,377,378 and CO379–382 have been investigated.
Spectroscopic characterization is more scarce, though some iron oxide clusters have been
studied with anion photoelectron spectroscopy (PES)383 and matrix isolation infrared spec-
troscopy.384 There has also been theoretical investigation of the structures of some larger
iron oxide species.385–388

Among the iron monoxide clusters FenO0/–, the diatomic FeO0/– species are by far the
most well-studied.52,263,389–392 Spectroscopic work on larger iron monoxide clusters is limited
to photoelectron spectroscopy. FenO– clusters have been studied with conventional anion
PES at fairly low resolution for n up to 16,393 and at higher resolution for n=2-6.394 These
studies did not resolve any vibrational structure in the spectra of Fe4O– and Fe5O–, though
the authors observed sharp electronic bands, suggesting largely vertical transitions that result
in little vibrational excitation of the neutral clusters upon photodetachment. Stern-Gerlach
magnetic deflection experiments on neutral FenO for n=2-7 find that these monoxide clusters
are ferromagnetic, with magnetic moments that exceed those of the corresponding bare Fen
clusters.395

The theoretical literature suggests that the geometries and electronic spin states of small
FenO0/– clusters are similar to those of the bare iron clusters Fen

0/–
,396 with the oxygen

atom adsorbed on the cluster surface.73,393,394,397,398 The oxygen can be accommodated in
an edge-bound two-fold coordinated µ2 site, or a face-bound, three-fold coordinated µ3 site;
structures suggested by the literature for Fe4O0/– and Fe5O0/– are shown in Fig. 8.1. Prior
work is in agreement that the most stable structures for Fe4O0/– have the O atom at the
µ2 site (Fig. 8.1a).393,394,397,398 Gutsev et al.394 report the most thorough DFT study on
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small FenO0/– clusters in the literature, using BPW91/6-311+G*, and find an anionic Fe4O–

ground state with C2v symmetry and 2S + 1 = 16 spin multiplicity. A 13-tet C2v-symmetric
structure is identified as the Fe4O ground state, though a 15-tet state with C2 symmetry lies
only 0.01 eV higher.

There is less agreement in the literature regarding the structures of Fe5O0/–, particularly
whether the O atom is preferentially accommodated in the µ2 or µ3 site (Figs. 8.1b and
c). Early work by Wang et al.393 using a local-spin-density method found that the neutral
Fe5O cluster had a 17-tet ground state, and a µ2 geometry 0.06 eV more stable than the µ3

geometry. Shiroishi et al.397 also report a µ2 ground state geometry for Fe5O using DFT
methods. Gutsev et al.,394 however, report only µ3 geometries for Fe5O0/–. They find an
18-tet anion ground state, a 17-tet neutral ground state, and a 19-tet neutral excited state
lying 0.12 eV above the 17-tet.

Using high-resolution photoelectron imaging of cryogenically-cooled anions in conjunc-
tion with DFT calculations, we can gain insight into the electronic and vibrational structure
of Fe4O0/– and Fe5O0/–. The cryo-SEVI technique represents a significant improvement in
resolution over conventional anion PES, and is well-suited for the study of complex transi-
tion metal oxide clusters.73,352 Experimental energy resolution down to ∼1 cm−1 allows for
full vibrational resolution of photodetachment bands,49,51 compared to the more typical res-
olution of >100 cm−1 in prior PES work. Spectral clarity is improved by the preparation of
cryogenically cold anions, which eradicates vibrational hot bands and dramatically narrows
the rotational envelopes of photodetachment features.

Our cryo-SEVI photodetachment spectra of Fe4O– and Fe5O– yield well-resolved vibra-
tional structure from which we obtain fundamental vibrational frequencies for Fe4O and
Fe5O. Comparison to electronic structure calculations and Franck-Condon (FC) simulations
is essential for interpretation of these results. Fe4O0/– and Fe5O0/– are found to take on
structures with a µ2 bridging oxo bound to iron atoms in a distorted tetrahedral configu-
ration for Fe4O and a distorted trigonal bipyramidal configuration for Fe5O (Figs. 8.1a and
b). We assign a 16B2 ground state for Fe4O–, and observe a transition to the 15A2 state
of neutral Fe4O, the lowest-energy state accessible with one-electron photodetachment. In
Fe5O–, we report a transition from the 18A′′ anion ground state to the neutral 17A′ ground
state. For both clusters, we also observe photodetachment to a low-lying excited electronic
state.

8.2 Experimental Methods

The SEVI method and apparatus has been described in detail in Chap. 2.
FenO– anions are prepared in a pulsed laser ablation source operating at 20 Hz. During

each cycle, a 2–10 mJ pulse of 532 nm light from a frequency doubled Nd:YAG laser is focused
onto a steel ablation target. The resulting plasma is quenched in a burst of helium buffer
gas from a pulsed Even-Lavie solenoid valve.117 The presence of trace oxygen in the buffer
gas allows for formation of the desired iron oxide clusters.
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The maximum-entropy velocity Legendre reconstruction method140 is used to reconstruct
the radial and angular electron distributions from an accumulated image. We calibrate
the photoelectron velocity and hence the electron kinetic energy (eKE) as a function of
radial displacement from the center of the reconstructed image using SEVI images of well-
characterized photodetachment transitions of atomic O–.145

8.3 Experimental Results

The cryo-SEVI spectra of Fe4O– and Fe5O– are presented in Figs. 8.2 and 8.3 respectively.
Low-resolution overview traces are plotted in blue, with high-resolution composite traces
plotted in black. The photodetachment bands of the two species are similar in appearance,
with strong vibrational origins (peak A in Figs. 8.2 and 8.3) and relatively weak structure
continuing for about 1000 cm−1. Franck-Condon simulations discussed below demonstrate
that this weak structure (peaks B-H in Fig. 8.2 and B-I in Fig. 8.3) corresponds to tran-
sitions to vibrationally excited states of neutral Fe4O and Fe5O. Both SEVI spectra also
demonstrate an additional feature at higher eBE (peak X in Figs. 8.2 and 8.3). Due to the
separation in energy between peak X and the main band in each spectrum, peak X is assigned
as photodetachment to a second neutral electronic state. Peak positions and assignments
for the spectral features in the cryo-SEVI spectra of Fe4O– and Fe5O– are given in Tables
8.1 and 8.2 respectively. Peak positions represent the center of a Gaussian fit. Typical peak
widths in the composite traces are 6 cm−1 fwhm.

We can also extract information on the photoelectron angular distribution (PAD) from
the SEVI images. For one-photon photodetachment with linearly polarized light, the PAD
is given by79

dσ

dΩ
=
σtot
4π

[1 + βP2(cos θ)] (8.1)

Here θ is the angle relative to the polarization axis of the laser, P2 is the second order
Legendre polynomial, and β is the anisotropy parameter which varies between −1 and +2
for PADs aligned perpendicular and parallel to the laser polarization, respectively.

In the SEVI spectra of Fe4O–, peaks A-H demonstrate weakly-negative-to-isotropic
anisotropy parameters (−0.2 < β < −0.1) close to threshold and weakly positive anisotropy
parameters (β ∼ 0.25) by 2000 cm−1 above threshold. The PAD of peak X is isotropic at
small eKE, and grows more negative farther above threshold. For the Fe5O– spectra, peaks
A-I have consistently negative positive anisotropy parameters starting at β ∼ −0.2 near
threshold, and decreasing to β ∼ −0.35 by 1000 cm−1 above threshold. The PAD of peak X,
on the other hand, remains isotropic over the range of eKE measured here. Hence, for both
anions, the PADs further support the assignment of peak X to a different electronic band
than the features at lower eBE.
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Figure 8.2: Cryo-SEVI spectra of Fe4O–. The blue trace is an overview spectrum taken
at 16180 cm−1 while the black segments are high-resolution portions of scans taken at lower
photon energies.

Table 8.1: Peak positions (cm−1), offsets from the origin (cm−1), and assignments for the
SEVI spectra of Fe4O– given in Fig. 8.2. Uncertainties represent one standard deviation of
a Gaussian fit to the experimentally observed peak.

Peak Position Offset Assignment

A 13695(2) 0 00
0

B 13859(2) 163 52
0

C 13871(3) 175 41
0

D 13931(2) 236 31
0

E 14020(2) 325 21
0

F 14167(2) 472 32
0

G 14254(3) 558 21
031

0

H 14350(6) 654 22
0

X 14904(10) 1208 Ã 00
0
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Figure 8.3: Cryo-SEVI spectra of Fe5O–. The blue trace is an overview spectrum taken
at 16665 cm−1 while the black segments are high-resolution portions of scans taken at lower
photon energies.

Table 8.2: Peak positions (cm−1), offsets from the origin (cm−1), and assignments for the
SEVI spectra of Fe5O– given in Fig. 8.3. Uncertainties represent one standard deviation of
a Gaussian fit to the experimentally observed peak.

Peak Position Offset Assignment

A 15015(3) 0 00
0

B 15142(3) 128 81
0

C 15177(3) 163 71
0

D 15236(2) 221 51
0

E 15328(5) 313 31
0

F 15366(6) 351 51
081

0

G 15398(4) 383 51
071

0

H 15457(2) 443 52
0

I 15684(4) 670 11
0

X 16131(7) 1117 Ã 00
0
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Over the range of photon energies used to obtain the SEVI spectrum of Fe5O–, we observe
a background of electrons with an eKE distribution characteristic of thermionic emission.15

A representative Fe5O– spectrum is presented in Fig. 8.10 demonstrating the contributions of
both thermionic emission and direct detachment. Gutsev et al.394 observed similar signatures
of thermionic emission in the anion photoelectron spectra of Fe5O–. The thermionic emission
signal increases in intensity relative to the direct detachment signal as the photon energy is
increased. The SEVI traces taken at higher photon energies in Fig. 8.3 have therefore been
baseline corrected to account for this background. Because we observe thermionic emission
signal extending to higher eKE than the vibrational origin of the Fe5O– cluster, we ascribe
at least some of this signal to weak two-photon absorption.

8.4 Theoretical Methods and Results

8.4.1 Electronic Structure Calculations

To aid in interpreting our spectra, we have carried out DFT calculations to identify the
lowest-lying electronic states, optimized geometries, normal modes, and harmonic vibrational
frequencies for the Fe4O0/– and Fe5O0/– clusters.

For Fe4O0/–, we focus on C2v- and C2-symmetric µ2 structures; our attempts to find a
µ3 structure for 16-tet Fe4O– also converged to the µ2 structure. For Fe5O0/–, we searched
extensively for µ2 and µ3 structures to attempt to resolve the discrepancies in the literature.
Calculations were performed with the TPSS, BPW91, and BP86 density functionals in order
to assure consistency across the results from each. The BPW91 and BP86 functionals have
provided accurate comparisons for prior cryo-SEVI results on polymetal oxide clusters;73,352

the TPSS functional is also known to perform well for certain transition metal systems.399

The 6-311+G* basis set was used for both Fe and O atoms with full treatment of all elec-
trons.400,401 Calculations were carried out in Gaussian 09 with tight geometry optimization
criteria and an ultrafine integration grid.402

Figs. 8.4 and 8.5 show calculated relative energies for low-lying states of Fe4O0/– and
Fe5O0/– respectively. In Fig. 8.4 we report only the energies for optimized µ2 structures of
Fe4O0/– in various spin states, while in Fig. 8.5 we report the energies of the lowest-lying
µ2 and µ3 structures for each spin state of Fe5O0/–. Full lists of energies, electronic state
symmetries, and 〈S2〉 values for all states are given in Tables 8.6-8.7 of the Supporting
Information. The values of 〈S2〉 generally fall very close to the expected result of S(S + 1),
indicating little spin contamination in the DFT calculations. The Supporting Information
also contains information on additional higher-lying geometries found for some spin states.
Optimized Cartesian coordinates and harmonic vibrational frequencies are reported for all
states in Tables 8.8-8.13 and Tables 8.14-8.16 respectively.
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Figure 8.4: Energy level diagram of low-lying Fe4O0/– electronic spin states; symmetry
labels are provided as found with TPSS. Energies are reported for the lowest energy optimized
µ2 structure for each spin state, and are given relative to the anion ground state.
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Figure 8.5: Energy level diagram of low-lying Fe5O0/– electronic spin states; symmetry
labels are provided as found with TPSS. Energies are reported for the lowest energy optimized
µ2 and µ3 structures for each spin state, and are given relative to the anion ground state.
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8.4.2 Franck-Condon Simulations

Franck-Condon simulations were carried out at 0 K with the FCFGAUS and PESCAL
programs,316,403, using the harmonic approximation with Duschinsky mixing of totally sym-
metric modes.205 FC simulations using TPSS/6-311+G* geometries and frequencies are re-
ported in Fig. 8.6a for the 15A2 ←16 B2 photodetachment transition of Fe4O0/–, and in Fig.
8.7a for the 17A′ ←18 A′′ photodetachment transition between µ2 structures of Fe5O0/–; these
are the lowest energy photodetachment transitions from the calculated anion ground states.
In both cases they are plotted against high-resolution experimental spectra (black). FC
simulations carried out with BPW91 and BP86 yielded essentially identical results.

Since agreement between the experimental and the simulated spectra in Figs. 8.6a and
8.7a is far from perfect, we also used PESCAL to perform nonlinear least-squares fits of
the FC simulations to overview SEVI spectra of Fe4O– and Fe5O–. Fitting parameters
included frequencies of totally symmetric FC active neutral vibrational modes, as well as
displacements between the anion and neutral geometries along these modes. The frequency
and displacement of the ν1 mode of Fe5O0/– were not varied during fitting, because the trace

Figure 8.6: (a) FC simulation of the 15A2 ←16 B2 transition of Fe4O0/– with TPSS/6-
311+G* and (b) FC simulation after fitting the simulation parameters to a SEVI overview
trace. Simulations are plotted as stick spectra (red) and after convolution with a 10 cm−1

fwhm Gaussian line shape function (grey), and compared to the high-resolution SEVI traces
(black).
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that proved best for fitting most of the band was taken at too low a photon energy to include
the ν1 fundamental. The eBE of the vibrational origin, the overall band intensity, and the
width of the stick spectrum Gaussian convolution were also allowed to vary in the fitting
routine for both clusters. Simulations fitted to the experimental traces are plotted in Figs.
8.6b and 8.7b. Relevant parameters for the simulations and fits are summarized in Tables
8.3 and 8.4 for Fe4O– and Fe5O– respectively.

Figure 8.7: (a) FC simulation of the 17A′ ←18 A′′ transition between µ2 structures of
Fe5O0/– with TPSS/6-311+G* and (b) FC simulation after fitting the simulation param-
eters to a SEVI overview trace. Simulations are plotted as stick spectra (red) and after
convolution with a 10 cm−1 fwhm Gaussian line shape function (grey), and compared to the
high-resolution SEVI traces (black).
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Table 8.3: Parameters for the TPSS/6-311+G* FC simulation of Fe4O– photodetachment
and fit to the SEVI spectrum of Fe4O– shown in Fig. 8.6. Parameters optimized in the fitting
include the frequencies ωn of the totally symmetric modes of neutral Fe4O, and displacements
∆Qn along these modes between the anion and neutral geometries, given here in the normal
mode basis of the anion. Also reported are the anion and neutral DFT bond lengths and
neutral bond lengths after displacement fitting, if the anion geometry is kept fixed. Bond
labels are given in Fig. 8.1a.

Parameter TPSS/6-311+G* after fit
16B2

15A2
15A2

ω1 (cm−1) 633 657 652
ω2 (cm−1) 352 373 324
ω3 (cm−1) 226 240 235
ω4 (cm−1) 160 172 170
∆Q1 (amu1/2 Å) – -0.091 -0.038
∆Q2 (amu1/2 Å) – -0.109 -0.111
∆Q3 (amu1/2 Å) – -0.587 -0.359
∆Q4 (amu1/2 Å) – -0.073 -0.239
r1 (Å) 1.835 1.816 1.827
r2 (Å) 2.414 2.466 2.462
r3 (Å) 2.356 2.355 2.343
r4 (Å) 2.279 2.183 2.22
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Table 8.4: Parameters for the TPSS/6-311+G* FC simulation of Fe5O– photodetachment
and fit to the SEVI spectrum of Fe5O– shown in Fig. 8.7. Parameters optimized in the fitting
include the frequencies ωn of the totally symmetric modes of neutral Fe5O, and displacements
∆Qn along these modes between the anion and neutral geometries, given here in the normal
mode basis of the anion. Also reported are the anion and neutral DFT bond lengths and
neutral bond lengths after displacement fitting, if the anion geometry is kept fixed. Bond
labels are given in Fig. 8.1b.

Parameter TPSS/6-311+G* after fit
18B′′ 17A′ 17A′

ω1 (cm−1) 646 674 –
ω3 (cm−1) 338 354 313
ω5 (cm−1) 225 232 221
ω6 (cm−1) 213 214 214
ω7 (cm−1) 167 162 162
ω8 (cm−1) 128 135 130
∆Q1 (amu1/2 Å) – -0.091 –
∆Q3 (amu1/2 Å) – -0.094 -0.070
∆Q5 (amu1/2 Å) – -0.363 -0.281
∆Q6 (amu1/2 Å) – -0.156 -0.027
∆Q7 (amu1/2 Å) – 0.383 0.258
∆Q8 (amu1/2 Å) – -0.489 -0.385
r1 (Å) 1.811 1.792 1.802
r2 (Å) 1.848 1.825 1.826
r3 (Å) 2.332 2.347 2.339
r4 (Å) 2.381 2.383 2.394
r5 (Å) 2.435 2.434 2.435
r6 (Å) 2.383 2.275 2.303
r7 (Å) 2.355 2.360 2.361
r8 (Å) 2.346 2.366 2.348
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8.5 Discussion

8.5.1 Structural Isomers and Electronic States

For Fe4O0/–, the energetics and µ2-oxo optimized geometries found here largely reproduce
the results reported by Gutsev et al.394 With all three functionals, we find a C2v-symmetric
16B2 ground state anion. A C2-symmetric 14B state lies close above; this state lies slightly
lower in energy than the 14-tet C2v structure reported by Gutsev et al. The C2v-symmetric
12-tet and 18-tet states lie correspondingly higher in energy. The three functionals used
here agree on this state ordering, though for the 12-tet TPSS finds a C2-symmetric structure
rather than the C2v structures found with BPW91 and BP86.

For neutral Fe4O, our calculations reproduce the two lowest energy, nearly degenerate
C2v-symmetric 13A1 and C2-symmetric 15A states identified by Gutsev et al.,394 though the
relative ordering of these states is uncertain. Additionally, there is a C2v transition state for
the 15-tet that lies only 12–50 cm−1 above the C2 structure, depending on the functional.
This structure corresponds to a barrier between the two equivalent C2 structures that is
either comparable to or submerged below vibrational ZPE. We therefore consider the neutral
15-tet to have C2v symmetry with a shallow double-well potential along the a2-symmetric
ν5 normal coordinate. This anharmonic vibrational potential is discussed in more detail in
Section 8.5.2.

Our calculations find that for neutral Fe4O, the 11-tet state and 17-tet states lie consid-
erably higher in energy and are nearly degenerate with one another. As was the case for
the 15-tet, Gutsev et al.394 report a C2 structure for the 11-tet, while we find this state has
functionally C2v symmetry.

Regardless of the exact ordering of the Fe4O neutral states, since the 16B2 state is widely
agreed upon as the anion ground state, one electron photodetachment can only access neutral
15-tet and 17-tet states. The assignment for the main photodetachment band in the Fe4O–

SEVI spectrum is therefore 15A2 ←16 B2, corresponding to detachment of an electron from
the highest-lying molecular orbital (HOMO) of the anion with α spin (visualized in Fig.
8.8a). If we take the Fe4O 15A2 state as the neutral ground state, in agreement with the TPSS
results, then the vibrational origin of the main photodetachment band in Fig. 8.2 directly
yields the electron affinity (EA) of Fe4O. However, the Fe4O 13A1 state is predicted to lie
nearly degenerate in energy with the 15A2 state and cannot be observed in our experiment.
We therefore cannot unambiguously rule out the 13-tet as the ground state of Fe4O.

Our calculations for Fe5O0/– demonstrate a more significant departure from the work of
Gutsev et al.,394 who report only µ3 geometries for these clusters. While we can largely
reproduce their results, we also identify µ2 geometries that are lower in energy than their µ3

counterparts for most Fe5O0/– spin states. Only the 19-tet neutral has a µ3 structure more
stable than the µ2 structure, and the 20-tet anion has µ2 and µ3 structures comparable in
energy. In some cases, we also find alternate µ3 geometries that are lower or comparable in
energy to those reported by Gutsev et al. All of these states are detailed in the Supporting
Information.
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Figure 8.8: Relevant high-lying molecular orbitals of (a) Fe4O– and (b) Fe5O–.

For Fe5O–, all three functionals find an 18A′′ anion ground state with a Cs-symmetric µ2

geometry. This state is consistently 0.23–0.24 eV lower in energy than the most stable 18-tet
µ3 structure identified by Gutsev et al.394 The 16-tet and 20-tet µ2 structures lie respectively
higher in energy, and are found to be C1-symmetric with BPW91 and BP86, but have higher
Cs symmetry with the TPSS functional. For neutral Fe5O, we find a 17A′ ground state with
a Cs-symmetric µ2 geometry that lies 0.10–0.12 eV below the µ3 17-tet structure. 19-tet and
15-tet states lie higher in energy; the ordering of these states is reasonably consistent between
functionals and with the work of Gutsev et al. With TPSS, we had difficulty optimizing the
15-tet µ2 structure, and the state reported here has one small imaginary frequency.

With an 18A′′ µ2-oxo ground state for Fe5O–, only 17-tet and 19-tet neutral states with µ2

structures should be accessible through photodetachment. The main photodetachment band
in the Fe5O– SEVI spectrum is therefore assigned to the 17A′ ←18 A′′ transition, between
the ground state Cs-symmetric µ2 anion and neutral structures, and the vibrational origin
of this band unambiguously yields the EA of Fe5O. As was true for Fe4O–, this transition
corresponds to detachment from the α HOMO (Fig. 8.8b).

In the experimental spectra in Figs. 8.2 and 8.3, peak A is the strong vibrational origin
of each main photodetachment band. The eBE of each origin gives an EA of 1.6980(3) eV
for Fe4O and 1.8616(3) eV for Fe5O, both of which fall within the range of calculated values
(Table 8.5). Note that our reported and calculated EAs for Fe4O assume that its ground
state is the 15A2 state, as mentioned above. For both species, we assign peak X as the
vibrational origin of a second photodetachment band to a neutral excited state with an eBE
of 1.8478(12) eV for Fe4O and 2.0000(9) eV for Fe5O. The photoelectron spectra reported
previously by Gutsev et al.394 demonstrated very sharp bands at vertical detachment energies
of 1.70(2) eV and 1.85(2) eV for Fe4O– and 1.87(2) eV and 2.00(2) eV for Fe5O–, in excellent
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agreement with our measurements of peaks A and X for both systems. The sharpness of the
features observed by Gutsev et al. is also in accord with the intense vibrational origins and
comparatively weak vibrational structure observed here.

For both clusters, the assignment of the neutral electronic excited state corresponding to
peak X is somewhat speculative. This feature lies at a term energy of 0.1498(12) eV relative
to the main photodetachment band for Fe4O and at 0.1384(9) eV for Fe5O. One-electron
photodetachment from the Fe4O– 16B2 anion can access both neutral 15-tet and 17-tet states,
while 17-tet and 19-tet neutral states are similarly accessible from the 18A′′ state of Fe5O–.
For Fe4O, the lowest-lying 17-tet state is calculated to lie 0.52–0.73 eV above the state (Table
8.6), considerably higher than what is observed experimentally. The lowest 19-tet state of
neutral Fe5O is calculated to lie at a term energy of 0.19–0.36 eV above the 17A′ ground
state (Table 8.7), which is within DFT error of the experimental term energy of peak X.
These high-spin neutral states are accessible from detachment of the β HOMOs (Fig. 8.8) of
Fe4O– and Fe5O–. Another scenario for both species is that peak X represents a transition
to an excited state with the same spin multiplicity as the main photodetachment band,
corresponding to detachment from the anion α HOMO-1, also visualized in Fig. 8.8.While
we are unable to calculate term energies of excited Fe4O 15-tets and Fe5O 17-tets, it is worth
noting that our experiment would be sensitive to the plethora of detachment transitions
from α HOMO-n orbitals. The fact that we only observe two electronic transitions for each
cluster in the energy window considered here suggests that these orbitals are spaced farther
apart in energy than one might expect given the high electronic spin in these systems.

For Fe4O0/–, the photoelectron angular distributions of the main detachment band and
of peak X are qualitatively consistent with the electronic state assignments discussed above.
A model developed by Sanov and coworkers78 can predict the near-threshold PAD upon
photodetachment of a C2v molecular anion. In the 15A2 ←16 B2 photodetachment transition
of Fe4O–, an electron is ejected from the b1-symmetric α HOMO. Within this model, this
transition should yield a PAD aligned perpendicular to the laser polarization that grows
isotropic at low eKE, as is reasonably consistent with the near-threshold behavior of peaks
in the main photodetachment band. Detachment from the β HOMO and α HOMO-1 of
Fe4O–, both with b2 symmetry, yields the lowest 17-tet and first excited 15-tet states of Fe4O.
Within the Sanov model, ejection of an electron from a b2 orbital also yields a perpendicular
PAD that grows isotropic close to threshold. This PAD is consistent with that observed
experimentally for peak X, and unfortunately does not aid in clarifying the excited band
assignment.

The low symmetry Cs point group of Fe5O0/– makes prediction of PADs more challeng-
ing than for Fe4O0/–. However, the a′′-symmetric Fe5O– α HOMO looks very similar to
the b1-symmetric α HOMO of Fe4O–, with electron density largely in s-like antibonding
orbitals on the Fe(3) and Fe(4) atoms, and very little participation of the additional Fe(5)
atom (atoms labeled in Fig. 8.1). It is therefore reasonable to expect that the main Fe5O–

photodetachment band also has a PAD aligned perpendicular to the laser polarization axis
that grows isotropic close to threshold, and indeed this is what is observed experimentally.
The low-lying excited state (peak X) exhibits an isotropic PAD, which does not allow us to
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Table 8.5: All assigned states, state energies, and vibrational frequencies for Fe4O0/– and
Fe5O0/–. Calculated energies are corrected for vibrational zero-point energy.

exptl TPSS BPW91 BP86

Fe4O– 16B2

Fe4O 15A2 EA,a eV 1.6980(3)b 1.5674c 1.6054c 1.7290c

ν2, cm−1 325(2) 373 363 365
ν3, cm−1 236(2) 240 248 249
ν4, cm−1 175(3) 172 176 177
ν5, cm−1 163(2) 149 125 127

Ã TE,d eV 0.1498(12)

Fe5O– 18A′′

Fe5O 17A′ EA, eV 1.8616(3) 1.6961 1.7440 1.8796
ν1, cm−1 670(4) 674 660 663
ν3, cm−1 313(5) 354 344 346
ν5, cm−1 221(2) 232 233 234
ν7, cm−1 163(3) 162 156 156
ν8m cm−1 128(3) 135 128 128

Ã TE, eV 0.1384(9)

aElectron affinity. bUncertainties represent one standard deviation
of a Gaussian fit to the experimentally observed peak. cCalculated
electron affinities for Fe4O reflect the difference in energy between
the 16B2 anion and 15A2 neutral states. dTerm energy.

distinguish between detachment from the β HOMO and α HOMO-1 of Fe5O–, both of which
have a′ symmetry.

8.5.2 Vibrational Structure

We use calculated harmonic vibrational frequencies and simulated FC envelopes to as-
sign the vibrational structure of the Fe4O– and Fe5O– SEVI spectra. The Fe4O0/– clusters
have four totally symmetric a1 vibrational modes within the C2v point group, while the Cs-
symmetric Fe5O0/– species have eight totally symmetric a′ vibrational modes. These modes
are shown schematically in Fig. 8.11. The TPSS/6-311+G* frequencies for FC active modes
and displacements along these modes for the 15A2 ←16 B2 photodetachment transition of
Fe4O– and the 17A′ ←18 A′′ transition of Fe5O– are summarized in Tables 8.3 and 8.4. These
calculated parameters yield the FC simulations shown in Figs. 8.6a and 8.7a.

For Fe4O–, the FC simulation in Fig. 8.6a shows predominant excitation in mode ν2,
some excitation in ν3, and weaker still activity in ν1. Qualitatively, moderate excitation in a
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few modes matches the experimental spectrum; the largest discrepancies are the simulated
overemphasis of FC intensity for the ν3 progression, and the absence of features lower in
energy than the ν3 fundamental. For Fe5O–, the envelope of the FC simulation in Fig. 8.7a
is an excellent qualitative match for our experimental results, confirming the preferential µ2

structures of Fe5O0/–. Modes ν5, ν7, and ν8 demonstrate significant FC intensity, while ν1,
ν3, and ν6 appear more weakly. All modes have somewhat exaggerated FC intensity in the
simulation compared to experiment, and some calculated fundamental frequencies are higher
than experimental frequencies. We plot FC simulations for photodetachment transitions of
the alternative C1- and Cs-symmetric µ3 structures of Fe5O0/– in Fig. 8.12 of the SI; both
are comparatively very poor matches with the observed experimental structure.

Fitting the FC simulation parameters to the experimental overviews, as described in
Section 8.4.2, yields the simulations in Figs. 8.6b and 8.7b and the altered parameters for
neutral Fe4O and Fe5O in the rightmost columns of Tables 8.3 and 8.4. In fitting the FC
activity of totally symmetric modes to the experiment, we arrive at new values for the
displacement between anion and neutral structures and, keeping the DFT anion geometries
fixed, new neutral bond lengths. These fitted bond lengths represent a fairly minor update
in geometry from the DFT results for both neutral clusters; the norm of the geometry
difference between the DFT and neutral geometries is 0.04 Å for Fe4O and 0.03 Å for Fe5O.
The corresponding change in the simulated spectra highlights the sensitivity of FC structure
to small changes in displacement, particularly for the three-dimensional structures exhibited
by metal oxide clusters.

The results of the FC simulation and fitting inform our interpretation of the high-
resolution SEVI spectra; all vibrational frequencies observed experimentally are compared to
their calculated values in Table 8.5. In the Fe4O– spectrum (Fig. 8.2), we can unambiguously
assign peak D at a shift of 236 cm−1 from the origin to 31

0; the ν3 fundamental is calculated at
232–236 cm−1. Peak E at 325 cm−1 is assigned to 21

0. The ν2 fundamental is calculated higher
in frequency at 352–366 cm−1, but falls within the error of DFT vibrational frequencies for
species involving transition metals.399 Peaks F, G, and H are the 32

0, 21
031

0, and 22
0 transitions

respectively. The ν1 fundamental, calculated to lie at 644–658 cm−1, may also be underlying
peak H, which lies 654 cm−1 above the vibrational origin. Mode ν1 is not predicted to have
much FC activity however, so we do not make an assignment.

At low binding energies, two closely spaced peaks B and C are resolved at respective
shifts of 163 and 175 cm−1 above the Fe4O– vibrational origin. We assign peak C as 41

0, as
the ν4 fundamental is calculated to lie at 169–175 cm−1. Peak B does not align with the
calculated frequency of any totally symmetric vibrational mode, but it could arise from a
∆ν = 2 transition in a non-totally symmetric mode. The only non-totally symmetric mode
of the 15A2 state that lies sufficiently low in energy for two quanta of excitation to match
the position of peak B is ν5 (mode shown schematically in Fig. 8.11a). As mentioned in
Section 8.5.1, the 15A2 state of neutral Fe4O has a double-well vibrational potential along
the ν5 normal coordinate, which can lead to enhanced FC activity in transitions involving
even quanta of excitation in ν5.

FC factors for transitions to ν5 vibrational states are calculated by treating this mode



CHAPTER 8: Vibronic structure of Fe4O and Fe5O 186

-0.4 -0.2 0.0 0.2 0.4
-12700

-12600

-12500

-100

0

100

200

300

400

A
E 

(c
m

-1
)

B

Figure 8.9: Vibrational potential, low-lying eigenenergies, and wavefunctions for the ν5

mode of the 16B2 state of Fe4O– and the 15A2 state of Fe4O, calculated with TPSS/6 311+G*.

as an anharmonic oscillator. Single-point calculations were carried out scanning a one-
dimensional slice of the vibrational potential along the ν5 coordinate for the neutral 15A2

state and the anionic 16B2 state. These points were then fit to a 16th order polynomial for
the neutral state and a 4th order polynomial for the anion, and a MATLAB script was used
to numerically solve for the vibrational eigenenergies and wavefunctions. These results are
shown in Fig. 8.9 using TPSS/6 311+G*. We find 2ν5 =149 cm−1, which compares well to
the experimental shift of peak B at 163 cm−1.

We use direct integration of the anion and neutral vibrational wavefunctions to solve
for the Franck-Condon factors |〈νneutral|νanion〉|2 of the 5n0 transitions. The calculated FC
intensity of 52

0 relative to the vibrational origin is 0.12 using the TPSS functional; all other 5n0
FC intensities are negligibly small. This value provides a good match with the experimental
intensity of peak B, at about 10% of the origin intensity. We therefore assign peak B to the
52

0 transition.
Assigning the vibrational structure of the high-resolution Fe5O– SEVI spectrum in Fig.
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8.3 is more straightforward. Three fundamentals can be assigned very clearly: peak B to the
81

0 transition, peak C to 71
0, and peak D to 51

0. Peaks F, G, and H then line up as 51
081

0, 51
071

0,
and 52

0. Peak E, lying 313 cm−1 from the vibrational origin, cannot be accounted for as part
of a progression or a combination band, so it is likely the 31

0 fundamental, which is predicted
to be FC active with calculated frequencies of 344–354 cm−1. Peak I at 670 cm−1 is assigned
to the 11

0 fundamental, which is calculated at 660–674 cm−1 and predicted to have similar
FC intensity to what is observed experimentally.

The Franck-Condon structure of the main photodetachment bands of both clusters can
also be rationalized in the context of the α HOMOs from which the electron is detached.
Both α HOMOs feature s-like lobes of opposite phase localized on the Fe(3) and Fe(4)
atoms (Fig. 8.8). Accordingly, the bond between the Fe(3) and Fe(4) atoms shrinks upon
photodetachment by 0.10 Å for Fe4O– and 0.11 Å for Fe5O–, consistent with removal of an
electron from an antibonding orbital. The vibrational states of the neutral clusters that are
populated after photodetachment correspondingly involve modes with significant distortion
of the bond between the Fe(3) and Fe(4) atoms, where the primary change in electron density
occurs upon detachment.

8.6 Conclusions

We report a high-resolution photoelectron imaging study of cryogenically cooled Fe4O–

and Fe5O– iron monoxide cluster anions using SEVI spectroscopy. Our results represent the
first vibrationally-resolved spectra of these species, providing precise electron affinities and
excited state term energies as well as newly observed and assigned vibrational frequencies.
Through comparison of our experimental results with DFT calculations and Franck-Condon
simulations, we determine the structural isomers and electronic states of these clusters.
The experimental and theoretical results point to C2v-symmetric Fe4O0/– and Cs-symmetric
Fe5O0/– clusters, both of which preferentially bind the O atom in a µ2 configuration.

This work represents the next step in our extension of the cryo-SEVI technique towards
ever-larger transition metal oxide clusters. We demonstrate here that clusters involving
four and five metal centers are accessible to detailed characterization with good agreement
between spectroscopic and theoretical methods, despite the presence of multiple low-energy
electronic states and structural isomers. In future work, it will be of considerable interest to
study FenO– clusters complexed to small molecules such as CO as a model system for CO
oxidation by iron oxide catalysts.

8.7 Supporting Information
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Table 8.6: Calculated states, energies (eV) relative to the ground state of each anionic or neutral species, and
calculated vs. expected spin for the low-lying Fe4O anion and neutral states with the TPSS, BPW91, and BP86 DFT
functionals. Calculated electron affinities are given for the 15A2 ←16 B2 photodetachment transitions. All energies are
corrected for vibrational zero-point energy with the exception of those marked with an asterisk, which have one small
imaginary frequency.

TPSS/6-311+G* BPW91/6-311+G* BP86/6-311+G*
species state EA T0 < S2 > S(S + 1) state EA T0 < S2 > S(S + 1) state EA T0 < S2 > S(S + 1)

Fe4O– 12A, C2 – 0.65 36.21 35.75 12A1, C2v – 0.46 36.10 35.75 12A1, C2v – 0.30 36.07 35.75
14B, C2 – 0.32 49.03 48.75 14B, C2 – 0.19 48.98 48.75 14B, C2 – 0.25 48.75 48.75
14B2, C2v – 0.39 49.06 48.75 14B2, C2v – 0.27 49.00 48.75 14B2, C2v – 0.33 48.98 48.75
16B2, C2v – 0.00 63.86 63.75 16B2, C2v – 0.00 63.85 63.75 16B2, C2v – 0.00 63.84 63.75
18A1, C2v – 0.79 80.83 80.75 18A1, C2v – 0.91 80.83 80.75 18A1, C2v – 1.01 80.82 80.75

Fe4O 11A1, C2v – 0.77* 30.49 30.00 11A1, C2v – 0.63* 30.45 30.00 11A1, C2v – 0.61 30.42 30.00
13A1, C2v – 0.11 42.01 42.00 13A1, C2v – 0.00 42.25 42.00 13A1, C2v – 0.00 42.23 42.00
15A2, C2v 1.57 0.00 56.11 56.00 15A2, C2v 1.61 0.01 56.10 56.00 15A2, C2v 1.73 0.09 56.09 56.00
17A1, C2v – 0.52 72.08 72.00 17A1, C2v – 0.65 72.08 72.00 17A1, C2v – 0.82 72.07 72.00
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Table 8.7: Calculated states, energies (eV) relative to the ground state of each anionic or neutral species, and
calculated vs. expected spin for the low-lying Fe5O anion and neutral states with the TPSS, BPW91, and BP86 DFT
functionals. Calculated electron affinities are given for the 17A′ ←18 A′′ photodetachment transitions. All energies are
corrected for vibrational zero-point energy with the exception of those marked with an asterisk, which have one small
imaginary frequency.

TPSS/6-311+G* BPW91/6-311+G* BP86/6-311+G*
species state EA T0 < S2 > S(S + 1) state EA T0 < S2 > S(S + 1) state EA T0 < S2 > S(S + 1)

Fe5O–, µ2
16A′′, Cs – 0.37 64.00 63.75 16A, C1 – 0.29 63.97 63.75 16A, C1 – 0.21 63.95 63.75
18A′′, Cs – 0.00 80.92 80.75 18A′′, Cs – 0.00 80.91 80.75 18A′′, Cs – 0.00 80.90 80.75
20A′′, Cs – 0.50 99.87 99.75 20A, C1 – 0.58 99.87 99.75 20A, C1 – 0.67 99.86 99.75

Fe5O–, µ3
16A′′, Cs – 0.59 64.05 63.75 16A′′, Cs – 0.56 64.02 63.75 16A′′, Cs – 0.49 63.99 63.75
16A, C1 – 0.59 64.02 63.75 – – – – – – – – – –
18A, C1 – 0.23 80.92 80.75 18A, C1 – 0.24 80.91 80.75 18A, C1 – 0.23 80.90 80.75
18A′, Cs – 0.25 80.91 80.75 18A′, Cs – 0.29 80.90 80.75 18A′, Cs – 0.28 80.89 80.75
20A, C1 – 0.51 99.87 99.75 20A, C1 – 0.60 99.87 99.75 20A, C1 – 0.68 99.86 99.75

Fe5O, µ2
15A′′, Cs – 0.43* 56.33 56.00 15A′′, Cs – 0.35 56.30 56.00 15A′′, Cs – 0.28 56.27 56.00
17A′, Cs 1.70 0.00 72.20 72.00 17A′, Cs 1.74 0.00 72.18 72.00 17A′, Cs 1.88 0.00 72.12 72.00
19A′′, Cs – 0.19 90.14 90.00 19A′′, Cs – 0.29 90.13 90.00 19A′′, Cs – 0.36 90.12 0.00

Fe5O, µ3
15A, C1 – 0.52 56.46 56.00 15A, C1 – 0.45 56.40 56.00 15A, C1 – 0.38 56.36 56.00
15A′′, Cs – 0.50 56.41 56.00 15A′′, Cs – 0.56 56.45 56.00 – – – – –
17A, C1 – 0.10 72.22 72.00 17A, C1 – 0.12 72.21 72.00 17A, C1 – 0.12 72.19 72.00
17A′′, Cs – 0.10 72.23 72.00 17A′′, Cs – 0.12 72.21 72.00 17A′′, Cs – 0.12 72.19 72.00
19A, C1 – 0.18 90.12 90.00 19A, C1 – 0.25 90.12 90.00 19A, C1 – 0.31 90.11 90.00



C
H

A
P

T
E

R
8:

V
ibron

ic
stru

ctu
re

of
F

e
4 O

an
d

F
e
5 O

190

Table 8.8: Optimized Cartesian coordinates (Å) for relevant states of Fe4O– using the TPSS, BPW91, and BP86
density functionals. Atom labels are given in Fig. 8.1a of the main text.

TPSS/6-311+G*
12A, C2

14B, C2
14B2, C2v

16B2, C2v
18A1, C2v

x y z x y z x y z x y z x y z
O 0.0000 0.0000 2.1561 0.0000 0.0000 2.0417 0.0000 0.0000 2.0291 0.0000 0.0000 2.0700 0.0000 0.0000 2.0611
Fe(1) 0.0000 1.0940 0.7065 0.0000 1.1914 0.6579 0.0000 1.2096 0.6583 0.0000 1.2068 0.6882 0.0000 1.2650 0.7317
Fe(2) 0.0000 -1.0940 0.7065 0.0000 -1.1914 0.6579 0.0000 -1.2096 0.6583 0.0000 -1.2068 0.6882 0.0000 -1.2650 0.7317
Fe(3) -1.1288 -0.0808 -1.0148 -1.1588 -0.1234 -0.9498 -1.1294 0.0000 -0.9485 -1.1396 0.0000 -0.9841 -1.1518 0.0000 -1.0264
Fe(4) 1.1288 0.0808 -1.0148 1.1588 0.1234 -0.9498 1.1294 0.0000 -0.9485 1.1396 0.0000 -0.9841 1.1518 0.0000 -1.0264

BPW91/6-311+G*
12A1, C2v

14B, C2
14B2, C2v

16B2, C2v
18A1, C2v

x y z x y z x y z x y z x y z
O 0.0000 0.0000 2.1662 0.0000 0.0000 2.0432 0.0000 0.0000 2.0316 0.0000 0.0000 2.0622 0.0000 0.0000 2.0628
Fe(1) 0.0000 1.0942 0.7104 0.0000 1.1989 0.6603 0.0000 1.2155 0.6590 0.0000 1.2232 0.6891 0.0000 1.2756 0.7365
Fe(2) 0.0000 -1.0942 0.7104 0.0000 -1.1989 0.6603 0.0000 -1.2155 0.6590 0.0000 -1.2232 0.6891 0.0000 -1.2756 0.7365
Fe(3) -1.1356 0.0000 -1.0201 -1.1660 -0.1310 -0.9524 -1.1377 0.0000 -0.9495 -1.1440 0.0000 -0.9839 -1.1559 0.0000 -1.0314
Fe(4) 1.1356 0.0000 -1.0201 1.1660 0.1310 -0.9524 1.1377 0.0000 -0.9495 1.1440 0.0000 -0.9839 1.1559 0.0000 -1.0314

BP86/6-311+G*
12A1, C2v

14B, C2
14B2, C2v

16B2, C2v
18A1, C2v

x y z x y z x y z x y z x y z
O 0.0000 0.0000 2.1600 0.0000 0.0000 2.0377 0.0000 0.0000 2.0269 0.0000 0.0000 2.0548 0.0000 0.0000 2.0556
Fe(1) 0.0000 1.0928 0.7068 0.0000 1.1990 0.6582 0.0000 1.2147 0.6569 0.0000 1.2255 0.6861 0.0000 1.2778 0.7332
Fe(2) 0.0000 -1.0928 0.7068 0.0000 -1.1990 0.6582 0.0000 -1.2147 0.6569 0.0000 -1.2255 0.6861 0.0000 -1.2778 0.7332
Fe(3) -1.1336 0.0000 -1.0156 -1.1626 -0.1326 -0.9496 -1.1354 0.0000 -0.9467 -1.1414 0.0000 -0.9798 -1.1539 0.0000 -1.0271
Fe(4) 1.1336 0.0000 -1.0156 1.1626 0.1326 -0.9496 1.1354 0.0000 -0.9467 1.1414 0.0000 -0.9798 1.1539 0.0000 -1.0271
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Table 8.9: Optimized Cartesian coordinates (Å) for relevant states of Fe4O using the TPSS, BPW91, and BP86
density functionals. Atom labels are given in Fig. 8.1a of the main text.

TPSS/6-311+G*
11A1, C2v

13A1, C2v
15A2, C2v

17A1, C2v

x y z x y z x y z x y z
O 0.0000 0.0000 2.0499 0.0000 0.0000 2.0144 0.0000 0.0000 2.0299 0.0000 0.0000 2.0572
Fe(1) 0.0000 1.1259 0.6721 0.0000 1.1967 0.6588 0.0000 1.2330 0.6965 0.0000 1.2201 0.7011
Fe(2) 0.0000 -1.1259 0.6721 0.0000 -1.1967 0.6588 0.0000 -1.2330 0.6965 0.0000 -1.2201 0.7011
Fe(3) -1.1473 0.0000 -0.9652 -1.1423 0.0000 -0.9468 -1.0914 0.0000 -0.9868 -1.1884 0.0000 -0.9952
Fe(4) 1.1473 0.0000 -0.9652 1.1423 0.0000 -0.9468 1.0914 0.0000 -0.9868 1.1884 0.0000 -0.9952

BPW91/6-311+G*
11A1, C2v

13A1, C2v
15A2, C2v

17A1, C2v

x y z x y z x y z x y z
O 0.0000 0.0000 2.0605 0.0000 0.0000 2.0188 0.0000 0.0000 2.0284 0.0000 0.0000 2.0567
Fe(1) 0.0000 1.1259 0.6779 0.0000 1.2005 0.6623 0.0000 1.2425 0.6988 0.0000 1.2328 0.7057
Fe(2) 0.0000 -1.1259 0.6779 0.0000 -1.2005 0.6623 0.0000 -1.2425 0.6988 0.0000 -1.2328 0.7057
Fe(3) -1.1490 0.0000 -0.9725 -1.1488 0.0000 -0.9509 -1.0982 0.0000 -0.9888 -1.1893 0.0000 -0.9997
Fe(4) 1.1490 0.0000 -0.9725 1.1488 0.0000 -0.9509 1.0982 0.0000 -0.9888 1.1893 0.0000 -0.9997

BP86/6-311+G*
11A1, C2v

13A1, C2v
15A2, C2v

17A1, C2v

x y z x y z x y z x y z
O 0.0000 0.0000 2.0560 0.0000 0.0000 2.0141 0.0000 0.0000 2.0224 0.0000 0.0000 2.0509
Fe(1) 0.0000 1.1245 0.6752 0.0000 1.1990 0.6598 0.0000 1.2430 0.6959 0.0000 1.2342 0.7031
Fe(2) 0.0000 -1.1245 0.6752 0.0000 -1.1990 0.6598 0.0000 -1.2430 0.6959 0.0000 -1.2342 0.7031
Fe(3) -1.1465 0.0000 -0.9692 -1.1465 0.0000 -0.9477 -1.0966 0.0000 -0.9851 -1.1866 0.0000 -0.9963
Fe(4) 1.1465 0.0000 -0.9692 1.1465 0.0000 -0.9477 1.0966 0.0000 -0.9851 1.1866 0.0000 -0.9963
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Table 8.10: Optimized Cartesian coordinates (Å) for µ2 geometries of relevant states of Fe5O– using the TPSS,
BPW91, and BP86 density functionals. Atom labels are given in Fig. 8.1b of the main text.

TPSS/6-311+G*
16A′′, Cs

18A′′, Cs
20A′′, Cs

x y z x y z x y z
O -1.6975 1.6775 0.0000 -1.6888 1.7632 0.0000 -1.7116 1.6825 0.0000
Fe(1) -1.8140 -0.1176 0.0000 -1.8070 -0.0440 0.0000 -1.8798 -0.1155 0.0000
Fe(2) 0.1015 1.2728 0.0000 0.1001 1.2981 0.0000 0.1212 1.4132 0.0000
Fe(3) 0.1015 -0.8334 1.1460 0.1001 -0.8254 1.1913 0.1212 -0.8521 1.1511
Fe(4) 0.1015 -0.8334 -1.1460 0.1001 -0.8254 -1.1913 0.1212 -0.8521 -1.1511
Fe(5) 1.9950 0.0318 0.0000 1.9896 -0.1075 0.0000 2.0056 -0.0745 0.0000

BPW91/6-311+G*
16A, C1

18A′′, Cs
20A, C1

x y z x y z x y z
O -1.9687 1.3657 -0.2312 -1.6973 1.7644 0.0000 -1.9095 1.1986 -0.6183
Fe(1) -1.7494 -0.4062 0.0051 -1.8076 -0.0446 0.0000 -1.7682 -0.5043 -0.0359
Fe(2) -0.1209 1.2909 -0.2181 0.1041 1.3197 0.0000 -0.1461 1.5280 -0.1804
Fe(3) 0.2488 -0.4668 1.3166 0.1041 -0.8440 1.1960 0.3698 -1.3403 -0.7354
Fe(4) 0.2548 -1.1286 -0.9116 0.1041 -0.8440 -1.1960 1.8683 0.2961 -0.2468
Fe(5) 1.9296 0.3202 -0.1259 1.9807 -0.0915 0.0000 0.2222 -0.3222 1.3753

BP86/6-311+G*
16A, C1

18A′′, Cs
20A, C1

x y z x y z x y z
O -1.9610 1.3667 -0.2273 -1.6958 1.7555 0.0000 -1.8883 1.1842 -0.6533
Fe(1) -1.7458 -0.4042 0.0053 -1.8055 -0.0520 0.0000 -1.7596 -0.5078 -0.0408
Fe(2) -0.1163 1.2914 -0.2158 0.1045 1.3193 0.0000 -0.1417 1.5410 -0.1839
Fe(3) 0.2480 -0.4699 1.3125 0.1045 -0.8409 1.1929 0.3763 -1.3672 -0.7075
Fe(4) 0.2506 -1.1248 -0.9121 0.1045 -0.8409 -1.1929 1.8533 0.2922 -0.2566
Fe(5) 1.9242 0.3167 -0.1248 1.9770 -0.0875 0.0000 0.2117 -0.2968 1.3756
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Table 8.11: Optimized Cartesian coordinates (Å) for µ3 geometries of relevant Fe5O– states using the TPSS, BPW91,
and BP86 density functionals. Atom labels are given in Fig. 8.1c of the main text.

TPSS/6-311+G*
16A′′, Cs

16A, C1
18A, C1

18A′, Cs
20A, C1

x y z x y z x y z x y z x y z
O 1.0854 -1.7666 0.0000 1.3832 -1.4233 -0.3458 1.1576 -1.2376 -0.8457 0.9170 -1.7356 0.0000 1.2627 -1.3462 0.5573
Fe(1) 1.7462 0.1833 0.0000 1.8277 0.3384 0.1388 1.8278 0.2079 0.2058 1.7335 0.0892 0.0000 1.7623 0.3344 -0.2566
Fe(2) -0.0587 -0.7333 -1.1250 -0.1788 -0.7105 -1.1318 -0.2789 -0.1364 -1.3731 -0.0512 -0.6452 -1.2630 -0.0561 -1.2526 -0.8262
Fe(3) -0.0587 -0.7333 1.1250 -0.0197 -0.7302 1.0755 0.0326 -1.1275 0.8454 -0.0512 -0.6452 1.2630 0.1155 0.0299 1.3923
Fe(4) -0.0587 1.5360 0.0000 -0.0870 1.4739 -0.1440 -0.0346 1.4518 0.2995 -0.0512 1.5257 0.0000 -0.3210 1.4236 -0.5380
Fe(5) -1.8805 0.2524 0.0000 -1.9378 0.0354 0.1603 -1.8779 -0.0419 0.2643 -1.8422 0.1719 0.0000 -1.8619 -0.1504 0.0692

BPW91/6-311+G*
16A′′, Cs

18A, C1
18A′, Cs

20A, C1

x y z – – – x y z x y z x y z
O 1.0756 -1.7785 0.0000 – – – 1.1284 -1.1714 -0.9507 0.8973 -1.7446 0.0000 1.1312 -1.2938 -0.7031
Fe(1) 1.7452 0.1894 0.0000 – – – 1.8302 0.1831 0.2075 1.7312 0.1071 0.0000 1.8504 0.2654 0.1271
Fe(2) -0.0611 -0.7466 -1.1335 – – – -0.3040 -0.0286 -1.3955 -0.0522 -0.6606 -1.2762 -0.3377 -0.2931 -1.4484
Fe(3) -0.0611 -0.7466 1.1335 – – – 0.0382 -1.2011 0.7884 -0.0522 -0.6606 1.2762 0.0869 -1.0657 0.9873
Fe(4) -0.0611 1.5570 0.0000 – – – -0.0243 1.4434 0.3934 -0.0522 1.5387 0.0000 -0.0763 1.4818 0.2291
Fe(5) -1.8695 0.2554 0.0000 – – – -1.8628 -0.0618 0.2780 -1.8313 0.1742 0.0000 -1.8467 -0.0185 0.3060

BP86/6-311+G*
16A′′, Cs

18A, C1
18A′, Cs

20A, C1

x y z – – – x y z x y z x y z
O 1.0718 -1.7744 0.0000 – – – 1.1215 -1.1593 -0.9615 0.8873 -1.7423 0.0000 1.1206 -1.2818 -0.7253
Fe(1) 1.7415 0.1924 0.0000 – – – 1.8287 0.1813 0.2068 1.7289 0.1076 0.0000 1.8468 0.2612 0.1287
Fe(2) -0.0617 -0.7459 -1.1319 – – – -0.3104 -0.0169 -1.3949 -0.0520 -0.6580 -1.2767 -0.3434 -0.2674 -1.4536
Fe(3) -0.0617 -0.7459 1.1319 – – – 0.0415 -1.2058 0.7784 -0.0520 -0.6580 1.2767 0.0888 -1.0816 0.9712
Fe(4) -0.0617 1.5543 0.0000 – – – -0.0236 1.4369 0.4015 -0.0520 1.5339 0.0000 -0.0728 1.4762 0.2500
Fe(5) -1.8628 0.2526 0.0000 – – – -1.8570 -0.0641 0.2831 -1.8266 0.1727 0.0000 -1.8400 -0.0218 0.3112
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Table 8.12: Optimized Cartesian coordinates (Å) for µ2 geometries of relevant states of Fe5O using the TPSS, BPW91,
and BP86 density functionals. Atom labels are given in Fig. 8.1b of the main text.

TPSS/6-311+G*
15A′′, Cs

17A′, Cs
19A′′, Cs

x y z x y z x y z
O -1.6926 1.6084 0.0000 -1.6725 1.7501 0.0000 -1.7029 1.6772 0.0000
Fe(1) -1.8732 -0.1225 0.0000 -1.8317 -0.0353 0.0000 -1.8674 -0.1123 0.0000
Fe(2) 0.1046 1.2295 0.0000 0.0972 1.3024 0.0000 0.1068 1.3370 0.0000
Fe(3) 0.1046 -0.7711 1.1606 0.0972 -0.8499 1.1373 0.1068 -0.8019 1.1792
Fe(4) 0.1046 -0.7711 -1.1606 0.0972 -0.8499 -1.1373 0.1068 -0.8019 -1.1792
Fe(5) 2.0432 -0.0248 0.0000 2.0184 -0.0678 0.0000 2.0340 -0.1005 0.0000

BPW91/6-311+G*
15A′′, Cs

17A′, Cs
19A′′, Cs

x y z x y z x y z
O -1.7167 1.5733 0.0000 -1.6837 1.7466 0.0000 -1.7103 1.6799 0.0000
Fe(1) -1.7939 -0.1694 0.0000 -1.8275 -0.0387 0.0000 -1.8586 -0.1132 0.0000
Fe(2) 0.1141 1.2850 0.0000 0.1013 1.3273 0.0000 0.1088 1.3548 0.0000
Fe(3) 0.1141 -0.6909 1.2663 0.1013 -0.8694 1.1420 0.1088 -0.8163 1.1917
Fe(4) 0.1141 -0.6909 -1.2663 0.1013 -0.8694 -1.1420 0.1088 -0.8163 -1.1917
Fe(5) 1.9424 -0.1836 0.0000 2.0049 -0.0493 0.0000 2.0212 -0.0893 0.0000

BP86/6-311+G*
15A′′, Cs

17A′, Cs
19A′′, Cs

x y z x y z x y z
O -1.7152 1.5656 0.0000 -1.6819 1.7393 0.0000 -1.7088 1.6743 0.0000
Fe(1) -1.7867 -0.1752 0.0000 -1.8240 -0.0440 0.0000 -1.8534 -0.1174 0.0000
Fe(2) 0.1141 1.2863 0.0000 0.1018 1.3266 0.0000 0.1091 1.3545 0.0000
Fe(3) 0.1141 -0.6890 1.2641 0.1018 -0.8668 1.1398 0.1091 -0.8143 1.1905
Fe(4) 0.1141 -0.6890 -1.2641 0.1018 -0.8668 -1.1398 0.1091 -0.8143 -1.1905
Fe(5) 1.9349 -0.1808 0.0000 1.9997 -0.0464 0.0000 2.0147 -0.0872 0.0000
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Table 8.13: Optimized Cartesian coordinates (Å) for µ3 geometries of relevant Fe5O states using the TPSS, BPW91,
and BP86 density functionals. Atom labels are given in Fig. 8.1c of the main text.

TPSS/6-311+G*
15A, C1

15A′′, Cs
17A, C1

17A′′, Cs
19A, C1

x y z x y z x y z x y z x y z
O 1.1788 -0.8787 -1.0940 0.9643 -1.5520 0.0000 1.1405 -1.4334 -0.4542 0.9327 -1.7194 0.0000 1.1849 -1.1601 -0.8931
Fe(1) 1.7931 0.1685 0.2497 1.8337 0.0393 0.0000 1.8569 0.2595 0.0752 1.7438 0.1186 0.0000 1.8352 0.2216 0.2399
Fe(2) -0.1933 0.4064 -1.3285 -0.0563 -0.5109 -1.2724 -0.3270 -0.5565 -1.2574 -0.0503 -0.6658 -1.2322 -0.2555 -0.0226 -1.3999
Fe(3) 0.1225 -1.3073 0.5070 -0.0563 -0.5109 1.2724 0.0830 -0.8143 1.0800 -0.0503 -0.6658 1.2322 0.0444 -1.2167 0.7576
Fe(4) -0.1876 1.2315 0.7469 -0.0563 1.4281 0.0000 -0.0277 1.4753 -0.0257 -0.0503 1.5389 0.0000 -0.0758 1.4249 0.3934
Fe(5) -1.8717 -0.2479 0.1377 -1.9407 -0.0018 0.0000 -1.9113 0.0460 0.2579 -1.8598 0.1659 0.0000 -1.8872 -0.0755 0.2644

BPW91/6-311+G*
15A, C1

15A′′, Cs
17A, C1

17A′′, Cs
19A, C1

x y z x y z x y z x y z x y z
O 1.1706 -0.7984 -1.1434 0.7989 -1.6626 0.0000 1.1053 -1.4203 -0.5239 0.9170 -1.7170 0.0000 1.1246 -1.0768 -1.0203
Fe(1) 1.7858 0.1753 0.2648 1.8364 -0.1906 0.0000 1.8523 0.2526 0.0739 1.7391 0.1510 0.0000 1.8347 0.1743 0.2314
Fe(2) -0.2285 0.4576 -1.3303 -0.0393 -0.4657 -1.3140 -0.3649 -0.5199 -1.2935 -0.0522 -0.6819 -1.2478 -0.3012 0.1186 -1.4131
Fe(3) 0.1573 -1.3547 0.4500 -0.0393 -0.4657 1.3140 0.0992 -0.8670 1.0708 -0.0522 -0.6819 1.2478 0.0431 -1.3046 0.6764
Fe(4) -0.2038 1.2337 0.7765 -0.0393 1.4099 0.0000 -0.0204 1.4915 0.0068 -0.0522 1.5508 0.0000 -0.0382 1.4123 0.5112
Fe(5) -1.8456 -0.2835 0.1661 -1.9469 0.1875 0.0000 -1.8822 0.0490 0.2919 -1.8447 0.1530 0.0000 -1.8600 -0.0927 0.2858

BP86/6-311+G*
15A, C1

17A, C1
17A′′, Cs

19A, C1

x y z – – – x y z x y z x y z
O 1.1608 -0.7869 -1.1495 – – – 1.0980 -1.4148 -0.5325 0.9126 -1.7120 0.0000 1.1156 -1.0646 -1.0326
Fe(1) 1.7821 0.1725 0.2638 – – – 1.8502 0.2504 0.0749 1.7355 0.1551 0.0000 1.8310 0.1703 0.2304
Fe(2) -0.2324 0.4703 -1.3248 – – – -0.3701 -0.5123 -1.2947 -0.0525 -0.6802 -1.2478 -0.3073 0.1328 -1.4112
Fe(3) 0.1586 -1.3570 0.4379 – – – 0.0994 -0.8718 1.0649 -0.0525 -0.6802 1.2478 0.0443 -1.3115 0.6648
Fe(4) -0.2017 1.2250 0.7844 – – – -0.0179 1.4875 0.0107 -0.0525 1.5465 0.0000 -0.0342 1.4071 0.5210
Fe(5) -1.8386 -0.2858 0.1674 – – – -1.8756 0.0508 0.2965 -1.8389 0.1482 0.0000 -1.8528 -0.0943 0.2903
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Table 8.14: Vibrational frequencies (cm−1) for relevant Fe4O– and Fe4O states using the TPSS, BPW91, and BP86
density functionals. Vibrational mode symmetries for states with C2 geometries are given within a pseudo-C2v frame-
work.

Fe4O
–

12A, C2
12A1, C2v

12A1, C2v
14B, C2

14B2, C2v
16B2, C2v

18A1, C2v

TPSS BPW91 BP86 TPSS BPW91 BP86 TPSS BPW91 BP86 TPSS BPW91 BP86 TPSS BPW91 BP86
ω1 a1 639 627 633 624 612 616 626 612 616 633 618 619 627 611 612
ω2 360 360 363 351 345 347 364 357 360 352 342 344 315 307 308
ω3 295 298 299 200 207 208 241 246 247 226 234 235 209 217 220
ω4 176 180 182 153 159 160 160 170 171 160 168 168 165 168 168
ω5 a2 83 100 107 84 125 130 145 214 234 162 160 160 137 123 123
ω6 b1 222 227 228 244 247 248 209 219 221 206 201 203 188 171 171
ω7 142 136 136 88 122 123 109 130 131 103 113 111 136 141 140
ω8 b2 376 358 363 413 401 404 381 364 368 409 396 399 474 462 466
ω9 76 85 111 185 186 187 187 195 200 235 230 231 65 152 146

Fe4O
11A1, C2v

13A1, C2v – 15A2, C2v
17A1, C2v

TPSS BPW91 BP86 TPSS BPW91 BP86 – – – TPSS BPW91 BP86 TPSS BPW91 BP86
ω1 a1 679 669 674 649 638 642 – – – 657 643 646 659 643 644
ω2 360 362 365 363 356 359 – – – 373 363 365 332 323 324
ω3 299 294 296 244 248 248 – 240 248 249 200 212 214
ω4 198 192 193 162 171 172 – – – 172 176 177 175 176 176
ω5 a2 58i 30i 33 83 129 133 – – – 72i 116i 113i 167 154 153
ω6 b1 240 240 242 213 226 229 – – – 210 206 207 197 186 188
ω7 136 133 133 80 118 118 – – – 129 140 139 125 135 134
ω8 b2 385 419 514 449 437 440 – – – 449 433 436 449 432 435
ω9 101 227 250 219 218 220 – – – 233 231 232 166 174 174
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Table 8.15: Vibrational frequencies (cm−1) for µ2 geometries of relevant Fe5O– and Fe5O states using the TPSS,
BPW91, and BP86 density functionals. Vibrational mode symmetries are given for species with Cs symmetries; modes
for C1 states are listed in order of decreasing frequency.

Fe5O–

16A′′, Cs
16A, C1

16A, C1
18A′′, Cs

20A, C1
20A, C1

20A′′, Cs

TPSS BPW91 BP86 TPSS BPW91 BP86 TPSS BPW91 BP86
ω1 a′ 638 626 630 646 632 635 631 612 613
ω2 408 395 399 416 404 408 456 476 482
ω3 355 343 346 338 327 330 326 313 315
ω4 275 278 278 287 282 282 251 252 254
ω5 224 230 232 225 225 225 222 237 238
ω6 207 207 209 213 206 207 211 209 209
ω7 139 195 195 167 160 159 143 199 199
ω8 115 186 186 128 123 123 126 173 173
ω9 a′′ 217 143 143 207 203 205 212 147 149
ω10 191 114 113 197 184 185 196 129 129
ω11 108 99 100 144 143 143 135 107 109
ω12 41 54 54 70 44 43 46 49 52

Fe5O
15A′′, Cs

17A′, Cs
19A′′, Cs

TPSS BPW91 BP86 TPSS BPW91 BP86 TPSS BPW91 BP86
ω1 a′ 673 658 663 674 660 663 657 644 646
ω2 442 425 429 444 430 434 459 443 446
ω3 356 347 350 354 344 346 328 318 320
ω4 275 285 286 283 280 281 266 262 264
ω5 222 214 214 232 233 234 223 219 219
ω6 181 189 191 214 208 209 213 214 215
ω7 147 157 157 162 156 156 169 155 154
ω8 93 94 96 135 128 128 128 124 124
ω9 a′′ 231 250 252 214 207 207 218 207 208
ω10 164 178 179 187 177 178 203 190 190
ω11 100 125 125 146 145 145 131 132 131
ω12 12i 79 76 73 46 44 76 37 30
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Table 8.16: Vibrational frequencies (cm−1) for µ3 geometries of relevant Fe5O– and Fe5O states using the TPSS,
BPW91, and BP86 density functionals. Vibrational mode symmetries are given for species with Cs symmetries; modes
for C1 states are listed in order of decreasing frequency.

Fe5O–

16A′′, Cs
16A′′, Cs

18A, C1
18A′, Cs

20A, C1

TPSS BPW91 BP86 TPSS TPSS BPW91 BP86 TPSS BPW91 BP86 TPSS BPW91 BP86
ω1 a′ 564 551 557 559 556 539 542 559 545 548 561 532 534
ω2 349 337 339 382 386 377 381 335 329 331 357 379 383
ω3 307 303 304 354 342 334 336 300 297 298 315 311 312
ω4 273 268 268 289 290 287 287 241 235 236 275 255 258
ω5 199 190 191 262 247 244 246 211 198 198 268 252 253
ω6 180 182 183 216 244 230 230 185 189 190 231 233 234
ω7 166 155 156 193 215 209 210 160 162 163 209 217 218
ω8 135 136 135 171 196 186 187 103 102 101 190 191 191
ω9 a′′ 307 302 305 148 169 172 173 266 263 267 160 155 157
ω10 160 162 165 114 155 158 160 214 207 209 133 142 141
ω11 151 149 151 108 140 142 143 193 178 179 124 130 131
ω12 102 107 107 83 98 105 106 100 99 98 83 87 89

Fe5O
15A, C1

15A′′, Cs
17A, C1

17A′′, Cs
19A, C1

TPSS BPW91 BP86 TPSS BPW91 TPSS BPW91 BP86 TPSS BPW91 BP86 TPSS BPW91 BP86
ω1 a′ 587 569 572 591 604 569 552 555 584 571 575 566 548 550
ω2 423 423 427 390 349 403 393 397 331 326 328 384 382 385
ω3 345 337 339 344 334 341 332 334 297 297 299 335 327 328
ω4 306 298 300 279 292 287 289 290 249 238 239 276 272 274
ω5 278 276 278 215 221 282 278 280 217 218 220 262 253 254
ω6 252 251 252 199 178 231 229 230 176 181 182 244 237 238
ω7 207 204 205 159 154 222 218 219 150 157 159 220 214 214
ω8 199 197 197 134 117 204 196 196 95 102 102 205 195 196
ω9 a′′ 179 178 179 335 297 154 162 163 367 377 382 177 175 177
ω10 163 167 168 239 224 148 152 152 215 213 214 141 162 162
ω11 139 154 155 159 184 130 130 131 181 165 165 128 146 146
ω12 46 88 88 69 52 83 94 94 90 94 93 87 99 99
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Figure 8.10: Representative trace showing the contributions of both thermionic emission
(broad) and direct detachment (sharp) structure in the SEVI spectra of Fe5O–.

(a)                       (b)

ν1 (a1)                           ν2 (a1)                         

 ν5 (a2)   

ν1 (aʹ)                     ν2 (aʹ)                    ν3 (aʹ)              

ν7 (aʹ)                       ν8 (aʹ)          

ν3 (a1)                           ν4 (a1)                         
ν4 (aʹ)                     ν5 (aʹ)                    ν6 (aʹ)              

Figure 8.11: Relevant vibrational normal modes of a) Fe4O0/– and b) Fe5O0/–.
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Figure 8.12: TPSS/6-311+G* FC simulations of photodetachment of (a) C1-symmetric and
(b) Cs-symmetric µ3 geometries of Fe5O–. All simulations are plotted as stick spectra (red)
and after convolution with a 10 cm−1 Gaussian line shape function (grey), and compared to
high-resolution SEVI traces (black).
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Chapter 9

Vibrational structure of (TiO2)n
–

(n=3-8) clusters
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Abstract

We report infrared photodissociation (IRPD) spectra for the D2-tagged titanium oxide
cluster anions (TiO2)n

– with n=38 in the spectral region from 450 to 1200 cm−1. The IRPD
spectra are interpreted with the aid of harmonic spectra from BP86/6-311+G* density func-
tional theory calculations of energetically low-lying isomers. We conclusively assign the
IRPD spectra of the n=3 and n=6 clusters to global minimum energy structures with Cs
and C2 symmetry, respectively. The vibrational spectra of the n=4 and n=7 clusters can
be attributed to contributions of at most two low-lying structures. While our calculations
indicate that the n=5 and n=8 clusters have many more low-lying isomers than the other
clusters, the dominant contributions to their spectra can be assigned to the lowest energy
structures. Through agreement between the calculated and experimental spectra, we can
draw conclusions about the size-dependent evolution of the properties of (TiO2)n

– clusters,
and on their potential utility as model systems for catalysis on a bulk TiO2 surface.

9.1 Introduction

TiO2 is an important, extensively-studied semiconducting material, with varied applica-
tions as a catalyst, photocatalyst, catalyst support, gas sensor, and pigment. TiO2 was first
identified as a photocatalyst for water splitting by Fujishima and Honda in 1972.404 Since
then its photoelectrochemical properties have been studied not only for further applications
in water splitting catalysis405,406 but for use in photovoltaics,407,408 the degradation of organic
pollutants,409,410 and CO2 reduction.411,412 In the bulk, TiO2 exists in rutile, anatase, and
brookite crystal structures;103 the bulk rutile structure is the thermodynamic ground state
under ambient conditions, but anatase is predicted to be the stable phase for nanoparticles
smaller than 14 nm.413

An optimal photocatalyst should have a band gap tuned for absorption of the solar
spectrum. The band gap of TiO2, 3.05 eV for rutile and 3.15 eV for anatase,414 allows for ab-
sorption of only ∼5 % of sunlight.415 The use of TiO2 nanostructures, perhaps in combination
with doping, promises more tunable electronic structure for optimization of photocatalytic
properties416,417 and increased surface area for reaction. As such, various nanostructures have
been synthesized and tested for wide applications.418–423 Characterization of the properties
of TiO2 on the nano-scale is therefore of great interest.

Small gas-phase clusters are an insightful window into the study of larger metal oxide sys-
tems. In addition to being tractable for both experimental and computational study, small
clusters can serve as models for catalytically active point defect sites on surfaces,102,363,424

which often demonstrate distinct bonding and stoichiometry from the bulk. Clusters display
dramatically different structures and reactivity as a function of size;366,367,392 their study
can therefore elucidate the evolution of properties and emergence of macroscopic phenom-
ena as one moves towards the bulk. Negatively-charged (TiO2)n

– clusters are particularly
interesting models for catalysis, as photocatalytic reduction of CO2 on bulk titania requires
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migration of a photoexcited electron to the surface and subsequent transfer to the adsor-
bate.412 We therefore aim to characterize how the presence of an excess negative charge
affects the structure and properties of titanium oxide clusters. In the current work we use
cryogenic ion trap vibrational spectroscopy of messenger-tagged, mass-selected anions to
elucidate the structures of the (TiO2)n

– clusters with n=3-8.
Gas-phase titanium oxide clusters have been investigated with several experimental meth-

ods. Photoionization mass spectrometry experiments of neutral TinOm clusters generated
with laser ablation showed that TinO2n and TinO2n+ 1 stoichiometries were most prevalent.425

Infrared resonant multiphoton ionization experiments conducted on large neutral clusters
compared the broad IR features observed to the phonon modes of bulk rutile TiO2.159,426

The IR multiple photon photodissociation (IRMPD) action spectrum of Ti4O10
– has also

been reported.427,428 Anion photoelectron spectroscopy (PES) experiments on (TiO2)n
– for

n=1-1071,429 yielded the electron affinities and band gaps of the neutral clusters as a function
of size, but lacking vibrational resolution could not shed light on cluster geometries. The
reactivity of some small neutral and cationic titanium oxide clusters have also been stud-
ied experimentally with CO, CO2, and small hydrocarbons.430–433 Very recently, Yin and
Bernstein434 reported an experimental study of water oxidation on Ti2O4 and Ti2O5 neutral
clusters under irradiation with visible light.

Higher-resolution spectroscopies have been applied to the smallest titanium dioxide clus-
ters. The rotational, vibrational and electronic structure of triatomic TiO2 and TiO2

– have
been well studied.261,435–437 IR spectra have been observed for neutral (TiO2)2 in a rare gas
matrix.438 A slow photoelectron velocity-map imaging study of cryogenically cooled anions
(cryo-SEVI) identified the two lowest energy isomers of (TiO2)2

– and elucidated the vibronic
structure of the corresponding neutrals.352

While there is relatively little experimental work on (TiO2)n with n ≥ 3, a fair number of
theoretical studies of neutral, and to a lesser extent, anionic clusters in this size range have
been carried out. For the neutral clusters, most of the theoretical work has used density
functional theory (DFT) to characterize the lowest-lying (TiO2)n isomers in the range n=1-
15.416,439–450 Only Qu and Kroes441 and Tang et al.448 report on low-lying anionic (TiO2)n

–

isomers with DFT. Several of these DFT studies made comprehensive searches for the global
minimum energy neutral structures, using genetic algorithms,440,450,451 simulated anneal-
ing,440,451 systematic topological structure generation,448 and basin hopping algorithms.449

Of these studies, Tang et al.,448 Marom et al.,449 and Chen and Dixon450 report the most
thorough lists of candidate structures for neutral (TiO2)n, and are largely in agreement
regarding the energetically lowest-lying isomers.

The highest-level theoretical results for (TiO2)n and (TiO2)n
– with n=1-4 are reported

by Li and Dixon,417 using coupled cluster theory (CCSD(T)) with large basis sets, core-
valence correlation, and scalar relativistic corrections. The predictions made in this coupled-
cluster study for the most stable (TiO2)2

– isomers, as well as the same authors’ analogous
calculations for (ZrO2)2

–,452 are in excellent agreement with recent high-resolution cryo-SEVI
experiments.352 Beyond the coupled cluster study for n=1-4,417 the structures of the anionic
(TiO2)n

– clusters with n ≥ 5 are not well-characterized theoretically, and the existing DFT
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reports are not in good agreement for many cluster sizes. The most stable anionic structures
are also likely to differ from those of the corresponding neutral clusters.352,417

The combination of ion trapping and cooling with vibrational action spectroscopy453 has
emerged as a viable, sensitive method for structural characterization of complex gas-phase
ions,47,48 including mass-selected transition metal oxide cluster ions.367,454 In this work, we
present the first vibrationally-resolved spectra of titanium dioxide cluster anions (TiO2)n

–,
n=3-8, using infrared photodissociation (IRPD) spectroscopy. We also report a thorough
DFT investigation of the energetics and vibrational structure of these anionic clusters. The
experimental IR action spectra are acquired in the linear absorption regime via messenger-
tagging of ions with D2 in a radiofrequency ion trap, and the measurement of D2-loss upon
irradiation with tunable IR light between 450–1200 cm−1.46 The positions and intensities of
features in these IRPD spectra can be directly compared to simulated DFT results. The
clusters are cooled in a clustering channel after production in a laser vaporization source,
and thermalized by many collisions with a cold buffer gas to cryogenic temperatures in the
ion trap held at 14–25 K. In principle, this preparation ensures both that the clusters are
vibrationally cold and that only the energetically most stable isomers are present.

Comparison of these IRPD spectra to calculations allows assignment of the most stable
(TiO2)n

– isomers for n=3-8. We conclusively identify the Cs-symmetric lowest-lying iso-
mer of (TiO2)3

– and the C2 lowest-lying (TiO2)6
– structure, and we can confidently isolate

the two low-lying structures that contribute to the experimental spectra of (TiO2)4
– and

(TiO2)7
–. The (TiO2)5

– and (TiO2)8
– clusters exhibit substantially more “glassy” potential

energy surfaces, with many distinct, nearly energetically degenerate isomers. Nonetheless,
the calculated spectra for the lowest energy isomers agree qualitatively with experiment,
and we assign the dominant spectral contributions to these isomers. Through analysis of the
calculated and experimental results for (TiO2)n

– (n=3-8), we can directly observe evolution
of the properties of these titanium oxide clusters with size.

9.2 Experimental Methods

The IRPD method and apparatus have been described in detail in Chap. 2.
(TiO2)n

– clusters are prepared in a pulsed laser vaporization source.158 A frequency-
doubled Nd:YAG laser operated at 50 Hz is focused onto a rotating titanium rod, and the
resulting plasma is entrained in a pulse of 0.75% O2 in He from a General Valve.

The desired (48Ti16O2)n
– clusters are selected with the quadrupole mass filter. The ion

trap is filled continuously with a buffer gas consisting of either pure D2 or a mixture of 10%
D2 in He, and is held at cryogenic temperatures between 14 and 25 K. For each (TiO2)n

–

cluster, the trap temperature and the composition of the buffer gas are optimized for tagging
with a single D2 molecule.

Here we use the range 450–1200 cm−1 in 3 cm−1 steps; for each step, ∼ 100 TOF traces
are acquired and averaged. Attenuated laser pulses using 2-33% of the full FEL power are
employed to ensure operation within the linear absorption regime and avoid saturation.
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Figure 9.1: Experimental IRPD spectra of D2-tagged (TiO2)n
– (n=3-8). Regions (i)-(iv)

of vibrational structure are marked with dashed lines. The trapping temperature for each
cluster is also indicated.

9.3 Calculations

DFT calculations were carried out to find the relative energies, optimized geometries,
harmonic vibrational frequencies, IR intensities, and vertical detachment energies of the
lowest-lying (TiO2)n

– isomers. We use the BP86 functional as it has been found to quali-
tatively reproduce higher-level CCSD(T) results for the energetics and geometries of metal
oxide clusters,417,455 and has provided a good comparison for experimental spectroscopic
work on TiO2

– and (TiO2)2
–.261,352 The 6-311+G* basis set was used for both Ti and O

atoms, with full treatment of all electrons.400,401 Transition state optimizations were also
carried out with BP86/6-311+G* in order to locate isomerization barriers between (TiO2)4

–

clusters demonstrating similar bond connectivity. Additionally, we determined the harmonic
vibrational frequencies for the lowest-lying (TiO2)3

– cluster complexed with D2. In this case
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Figure 9.2: BP86/6-311+G* minimum energy structures, point groups, electronic states
and relative energies (kJ/mol) of energetically low-lying isomers of (TiO2)n

– (n=3-8) clusters.
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we use a semiempirical dispersion correction as parametrized by Grimme,456 in addition to
the BP86 functional, hereafter referred to as BP86+D. All ab initio calculations were carried
out using Gaussian 09.402

Potential low-lying (TiO2)n
– structures were identified through a comprehensive literature

search. Chemical intuition alone is not sufficient to identify the most stable structural
candidates, particularly for the larger clusters, owing to the complexity of the potential
energy landscapes in question and the wealth of structural isomers. Thorough lists of low-
lying anionic and neutral isomers have previously been identified by Li and Dixon417 for
n=3-4 and Tang et al.448 for n=3-6, and by Marom et al.449 for the neutral (TiO2)n

– clusters
with n=3-10. We considered all reasonably low-lying structures proposed in these works, and
reoptimized them with spin-unrestricted BP86/6 311+G* calculations as doublet anions; the
literature is in agreement that (TiO2)n

– anions have a single unpaired electron.352,417,441,448

All < S2 > values calculated for the clusters reported here fall very close to the expected
value of 0.75 for doublet states. We report all (TiO2)n

– (n=3-8) isomers that were found to
lie within 50 kJ/mol of the lowest energy structure after correction for vibrational zero point
energies (ZPEs).

Full lists of calculated isomer energetics, electronic states, vertical detachment energies,
harmonic vibrational frequencies above 400 cm−1, and optimized geometries for all structures
can be found in the Supporting Information (SI), as well as visualizations of the singly
occupied molecular orbitals (SOMOs) of relevant clusters (Fig. 9.7).

9.4 Results and Discussion

Experimental IRPD spectra of the (TiO2)n
– (n=3-8) clusters in the region of 450–

1200 cm−1 are shown in Fig. 9.1; the ion trapping temperatures used for each cluster are also
indicated. Experimental peak positions and widths are reported in Table 9.1. Structures,
relative energies, point groups, and electronic states for all calculated low energy clusters
are shown in Fig. 9.2. Simulated IR spectra for these isomers are plotted and compared to
experimental results in Figs. 9.3-9.6. For ease of visual comparison, the experimental data
in these figures are smoothed by averaging of adjacent data points from Fig. 9.1, reducing
noise at the slight cost of resolution. Simulations are derived from unscaled harmonic vi-
brational frequencies and IR intensities, and are plotted both as stick spectra (red) and as
traces convoluted with a 10 cm−1 fwhm Gaussian line shape function (blue) to account for
rotational band contours as well as the spectral width of the laser pulse.

Based on comparison of the IRPD results with the ab initio vibrational normal modes and
harmonic spectra, (TiO2)n

– clusters exhibit four general types of IR active vibrational modes,
with characteristic frequency ranges delineated in Fig. 9.1 (i) stretching modes of terminal
Ti-O bonds (900–1000 cm−1); (ii) stretching modes associated with groups of three Ti-O-Ti
bridges tetrahedrally coordinated to a terminal Ti-O moiety (800–900 cm−1); (iii) lower-
frequency stretching modes of Ti-O-Ti bridges (600–800 cm−1); and (iv) more delocalized
bending, wagging, rocking, and ring breathing modes (<600 cm−1). Qu and Kroes441 have
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Table 9.1: Experimental vibrational frequencies (cm1) of (TiO2)n
– clusters. Band positions

and full widths at half-maximum (in parentheses) are determined by a least squares fit of a
Gaussian line function to the experimental data.

Cluster Region Band Positions (cm−1)

(TiO2)3
– (i) 970(13), 948(15)

(iii) 746(15), 733(8), 688(9), 640(12), 626(10)
(iv) 576(6)

(TiO2)4
– (i) 976(9), 963(9)

(iii) 757(27), 697(12), 667(13), 640(9)
(iv) 580(35), 517(8)

(TiO2)5
– (i) 975(8), 966(7)

(iii) 781(12), 763(15), 745(13), 703(13), 691(6) 678(11),
660(10), 616(11), 602(6)

(iv) 575(6), 455(14)

(TiO2)6
– (i) 982(8)

(ii) 854(12)
(iii) 794(15), 719(8), 653(8), 607(6)
(iv) 580(8), 562(12)

(TiO2)7
– (i) 982(7)

(ii) 851(10)
(iii) 795(11), 776(18), 700(6), 689(9), 661(6), 647(7), 616(7)

(TiO2)8
– (i) 989(10)

(ii) 862(6), 836(9), 806(20)
(iii) 784(9), 760(4)

previously simulated IR absorption spectra for neutral (TiO2)n (n=2-9) clusters, and noted
similar categories of vibrational structure in these regions. Chen and Dixon450 have also
calculated terminal Ti-O stretching frequencies and IR intensities for the neutral clusters
with n=2-13.

In our experimental spectra, all six (TiO2)n
– clusters with n=3-8 show vibrational activ-

ity in region (i), indicating that each has dangling Ti-O bonds. Vibrational activity is seen
in region (ii) for clusters with n ≥ 6, while the smaller clusters show a distinctive gap with
no absorption in this region. All clusters show structure in region (iii) with varying degrees
of intensity, and most show weak structure in region (iv). Each experimental spectrum com-
pares quite well qualitatively to the simulated spectrum of at least one low-lying predicted
structure. The unscaled calculated frequencies of the best-fit simulations are generally lower
than those observed experimentally, by factors of 0.99 in region (i), 0.97 in region (ii), and
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a range of 0.93-0.99 in regions (iii) and (iv).
We now give more detailed analysis of the experimental and theoretical results for each

isomer in turn.

9.4.1 (TiO2)3
–

The experimental IRPD spectrum for (TiO2)3
– (Fig. 9.3) exhibits an intense pair of

vibrational features in region (i) along with a series of strong features spanning region (iii)
and the high-frequency edge of region (iv). Comparison with DFT results supports an
unambiguous assignment of the experimental spectrum to the isomer 3-1, based on calculated
energetics and simulated linear IR spectra.

The 3-1 Cs structure has been previously calculated to be the ground state structure for
the n=3 anion,417,441,448 and is widely agreed upon as the global minimum energy structure
for the neutral n=3 cluster as well.416,417,439–451 The next lowest-lying anionic isomer, the C2

structure 3-2, is calculated to lie 92 kJ/mol higher in energy with BP86/6-311+G*; with
CCSD(T), Li and Dixon417 find that the 3-2 anion lies 172 kJ/mol above 3-1. The presence
of the 3-2 structure experimentally can be ruled out based on these energetics and the
considerably poorer agreement between its simulated spectrum and experiment.

Through comparison with the simulated IR spectrum of isomer 3-1 in Fig. 9.3, we can
assign the experimental vibrational features. The two highest-frequency vibrations observed
here at 970 cm−1 and 948 cm−1 correspond respectively to symmetric and antisymmetric
stretching modes involving the two terminal Ti-O bonds. At the BP86/6-311+G* level of
theory, these modes are calculated to lie at 961 cm−1 and 938 cm−1 respectively. The series
of experimental peaks at 746 cm−1, 733 cm−1, 688 cm−1, 640 cm−1, 626 cm−1, and 576 cm−1

are various stretching modes of Ti-O-Ti bridges in the central ring of the cluster. These fea-
tures are well-matched by calculated frequencies of 724 cm−1, 723 cm−1, 665 cm−1, 611 cm−1,
605 cm−1, and 554 cm−1. The separation of the two highest energy modes (724/723 cm−1)
in region (iii) increases from 1 cm−1 to 6 cm−1 when the D2 tag is considered explicitly in
a BP86+D/6 311+G* calculation (see Fig. 9.8 in the SI), in improved agreement with the
experimental observation of two maxima separated by 13 cm−1. The experimental features
in region (iii) show decreasing intensity with decreasing frequency; the calculated spectrum
demonstrates qualitatively similar structure.

9.4.2 (TiO2)4
–

The experimental IRPD spectrum of (TiO2)4
– (Fig. 9.3) shows an intense, narrowly

spaced pair of peaks in region (i), one very intense, broad feature on the high energy side of
region (iii), and several weaker features spanning regions (iii) and (iv).

There are three low-lying structures for (TiO2)4
–. The literature is in reasonable

agreement that for the neutral cluster the C2v structure 4-2 yields the lowest en-
ergy.416,417,440,442–444,446,448–451 Previous DFT studies by Qu and Kroes441 and Tang et al.448

concur with our BP86/6 311+G* results that the C2v structure 4-1 gives the most stable
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Figure 9.3: Smoothed experimental IRPD spectra (black) of D2-tagged (TiO2)n
– (n=3, 4)

and simulated linear IR absorption traces (blue), stick spectra (red), and relative energies
(kJ/mol) of the predicted lowest-lying isomers at the BP86/6-311+G* level of theory.

anion. We find that in the anion 4-2 and 4-3 lie 22 kJ/mol and 26 kJ/mol above 4-1, re-
spectively. CCSD(T) calculations by Li and Dixon417 find the C2h structure 4-3 lowest in
energy for the anion, with 4-2 and 4-1 lying incrementally higher in energy by 1 kJ/mol
and 3 kJ/mol respectively. Li and Dixons CCSD(T) results accurately predicted the ener-
getic ordering of anionic isomers observed experimentally in photodetachment of (TiO2)2

–,352

where DFT methods had failed.441,448 The relative energies of the (TiO2)4
– isomers given by

CCSD(T) may therefore be more trustworthy than the DFT values, in which case the three
n=4 isomers are predicted to be nearly isoenergetic.

The experimental n=4 spectrum has a strong feature in region (iii) at 757 cm−1, and no
structure in region (ii). The simulated spectrum of 4-1(Fig. 9.3) has intense IR absorptions
in region (ii) at 825 cm−1 and 822 cm−1, corresponding to antisymmetric and symmetric Ti-
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O-Ti bridge stretching; analogous strongly IR active bridge-stretching modes are shifted to
lower frequencies of 706 cm−1 and 696 cm−1 in 4-2. The strong region (ii) modes of 4-1 have
frequencies much higher than experiment, especially given the general trend that calculated
frequencies for the best-fit isomers are consistently lower than experimental values. The
corresponding IR active transitions in 4-2, however, are predicted too low to provide a
good match with experiment, at factors of 0.92-0.93 lower than the experimental value. It
is therefore worth considering that the experiment probes a fluxional cluster encompassing
the 4-1 and 4-2 basins, with vibrational frequencies that are not well represented by the
harmonic approximation.

Unlike most clusters reported in this work, 4-1 and 4-2 have identical bond connectivity.
With BP86/6-311+G*, the transition state between 4-1 and 4-2 is of Cs symmetry, and lies
36 kJ/mol above 4-1 and only 14 kJ/mol above 4-2 without ZPE correction. By comparison,
the barrier between structures 4-2 and 4-3 lies much higher in energy: 67 kJ/mol above
4-2 and 63 kJ/mol above 4-3. Such a small 4-1/4-2 barrier suggests that these isomers
are perhaps not separate spectroscopic species, but two shallow local minima of a rather
floppy system. The ab initio harmonic frequency analysis of 4-1 and 4-2 therefore may not
accurately capture the vibrational signature of this particular Ti-O-Ti bridging motif. For
comparison, we plot the calculated IR spectrum of the 4-1/4-2 transition state alongside
the 4-1 and 4-2 spectra in Fig. 9.9. The 4-1/4-2 TS spectrum looks intermediate to those
of the 4-1 and 4-2 isomers, lending further support to an assignment to a fluxional 4-1/4-2
system. Though beyond the scope of the current work, it would be of interest to investigate
the isomerization barrier between these two structures at the CCSD(T) level of theory.

A significant contribution from isomer 4−3 is unlikely based on the vibrational structure
in region (i). Experimentally, we observe peaks at 976 cm−1 and 963 cm−1 corresponding to
two free Ti-O stretching modes. In structure 4-3, based on the C2h symmetry of the system,
only the antisymmetric Ti-O stretching mode calculated at 952 cm−1 is IR active. The C2v 4-
1 and 4-2 structures, on the other hand, have two IR active modes in this region, at 953 cm−1

and 938 cm−1 for 4-1, and 964 cm−1 and 948 cm−1 for 4-2, and can therefore account for all
features observed experimentally. We cannot, however, rule out a small contribution from
isomer 4-3. The calculated frequency of the IR active Ti-O stretching mode for 4-3 falls
close to the two calculated frequencies for 4-1 and 4-2, and could contribute to the doublet
feature observed in region (i).

9.4.3 (TiO2)5
–

The (TiO2)5
– IRPD spectrum (Fig. 9.4) shows a single somewhat broad feature in region

(i), a series of closely-spaced, intense absorption features in region (iii), and weaker features
extending into region (iv).

Nine (TiO2)5
– isomers are calculated to lie within 50 kJ/mol of the lowest energy cluster,

many of which are effectively degenerate within the accuracy of DFT. Our calculations find
the C1-symmetric 5-1 structure lowest in energy, with two Cs structures, 5-2 and 5-3, lying
3 kJ/mol and 7 kJ/mol higher, respectively. Prior DFT work by Tang et al.448 reports 5-2 as
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Figure 9.4: Smoothed experimental IRPD spectrum (black) of D2-tagged (TiO2)n
– (n=5)

and simulated linear IR absorption traces (blue), stick spectra (red), and relative energies
(kJ/mol) of the predicted lowest-lying isomers at the BP86/6-311+G* level of theory.
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the anion global minimum energy structure, while Qu and Kroes441 report 5-3 as the ground
state. The neutral n=5 cluster is also observed to have a “glass” potential energy surface
with many low-lying structures.449 Most DFT studies in the literature report either 5-2 or
5-3 as the neutral global minimum energy structure,440–444,446–451 with both structures often
reported to lie within 3 kJ/mol of one another.448–451

Among the many calculated low-lying clusters, the simulated IR spectrum of structure
5-1 (Fig. 9.4) best reproduces the observed experimental features, particularly the strong
peaks between 700–800 cm−1. Intense experimental peaks in the upper half of region (iii) at
781 cm−1, 763 cm−1, and 745 cm−1 reasonably match the strongly IR active modes for 5-1 at
785 cm−1, 770 cm−1, and 720 cm−1. Structure 5-1 also exhibits two Ti-O stretching modes
in region (i) at 976 cm−1 and 962 cm−1 that are resolved in the unsmoothed spectrum in Fig.
9.1 at 975 cm−1 and 966 cm−1.

Other low-lying isomers may well contribute to the observed structure in the experimental
spectrum. For instance, structure 5-2 could contribute to the absorption in region (i) and
the lower frequency side of region (iii), but it cannot alone explain the observed experimental
features, as it is lacking in intense structure between 700–800 cm−1. Isomer 5-4 similarly
may be involved with absorption in the higher frequency side of region (iii), but on its own
does not have enough distinct IR active modes to match experiment. Structures 5-3 and 5-6
can be ruled out, as they predict absorption in region (ii) due to the presence of a free Ti-O
moiety bound to three roughly tetrahedrally coordinated Ti-O-Ti bridges in both structures.
Structure 5-5 can also most likely be ruled out, as it has three Ti-O dangling bonds, and
thus three IR active modes in region (i) that should yield broader absorption than what is
observed experimentally.

It is remarkable that given the plethora of low-lying calculated structures for (TiO2)5
–,

the simulated IR spectrum of the lowest-lying DFT structure 5-1 is a qualitative match with
experiment, and may indicate a dominant contribution from this isomer. It is also possible
that as for n = 4, the (TiO2)5

– anions demonstrate fluxional character, and that nearby local
minima on the glassy n = 5 potential energy surface contribute to the IR spectrum in a way
not captured by our harmonic IR simulations.

9.4.4 (TiO2)6
–

The IRPD spectrum for (TiO2)6
– (Fig. 9.5) is distinct from those of the other clusters

in its simplicity. The spectrum is dominated by a single very intense peak in region (ii),
and shows a single weak feature in region (i) along with a handful of very weak features in
regions (iii) and (iv). Using calculated energetics and simulated IR spectra, the experimental
spectrum can be assigned unambiguously to the C2-symmetric 6-1 isomer.

Prior DFT studies for the n=6 anion by Qu and Kroes441 and Tang et al.448 have re-
ported 6-1 as the most stable isomer; this structure has also been fairly widely identified as
the lowest-lying neutral structure.441,443,446,448–451 We identify two energetically higher-lying
isomers, the C1 structure 6-2 and the C2v structure 6-3, at 35 kJ/mol and 46 kJ/mol above
6-1, respectively. 6-2 can be ruled out due to the poor match between the experimental
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Figure 9.5: Smoothed experimental IRPD spectra (black) of D2-tagged (TiO2)n
– (n=6, 7)

and simulated linear IR absorption traces (blue), stick spectra (red), and relative energies
(kJ/mol) of the predicted lowest-lying isomers at the BP86/6-311+G* level of theory.

and simulated spectra; 6-3 is a poorer match to the experimental spectrum than 6-1, and
is calculated to lie at a high enough relative energy that it can be safely ruled out as well.

We can assign the observed vibrational features through comparison with the simulated
IR spectrum of isomer 6-1 (Fig. 9.5). The peak observed in region (i) at 982 cm−1 cor-
responds largely to the antisymmetric Ti-O stretching mode, calculated at 971 cm−1. The
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experimental feature in region (ii) appears at 854 cm−1, and is matched by a strongly IR
active calculated mode at 825 cm−1. This mode corresponds to antisymmetric umbrella-like
stretching of the two groups of tetrahedrally coordinated Ti-O-Ti bridges connected to each
free Ti-O moiety. Considering the much weaker features in regions (iii) and (iv), the ob-
served peaks at 719 cm−1, 653 cm−1, and 580 cm−1 align with predicted weakly IR active
Ti-O-Ti bridge stretching modes at 712 cm−1, 630 cm−1, and 573 cm−1.

9.4.5 (TiO2)7
–

The IRPD spectrum for (TiO2)7
– (Fig. 9.5) has a single sharp peak in region (i), a single

peak in region (ii), a broad, strong peak at the high-frequency edge of region (iii), and
weaker features extending through region (iii) towards lower frequencies.

Four n=7 isomers lie within 50 kJ/mol of the lowest energy structure. The Cs isomer
7-1 is most stable, with the C1-symmetric 7-2 structure lying 12 kJ/mol above, and ad-
ditional C1 isomers 7-3 and 7-4 lying 44 and 45 kJ/mol above. Beginning with n=7, the
literature becomes sparse regarding thorough reports for the most stable clusters. Only Qu
and Kroes441 have published DFT structures and energetics for anions with n ≥ 7, but they
did not perform a thorough structure search, and thus do not report the isomers we find to
be lowest in energy. Better searches exist for the global minimum structures of the neutral
(TiO2)n clusters. Structures 7-1 and 7-2 have been identified as the two lowest-lying neutral
cluster isomers by Chelikowsky449 and Dixon;417 Chaudhury451 also finds 7-1 to be the most
stable neutral cluster.

All four n=7 structures reported here have simulated IR spectra that compare reasonably
well to experiment (Fig. 9.5). The experimental features at 982 cm−1 in region (i) and
851 cm−1 in region (ii) are reproduced by strongly IR active modes in all four isomers,
at 974 cm−1 and 827 cm−1 for 7-1, 984/978 cm−1 and 831 cm−1 for 7-2, 981/975 cm−1 and
824 cm−1 for 7-3, and 975 cm−1 and 822 cm−1 for 7-4. The features in region (i) correspond
to symmetric/antisymmetric free Ti-O stretches, while those in region (ii) involve stretching
of the three tetrahedrally coordinated Ti-O-Ti bridges at the single Ti-O moiety with 4-fold
coordination.

More distinctive is the broad, intense structure observed at the high frequency edge of
region (iii) between 750–810 cm−1. Within this broad feature lie an intense peak at 776 cm−1,
and a weaker shoulder at 795 cm−1. This feature cannot be explained by the simulated IR
spectrum of a single isomer, however, it could be modeled by the presence of both isomers
7-1 and 7-2, or perhaps a fluxional cluster encompassing both structures. In particular,
the strong absorptions of isomer 7-1 at 738 cm−1 and of isomer 7-2 at 771 cm−1 match well
with the intense peak and shoulder of this broad feature respectively, and additional IR
active modes of 7-2 at 720 cm−1 and 736 cm−1 could also contribute intensity in this region.
Isomers 7-3 and 7-4 could also contribute to the experimental spectrum, but lie significantly
higher in energy. We therefore assign the experimental spectrum to a combination, perhaps
fluxional in nature, of isomers 7-1 and 7-2.
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9.4.6 (TiO2)8
–

The IRPD spectrum for (TiO2)8
– (Fig. 9.6) has a single feature in region (i), a dense

cluster of features between 770–880 cm−1 spanning region (ii) and the high frequency edge
of region (iii), and weaker, unresolved features in the lower frequency span of region (iii).

(TiO2)8
– has many isomers lying close in energy; with DFT we identify thirteen n=8

anionic structures within 50 kJ/mol of the lowest energy structure. The most stable structure
8-1 is of C1 symmetry and is quite disordered compared to the C2, C2h, and Cs structures
8-2 through 8-5 that lie only slightly higher in energy. The only theoretical study for anions
with n=8 is presented by Qu and Kroes,441 who do not report the structures we identify as
lowest in energy, and again, considerably more work has been done to search for the lowest
energy neutral structures. Marom et al.449 report the most thorough list of neutral isomers
found with basin hopping and note that like the n=5 cluster, the n=8 cluster also has a
particularly “glassy” potential energy surface. Despite this, there is some agreement in the
literature that the most stable neutral n=8 cluster is a C2h species analogous to the isomers
8-3 and 8-4 reported here.443,446,449–451

The experimental spectrum shows one peak in region (i) at 989 cm−1 and four peaks of
increasing intensity in regions (ii) and (iii) at 862 cm−1, 836 cm−1, 806 cm−1, and 784 cm−1,
with a weaker shoulder at 760 cm−1. The spectrum of the 8-1 isomer is a good match for the
experimental data (Fig. 9.6), with calculated close-lying symmetric and antisymmetric Ti-O
stretching modes at 982 cm−1 and 976 cm−1 in region (i), Ti-O-Ti bridge stretching modes
in regions (ii) and (iii) at 831 cm−1, 806 cm−1, 779 cm−1, and 750 cm−1, and a weak feature
at 733 cm−1. These calculated frequencies reproduce all features observed experimentally.

While structures 8-2, 8-3, 8-4, and 8-5 can be considered degenerate with 8-1 within the
accuracy of DFT, none of their simulated spectra can alone account for the features observed
experimentally. Due to their higher levels of symmetry, they exhibit too few distinct IR active
modes between 770–880 cm−1. The same can be said for the energetically higher-lying isomers
8-8, 8-9, and 8-10. It is possible that any of these structures could partially contribute to
the congested structure we observe, but they cannot alone reproduce experimental features.

Isomers 8-6, 8-7, 8-11, 8-12, and 8-13, on the other hand, are of C1 symmetry with
disordered geometries, and demonstrate more IR activity between 770–880 cm−1. Structure
8-12 can perhaps be ruled out as it has three terminal Ti-O bonds and therefore a relatively
broad absorption in region (i), while the experimental feature in that region is quite narrow.
The isomers 8-6, 8-7, 8-11, and 8-13 cannot be ruled out from contributing to the spectrum,
but do not appear to match the overall spectral profile of the experimental results as well as
isomer 8-1.

We therefore assign the dominant contribution to the experimental spectrum to 8-1,
but cannot make a concrete statement about whether other isomers are also present. It
is noteworthy that, like for n=5, although there are many candidate n=8 clusters, the IR
spectrum for the lowest-lying DFT structure is a reasonable match to experiment and that
many other low-lying structures can be easily ruled out.
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Figure 9.6: Smoothed experimental IRPD spectrum (black) of D2-tagged (TiO2)n
– (n=8)

and simulated linear IR absorption traces (blue), stick spectra (red), and relative energies
(kJ/mol) of the predicted lowest-lying isomers at the BP86/6-311+G* level of theory.
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9.4.7 Structural Trends

The qualitative agreement between calculated and experimental IR spectra indicates
that the candidate (TiO2)n

– (n=3-8) structures identified here and in the literature are
reasonable. The experimental data we report is uniquely suited not only to identify the
most likely cluster structures, but also to highlight when the harmonic approximation does
not capture the spectroscopic signatures of potentially fluxional clusters, as seen here for
n = 4 and n = 7. However, the predicted global minimum energy DFT structures are
satisfactorily good matches for many of the IRPD spectra reported here. It is possible that
barriers between low-lying structures are small enough to facilitate population of the global
minimum structure for each cluster size under the present experimental conditions. Using
the best calculated structures for each (TiO2)n

– cluster (3-1, 4-1/4-2, 5-1, 6-1, 7-1/7-2,
and 8-1) we can consider the size-dependent evolution of their properties.

The assigned clusters feature compact structures, with only two terminal Ti-O bonds
and many bridging O atoms. Ti atoms have primarily 3- and 4-fold coordination, and O
atoms, apart from the free Ti-O moieties, have primarily 2-fold coordination, occasionally
3-fold coordination (structures 3-1, 7-1, and 8-1), and remarkably even 4-fold coordination
(structure 6-1). The level of coordination generally increases with cluster size. Structure
3-1 has an average Ti atom coordination of 3.67 and O coordination of 1.83 and 4-1 and
4-2 share an average Ti coordination of 3.50 and O coordination of 2.00; structures 6-
1 and 8-1 meanwhile have respective Ti coordination numbers of 4.00 and 3.88, and O
coordination numbers of 2.33 and 2.17. In both rutile and anatase bulk TiO2, each Ti
atom is coordinated with 6 O atoms in a roughly octahedral layout and each O atom has 3
Ti atoms coordinated in a trigonal planar geometry.103 (TiO2)n

– clusters do not reach this
average level of coordination within the size range studied here.

In conjunction with lowered coordination relative to the bulk, the average Ti-O bond
lengths in the small (TiO2)n

– clusters are shorter than those of bulk TiO2. Room temperature
rutile and anatase have average Ti-O bond lengths of 1.96 Å.457,458 The predicted bond
lengths of the (TiO2)n

– clusters stay fairly similar over the range of n studied here. The
terminal Ti-O bonds are significantly shorter than those with higher coordination, falling
consistently in the range of 1.64–1.66�A for all n=3-8 clusters. The average length of non-
terminal Ti-O bonds ranges from 1.88–1.92�A over n=3-8, consistently shorter than the bulk
values. Chen and Dixon450 also report that both the coordination numbers and the average
bond lengths of calculated neutral clusters as large as n=13 fall short of the bulk values.

The IRPD spectra of the (TiO2)n
– clusters also show some trends worth noting. All

experimental spectra have IR absorption in region (i), due to the excitation of the terminal
Ti-O stretching modes ubiquitous in the clusters studied here, though not present in bulk
TiO2. The frequencies of these Ti-O stretching features increase slightly with the size of the
cluster, from as low as 948 cm−1 for n=3 to as high as 989 cm−1 for n=8. Additionally, the
spacing between frequencies of the symmetric and antisymmetric terminal Ti-O stretching
modes decreases with increasing cluster size. In n=3-5, the experiment resolves a splitting
in the region (i) features. For n=6-8, no splittings are observed. The simulated spectra
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suggest that both symmetric and antisymmetric modes are IR active in these species, but
are too close in frequency to resolve in our experiment. The IR active modes in regions
(ii) and (iii) also tend to shift towards higher frequency with larger cluster size. For n=3-
5, the highest frequency absorption in region (iii) increases from 746 cm−1 to 757 cm−1 to
781 cm−1. Beginning with n=6, the structural motif of three Ti-O-Ti bridges tetrahedrally
coordinated to a terminal Ti-O moiety appears. This motif yields IR absorption in region
(ii), and persists for larger n, with the highest frequency absorption in region (ii) at 854 cm−1

for n=6, 851 cm−1 for n=7, and 862 cm−1 for n=8. The DFT calculated frequencies for the
best predicted structures also follow these general trends (see SI); with larger n, the strong
features in regions (i)-(iii) shift towards higher frequencies and the splitting between the
region (i) features decreases.

A final size-dependent property worth considering is the localization of the anion SOMO
for the assigned (TiO2)n

– clusters. The additional electron in the anion SOMO can perturb
the cluster enough that the relative energies of specific isomers are drastically different for
the anions and neutrals.417 The SOMOs of relevant clusters are visualized in Fig. 9.7; they
are largely of 3d character localized on Ti atoms. As has been noted by Li and Dixon,417

the 3-1 cluster anion SOMO is a 3dz2 orbital localized entirely on the least-coordinated Ti
atom, while the 4-1 and 4-2 clusters have SOMOs with 3d character distributed across two
Ti atoms. Like the 3-1 cluster, the 5-1 cluster has a SOMO localized in a 3dz2 orbital of a
3-fold coordinated Ti atom; the clusters with n ≥ 6, however, have more delocalized SOMOs
distributed over the 3d orbitals of four or more Ti atoms. In all species, the SOMO avoids
localization on Ti atoms with terminal Ti-O bonds, to reduce unfavorable repulsion of the
excess electron density.

In bulk TiO2, titanium centers are found as Ti4+ cations; oxygen vacancy defect sites
on TiO2 surfaces are therefore accompanied by under-coordinated Ti3+ cations. These Ti3+

centers are critical to reactive adsorption459,460 and reduction of organic molecules461 on TiO2

surfaces. (TiO2)n
– clusters with an excess electron localized on a single Ti atom, like those in

the 3-1 and 5-1 structures, are similarly expected to be quite reactive. These clusters may
therefore have strong reducing capability, and may be reasonable analogs for Ti3+ defect
sites on bulk TiO2 catalytic surfaces. It would be of interest to see if these clusters are
particularly reactive toward CO2 and other electron-accepting species.

9.5 Conclusions

We report IRPD spectra for the messenger-tagged (TiO2)n
– clusters with n=3-8 in the

450–1200 cm−1 spectral range. DFT calculations are performed to determine the structures,
energetics, and harmonic IR spectra of the most stable cluster isomers. Comparison of exper-
imental and calculated spectra does not always allow clear identification of a single lowest
energy cluster structure; however, the overall agreement between theory and experiment
provides much new information about these species. We unambiguously assign the struc-
tures of (TiO2)3

– and (TiO2)6
–, narrow down the contributions to the spectra for (TiO2)4

–
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and (TiO2)7
– to two isomers, and find that the (TiO2)5

– and (TiO2)8
– spectra satisfacto-

rily match simulated spectra for the lowest energy isomer, even though these clusters have
complex potential energy surfaces with many low-lying candidate structures.

The information reported here about the likely structures of small anionic titanium oxide
clusters will be of great utility in guiding future spectroscopic work. In particular, applying
the complementary technique of slow photoelectron velocity-map imaging352 to these clusters
could aid in distinguishing close-lying anion isomers that detach to neutrals more widely
spaced in energy. Additionally, the clusters studied in this work have considerable potential
as model systems for catalysis on bulk TiO2. Of particular interest is the reduction of CO2

on a TiO2 surface; in forthcoming IRPD work, we aim to characterize the complexes formed
after reaction of (TiO2)n

– clusters with CO2.
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9.6 Supporting Information

3-1 4-2

5-1 6-1
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Figure 9.7: Visualized singly occupied molecular orbitals of selected (TiO2)n
– clusters.
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Figure 9.8: Experimental IRPD spectrum (black) of D2-tagged (TiO2)3
– compared with

simulated linear IR absorption traces (blue) and stick spectra (red) of the predicted lowest-
lying 3-1 isomer at the BP86/6-311+G* level of theory and after inclusion of the D2 tag
using BP86+D/6 311+G*.

Figure 9.9: Experimental IRPD spectrum (black) of D2-tagged (TiO2)4
– compared with

simulated linear IR absorption traces (blue) and stick spectra (red) of the 4-1 and 4-2
isomers and the 4-1/4-2 transition state at the BP86/6-311+G* level of theory.
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Calculated electronic states, relative energies (kJ/mol), vertical detachment energies
(kJ/mol), harmonic vibrational frequencies (cm1) above 400 cm−1, normal mode symme-
tries where applicable, and relative IR intensities for low-lying (TiO2)n

– cluster isomers at
the BP86/6 311+G* level of theory. Values are also reported for 4-1/4-2 and 4-2/4-3
transition states with BP86/6-311+G* and for the D2 tagged 3-1 cluster with BP86+D/6-
311+G*. Vibrational zero point energy corrections are included for relative isomer energies,
though are not included in transition state energies. Isomers mostly likely observed in the
experimental spectra presented in the main text are marked with asterisks.

Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)3
– 3-1* 2A′, Cs 0 305 961 (a′, 0.52), 938 (a′′, 1.00), 724 (a′,

0.30), 723 (a′′, 0.57), 665 (a′, 0.30), 611
(a′, 0.18), 605 (a′′, 0.14), 554 (a′, 0.10),
457(a′′, 0.00), 417 (a′, 0.02)

3-1+D2
2A, C1 965 (0.53), 942 (1.00), 724 (0.39), 718

(0.52), 664 (0.30), 608 (0.20), 604
(0.13), 552 (0.10), 458 (0.00), 414
(0.02)

3-2 2B, C2 92 233 941 (a, 0.13), 934 (b, 1.00), 694 (b,
0.01), 673 (a, 0.00), 669 (a, 0.13), 667
(b, 0.14), 634 (a, 0.01), 478 (b, 0.02),
477 (a, 0.00), 464 (b, 0.22), 406 (b, 0.12)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)4
– 4-1* 2A1C2v 0 375 953 (a1, 0.26), 938 (b2, 0.59), 825 (b2,

1.00), 822 (a1, 0.43), 715 (b1, 0.18), 715
(a1, 0.00), 624 (b2, 0.01), 622 (a1, 0.03),
590 (b1, 0.04), 585 (a1, 0.14), 477 (a1,
0.03), 468 (b1, 0.04), 457 (b2, 0.01), 446
(a2, 0.00)

4-2* 2A1C2v 22 345 964 (a1, 0.42), 948 (b2, 0.40), 706 (b2,
1.00), 696 (a1, 0.22), 673 (a2, 0.00), 657
(a1, 0.00), 653 (b2, 0.16), 633 (b1, 0.24),
579 (a1, 0.14), 517 (b1, 0.04), 500 (b2,
0.01), 438 (a2, 0.00), 429 (a1, 0.03), 423
(b1, 0.01), 401 (b1, 0.00)

4-3 2Ag C2h 26 354 961 (ag, 0.00), 952 (bu, 0.64), 694 (bu,
1.00), 680 (bg, 0.00), 658 (ag, 0.00), 640
(au, 0.17), 596 (bu, 0.18), 593 (ag, 0.00),
578 (ag, 0.00), 568 (bu, 0.17), 505 (au,
0.07), 461 (bg, 0.00), 420 (bg, 0.00), 407
(au, 0.01)

Cluster Transition State Energy Harmonic frequencies

(TiO2)4
– 4-1/4-2, Cs 36 above 4-1,

14 above 4-2
953 (a′, 0.33), 937 (a′′, 0.43), 811 (a′′,
1.00), 759 (a′, 0.21), 693 (a′′, 0.01), 664
(a′, 0.09), 659 (a′′, 0.02), 638 (a′, 0.11),
573 (a′, 0.06), 536 (a′, 0.11), 482 (a′,
0.02), 472 (a′′, 0.00), 454 (a′, 0.00), 447
(a′′, 0.00), 165i (a′, 0.02)

4-2/4-3, Cs 67 above 4-2,
63 above 4-3

966 (a′, 0.31), 949 (a′, 1.00), 689 (a′,
0.74), 676 (a′′, 0.00), 668 (a′, 0.65), 635
(a′′, 0.41), 593 (a′, 0.03), 586 (a′, 0.27),
566 (a′, 0.02), 551 (a′, 0.11), 521 (a′′,
0.05), 446 (a′′, 0.00), 436 (a′′, 0.01), 419
(a′, 0.00), 403 (a′′, 0.00), 89i (a′, 0.01)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)5
– 5-1* 2A, C1 0 345 976 (0.70), 962 (0.84), 785 (1.00), 770

(0.81), 720 (0.87), 703 (0.27), 694
(0.12), 693 (0.26), 673 (0.62), 655
(0.24), 603 (0.18), 567 (0.12), 553
(0.24), 552 (0.04), 480 (0.01), 462
(0.01), 440 (0.03), 418 (0.02), 402
(0.02)

5-2* 2A′, Cs 3 307 967 (a′, 0.23), 957 (a′′, 1.00), 722 (a′,
0.08), 700 (a′′, 0.75), 686 (a′, 0.10), 683
(a′′, 0.16), 669 (a′, 0.37), 642 (a′′, 0.06),
637 (a′, 0.22), 589 (a′, 0.03), 561 (a′,
0.07), 551 (a′′, 0.15), 493 (a′′, 0.01), 492
(a′, 0.00), 455 (a′′, 0.00), 432 (a′, 0.00),
418 (a′′, 0.04), 410 (a′, 0.04), 400 (a′′,
0.00)

5-3 2A′, Cs 7 330 971 (a′, 0.18), 959 (a′, 0.73), 813 (a′,
1.00), 764 (a′′, 0.11), 706 (a′, 0.61), 703
(a′′, 0.01), 678 (a′′, 0.00), 663 (a′, 0.24),
655 (a′, 0.08), 620 (a′, 0.05), 583 (a′′,
0.29), 555 (a′′, 0.36), 551 (a′, 0.04), 514
(a′, 0.01), 465 (a′, 0.00), 463 (a′′, 0.00),
416 (a′, 0.03)

5-4* 2A, C1 13 349 975 (0.20), 968 (0.72), 760 (1.00), 730
(0.61), 725 (0.21), 713 (0.26), 690
(0.15), 678 (0.27), 666 (0.12), 612
(0.06), 604 (0.22), 580 (0.15), 555
(0.11), 522 (0.07), 471 (0.05), 452
(0.01), 430 (0.02), 411 (0.00), 401
(0.01)

5-5 2A, C1 26 374 981 (0.33), 965 (0.75), 955 (0.85), 763
(1.00), 740 (1.00), 705 (0.25), 681
(0.15), 658 (0.18), 607 (0.35), 593
(0.16), 569 (0.02), 527 (0.16), 519
(0.06), 493 (0.02), 475 (0.01), 451
(0.01), 420 (0.01)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)5
– 5-6 2A′, Cs 27 370 983 (a′, 0.78), 970 (a′, 0.45), 813 (a′,

1.00), 788 (a′′, 0.04), 737 (a′, 0.56), 704
(a′′, 0.08), 689 (a′, 0.92), 650 (a′′, 0.07),
642 (a′, 0.02), 626 (a′′, 0.61), 619 (a′,
0.01), 589 (a′, 0.09), 561 (a′′, 0.01), 506
(a′, 0.06), 488 (a′′, 0.12), 478 (a′, 0.02)

5-7 2A, C1 34 302 967 (0.34), 954 (1.00), 782 (0.55), 717
(0.16), 714 (0.28), 687 (0.09), 668
(0.48), 654 (0.35), 620 (0.21), 571
(0.01), 547 (0.13), 536 (0.08), 490
(0.03), 479 (0.07), 474 (0.04), 448
(0.01), 439 (0.04), 400 (0.01)

5-8 2A, C1 35 342 976 (0.03), 965 (1.00), 957 (0.76), 752
(0.90), 727 (0.65), 691 (0.07), 662
(0.20), 628 (0.03), 595 (0.24), 576
(0.05), 568 (0.14), 542 (0.20), 516
(0.05), 487 (0.02), 471 (0.03), 455
(0.01), 404 (0.03)

5-9 2A, C1 37 335 984 (0.50), 970 (0.47), 770 (0.37), 754
(1.00), 725 (0.22), 714 (0.72), 693
(0.05), 675 (0.07), 659 (0.14), 612
(0.10), 604 (0.60), 561 (0.11), 552
(0.07), 521 (0.10), 463 (0.01), 451
(0.01), 439 (0.02), 404 (0.00)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)6
– 6-1* 2A, C2 0 354 977 (a, 0.08), 971 (b, 0.38), 825 (b,

1.00), 811 (a, 0.16), 721 (a, 0.00), 712
(b, 0.13), 699 (b, 0.03), 687 (a, 0.01),
665 (a, 0.00), 630 (a, 0.19), 615 (b,
0.07), 574 (a, 0.09), 573 (b, 0.15), 552
(b, 0.05), 535 (a, 0.01), 512 (b, 0.04),
488 (b, 0.03), 487 (a, 0.00), 468 (a,
0.00), 446 (b, 0.01), 429 (a, 0.02), 418
(b, 0.01), 403 (b, 0.00)

6-2 2A, C1 35 405 974 (0.39), 968 (0.62), 827 (0.73), 811
(1.00), 775 (0.47), 742 (0.88), 736
(0.15), 707 (0.20), 676 (0.05), 655
(0.33), 642 (0.07), 629 (0.28), 603
(0.34), 588 (0.02), 564 (0.05), 520
(0.03), 498 (0.02), 495 (0.07), 480
(0.01), 475 (0.01), 463 (0.03), 403
(0.01)

6-3 2A1, C2v 46 388 974 (a1, 0.26), 959 (b2, 0.32), 862 (a−1,
1.00), 852 (b2, 0.62), 770 (b1, 0.00), 744
(a2, 0.00), 703 (b2, 0.25), 696 (a1, 0.02),
654 (a1, 0.12), 649 (b2, 0.13), 645 (b1,
0.46), 572 (b1, 0.12), 554 (b2, 0.05), 541
(a2, 0.00), 539 (a1, 0.14), 498 (b1, 0.06),
483 (b2, 0.11), 454 (a2, 0.00), 450 (a1,
0.01), 422 (b2, 0.00), 417 (a1, 0.00), 401
(b1, 0.04)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)7
– 7-1* 2A′, Cs 0 363 980 (a′, 0.06), 974 (a′, 0.83), 827 (a′, 0.87),

738 (a′, 1.00), 725 (a′′, 0.03), 715 (a′′,
0.06), 709 (a′, 0.10), 690 (a′, 0.15), 687
(a′′, 0.13), 677 (a′, 0.10), 629 (a′′, 0.45),
625 (a′, 0.07), 619 (a′, 0.07), 600 (a′, 0.37),
586 (a′′, 0.00), 575 (a′, 0.01), 552 (a′′,
0.04), 525 (a′, 0.04), 516 (a′′, 0.00), 502
(a′, 0.01), 488 (a′, 0.01), 480 (a′′, 0.01),
469 (a′′, 0.01), 467 (a′, 0.01), 441 (a′′,
0.01), 427 (a′, 0.07), 418 (a′′, 0.01)

7-2* 2A, C1 12 367 984 (0.48), 978 (0.38), 831 (1.00), 771
(0.60), 736 (0.43), 720 (0.41), 706 (0.09),
686 (0.08), 673 (0.15), 667 (0.20), 649
(0.14), 636 (0.07), 632 (0.23), 618 (0.38),
611 (0.19), 601 (0.05), 536 (0.03), 524
(0.06), 506 (0.06), 504 (0.17), 498 (0.01),
469 (0.02), 461 (0.03), 447 (0.01), 419
(0.00), 415 (0.02), 407 (0.01)

7-3 2A, C1 44 350 981 (0.31), 975 (0.32), 824 (0.79), 763
(0.26), 732 (1.00), 727 (0.06), 709 (0.11),
683 (0.12), 664 (0.02), 652 (0.20), 639
(0.07), 629 (0.22), 627 (0.00), 615 (0.08),
603 (0.07), 589 (0.22), 558 (0.01), 553
(0.08), 504 (0.04), 493 (0.11), 477 (0.01),
472 (0.00), 451 (0.03), 442 (0.01), 435
(0.01), 411 (0.00)

7-4 2A, C1 45 347 980 (0.17), 975 (0.53), 822 (0.88), 767
(0.16), 735 (1.00), 724 (0.12), 708 (0.12),
686 (0.09), 666 (0.04), 648 (0.29), 642
(0.10), 632 (0.06), 623 (0.15), 618 (0.22),
600 (0.13), 585 (0.29), 557 (0.01), 553
(0.02), 526 (0.02), 499 (0.05), 479 (0.00),
474 (0.01), 457 (0.04), 434 (0.01), 427
(0.01), 408 (0.01)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)8
– 8-1* 2A, C1 0 385 982 (0.12), 976 (0.31), 831 (0.28), 806

(0.48), 779 (0.19), 750 (1.00), 733
(0.11), 714 (0.09), 711 (0.00), 682
(0.02), 678 (0.01), 664 (0.04), 660
(0.17), 639 (0.21), 635 (0.17), 621
(0.07), 602 (0.05), 571 (0.05), 549
(0.04), 527 (0.03), 520 (0.03), 517
(0.01), 495 (0.01), 493 (0.00), 485
(0.01), 484 (0.01), 472 (0.01), 465
(0.03), 413 (0.01), 404 (0.00), 401
(0.01)

8-2 2A, C2 6 351 983 (a, 0.00), 979 (b, 0.36), 849 (a,
0.00), 837 (b, 1.00), 737 (b, 0.09), 733
(a, 0.04), 724 (a, 0.02), 718 (b, 0.03),
684 (a, 0.04), 676 (b, 0.07), 665 (b,
0.07), 664 (a, 0.00), 643 (a, 0.00), 628
(b, 0.23), 617 (a, 0.01), 609 (a, 0.13),
596 (b, 0.15), 581 (a, 0.11), 576 (b,
0.03), 541 (a, 0.01), 519 (b, 0.07), 516
(a, 0.02), 494 (b, 0.00), 482 (b, 0.00),
477 (a, 0.01), 456 (b, 0.00), 452 (b,
0.01), 450 (a, 0.00), 409 (b, 0.00), 409
(a, 0.00)

8-3 2Au, C2h 10 320 982 (ag, 0.00), 978 (bu, 0.34), 843 (ag,
0.00), 829 (bu, 1.00), 733 (bg, 0.00), 726
(au, 0.02), 715 (bu, 0.13), 715 (ag, 0.00),
672 (au, 0.05), 664 (bg, 0.00), 654 (ag,
0.00), 650 (bg, 0.00), 645 (bu, 0.12), 625
(au, 0.03), 606 (ag, 0.00), 592 (bg, 0.00),
582 (bu, 0.17), 576 (ag, 0.00), 570 (au,
0.21), 536 (bu, 0.25), 530 (ag, 0.00), 490
(au, 0.04), 487 (bu, 0.04), 472 (bg, 0.00),
468 (bu, 0.03), 468 (ag, 0.00), 442 (ag,
0.00), 431 (bu, 0.05), 424 (bg, 0.00), 414
(au, 0.01)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)8
– 8-4 2Ag, C2h 13 319 982 (ag, 0.00), 978 (bu, 0.32), 845 (ag,

0.00), 828 (bu, 1.00), 772 (ag, 0.00), 704
(au, 0.06), 701 (bg, 0.00), 701 (ag, 0.00),
696 (bu, 0.09), 671 (au, 0.00), 664 (bg,
0.00), 661 (ag, 0.00), 636 (bu, 0.19), 614
(ag, 0.00), 599 (au, 0.19), 589 (bu, 0.00),
568 (ag, 0.00), 563 (au, 0.18), 555 (bg,
0.00), 553 (bu, 0.11), 523 (bg, 0.00), 503
(bu, 0.08), 481 (au, 0.00), 481 (ag, 0.00),
447 (bg, 0.00), 444 (bu, 0.03), 434 (au,
0.05), 427 (ag, 0.00), 406 (bg, 0.00), 402
(bu, 0.01)

8-5 2A′, Cs 13 375 986 (a′, 0.30), 981 (a′′, 0.42), 840 (a′,
0.58), 826 (a′′, 1.00), 744 (a′, 0.04), 734
(a′′, 0.00), 731 (a′, 0.05), 705 (a′′, 0.30),
694 (a′′, 0.08), 683 (a′, 0.01), 676 (a′′,
0.00), 657 (a′, 0.14), 633 (a′′, 0.17), 628
(a′, 0.19), 611 (a′′, 0.09), 603 (a′, 0.38),
581 (a′′, 0.00), 574 (a′, 0.09), 562 (a′,
0.09), 561 (a′′, 0.19), 539 (a′, 0.01), 513
(a′′, 0.01), 496 (a′, 0.03), 489 (a′′, 0.00),
486 (a′, 0.01), 472 (a′′, 0.01), 456 (a′′,
0.00), 430 (a′, 0.02), 424 (a′, 0.00), 417
(a′′, 0.00), 409 (a′, 0.01)

8-6 2A, C1 15 395 981 (0.15), 977 (0.41), 838 (0.29), 803
(1.00), 791 (0.17), 763 (0.87), 735
(0.12), 729 (0.24), 715 (0.14), 679
(0.12), 675 (0.05), 660 (0.05), 650
(0.43), 644 (0.05), 631 (0.03), 614
(0.18), 613 (0.09), 587 (0.09), 566
(0.04), 543 (0.05), 533 (0.07), 531
(0.04), 505 (0.05), 493 (0.00), 483
(0.00), 460 (0.01), 454 (0.02), 437
(0.01), 420 (0.02), 406 (0.00), 406
(0.00)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)8
– 8-7 2A, C1 18 384 981 (0.18), 975 (0.18), 837 (0.39), 819

(0.21), 784 (0.13), 762 (1.00), 745
(0.08), 725 (0.02), 719 (0.07), 676
(0.20), 672 (0.01), 663 (0.09), 650
(0.03), 650 (0.06), 625 (0.15), 620
(0.05), 606 (0.10), 594 (0.08), 564
(0.03), 545 (0.01), 530 (0.02), 520
(0.03), 517 (0.04), 483 (0.00), 482
(0.00), 466 (0.00), 452 (0.01), 435
(0.01), 424 (0.00), 409 (0.00)

8-8 2A, C2 22 333 981 (a, 0.21), 977 (b, 0.29), 846 (b,
1.00), 837 (a, 0.32), 748 (a, 0.10), 741
(b, 0.16), 719 (b, 0.06), 698 (a, 0.00),
683 (b, 0.22), 678 (a, 0.02), 673 (a,
0.05), 671 (b, 0.02), 654 (a, 0.01), 639
(a, 0.18), 604 (b, 0.09), 582 (a, 0.00),
568 (b, 0.01), 560 (a, 0.13), 550 (b,
0.33), 530 (b, 0.07), 519 (b, 0.12), 512
(a, 0.09), 483 (a, 0.00), 473 (b, 0.05),
456 (a, 0.00), 450 (b, 0.00), 446 (a,
0.01), 426 (b, 0.03), 405 (a, 0.01), 402
(a, 0.00)

8-9 2A, C1 23 360 985 (0.32), 979 (0.45), 845 (0.74), 823
(1.00), 759 (0.08), 747 (0.23), 731
(0.11), 705 (0.14), 688 (0.06), 682
(0.07), 673 (0.03), 655 (0.16), 651
(0.01), 643 (0.22), 618 (0.49), 596
(0.17), 579 (0.25), 577 (0.03), 571
(0.19), 544 (0.12), 531 (0.03), 518
(0.02), 495 (0.02), 485 (0.02), 474
(0.01), 452 (0.00), 441 (0.01), 436
(0.01), 422 (0.01), 413 (0.01)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)8
– 8-10 2A1, C2v 24 336 980 (a1, 0.15), 975 (b2, 0.27), 848 (a1,

0.28), 847 (b2, 1.00), 765 (a1, 0.00), 763
(b1, 0.11), 711 (a1, 0.07), 700 (a2, 0.00),
688 (b2, 0.08), 677 (a2, 0.00), 670 (b1,
0.03), 667 (a1, 0.03), 653 (b2, 0.15), 626
(b1, 0.05), 614 (a1, 0.02), 598 (b1, 0.25),
597 (a1, 0.28), 570 (a1, 0.00), 549 (b2,
0.00), 538 (b1, 0.27), 534 (b1, 0.00), 525
(a1, 0.12), 487 (b1, 0.00), 483 (b2, 0.00),
472 (a2, 0.00), 468 (a1, 0.01), 442 (a2,
0.00), 434 (b2, 0.00), 420 (b1, 0.02), 415
(a2, 0.00), 406 (a1, 0.00)

8-11 2A, C1 24 357 985 (0.11), 979 (0.64), 844 (0.63), 816
(1.00), 768 (0.28), 759 (0.45), 736
(0.28), 697 (0.03), 691 (0.07), 687
(0.09), 678 (0.07), 673 (0.07), 659
(0.04), 635 (0.14), 626 (0.31), 607
(0.38), 591 (0.20), 581 (0.10), 562
(0.19), 541 (0.13), 526 (0.01), 511
(0.03), 497 (0.05), 487 (0.01), 466
(0.02), 455 (0.00), 431 (0.02), 426
(0.01), 421 (0.00), 414 (0.01), 405
(0.03)

8-12 2A, C1 36 384 995 (0.42), 985 (0.55), 979 (0.14), 819
(1.00), 790 (0.87), 765 (0.33), 752
(0.59), 715 (0.20), 707 (0.13), 693
(0.13), 681 (0.11), 671 (0.02), 649
(0.06), 634 (0.23), 614 (0.02), 599
(0.16), 575 (0.21), 566 (0.01), 542
(0.09), 530 (0.16), 525 (0.04), 510
(0.04), 508 (0.02), 488 (0.01), 466
(0.02), 447 (0.00), 436 (0.00), 427
(0.00), 408 (0.00), 400 (0.01)
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Cluster Isomer State Energy VDE Harmonic frequencies

(TiO2)8
– 8-13 2A, C1 43 376 982 (0.21), 977 (0.37), 850 (1.00), 824

(0.82), 800 (0.70), 792 (0.63), 757
(0.06), 707 (0.03), 696 (0.03), 693
(0.02), 689 (0.00), 671 (0.11), 661
(0.12), 644 (0.26), 628 (0.00), 613
(0.34), 570 (0.09), 565 (0.18), 550
(0.30), 540 (0.17), 512 (0.02), 504
(0.07), 493 (0.01), 483 (0.00), 470
(0.03), 467 (0.02), 453 (0.01), 426
(0.01), 420 (0.01)
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Optimized Cartesian coordinates (Å) of the low-lying (TiO2)n
– isomers and relevant transi-

tion states calculated with BP86/6 311+G*.

Isomer x y z

3-1 Ti -1.424628 -0.588677 -0.086381
Ti 0.000014 1.759957 0.206206
Ti 1.424619 -0.588692 -0.086391
O -2.778682 -1.407430 0.424250
O -1.526691 1.286211 -0.628949
O -0.000013 -1.523927 -0.878018
O 0.000007 0.164297 1.195461
O 1.526713 1.286197 -0.628952
O 2.778653 -1.407463 0.424265

3-1+D2 Ti -1.570060 -0.354657 0.180147
Ti 0.222441 1.683256 -0.364933
Ti 1.236994 -0.864936 0.016672
O -3.076260 -0.948808 -0.191802
O -1.298698 1.536779 0.591304
O -0.273549 -1.473563 0.953025
O -0.122827 0.054580 -1.234699
O 1.697248 0.993174 0.418817
O 2.387180 -1.942400 -0.508044
D 3.666828 1.880269 1.549902
D 4.262179 2.161027 1.919811

3-2 Ti -2.716894 0.133400 0.240349
Ti 0.000000 0.080307 0.000005
Ti 2.716891 0.133367 -0.240375
O -3.958871 -0.688508 -0.506583
O -1.390925 1.010166 -0.783022
O -1.277420 -0.798899 1.016813
O 1.277409 -0.799036 -1.016697
O 1.390938 1.010266 0.782897
O 3.958878 -0.688442 0.506650
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Isomer x y z

4-1 Ti -1.626493 -0.960071 0.000050
Ti -0.000168 1.314021 -1.439644
Ti 0.000168 1.313595 1.440032
Ti 1.626493 -0.960071 -0.000332
O -2.984225 -1.915156 0.000070
O -1.460473 0.318674 -1.500425
O -1.460119 0.318227 1.500864
O 0.000000 -1.880331 -0.000283
O 0.000000 2.491290 0.000368
O 1.460120 0.318669 -1.500768
O 1.460473 0.318232 1.500521
O 2.984225 -1.915156 -0.000638

4-2 Ti -2.013520 -0.685025 0.000060
Ti 0.000000 0.888651 -1.312547
Ti 0.000000 0.888904 1.312392
Ti 2.013520 -0.685025 0.000060
O -3.020464 -2.005022 0.000187
O -1.758348 0.350989 -1.589925
O -1.758366 0.351313 1.589838
O 0.000000 -0.731850 0.000100
O 0.000000 2.216650 -0.000206
O 1.758347 0.350989 -1.589925
O 1.758367 0.351313 1.589838
O 3.020463 -2.005022 0.000187

4-3 Ti -2.486221 0.000001 -0.096811
Ti 0.000000 -1.321899 -0.000002
Ti 0.000000 1.321900 -0.000002
Ti 2.486221 -0.000002 0.096813
O -4.018743 -0.000005 0.542074
O -1.681263 -1.629002 -0.742872
O -1.681262 1.629010 -0.742867
O -0.865863 0.000000 1.133423
O 0.865865 0.000000 -1.133425
O 1.681260 -1.629010 0.742866
O 1.681262 1.629002 0.742872
O 4.018745 0.000005 -0.542066
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TS x y z

4-1/4-2 Ti 0.65235 1.51876 0.00000
Ti -0.81253 -0.17706 1.80416
Ti -0.81253 -0.17706 -1.80416
Ti 1.55470 -1.12603 0.00000
O 0.00664 1.58233 1.69312
O 0.00664 1.58233 -1.69312
O -1.92458 -0.47888 3.00202
O -1.36037 -0.02724 0.00000
O 2.25397 0.58787 0.00000
O -1.92458 -0.47888 -3.00202
O 0.67090 -1.43687 1.52413
O 0.67090 -1.43687 -1.52413

4-2/4-3 Ti -0.51718 0.05504 1.31311
Ti 0.39469 2.37828 0.00000
Ti 0.41522 -2.47871 0.00000
Ti -0.51718 0.05504 -1.31311
O -0.51718 1.88519 1.62757
O 0.17781 -1.66617 1.67688
O 1.55370 3.57042 0.00000
O 0.89174 0.44036 0.00000
O -1.79450 -0.35969 0.00000
O 0.64507 -4.11565 0.00000
O -0.51718 1.88519 -1.62757
O 0.17781 -1.66617 -1.67688
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Isomer x y z

5-1 Ti -2.989244 -0.337759 0.398702
Ti -0.948262 1.410006 -0.458312
Ti -0.556378 -1.314226 -0.635100
Ti 2.022794 1.678175 0.306502
Ti 2.588685 -0.992355 0.204191
O -4.047385 -0.560513 1.643577
O -2.299705 -1.880152 -0.555565
O -2.778374 1.435316 -0.365750
O -0.998826 -0.069479 0.755580
O -0.463133 0.173153 -1.729840
O 0.364855 2.594284 -0.013992
O 1.018432 -2.079588 -0.269622
O 2.151692 0.377119 1.522317
O 2.719686 0.589922 -0.926753
O 4.009370 -1.800623 0.446096

5-2 Ti -2.938513 -0.742758 0.007867
Ti -1.357682 1.494169 -0.004237
Ti -0.000007 -1.151588 -0.135316
Ti 1.357692 1.494172 -0.004247
Ti 2.938508 -0.742766 0.007869
O -4.277207 -1.360166 0.761692
O -2.983629 1.063623 -0.729337
O -1.556409 -1.911499 -0.665998
O -1.442222 0.047049 1.107546
O 0.000001 0.601755 -1.046324
O 0.000006 2.754369 0.450682
O 1.442228 0.047061 1.107542
O 1.556398 -1.911510 -0.665977
O 2.983633 1.063606 -0.729352
O 4.277203 -1.360169 0.761699
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Isomer x y z

5-3 Ti -2.303326 -0.000006 -0.757783
Ti -0.695816 0.000044 1.834050
Ti 0.282098 -1.823238 -0.148029
Ti 0.282131 1.823227 -0.148077
Ti 2.553410 -0.000022 -0.561827
O -3.785712 0.000004 -1.486545
O -2.369953 0.000014 1.164422
O -1.154767 -1.536343 -1.154469
O -1.154725 1.536300 -1.154510
O -0.199721 -1.874674 1.621359
O -0.199708 1.874736 1.621312
O 0.766371 0.000003 0.351920
O 1.935110 -1.788972 -0.973674
O 1.935144 1.788916 -0.973730
O 3.902093 0.000002 0.383494

5-4 Ti -2.268796 -1.817609 -0.351569
Ti -2.041377 1.382824 0.070567
Ti 0.205233 -1.280031 0.318349
Ti 0.779742 1.533257 -0.330008
Ti 2.920016 -0.140925 0.150197
O -3.004322 -0.164538 -0.534410
O -2.888177 2.310196 1.134527
O -1.301991 -1.980518 1.204194
O -0.725591 2.402828 -0.925188
O -0.687642 -1.921531 -1.236807
O -0.341474 0.548724 0.816428
O 1.371359 -0.010764 -1.100487
O 1.881134 -1.567074 0.959366
O 2.383344 1.692848 0.539705
O 4.427608 -0.423338 -0.465554
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Isomer x y z

5-5 Ti -2.482610 -0.785820 -0.001018
Ti -0.760799 1.944278 -0.505765
Ti 0.163575 -1.539118 -0.428843
Ti 0.512954 0.404318 1.469868
Ti 2.691918 -0.317238 -0.243318
O -3.951803 -1.382756 0.472020
O -2.359905 0.997210 -0.539868
O -1.404485 -1.804282 -1.268378
O -0.794374 -1.023233 1.223011
O -0.653880 3.303951 -1.437239
O -0.236029 2.036637 1.357292
O 0.711279 0.402433 -0.549379
O 1.929700 -2.013898 -0.666582
O 2.319246 0.133247 1.575779
O 4.096398 0.158037 -0.966698

5-6 Ti -2.557912 0.000000 -0.006051
Ti -0.230827 -1.754105 -0.343975
Ti -0.230827 1.754105 -0.343975
Ti 1.328311 0.000000 1.506935
Ti 1.884365 0.000000 -1.574214
O -3.629166 0.000001 1.244517
O -2.063455 -1.771132 -0.616838
O -2.063455 1.771134 -0.616838
O -0.594934 0.000000 0.392102
O 0.721065 -1.960158 1.128479
O 0.721065 1.960158 1.128479
O 0.897511 -1.543391 -1.812148
O 0.897511 1.543391 -1.812147
O 1.955126 0.000000 3.021131
O 2.627681 0.000000 0.036782
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Isomer x y z

5-7 Ti -2.748795 -0.567093 0.234551
Ti -0.970403 1.404000 0.653937
Ti 0.152901 -1.167490 -1.053262
Ti 1.394665 1.415869 -0.743334
Ti 2.385692 -0.810542 0.706755
O -4.380813 -0.851095 0.195797
O -2.038435 1.033130 -0.693527
O -2.013591 0.362398 1.765940
O -1.496557 -1.779422 -0.650971
O 0.425033 2.702927 0.130616
O 0.503732 0.063322 0.458388
O 0.655383 0.333386 -2.075484
O 1.622538 -2.080671 -0.566640
O 3.025708 0.772483 -0.117531
O 3.108339 -1.312002 2.107130

5-8 Ti -3.084445 -0.492565 0.011995
Ti -1.027166 1.341541 -0.489768
Ti -0.392968 -1.101506 0.547154
Ti 1.696275 1.747685 0.145743
Ti 2.803150 -1.500126 -0.090708
O -4.480319 -1.130468 -0.602160
O -2.795472 1.402211 0.036176
O -1.998730 -1.452180 1.306643
O -1.318636 -0.513537 -1.049464
O 0.152882 0.717569 0.943075
O 0.364694 2.340855 -1.128691
O 1.109217 -2.165167 0.355438
O 2.324376 2.914450 1.132626
O 2.874224 0.315005 -0.278040
O 3.781939 -2.415066 -1.057743
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Isomer x y z

5-9 Ti -2.565301 -0.379268 0.568409
Ti -1.025357 1.090178 -1.255784
Ti 0.042657 -1.388301 -0.235625
Ti 1.276778 1.397262 0.497642
Ti 2.722283 -1.063916 0.143185
O -3.578250 -0.266931 1.866333
O -2.829763 0.806039 -0.916390
O -1.578514 -2.037808 0.247032
O -0.723347 0.438124 0.516432
O -0.275937 -0.460758 -1.842574
O 0.238624 2.322157 -0.925241
O 1.334401 -0.644964 1.221860
O 1.617914 -2.286176 -0.725899
O 1.671884 2.431518 1.705094
O 2.882569 0.644923 -0.370673

6-1 Ti -2.642211 -0.890879 -0.347652
Ti -1.199069 1.737042 0.744087
Ti -0.238285 -0.629249 1.750100
Ti 0.238285 -0.629249 -1.750100
Ti 1.199069 1.737042 -0.744087
Ti 2.642211 -0.890879 0.347652
O -4.142342 -1.546491 -0.509748
O -2.663580 1.057800 -0.015909
O -1.614489 -1.600639 1.166287
O -1.474502 -1.198383 -1.848873
O -0.796383 1.030517 2.414424
O 0.000000 0.332017 0.000000
O 0.000000 2.989343 0.000000
O 0.796383 1.030517 -2.414424
O 1.474502 -1.198383 1.848873
O 1.614489 -1.600639 -1.166287
O 2.663580 1.057801 0.015909
O 4.142342 -1.546491 0.509748
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Isomer x y z

6-2 Ti -2.585382 -0.621873 -1.233813
Ti -2.244720 -0.120088 1.815704
Ti -0.866460 1.813881 -0.048671
Ti 0.102983 -1.453722 0.358266
Ti 1.972052 1.503659 -0.295536
Ti 3.298814 -0.820819 -0.083879
O -3.626865 -1.077245 -2.425923
O -3.380433 -0.607960 0.539311
O -1.888148 1.204405 -1.373480
O -1.729985 1.650529 1.587177
O -1.025849 -1.768074 -0.988721
O -0.863191 -1.342525 1.946530
O 0.421970 0.412971 0.082472
O 0.616071 2.877553 -0.371845
O 1.825392 -2.012670 0.272419
O 2.703709 0.426472 -1.504616
O 2.998590 0.821213 0.988376
O 4.836200 -1.412523 -0.159898

6-3 Ti -1.759052 1.799841 0.000001
Ti -1.401910 -1.105037 -1.362250
Ti -1.401897 -1.105026 1.362273
Ti 1.401897 -1.105038 -1.362263
Ti 1.401910 -1.105027 1.362259
Ti 1.759053 1.799841 -0.000016
O -2.859974 3.027325 0.000001
O -2.249684 -2.074439 0.000020
O -2.010628 0.529053 -1.529057
O -2.010614 0.529065 1.529072
O -0.000012 -1.732809 -2.446975
O 0.000000 -0.690720 0.000003
O 0.000001 2.390537 -0.000008
O 0.000012 -1.732788 2.446988
O 2.010613 0.529053 -1.529077
O 2.010630 0.529065 1.529052
O 2.249683 -2.074439 -0.000003
O 2.859975 3.027324 -0.000027
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Isomer x y z

7-1 Ti -3.433303 0.000073 0.376225
Ti -1.151358 -1.368889 -1.361966
Ti -1.151256 1.368557 -1.362232
Ti -0.615467 0.000226 1.882498
Ti 1.340520 -1.563740 0.269182
Ti 1.340672 1.563861 0.268863
Ti 3.725585 -0.000062 -0.033486
O -5.061027 0.000149 0.597947
O -2.766257 -1.551180 -0.646929
O -2.766148 1.551073 -0.647253
O -2.416609 0.000248 2.014012
O -1.089053 -0.000294 -2.624885
O -0.538103 -0.000064 -0.075642
O 0.297094 -2.496173 -0.969204
O 0.297176 2.495951 -0.969733
O 0.409927 -1.501306 1.918122
O 0.410013 1.501724 1.917758
O 1.897516 -0.000051 -0.744973
O 3.103170 -1.737864 0.619617
O 3.103325 1.737960 0.619244
O 4.966647 -0.000242 -1.115559

7-2 Ti -3.435457 0.566202 0.163898
Ti -1.459430 -1.442139 0.797228
Ti -1.000891 1.100931 -1.272613
Ti 0.326042 -1.630358 -1.561838
Ti 1.194462 -0.516299 1.851715
Ti 1.839408 2.145282 0.180473
Ti 2.716961 -0.874961 -0.365785
O -4.297823 1.544039 1.163433
O -3.254729 -1.296834 0.772187
O -2.787444 1.415346 -1.458892
O -1.477861 0.451480 0.458296
O -0.901990 -2.591657 -0.584043
O -0.442198 -0.250561 -2.466344
O -0.377785 -1.477986 2.302527
O 0.248877 2.331341 -0.922949
O 0.797865 -0.584598 -0.044373
O 1.395082 1.246890 1.879517
O 2.143024 -2.050112 -1.741279
O 2.584432 3.586745 0.421171
O 2.805211 -1.376539 1.436313
O 3.067329 0.843637 -0.646526
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Isomer x y z

7-3 Ti -1.644667 2.276290 -0.801236
Ti -1.559248 -2.269818 0.726134
Ti -1.455362 0.347185 1.684386
Ti -1.346126 -0.961922 -1.685115
Ti 1.139762 -1.660113 -0.341830
Ti 1.189910 1.642063 0.819890
Ti 3.454835 0.122726 -0.043746
O -2.492116 -2.253411 -0.889705
O -2.449389 3.596958 -1.355061
O -2.443039 1.545147 0.841625
O -2.208786 -1.324251 2.192727
O -1.764520 0.744319 -2.026543
O -0.754842 -0.601240 0.130135
O 0.145591 2.717290 -0.183890
O 0.173773 -2.913004 0.708562
O 0.182577 0.996814 2.249932
O 0.309300 -1.750658 -2.003334
O 1.527334 0.262752 -0.411000
O 2.908692 -1.783727 -0.055547
O 3.006606 1.628290 1.092715
O 4.466284 0.519594 -1.276444

7-4 Ti -3.465498 -0.513374 -0.343507
Ti -1.329120 1.425005 -0.697668
Ti -1.010664 -1.862354 0.398999
Ti 0.918902 2.275260 1.059178
Ti 1.212725 -0.437102 1.814925
Ti 1.576030 1.268019 -1.382513
Ti 2.229104 -1.784451 -0.774583
O -4.743943 -0.296815 0.665376
O -2.983405 1.137464 -1.337703
O -2.693933 -2.288186 -0.204444
O -1.705346 -0.080278 0.413270
O -0.817421 2.732316 0.542406
O -0.174788 -1.641951 2.068567
O -0.098396 1.546072 -2.102016
O 0.301557 -2.159544 -0.765151
O 0.715603 0.552002 0.191289
O 1.409758 1.308700 2.577281
O 2.166290 2.683750 -0.252268
O 2.543793 -0.177505 -1.809561
O 2.594095 -1.266979 1.081144
O 3.124571 -3.069306 -1.273976
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Isomer x y z

8-1 Ti -4.399486 -0.930033 -0.030732
Ti -3.039939 1.381849 0.018796
Ti -1.184434 -1.463679 -0.139366
Ti -0.230855 1.947883 0.216785
Ti 0.994743 -0.219587 1.742118
Ti 1.679046 -1.214246 -1.489628
Ti 2.343757 1.368445 -1.191384
Ti 3.968776 -0.625919 0.649254
O -5.922505 -1.531419 0.154169
O -4.126101 0.631062 -1.196153
O -3.714553 0.359725 1.296376
O -2.854502 -2.091772 -0.221115
O -1.819104 2.843605 0.278671
O -1.413166 0.439423 -0.389540
O -0.296644 -1.516154 1.495177
O -0.045408 -2.021436 -1.435036
O 0.331379 1.488924 1.934961
O 1.047860 2.723727 -0.833599
O 1.183841 0.176538 -0.140356
O 2.124610 0.188443 -2.629448
O 2.703130 -0.569456 2.125909
O 3.099855 -1.837776 -0.627699
O 3.843050 1.101555 -0.263460
O 5.496337 -1.057953 1.067571

8-2 Ti -3.256524 -1.202801 -0.196837
Ti -2.489623 1.908061 -0.231809
Ti -1.536639 0.443033 1.884217
Ti -0.054111 -1.469508 -1.403153
Ti 0.054106 1.469531 -1.403144
Ti 1.536648 -0.443055 1.884216
Ti 2.489622 -1.908062 -0.231831
Ti 3.256520 1.202802 -0.196830
O -4.593754 -2.148860 -0.290202
O -3.610314 0.640346 -0.774594
O -2.653356 -0.901674 1.633300
O -2.468866 2.071197 1.630822
O -1.711687 -2.007671 -1.060666
O -1.338877 2.707766 -1.488225
O -1.006268 0.699780 0.045063
O -0.000001 0.000015 -2.519765
O 0.000004 -0.000015 2.840516
O 1.006271 -0.699784 0.045063
O 1.338869 -2.707746 -1.488254
O 1.711683 2.007684 -1.060644
O 2.468874 -2.071216 1.630798
O 2.653362 0.901656 1.633308
O 3.610309 -0.640340 -0.774607
O 4.593751 2.148860 -0.290190
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Isomer x y z

8-3 Ti -3.233460 0.135669 -0.000001
Ti -0.931890 -1.318200 -1.802404
Ti -0.931891 -1.318200 1.802403
Ti -0.729529 2.691320 0.000000
Ti 0.729529 -2.691320 0.000000
Ti 0.931891 1.318200 -1.802403
Ti 0.931890 1.318200 1.802404
Ti 3.233460 -0.135669 0.000001
O -4.859434 0.352659 -0.000001
O -2.645355 -0.931134 -1.531951
O -2.645357 -0.931137 1.531948
O -2.314769 1.863555 0.000001
O -0.360627 -1.126585 0.000000
O -0.090270 -3.014262 -1.645836
O -0.090270 -3.014262 1.645836
O 0.000002 -0.000001 -2.697894
O -0.000002 0.000001 2.697894
O 0.090269 3.014262 -1.645836
O 0.090270 3.014262 1.645836
O 0.360627 1.126585 0.000000
O 2.314769 -1.863555 -0.000001
O 2.645357 0.931137 -1.531948
O 2.645355 0.931134 1.531951
O 4.859434 -0.352659 0.000001

8-4 Ti -3.243961 -0.000053 -0.231843
Ti -1.051223 -2.368209 0.972173
Ti -1.051330 2.368196 0.972150
Ti -0.384535 -0.000024 -1.769806
Ti 0.384534 0.000025 1.769806
Ti 1.051330 -2.368195 -0.972150
Ti 1.051223 2.368209 -0.972173
Ti 3.243961 0.000052 0.231843
O -4.853999 -0.000095 -0.549370
O -2.660800 -1.690431 0.584647
O -2.660887 1.690368 0.584622
O -2.150657 -0.000054 -1.820141
O -0.360714 -1.569592 2.479051
O -0.360778 1.569622 2.479031
O 0.000073 -3.616249 0.000019
O 0.000046 -1.106939 0.000007
O -0.000045 1.106939 -0.000007
O -0.000073 3.616249 -0.000019
O 0.360779 -1.569621 -2.479031
O 0.360713 1.569593 -2.479051
O 2.150657 0.000055 1.820141
O 2.660887 -1.690370 -0.584620
O 2.660800 1.690430 -0.584649
O 4.853999 0.000095 0.549371
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Isomer x y z

8-5 Ti -3.130416 1.605540 -0.234451
Ti -2.727774 -1.517401 -0.281550
Ti -1.614898 -0.195687 1.859144
Ti -0.000012 -1.640823 -1.294679
Ti 0.000008 1.116314 -1.147826
Ti 1.614910 -0.195727 1.859129
Ti 2.727775 -1.517396 -0.281595
Ti 3.130409 1.605549 -0.234431
O -4.302598 2.744678 -0.362401
O -3.748787 -0.181786 -0.839448
O -2.720557 -1.678932 1.572062
O -2.542740 1.286620 1.635591
O -1.610607 -2.581088 -1.349418
O -1.505219 2.090765 -1.134595
O -1.179594 -0.413105 -0.026327
O 0.000003 -0.249892 -2.451392
O 0.000010 -0.250425 2.790167
O 1.179598 -0.413099 -0.026343
O 1.505207 2.090813 -1.134547
O 1.610575 -2.581091 -1.349432
O 2.542753 1.286579 1.635619
O 2.720566 -1.678977 1.572002
O 3.748785 -0.181758 -0.839458
O 4.302596 2.744683 -0.362369

8-6 Ti -3.067186 -1.393860 -1.157032
Ti -2.430153 -0.199469 1.656185
Ti -1.572782 1.419972 -1.468868
Ti -1.348611 2.297479 1.046242
Ti -0.190218 -1.798803 0.568234
Ti 1.306325 1.411952 -0.313830
Ti 2.669572 -1.690356 0.320646
Ti 4.379733 0.268277 -0.327479
O -4.089125 -2.428647 -1.917930
O -3.719602 -0.822922 0.609320
O -2.704638 0.219596 -2.168432
O -2.433711 1.534091 2.377968
O -2.175051 2.914477 -0.491681
O -1.326686 -2.194232 -0.731764
O -1.325065 0.502227 0.230587
O -1.149765 -1.460931 2.113418
O 0.254867 1.561905 -1.815552
O 0.507300 2.451932 0.996378
O 1.195115 -0.442514 0.171892
O 1.262381 -2.913774 0.724273
O 3.048477 1.674642 -0.549751
O 3.561802 -1.306455 -1.173351
O 3.801996 -0.702204 1.283675
O 5.988340 0.546033 -0.550322
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Isomer x y z

8-7 Ti -2.471806 -1.766085 1.108330
Ti -2.445432 -0.748366 -1.411678
Ti -1.951873 2.424872 -0.942895
Ti -1.727624 0.846610 1.732903
Ti 0.040440 -2.050750 -0.463592
Ti 1.009170 1.348519 0.469170
Ti 2.841064 -1.443119 -0.450779
Ti 4.229767 0.775965 0.142370
O -3.666450 -1.693928 -0.311495
O -2.689634 0.933174 -1.955391
O -2.682410 -0.576212 2.531337
O -2.602259 2.126834 0.881122
O -2.362098 3.894059 -1.549262
O -1.454022 -0.348443 0.208995
O -1.022438 -1.824369 -1.951713
O -0.978196 -2.860674 0.863380
O -0.031646 2.189775 -0.703791
O 0.048582 1.242416 2.051938
O 1.187585 -0.517889 -0.075241
O 1.602057 -2.894738 -0.806269
O 2.727276 1.891158 0.557185
O 3.665964 -0.244174 -1.462911
O 3.792824 -0.974268 0.968929
O 5.774674 1.341262 0.247660

8-8 Ti -2.567335 1.656188 -0.693091
Ti -2.052973 -1.488161 -0.369375
Ti -0.781715 -1.648845 2.090837
Ti -0.768621 1.132193 1.906145
Ti 0.768605 1.132604 -1.905941
Ti 0.781701 -1.648426 -2.091156
Ti 2.052977 -1.488214 0.369103
Ti 2.567341 1.656022 0.693395
O -3.673869 2.708083 -1.295287
O -3.204453 -0.212892 -0.800234
O -2.160177 -2.543812 1.197534
O -2.085649 2.069404 1.144841
O -1.016835 -0.234836 3.234676
O -0.949470 -2.168654 -1.714857
O -0.946209 -0.369722 0.698719
O -0.900263 1.710334 -1.685612
O 0.900347 1.709755 1.686068
O 0.946250 -0.369557 -0.698826
O 0.949497 -2.168964 1.714428
O 1.016741 -0.234184 -3.234736
O 2.085670 2.069608 -1.144473
O 2.160131 -2.543582 -1.197997
O 3.204498 -0.213058 0.800204
O 3.673848 2.707835 1.295782



CHAPTER 9: Vibrational structure of (TiO2)n
– (n=3-8) clusters 249

Isomer x y z

8-9 Ti -2.703455 -1.269762 1.158719
Ti -2.415981 -0.539693 -1.911367
Ti -2.268207 1.530536 -0.082504
Ti 0.476483 -0.419473 -1.701532
Ti 0.643200 2.208754 1.086325
Ti 0.670588 -0.493805 1.888191
Ti 2.552140 1.321989 -0.746350
Ti 3.001084 -1.653635 0.067274
O -3.723108 -2.087913 2.145042
O -3.165122 1.161718 -1.699156
O -3.085223 0.668684 1.208207
O -3.063157 -1.714866 -0.748393
O -1.166707 0.090093 -0.626070
O -0.989328 2.796513 0.439474
O -0.900180 -0.922388 -2.901457
O -0.894644 -1.348337 1.833984
O 0.733962 1.246723 2.650517
O 1.074860 0.498975 0.193624
O 1.500384 -1.774925 -1.218741
O 1.584535 0.935909 -2.301452
O 2.135642 -1.517271 1.786527
O 2.215292 2.859688 0.268907
O 3.778906 0.105323 -0.322713
O 4.085295 -2.881434 -0.044876

8-10 Ti -2.430402 0.001998 -1.740324
Ti -2.263873 0.001906 1.129257
Ti -0.002048 -2.479829 1.731054
Ti -0.001296 -1.543467 -1.418780
Ti 0.001253 1.543464 -1.418782
Ti 0.002101 2.479833 1.731049
Ti 2.430348 -0.002002 -1.740392
Ti 2.263907 -0.001903 1.129192
O -3.587301 0.002951 -0.293691
O -1.650861 -1.457054 1.933978
O -1.648533 1.459952 1.933838
O -1.630018 -1.521255 -2.393284
O -1.627577 1.523984 -2.393195
O -1.102040 0.000876 -0.410124
O -0.003222 -3.863824 2.616344
O -0.002410 -2.796975 -0.171829
O 0.002409 2.796975 -0.171835
O 0.003300 3.863829 2.616336
O 1.102027 -0.000878 -0.410152
O 1.627505 -1.523989 -2.393239
O 1.629946 1.521250 -2.393334
O 1.648591 -1.459948 1.933796
O 1.650919 1.457059 1.933929
O 3.587292 -0.002952 -0.293794
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Isomer x y z

8-11 Ti -3.144219 1.059613 -0.340038
Ti -2.274363 -1.971311 -0.831552
Ti -1.851675 -0.917687 1.691415
Ti 0.145729 2.347809 -0.057913
Ti 0.528018 -1.268859 -1.169851
Ti 1.032903 0.564111 1.897029
Ti 2.102576 1.092579 -1.595720
Ti 3.406714 -0.895088 0.404118
O -4.493222 1.969484 -0.525603
O -3.313468 -0.637193 -1.374357
O -2.999321 0.396910 1.512911
O -2.611168 -2.467304 0.938238
O -1.572672 2.167513 -0.529361
O -1.070491 -0.741637 -0.019561
O -0.793383 -2.478509 -1.802933
O -0.308287 -0.504112 2.626856
O 0.674099 2.378391 1.755932
O 1.002301 0.545468 -0.079752
O 1.163981 -0.205541 -2.544283
O 1.423756 2.815657 -1.365163
O 1.908351 -1.989124 -0.345143
O 2.714870 -0.040582 2.000229
O 3.651173 0.524706 -0.913155
O 4.772852 -1.764835 0.672054

8-12 Ti -3.070497 1.088156 -0.349565
Ti -1.913824 -2.103962 0.144821
Ti -0.862992 2.034834 1.145186
Ti -0.071639 -1.119900 1.924505
Ti 0.359421 -2.270383 -1.495503
Ti 0.516447 0.620521 -1.446408
Ti 2.024542 2.571991 -0.242531
Ti 2.624711 -1.281397 0.438205
O -4.044901 1.701994 -1.518300
O -3.153229 -0.822919 -0.147992
O -2.648254 2.306152 1.108195
O -1.443985 -2.388919 1.929379
O -1.224210 -3.244324 -1.180205
O -1.088963 1.261635 -0.604174
O -0.484096 0.637189 2.271924
O -0.205963 -1.132350 -0.021424
O 0.373875 -0.788450 -2.625949
O 0.557215 3.135440 0.867589
O 1.209823 2.172938 -1.968279
O 1.646095 -1.601651 2.059864
O 1.931593 0.549896 -0.126704
O 1.979675 -2.616013 -0.828644
O 3.432101 3.417611 -0.197452
O 4.246265 -1.322842 0.655717
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Isomer x y z

8-13 Ti -2.743217 0.730334 -0.645836
Ti -2.655402 -1.095002 1.502024
Ti -1.903525 -1.849812 -1.165587
Ti -0.257764 2.975394 -0.027544
Ti 0.108507 0.060945 1.583170
Ti 1.389789 -1.481695 -1.491330
Ti 2.222739 1.127316 -1.134961
Ti 3.166128 -0.904793 1.008255
O -3.744383 0.254287 0.927143
O -3.056837 -0.606872 -1.946500
O -2.719467 -2.580963 0.391497
O -1.855013 2.246907 -0.894566
O -1.406247 -0.485419 0.146279
O -1.316064 -0.718883 2.649022
O -0.463446 4.556089 0.366927
O -0.269402 -2.285793 -1.886138
O -0.028038 1.822067 1.528426
O 0.951494 -0.059091 -0.333271
O 1.327572 2.682875 -1.085365
O 1.671506 -0.540420 2.187476
O 2.205585 -0.183947 -2.501158
O 2.548097 -2.210807 -0.372813
O 3.515030 0.760591 0.033753
O 4.489663 -1.448010 1.811762
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Chapter 10

Vibrational structure of
[(TiO2)n(D2O)m]– (n=2-4, m=1-3)

The content and figures of this chapter are reprinted or adapted with permission from
M. L. Weichman, S. Debnath, J. T. Kelly, S. Gewinner, W. Schöllkopf, D. M. Neumark,
and K. R. Asmis, “Dissociative water adsorption on gas-phase titanium dioxide cluster

anions probed with vibrational action spectroscopy” Top. Catal. (in preparation).



CHAPTER 10: Vibrational structure of [(TiO2)n(D2O)m]– (n=2-4, m=1-3) 253

Abstract

Gas-phase complexes of water on small titanium oxide clusters are an excellent model
system to illuminate the molecular-scale mechanism of dissociative water adsorption on bulk
titania. Here, we report D2 messenger-tagged infrared photodissociation (IRPD) spectra
for cryo-cooled [(TiO2)n(D2O)m]– clusters with n=2–4 and m=1–3. Vibrational features
are reported in the spectral windows of 400–1200 cm−1 and 2600–3000 cm−1, capturing both
fingerprint cluster modes and OD stretching modes. The IRPD spectra are interpreted with
the aid of ωB97X-D/aug-cc-pVDZ density functional calculations. We see strong evidence
for dissociative adsorption of water on the clusters studied here. We conclusively assign
the IRPD spectra of the n=2 clusters with one and two water molecules, and the n=3
clusters with up to three water molecules to dissociatively adsorbed global minimum energy
structures. We also provide insight into the reactivity of the more complicated n=4 clusters.
From this work, we can draw conclusions about the size dependence and site-specificity of
(TiO2)n

– cluster reactivity, and, by extension, the behavior of defect sites on a bulk titania
surface.

10.1 Introduction

Titanium dioxide (TiO2) is an abundant, inexpensive, non-toxic, stable, and versatile
semiconducting material with numerous applications103,462 in heterogenous catalysis and pho-
tocatalysis,412,463,464 photovoltaic cells,407,465 environmental pollutant degradation,409 and as
a gas sensor and a white pigment. TiO2 is perhaps most notable as the worlds most widely
studied photocatalyst.405,466–468 Since Fujishima and Honda’s 1972 discovery of photocat-
alytic water splitting and H2 evolution on a TiO2 electrode,404 extensive work has been done
to develop, characterize, and optimize TiO2-based technologies for sustainable conversion of
solar light into chemical hydrogen fuel.469 This technology has not yet become feasible for
widespread deployment due to the mismatch between the solar spectrum and the bandgap of
TiO2

415,469 and slow rates of H2 evolution. Reaching a detailed understanding of the chemical
mechanisms of hydrolysis and H2 evolution on TiO2 surfaces and nanostructures remains a
complex problem. In this paper, we explore water splitting on TiO2 in microscopic detail
by measuring infrared spectra of [(TiO2)n(D2O)m]– cluster anions. This work stands as a
follow-up to our prior vibrational characterization of the bare (TiO2)n

– anions470 as we move
towards more explicit cluster-based models of catalytic reaction mechanisms.

There is an enormous body of experimental and theoretical work on the interaction of
water with titanium dioxide surfaces. Wetting of the TiO2 surface is necessarily the first
step of any water splitting reaction pathway, and yet the extent to which water adsorbs
molecularly or dissociatively on TiO2 is not agreed upon.471,472 Experimental studies show
that water adsorption trends are distinct for different facets of rutile and anatase TiO2 and
depend heavily on water surface coverage and the presence of defect sites.473–487 Further
studies have found that TiO2 photoexcitation can enhance the initial dissociative adsorption
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of water.487,488 Overall, dissociative water adsorption appears to be a minor pathway on
defect-free TiO2 surfaces, but is more likely to occur at defect sites like steps,486,489 ridges,490

and particularly oxygen vacancies.473–475,478,479,481,483,484,491

In a bulk experiment, it is challenging to prepare a surface with reproducible, well-
characterized defect sites, let alone to probe the reaction mechanism at a specific catalytic
center. Small gas-phase clusters can serve as model systems of the local behavior and reac-
tivity of a bulk metal oxide.424,492–494 Clusters demonstrate varied geometries and stoichiome-
tries, with under-coordinated atoms and dangling moieties that mimic reactive point defects
on a bulk surface.392,495 Specific clusters can be complexed with an exact number of adsorbed
substrates, allowing for systematic characterization of how cluster size, stoichiometry, and
bonding motifs affect reactivity.122,123,434 These systems are also tractable for simulation with
higher level quantum chemistry calculations, allowing for analysis of geometries and reaction
mechanisms with clarity not available in bulk studies.364

While there is a growing body of work on the gas-phase spectroscopy of bare tita-
nium dioxide clusters,71,261,352,429,438,470 studies probing their interactions with water are more
sparse. Early work from the Castleman group reported on the mass spectrum of the water-
solvated TiO+ cation.496 Yin and Bernstein434 reacted neutral Ti2O4 and Ti2O5 clusters
with water, and saw oxidation of water to hydrogen peroxide on Ti2O5 after irradiation with
visible light. Zheng and coworkers have reported infrared action spectra of [TiO(H2O)m]+

clusters497 and anion photoelectron spectra of [TiO2(H2O)m]– clusters,498 and ascribe both
sets of measurements to structures involving dissociatively adsorbed waters.

Several theoretical groups have reported calculations of molecular and dissociative water
adsorption and water splitting on small (TiO2)n clusters;499–506 others have studied these
interactions on larger TiO2 nanostructures.507–510 The most thorough body of work comes
from calculations by Dixon and coworkers regarding water adsorption, hydrolysis, and H2/O2

evolution on small neutral titanium dioxide clusters.511–513 Most recently, these authors used
a hybrid genetic algorithm to rigorously identify the lowest-energy structures for the neutral
(TiO2)n(H2O)m (n ≤ 4, m ≤ 2n) clusters.513 Structure optimization and single-point energy
calculations were then carried out with the B3LYP and CCSD(T) methods respectively.

Dixon and coworkers predict that the bare (TiO2)n (n = 2–4) clusters dissociatively
adsorb the first two water molecules, forming minimum energy structures with two and four
terminal hydroxide groups after the first and second waters react, respectively.513 (TiO2)3 can
go on to dissociate a third water, forming a structure with six terminal hydroxide groups.
Many theoretical studies501,503,511,513 note that after the initial adsorption of water on a
bare (TiO2)n cluster, at least two H atom transfer steps are required in order to form the
(TiO2)n(H2O)m global minimum structure. Typically, the reaction proceeds through an
intermediate containing a bridging OH before reaching the final structure containing only
terminal OH moieties.503,511 Water dissociation is preferred until all titanium atoms are
saturated with coordination numbers of four; subsequent water molecules added beyond
these hydrolysis limits adsorb molecularly.513

Cryogenic vibrational action spectroscopy has proved to be an excellent method to char-
acterize the vibrational frequencies and geometries of gas-phase ions,47,48 and has been par-



CHAPTER 10: Vibrational structure of [(TiO2)n(D2O)m]– (n=2-4, m=1-3) 255

ticularly illuminating for the study of transition metal oxide clusters, which demonstrate
complex electronic structure and many low-lying structural isomers.367,454,470 Most recently
this technique has been adapted to illuminate site-specific water dissociation on Al3O4

+.123

Here, we present vibrationally resolved infrared photodissociation (IRPD) spectra of the
cryo-cooled deuterated titanium dioxide-water cluster anions [(TiO2)n(D2O)m]– with n=2–4
and m=1–3. We also report a density functional theory (DFT) study of the structural iso-
mers, energetics, and harmonic IR spectra of these anionic clusters. The vibrational action
spectra are acquired by measuring changes in the time-of-flight mass spectrum after irradi-
ation with intense light in the fingerprint region (400–1200 cm−1) and in the OD stretching
region (2600–3000 cm−1).

We unambiguously assign the [(TiO2)n(D2O)m]– clusters with n = 2, 3 to the minimum
energy calculated structures, demonstrating dissociative adsorption of up to two waters on
(TiO2)2

– and up to three waters on (TiO2)3
–. The clusters with n = 4 and m=1–2 present

a more challenging case, with potential contributions from higher-lying structural isomers.
Through agreement between experimental and DFT results, we identify regions of vibrational
structure associated with OD stretching (2600–2800 cm−1), terminal TiO stretching (900–
1000 cm−1), Ti-O-Ti bridge stretching (700–900 cm−1), and Ti-O-D bending and stretching
as well as more delocalized cluster modes (700 cm−1 and below). As D2O molecules adsorb
sequentially, Ti atoms become fully coordinated and dangling TiO moieties react to form Ti-
O-D moieties; the loss of vibrational structure in the TiO stretching region therefore serves
as the most conclusive signature of dissociative water adsorption on (TiO2)n

–. From these
results, we draw conclusions about the size- and site-dependent reactivity of (TiO2)n

– and
comment on the relevance of this work to understanding water splitting on bulk TiO2 defect
sites.

10.2 Experimental Methods

The IRPD methods and apparatus have been described in detail in Chap. 2. TiO2-
water cluster anions are cryo-cooled and messenger-tagged with D2. The depletion of the
tagged species after irradiation with light is monitored as a function of wavelength in order
to construct an infrared action spectrum. It was convenient to use D2O rather than H2O
clusters in order to (a) mitigate congestion in the mass spectrum and (b) have access to the
OD stretching region with the free electron laser.

[(TiO2)n(D2O)m]– clusters are prepared in a dual gas-channel pulsed laser vaporization
source,123 based on the fast flow cluster reactor pioneered by Smalley and coworkers.121 A
frequency-doubled Nd:YAG laser operated at 50 Hz is focused onto a rotating titanium rod,
with a pulse energy of 15–20 mJ. The resulting plasma is quenched with a pulse of 0.25%
O2 in helium from a General Valve. (TiO2)n clusters are formed during expansion through
a clustering channel downstream from the rod. After a short time delay, a second General
Valve backed by 2 bar of helium passed through a D2O bubbler sends a pulse of gas into the
final stage of the clustering channel to form the desired [(TiO2)n(D2O)m]– clusters.
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A quadrupole mass filter is tuned to transmit only the desired [(48Ti16O2)n(D2
16O)m]–

clusters for a given experiment. The quadrupole can also be scanned to acquire a mass
spectrum of the clusters produced by the source; quadrupole mass spectra of the (TiO2)n
clusters before and after addition of D2O are shown in Fig. 10.8.

For all systems discussed in the current work, the ring-electrode ion trap is filled contin-
uously with pure D2 buffer gas and is held at 15 K. The trap temperature and buffer gas
concentration were chosen to tag around 10% of clusters with a single D2 molecule.

In this experiment, we use two operating regions of the FEL: the 440–1200 cm−1 range
produced with a 26 MeV electron beam, and the 2600–3000 cm−1 range produced with a
43.5 MeV electron beam. In the lower energy region, the FHI-FEL has a spectral bandwidth
ranging from ∼2 cm−1 fwhm at 450 cm−1 to ∼7 cm−1 fwhm at 1200 cm−1. In the higher
energy region, the bandwidth is 15–20 cm−1. Typical macropulse energies are 30–40 mJ in
both regions. For each spectrum, the photon energy is stepped in 3 cm−1 increments, though
in some cases, a 5 cm−1 step was used in the higher energy region where the FEL bandwidth
is larger.

D2O loss is also observed for some clusters when irradiated with the full FEL power.
These dissociation channels are infrared multiple photon dissociation (IRMPD) processes
and are negligible with the attenuated laser pulses used to acquire the D2-tagged IRPD
spectra.

10.3 Calculations

The relative energies, optimized geometries, harmonic vibrational frequencies, and IR
intensities of the lowest-lying [(TiO2)n(D2O)m]– isomers were investigated using DFT. We use
the range-separated hybrid ωB97X-D functional514 which includes dispersion interactions and
has been shown to perform well for geometry optimization of transition metal compounds.515

The aug-cc-pVDZ (aVDZ) basis set is used for all atoms, with full treatment of all electrons.
All DFT calculations were carried out using Gaussian 09, revision C01.402

Low-lying [(TiO2)n(D2O)m]– structures were adapted largely from the recent theoretical
work by Dixon and coworkers513 who used a genetic algorithm to identify the most stable neu-
tral (TiO2)n(H2O)m cluster structures. We considered all low-lying structures these authors
proposed as well as additional n = 4 cluster structures involving bridging OH moieties,503,511

The literature geometries were reoptimized with spin-unrestricted ωB97X-D/aVDZ calcula-
tions as doublet anions. All optimizations were carried out without symmetry restrictions.
We report all calculated [(TiO2)n(D2O)m]– cluster structures lying within 150 kJ/mol of
the lowest energy isomer, as well as some higher-lying molecularly adsorbed n = 4 struc-
tures. Complete lists of calculated isomer energetics, harmonic vibrational frequencies above
400 cm−1, and optimized geometries can be found in the Supporting Information (SI). We
also list the binding energy of the last D2O molecule to each cluster by comparing the energy
of [(TiO2)n(D2O)m]– to that of the lowest energy [(TiO2)n(D2O)m-1]– cluster plus a free D2O
molecule.
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Figure 10.1: Experimental D2-tagged IRPD spectra of [(TiO2)n(D2O)m]– (n=2–4, m=0–
3) clusters. Regions (i)-(iv) of vibrational structure are marked with gray dashed lines.
The region marked with an asterisk contains the D2 tag stretching. The m=0 spectra are
reproduced from our prior work.470
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Table 10.1: Experimental vibrational frequencies (cm−1) from the D2-tagged IRPD spectra
of [(TiO2)n(D2O)m]– clusters. Band positions and full widths at half-maximum (in paren-
theses) are determined by fitting a Gaussian line function to the experimental data.

n m Region Band Positions (cm−1)

2 1 (i) A 2776(25) B 2709(23)
(ii) C 951(9)
(iii) D 781(13) E 723(10)
(iv) F 652(10) G 629(9) H 584(10)
tag * 2900(33)

2 2 (i) A 2732(23)
(iii) B 740(27)
(iv) C 669(14) D 650(9) E 590(20)
tag * 2929(33)

3 1 (i) A 2761(34) B 2728(20)
(ii) C 955(11)
(iii) D 784(13) E 748(21)
(iv) F 696(16)

I 571(11) G 659(14) H 635(20)
tag * 2920(22)

3 2 (i) A 2746(31) B 2719(17)
(iii) C 792(19) D 771(12) E 738(9)
(iv) F 692(9) G 645(10) H 626(10)

I 586(14) J 561(14)
tag * 2928(38)

3 3 (i) A 2719(17)
(iii) B 855(17) C 844(10)
(iv) D 700(23) E 694(5) F 664(5)

G 627(16) H 606(15) I 564(18)
J 546(11)

4 1 (i) A 2723(30)
(ii) B 977(11) C 963(10)
(iii) D 853(21) E 805(42) F 776(12)

G 716(23)
(iv) H 689(11) I 672(13) J 646(17)

K 623(14) L 582(11) M 562(17)

4 2 (i) A 2732(29)
(ii) B 972(9)
(iii) C 849(93) D 806(36)
(iv) E 663(20) F 604(15) G 562(13)
tag * 2950(20)
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10.4 Results and Discussion

Experimental D2-tagged IRPD spectra of the [(TiO2)n(D2O)m]– clusters are shown in
Fig. 10.1; experimental peak positions and widths from these spectra are reported in Table
10.1. D2-tagged spectra for the bare (TiO2)n

– (n = 3, 4) clusters in the 400–1200 cm−1

fingerprint region are also plotted in Fig. 10.1 from our earlier IRPD study,470 though no
IRPD spectrum could be acquired for the bare n = 2 cluster, which is known to react
with molecular hydrogen rather than tagging.97,352 The lowest-energy structures for the bare
clusters identified in previous work352,417,470 are reproduced in Fig. 10.2. The structures and
relative energies (kJ/mol) are shown for the calculated low energy [(TiO2)n(D2O)m]– (m ≥ 1)
structures in Fig. 10.3.

D2O-loss IRMPD spectra taken with the full FEL power are shown in Fig. 10.9 for
some clusters. IRMPD spectra are generally more difficult to interpret than their IRPD
counterparts; because IRMPD involves the sequential absorption of multiple photons, the
intensities of spectral features are not directly comparable to calculated harmonic IR inten-
sities. Some IR active vibrational modes may also be transparent in IRMPD experiments.95

Despite these caveats, the D2-tagged and D2O-loss spectra are in good agreement for the
clusters with n = 2, 3, but do show some interesting differences for the n = 4 cluster spectra,
as will be discussed further below.

Simulated IR spectra derived from unscaled DFT harmonic vibrational frequencies and
IR intensities are compared to the experimental IRPD results in Figs. 10.4-10.7. Simulations
are plotted both as stick spectra (red) and as traces convoluted with a 10 cm−1 Gaussian
lineshape function (blue). Based on comparison of the IRPD and DFT simulated spectra,
we can classify four general frequency regions of IR-active vibrational structure, which are

3-0-a

4-0-a 4-0-b

2-0-a

Figure 10.2: Low-lying isomers of (TiO2)n
–, n=2–4 clusters identified in prior work.352,417,470

Atoms in dark gray represent Ti, atoms in red represent O.
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Figure 10.3: ωB97X-D/aVDZ minimum energy structures and relative energies (kJ/mol)
of energetically low-lying isomers of doublet [(TiO2)n(D2O)m]– cluster anions. Atoms in dark
gray represent Ti, atoms in red represent O, and atoms in light gray represent H.
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laid out in Fig. 10.1. Region (i) from 2600–2800 cm−1 and region (ii) from 900–1000 cm−1

are uniquely associated with OD stretching and terminal TiO stretching modes, respectively.
Region (iii) from 700–900 cm−1 is largely associated with Ti-O-Ti bridge stretching. Ti-O-
Ti bridge motion also couples with Ti-O-D bending and stretching modes, which tend to
fall below 700 cm−1 in region (iv), along with more delocalized wagging, bending, rocking,
and ring breathing modes. Dixon and coworkers511,513 have also reported simulated IR
spectra and described similar frequency regions and vibrational motions for the neutral
(TiO2)n(H2O)m clusters.

For n = 2, 3, the simulated IR spectra of the minimum energy calculated structures
are in reasonably good agreement with the experimental spectra; the assignments for the
n = 4 structures prove more complex, as discussed in more detail below. The ωB97X-
D/aVDZ frequencies of the best-fit simulations are generally higher than those observed
experimentally, yielding scaling factors of 0.94–0.95 in regions (i) and (ii) and a range of 0.95–
1.02 in regions (iii) and (iv). Note that this is in contrast to the BP86/6-311+G* calculations
in our prior work,470 which produced frequencies typically lower than the experimental values.
These results are in reasonable accordance with the literature-recommended scale factors for
these functionals.516

Most of the spectra of the tagged clusters studied here also exhibit a D2 stretching
feature in the 2900–2950 cm−1 range of the IRPD spectrum, as marked with an asterisk
in Fig. 10.1. While the D2 stretch is IR forbidden in free D2, it appears weakly here due
to polarizing interactions with [(TiO2)n(D2O)m]–. The adsorbed tag stretching frequencies
are also red-shifted from the free D2 stretching fundamental frequency at 2994 cm−1.517 The
observation of these tag stretching features also provides some confirmation that the tag
molecules are weakly molecularly adsorbed, rather than dissociated or chemisorbed on the
[(TiO2)n(D2O)m]– cluster surface.

We now provide more thorough analyses of the experimental and theoretical results for
each of the [(TiO2)n(D2O)m]– clusters.

10.4.1 [(TiO2)2(D2O)m]–

The experimental IRPD spectrum for [(TiO2)2(D2O)]– (Fig. 10.1) shows a pair of vibra-
tional features in the OD stretching region (i), one strong peak in the TiO stretching region
(ii), and four strong features spanning regions (iii) and (iv). The spectrum simplifies with
the addition of a second D2O, with only one vibrational feature in region (i) and no features
in region (ii).

The bare (TiO2)2
– cluster structure 2-0-a is shown in Fig. 10.2.352,417 The two lowest

energy calculated structures upon addition of one D2O, 2-1-a and 2-1-b (Fig. 10.3), corre-
spond to dissociative water adsorption on 2-0-a. Structure 2-1-b, with two terminal OD
groups on the same Ti atom, has been reported as the lowest energy neutral structure,501,513

while we find the 2-1-a anion to lie 27 kJ/mol lower in energy. The second water also dis-
sociatively adsorbs to form the 2-2-a structure, with two terminal OD moieties on each Ti
atom, leaving both Ti atoms four-fold coordinated. Structures with 2-2-a connectivity are
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Figure 10.4: Experimental D2-tagged IRPD spectra (black) of [(TiO2)2(D2O)m]–, simulated
unscaled linear IR absorption traces (blue), stick spectra (red), and relative energies (kJ/mol)
of the predicted lowest-lying isomers at the ωB97X-D/aVDZ level of theory.

widely predicted to be the neutral lowest-lying isomer as well.500,501,504,505,511,513 Dixon and
coworkers513 report a C2v structure for the 2-2-a neutral only slightly distorted from D2d

symmetry. With our ωB97X-D/aVDZ calculations, we find a C1-symmetry local minimum
for the 2-2-a anion with the two bridging O atoms shifted significantly closer to one of the
two Ti atoms.

We assign the experimental [(TiO2)2(D2O)m]– vibrational features through comparison
with the simulated IR spectra (Fig. 10.4). The agreement between the 2-1-a simulated
spectrum and the IRPD [(TiO2)2(D2O)]– spectrum is unambiguous, as all experimental
features are closely reproduced. The two experimental OD stretching features in region (i)
at 2776 and 2709 cm−1 (peaks A and B) are predicted to lie at 2930 and 2882 cm−1. The
higher frequency of these two modes corresponds to the stretching of the OD bonded to
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the undercoordinated Ti atom. Stretching of the single terminal TiO moiety yields peak C
in region (ii) measured at 951 cm−1 and calculated to lie at 996 cm−1. Peaks D and E in
region (iii) at 781 and 723 cm−1 correspond respectively to symmetric and antisymmetric
stretching of the two Ti-O-Ti bridges, calculated at 783 and 728 cm−1, while peaks F, G,
and H at 652, 629, and 584 cm−1 correspond closely to Ti-O-D bending motions calculated
at 653, 629, and 589 cm−1.

For [(TiO2)2(D2O)2]–, 2-2-a is clearly a better match for the experimental IRPD spec-
trum than 2-2-b or 2-2-c, as it reproduces the complete absence of features in region (ii). We
observe a single sharp feature (peak A) in region (i), experimentally observed at 2732 cm−1

and reproduced by four calculated 2-2-a OD stretching modes with nearly degenerate fre-
quencies around 2893 cm−1. In region (iv), peaks C, D, and E at 669, 650, and 590 cm−1

are closely reproduced by DFT features at 677, 653, and 602 cm−1, and correspond to Ti-
O-D stretching and bending motions. However, in region (iii), where the DFT 2-2-a spec-
trum shows two distinct Ti-O-Ti symmetric and antisymmetric bridge stretching features at
804 cm−1 and 740 cm−1, the experimental spectrum shows only a single broad feature (peak
B) centered at 741 cm−1.

This discrepancy results from significant anharmonicity of the 804 cm−1 symmetric Ti-O-
Ti bridge stretching mode of 2-2-a. This mode has a double well vibrational potential that
connects two equivalent C1-symmetric local minima via a C2-symmetric transition state (TS)
structure lying 25 kJ/mol (2100 cm−1) higher; the vibrational displacement of the imaginary
mode at the C2 geometry is shown in Fig. 10.10a. This barrier causes inversion splitting of
each vibrational level and a significant red shift of the fundamental transition, likely resulting
in an experimental vibrational feature that contributes to the broad experimental peak B,
rather than at the 804 cm−1 location originally predicted by the harmonic simulation. Fig.
10.10b compares the simulated harmonic IR spectrum at the 2-2-a TS geometry to that of
the 2-2-a minima and the experimental IRPD spectrum.

10.4.2 [(TiO2)3(D2O)m]–

The [(TiO2)3(D2O)]– D2-tagged IRPD spectrum shows two closely spaced OD features in
region (i), one strong TiO feature in region (ii), and intense features in region (iii) continuing
into region (iv) (Fig. 10.1). With the addition of a second water molecule in [(TiO2)3(D2O)2]–

and a third in [(TiO2)3(D2O)3]–, the IRPD spectra show the structure in region (i) merging
into a single feature, a complete absence of features in region (ii), and intense structure in
regions (iii) and (iv) blue-shifting with additional water molecules.

The comparison between experimental and calculated vibrational structure is reasonably
straightforward for all three [(TiO2)3(D2O)m]– structures (Fig. 10.5). In previous work, we
assigned the lowest energy isomer of the bare (TiO2)3

– cluster to the 3-0-a structure (Fig.
10.2).470 For [(TiO2)3(D2O)]–, the lowest-lying 3-1-a structure corresponds to dissociative
adsorption of D2O on 3-0-a, with two terminal OD groups on neighboring Ti atoms and one
remaining terminal TiO group (Fig. 10.3). This structure has also been predicted to be the
global minimum for the corresponding neutral cluster.503,513
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Figure 10.5: Experimental D2-tagged IRPD spectra (black) of [(TiO2)3(D2O)m]–, simulated
unscaled linear IR absorption traces (blue), stick spectra (red), and relative energies (kJ/mol)
of the predicted lowest-lying isomers at the ωB97X-D/aVDZ level of theory.
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The simulated 3-1-a IR spectrum reproduces all experimental vibrational features. The
two experimental OD stretching features in region (i) at 2761 and 2728 cm−1 (peaks A and
B) are matched by DFT peaks at 2920 and 2890 cm−1. The sole terminal TiO stretching
frequency in region (ii) at 955 cm−1 (peak C) is calculated to lie at 1002 cm−1. The two
strong peaks in region (iii) at 784 and 748 cm−1 (peaks D and E) are matched by intense
calculated Ti-O-Ti bridge stretching features at 819 and 768 cm−1. Weaker peaks F and
G in region (iv) at 696 and 659 cm−1 correspond to Ti-O-Ti bridge stretching and Ti-O-D
stretching modes, respectively. Three calculated modes at 655, 641 and 633 cm−1 underlie
experimental peak H, at 635 cm−1, and correspond to delocalized stretching modes involving
the Ti-O-Ti bridges, Ti-O-D moieties, and the central triply coordinated O atom. Even the
tiny experimental peak I at 571 cm−1 is reproduced with a weak calculated Ti-O-Ti bridge
stretching feature at 584 cm−1.

Interpretation of the [(TiO2)3(D2O)2]– spectrum proceeds through similarly reasonable
agreement with the simulated spectrum of the global minimum 3-2-a structure (Fig. 10.5).
The 3-2-a structure (Fig. 10.3) follows directly from addition of a second D2O on 3-1-
a, forming two terminal OD groups at the previous site of the terminal TiO group, and
releasing the strain of the central triply coordinated O atom. As for 3-1-a, this structure
was also predicted to be preferred by the corresponding neutral cluster.504,513 Peaks A and
B in region (i) at 2746 and 2719 cm−1 are reproduced by calculated OD stretching modes
at 2906/2901 cm−1 and 2883 cm−1; the higher frequency modes correspond to stretching of
the two OD moieties on separate Ti atoms, while the lower frequency mode corresponds to
stretching of one of the two OD groups that share the remaining Ti atom. In region (iii),
overlapping experimental peaks C and D at 792/771 cm−1 are reasonably matched by DFT
features at 835 and 800 cm−1 and correspond to Ti-O-Ti bridge stretching modes. Leading
into region (iv), weak peaks E and F at 738 and 692 cm−1 are reproduced respectively by
a calculated Ti-O-Ti bridge stretching mode at 746 cm−1 and a cluster of delocalized ring
stretching modes at 704, 695, and 685 cm−1. Intense peaks G and H at 645 and 626 cm−1

match up with closely spaced DFT features at 654 and 643 cm−1 and correspond to stretching
of the Ti-O-D moieties that do not share a Ti atom. Weak features I and J at 586 and
561 cm−1 line up with DFT peaks at 601 and 582 cm−1, and involve Ti-O-Ti bridge stretching
and Ti-O-D bending and stretching motion.

For [(TiO2)3(D2O)3]–, the minimum energy structure 3-3-a is formed through addition
of a third D2O to 3-2-a, and results in two terminal OD groups on each of the three Ti
centers, all of which remain 4-coordinate as one of the Ti-O-Ti bridges is released. The
same structure has been widely predicted for the neutral (TiO2)3(H2O)3 clusters.503,504,513

The assignment of [(TiO2)3(D2O)3]– IRPD spectrum to the 3-3-a minimum energy structure
is quite clear, as no higher-lying candidates demonstrate the required intense structure on
the high energy side of region (iii) and a gap between 700–800 cm−1. Additionally, only
structure 3-3-a has a single sharp feature in region (i), due to the six terminal OD groups
having become nearly equivalent.

The experimental peak A in region (i) measured at 2719 cm−1 is matched by the DFT
frequencies tightly clustered around 2880 cm−1. Overlapping peaks B/C at 855/844 cm−1
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near the high energy edge of region (iii) are reproduced by calculated modes at 902/885 cm−1

and correspond to coordinated motion of all three roughly equivalent Ti-O-Ti bridges. In
region (iv), overlapping peaks D/E at 700/694 cm−1 correspond closely to a cluster of DFT
features at 719/702/688/684 cm−1, corresponding to Ti-O-D motion, with the central peak at
702 cm−1 being the most intense. Peak F at 664 cm−1 and the overlapping peaks G and H at
627/606 cm−1 correspond to calculated coupled Ti-O-D stretching and ring breathing peaks
at 651 cm−1 and 635/597 cm−1. The weak peak I at 564 cm−1 is matched by a delocalized
bridge stretching mode at 569 cm−1.

10.4.3 [(TiO2)4(D2O)m]–

The D2-tagged IRPD spectrum of [(TiO2)4(D2O)]– shows a single OD stretching feature
in region (i), two strong TiO stretching features in region (ii), broad structure spanning
region (iii), and several weaker features in region (iv) (Fig. 10.1). With the addition of a
second D2O molecule, the [(TiO2)4(D2O)2]– D2-tagged IRPD spectrum shows one OD feature
in region (i), a single weak TiO feature in region (ii), further amorphous broad structure
spanning region (iii), and more intense, broadened structure in region (iv). The persistent
region (ii) TiO features in the [(TiO2)4(D2O)m]– spectra represent a departure from the
n = 2 and n = 3 clusters discussed above, where complete loss of TiO structure with
increasing addition of water was a clear indicator of dissociative adsorption. Interestingly,
the analogous D2O-loss IRMPD spectra shown in Fig. 10.9 are also quite distinct from the
IRPD spectra for both n = 4 clusters.

The [(TiO2)4(D2O)m]– IRPD spectra are compared to harmonic DFT spectra of low-lying
isomers in Figs. 10.6 and 10.7. For [(TiO2)4(D2O)]–, the lowest-energy calculated 4-1-a struc-
ture (Fig. 10.3) is also predicted to be the lowest energy structure of neutral (TiO2)4(H2O)
by Dixon and coworkers513 and by Du et al.503 However, the IRPD spectrum distinctly shows
two TiO stretching features in region (ii), while the simulated 4-1-a structure, with its single
TiO moiety, demonstrates only one. For [(TiO2)4(D2O)2]–, 4-2-a is by far the lowest energy
calculated anionic structure, and was also found by Dixon and coworkers to be the preferred
neutral structure.513 The [(TiO2)4(D2O)2]– IRPD spectrum shows one TiO feature in region
(ii), indicating at least partial dissociative adsorption of D2O after the addition of a second
water. However, the lowest-lying 4-2-a structure has no remaining TiO moieties and thus
no features in region (ii).

In [(TiO2)4(D2O)]–, the presence of 4-1-b, the next lowest-lying cluster 42 kJ/mol above
4-1-a, could account for the extra terminal TiO stretching spectral feature. 4-1-b has the
same core cluster structure as 4-1-a, but with one terminal OD group and one bridging
OD group; clusters with this kind of structure have also been considered in the literature as
hydrolysis intermediates.503,511 It is also possible that the bridging OD structure 4-1-c could
contribute. Though 4-1-c lies considerably higher in energy, at 91 kJ/mol above 4-1-a, it
represents an intermediate structure on the pathway to form 4-1-a after initial molecular
adsorption of D2O on (TiO2)4

–,503,511 and could be present if there was a high final barrier
to form 4-1-a.
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Figure 10.6: Experimental D2-tagged IRPD spectra (black) of [(TiO2)4(D2O)]–, simulated
unscaled linear IR absorption traces (blue), stick spectra (red), and relative energies (kJ/mol)
of the predicted lowest-lying isomers at the ωB97X-D/aVDZ level of theory.
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Figure 10.7: Experimental D2-tagged IRPD spectra (black) of [(TiO2)4(D2O)2]–, simulated
unscaled linear IR absorption traces (blue), stick spectra (red), and relative energies (kJ/mol)
of the predicted lowest-lying isomers at the ωB97X-D/aVDZ level of theory.

Experimentally, we observe one region (i) feature at 2723 cm−1 (peak A), which is con-
sistent with the potential presence of both 4-1-a and 4-1-b clusters, which have close-lying
OD stretching modes at 2885 cm−1 and 2892/2888 cm−1, respectively. In region (ii), 4-1-b
has two TiO stretching frequencies derived from its two remaining terminal TiO moieties,
narrowly spaced by 12 cm−1 at 1028 and 1016 cm−1, which straddle the single 4-1-a TiO
stretching frequency at 1021 cm−1. These three overlapping features could explain the ex-
perimental peaks B and C at 977 and 963 cm−1 in region (ii). The broad experimental
structure in region (iii) can be ascribed to overlapping peaks at 859/853 and 795 cm−1 from
4-1-a and at 854, 797, and 783 cm−1 from 4-1-b, all corresponding to stretching modes
involving all four nearly equivalent Ti-O-Ti bridges.

For [(TiO2)4(D2O)2]–, structure 4-2-c, lying at 83 kJ/mol above 4-2-a, is the lowest-
lying structure with a bridging OD group that reproduces the TiO stretching peak. Be-
tween structures 4-2-a and 4-2-c, the [(TiO2)4(D2O)2]– IRPD spectrum can largely be
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explained. In region (i), we observe a single experimental OD stretching feature (peak A)
at 2732 cm−1, which is matched by calculated modes spanning 2881–2889 cm−1 in 4-2-a and
2873–2904 cm−1 in 4-2-c. Peak B in region (ii) at 972 cm−1 corresponds to the TiO stretch-
ing feature in 4-2-c at 1012 cm−1. In region (iii), Ti-O-Ti bridge stretching peaks at 865/864
and 850 cm−1 from 4-2-a and 902, 880, and 809 cm−1 from 4-2-c could underlie the broad
experimental structure.

Finally, the fact that the [(TiO2)4(D2O)m]– D2O-loss IRMPD spectra in Fig. 10.9 look
quite distinct from the messenger-tagged IRPD spectra suggests that there may be a small
population of molecularly adsorbed clusters that readily dissociate D2O and thereby domi-
nate the IRMPD spectra. Structures 4-1-j and 4-2-g correspond to the lowest-lying molec-
ularly adsorbed [(TiO2)4(D2O)m]– structures, with D2O adsorbed on 4-0-a and 4-1-a, re-
spectively. The simulated IR spectrum of 4-1-b (Fig. 10.6) is in particularly compelling
agreement with the [(TiO2)4(D2O)]– D2O-loss IRMPD spectrum.

Ultimately, while we are unable to make definitive spectral and structural assignments
for the [(TiO2)4(D2O)m]– clusters, it is reasonable to ascribe the observed structure to con-
tributions from nultiple isomers. Experimentally, the presence of structures with bridging
OD groups and the potential presence of molecularly adsorbed structures suggests that there
may be significant isomerization barriers to form the lowest-energy n = 4 clusters, leading
to kinetic trapping of the partially dissociated species.

10.4.4 Structural Trends

The agreement between the experimental [(TiO2)n(D2O)m]– IRPD spectra and the simu-
lated IR spectra for the minimum-energy calculated structures are unambiguous for n = 2, 3
and within reason for n = 4. We confirm that the theoretical predictions made by Dixon
and coworkers513 for the neutral (TiO2)n(H2O)m clusters hold for their deuterated anionic

analogs: dissociative adsorption proceeds spontaneously on (TiO2)n
–/0

for the first two water
molecules with n = 2 and for the first three water molecules with n = 3. Our DFT calcula-
tions for all n = 2−4 anions reproduce the same minimum-energy structures that Dixon and
coworkers found for the neutral clusters,513 with the exception of the [(TiO2)2(D2O)]– cluster,
for which a different structure is favored between anion and neutral. Taken together, these
results indicate that the excess electron present in the (TiO2)n

– clusters does not drastically
affect the structural aspects of water dissociation.

Using the minimum-energy structures for each [(TiO2)n(D2O)m]– cluster, we can consider
the size-dependent evolution of their geometries, vibrational structure, and reactivity. For
the clusters considered here, dissociative adsorption proceeds preferentially at the underco-
ordinated Ti sites, and continues with the addition of subsequent water molecules until all Ti
sites have coordination numbers of four, and all terminal TiO moieties have been converted
to Ti-O-D. The hydrolysis limit of each bare (TiO2)n

– cluster is therefore closely related
to the initial number of unsaturated Ti atoms. The (TiO2)3

– cluster is a special case, as
the 3-0-a structure begins both with one coordinatively unsaturated Ti atom and a triply
coordinated central O atom. All Ti atoms in this cluster already have coordination numbers
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of 4 after reaction with one water to form 3-1-a, but it remains favorable for the cluster to
go on to dissociate a second and third water molecule in order to reduce the strain of the
central O atom in 3-1-a and the two Ti-O-Ti bridges that share Ti atoms in 3-2-a.513

Site-specific reactivity is also closely related to the localization of the singly occupied
molecular orbital (SOMO) for each doublet anion cluster. Li and Dixon report the SO-
MOs for the bare (TiO2)n

– clusters with n =2–4,417 while we plot the SOMOs for relevant
[(TiO2)n(D2O)m]– isomers in Fig. 10.11. In the bare clusters, the SOMO is always localized
to the undercoordinated Ti atoms. In all cases, after reaction with the first D2O, one of
these SOMO-localized undercoordinated reactive sites becomes 4-coordinated with the ad-
dition of a dangling TiO moiety. 2-1-a, 4-1-a, and 4-1-b have SOMOs localized to the last
remaining undercoordinated Ti atom, while the 3-1-a SOMO is more delocalized as all Ti
atoms are already fully coordinated. The SOMOs grow more delocalized with the addition
of subsequent waters molecules. This is in good agreement with bulk titania surface stud-
ies, which find that dissociative water adsorption occurs preferentially at defect sites, and
particularly at oxygen vacancies on undercoordinated Ti atoms.473–475,478,479,481,483,484,491 Our
work reiterates the validity of these small clusters as models for reactive point defects.

The vibrational trends observed as a function of cluster size and increasing water ad-
sorption are also of interest; the spectral signatures of water dissociation seen here may help
inform vibrational spectroscopic studies of water dissociation and oxidation intermediates
on bulk TiO2 surfaces.518–523. The clearest indicator of dissociative water adsorption is the
disappearance of structure in the TiO stretching regime from 900–1000 cm−1, as terminal
TiO moieties react to form Ti-O-D groups with sequential addition of D2O. These Ti-O-
D groups have lower-frequency stretching, bending, and wagging vibrational modes than
terminal TiO groups, leading to increased intense structure below 700 cm−1 in region (iv)
with the addition of water. Splitting between features in the OD stretching region (i) from
2600–3000 cm−1 decreases with increasing water adsorption, while structure in the Ti-O-Ti
bridge stretching region (iii) tends to blue-shift with increasing water adsorption.

Our IRPD results are consistent with prior vibrational studies of hydrated bulk TiO2.
Spectral assignments associated with dissociative water adsorption on TiO2 surfaces in the
literature have largely been based on OH stretching frequencies. Many groups assign vibra-
tional structure in the 3650–3750 cm−1 window to surface-bound hydroxyl groups.476,518–522

Finnie et al.520 reported two distinct OH vibrational features at 3730 and 3670 cm−1 that
remained on a TiO2 film after dehydration at high temperatures and assigned them to termi-
nal and bridging OH group stretches, respectively. Henderson476, on the other hand, studied
the vibrational features of a hydrated TiO2 surface with electron energy loss spectroscopy
and saw only one feature in this region at 3690 cm−1. In this work, we report OD stretches
in a fairly narrow 2709–2776 cm−1 range, which can be scaled by a factor of 1.36123,524 to
yield comparable OH stretching frequencies in the 3684–3775 cm−1 range, in good agreement
with the bulk surface assignments. In our DFT calculations, we see no major distinction in
stretching frequencies between terminal and bridging hydroxyl groups; compare for instance
the harmonic IR spectra of structures 4-1-a and 4-1-b in Fig. 10.6. Rather, we find that
hydroxyl stretching frequencies are affected by the extent to which they couple with other
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cluster modes as well as the coordination numbers of neighboring Ti atoms. More bulk spec-
troscopic work is needed to fully characterize the vibrational signatures of surface hydroxyl
groups in different bonding sites and environments.

10.4.5 Summary and Conclusions

We have reported vibrational action spectra of the cryo-cooled [(TiO2)n(D2O)m]– (n=2–4,
m=1–3) clusters, messenger-tagged with D2, in the 400–1200 cm−1 fingerprint range and the
2600–3000 cm−1 OD stretching range. DFT calculations performed at the ωB97X-D/aVDZ
level of theory allow for unambiguous structural and spectral assignment of the n = 2, 3
clusters with up to two and three adsorbed waters, respectively. We also comment on the
contributions to the spectra of the n = 4 clusters.

We find conclusive evidence that all clusters studied in this work have structures cor-
responding to dissociative adsorption of the water molecules on the (TiO2)n

– core. The
clearest spectral indicator of this process is the disappearance of terminal TiO stretching
vibrational structure in the 900–1000 cm−1 region that accompanies water adsorption. The
[(TiO2)n(D2O)m]– clusters studied here are of considerable interest as model systems for
photocatalytic water splitting on bulk TiO2. The ready dissociative adsorption of water on
undercoordinated Ti atoms illuminates at the molecular level how hydrolysis reactions may
be initiated at reactive TiO2 defect sites.
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– clusters before and after addition of
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Figure 10.9: Full-power D2O-loss IRMPD spectra of some [(TiO2)n(D2O)m]– clusters. Loss
of up to two D2O fragments is observed for [(TiO2)3(D2O)3]–.
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Figure 10.10: (a) 869i cm−1 vibrational normal mode of the C2-symmetric 2-2-a transi-
tion state of [(TiO2)2(D2O)2]– and (b) experimental IRPD spectrum (black) of D2-tagged
[(TiO2)2(D2O)2]– compared with simulated linear IR absorption traces (blue) and stick spec-
tra (red) of the C1-symmetric 2-2-a minimum energy structure and the C2-symmetric 2-2-a
transition state at the ωB97X-D/aVDZ level of theory. Energies are given in kJ/mol and
are not corrected for vibrational zero-point energy.
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Figure 10.11: Visualized singly occupied molecular orbitals of relevant low-lying
[(TiO2)n(D2O)m]– clusters.
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Calculated relative energies (kJ/mol), binding energies (BE) of the last D2O (kJ/mol), har-
monic vibrational frequencies (cm−1) above 400 cm−1, and IR intensities (in parenthesis,
km/mol) for low-lying [(TiO2)n(D2O)m]– cluster isomers at the ωB97X-D/aug-cc-pVDZ level
of theory. Vibrational zero point energy corrections are included for relative isomer energies
and D2O binding energies.

Cluster Isomer Energy D2O BE Harmonic frequencies and intensities

[(TiO2)2(D2O)]– 2-1-a 0 293 2930 (58), 2882 (39), 996 (356), 783 (461),
728 (257), 653 (214), 629 (477), 589 (50),

456 (49), 432 (27)

2-1-b 27 266 2895 (34), 2889 (60), 956 (475), 794 (443),
714 (278), 694 (225), 643 (309), 571 (349),
459 (3), 417 (57), 407 (48)

2-1-c 100 193 2934 (0), 2934 (92), 786 (0), 726 (325), 725
(308), 650 (0), 599 (534)

2-1-d 104 190 2914 (46), 2856 (18), 978 (596), 780 (359),
738 (109), 617 (585), 565 (52), 526 (33),
497 (150), 472 (5)

[(TiO2)2(D2O)2]– 2-2-a 0 169 2894 (0), 2893 (102), 2893 (10), 2892 (41),
804 (267), 741 (270), 677 (470), 653 (82),
644 (0), 602 (689), 581 (5), 429 (24), 414

(68), 407 (18)

2-2-a TS 25a – 2896 (0), 2895 (23), 2895 (140), 2895 (5),
742 (286), 728 (0), 667 (548), 660 (0), 650
(0), 597 (514), 491 (3), 869i (685)

2-2-b 47 123 2903 (46), 2889 (39), 2882 (37), 2879 (43),
988 (377), 721 (333), 665 (410), 628 (9),
610 (241), 599 (530), 535 (42), 529 (48),
446 (57), 409 (36)

2-2-c 85 84 2898 (35), 2885 (28), 2883 (73), 2525
(339), 944 (400), 820 (544), 741 (196), 701
(204), 692 (89), 645 (83), 607 (365), 544
(5), 489 (61), 424 (67), 416 (61)

aNot corrected for vibrational zero-point energy.
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Cluster Isomer Energy D2O BE Harmonic frequencies and intensities

[(TiO2)3(D2O)]– 3-1-a 0 213 2920 (74), 2890 (67), 1002 (500), 819
(349), 768 (637), 709 (156), 672 (197), 655
(306), 641 (307), 633 (270), 584 (72), 463

(1), 444 (20), 411 (7)

3-1-b 47 184 2919 (75), 2917 (64), 1020 (299), 983
(784), 755 (614), 717 (81), 659 (377), 649
(446), 621 (109), 588 (156), 542 (15), 527
(54), 452 (7), 411 (2)

3-1-c 61 170 2904 (64), 2890 (74), 1017 (382), 973
(558), 842 (403), 738 (360), 681 (594), 663
(104), 653 (179), 557 (145), 516 (21), 466
(34), 450 (50), 414 (48)

3-1-d 82 148 2891 (15), 2889 (125), 971 (438), 829 (51),
789 (868), 761 (403), 722 (125), 715 (212),
669 (6), 657 (1088), 547 (445), 461 (6), 439
(4), 430 (44), 418 (57), 411 (34)
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Cluster Isomer Energy D2O BE Harmonic frequencies and intensities

[(TiO2)3(D2O)2]– 3-2-a 0 148 2906 (57), 2901 (63), 2883 (73), 2807 (38),
835 (337), 800 (785), 747 (350), 704 (135),
696 (97), 686 (68), 654 (461), 643 (522),
601 (78), 582 (79), 513 (77), 497 (15), 417

(17), 412 (73)

3-2-b 43 105 2913 (72), 2887 (49), 2883 (69), 2666
(207), 1015 (378), 822 (415), 766 (793),
725 (222), 689 (123), 688 (124), 656 (317),
635 (369), 605 (91), 591 (81), 512 (109),
471 (43), 468 (8), 434 (59), 400 (83)

3-2-c 68 80 2894 (4), 2893 (13), 2892 (106), 2892
(106), 800 (0), 780 (708), 717 (483), 717
(483), 707 (2), 707 (2), 692 (185), 661 (0),
641 (985), 602 (0), 459 (2), 459 (2), 414
(60), 414 (60), 413 (83), 411 (1)

3-2-d 73 75 2883 (38), 2883 (57), 2880 (156), 2880
(6), 979 (315), 884 (622), 876 (1155), 732
(114), 699 (537), 687 (0), 685 (188), 641
(626), 552 (26), 519 (54), 467 (24), 428
(27), 422 (81), 409 (84), 407 (65)
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Cluster Isomer Energy D2O BE Harmonic frequencies and intensities

[(TiO2)3(D2O)3]– 3-3-a 0 94 2888 (49), 2883 (32), 2881 (87), 2879 (40),
2875 (70), 2865 (26), 902 (782), 885 (629),
719 (82), 702 (625), 688 (39), 684 (56), 651
(171), 635 (634), 597 (385), 569 (140), 477
(60), 459 (4), 446 (99), 430 (107), 424 (27),

416 (121), 408 (27)

3-3-b 33 61 2906 (64), 2897 (51), 2887 (74), 2846 (55),
2711 (200), 2656 (160), 824 (455), 790
(518), 752 (420), 738 (238), 717 (112), 706
(24), 678 (466), 653 (302), 627 (175), 601
(29), 582 (93), 565 (117), 536 (133), 513
(22), 484 (27), 423 (15), 412 (43), 409 (79)

3-3-c 34 61 2903 (56), 2895 (58), 2886 (67), 2858 (45),
2739 (196), 2698 (103), 857 (587), 799
(360), 740 (327), 733 (272), 709 (27), 703
(250), 679 (399), 651 (85), 633 (456), 596
(59), 575 (36), 554 (45), 502 (17), 475
(110), 452 (34), 420 (26), 415 (18), 400
(230)

3-3-d 39 56 2906 (62), 2902 (65), 2886 (68), 2869 (37),
2639 (387), 2420 (449), 1228 (25), 837
(385), 816 (742), 760 (476), 731 (114), 718
(60), 671 (164), 668 (42), 659 (485), 651
(512), 592 (120), 578 (100), 564 (1), 532
(30), 491 (4), 422 (14), 416 (61)

3-3-e 51 43 2909 (65), 2902 (70), 2818 (87), 2797 (35),
2794 (55), 2703 (97), 1232 (89), 838 (390),
790 (770), 745 (269), 717 (80), 695 (125),
681 (255), 658 (455), 650 (397), 602 (119),
586 (47), 527 (113), 517 (97), 496 (4), 459
(48), 420 (20)
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Cluster Isomer Energy D2O BE Harmonic frequencies and intensities

[(TiO2)4(D2O)1]– 4-1-a 0 323 2885 (53), 2885 (123), 1021 (453), 859
(1062), 853 (726), 795 (738), 699 (132),
683 (131), 669 (137), 662 (164), 629 (353),
626 (64), 597 (110), 529 (5), 520 (5), 490

(1), 489 (1), 404 (107), 402 (85)

4-1-b 42 282 2892 (75), 2888 (92), 1028 (370), 1016
(592), 854 (817), 797 (718), 783 (1095),
689 (173), 665 (1), 638 (234), 629 (36),
628 (27), 571 (97), 565 (7), 544 (0), 531

(7), 485 (20), 445 (1)

4-1-c 91 232 2882 (106), 2878 (66), 1023 (293), 1001
(644), 903 (844), 812 (665), 798 (839), 699
(337), 690 (13), 648 (42), 633 (96), 605
(22), 590 (207), 536 (34), 509 (11), 492
(27), 468 (11), 418 (22), 411 (93)

4-1-d 97 227 2903 (83), 2878 (76), 1014 (452), 851
(500), 800 (389), 768 (868), 734 (249), 707
(71), 688 (490), 675 (380), 662 (147), 645
(214), 599 (69), 593 (45), 481 (22), 456
(17), 424 (57), 414 (16), 400 (19)

4-1-e 98 223 2885 (84), 2871 (61), 1025 (297), 1002
(609), 870 (1016), 848 (822), 781 (553),
697 (82), 674 (373), 646 (30), 624 (153),
605 (261), 578 (1), 524 (13), 503 (13), 481
(15), 457 (25), 408 (81), 403 (30)

4-1-f 131 192 2882 (86), 2834 (40), 1025 (285), 1005
(586), 896 (731), 873 (1259), 804 (343),
739 (40), 690 (255), 645 (4), 627 (141),
613 (88), 539 (318), 500 (7), 474 (16), 455
(29), 449 (28), 411 (56), 404 (47)
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Cluster Isomer Energy D2O BE Harmonic frequencies and intensities

[(TiO2)4(D2O)1]– 4-1-g 132 191 2910 (76), 2888 (81), 1029 (418), 853
(854), 825 (763), 816 (190), 727 (89), 697
(86), 691 (199), 660 (137), 632 (431), 598
(411), 555 (80), 524 (80), 470 (14), 428

(17), 423 (5)

4-1-h 133 190 2874 (81), 2874 (78), 1029 (294), 985
(338), 882 (1500), 849 (276), 769 (788),
749 (14), 706 (159), 696 (43), 651 (818),
637 (88), 540 (29), 534 (45), 502 (29), 460
(46), 426 (52), 421 (50)

4-1-i 136 188 2897 (105), 2869 (39), 1031 (251), 1019
(536), 826 (310), 792 (1480), 749 (226),
710 (110), 688 (348), 675 (167), 660 (216),
641 (444), 598 (138), 512 (72), 445 (22),
438 (7), 427 (37), 424 (57)

4-1-j 220 104 2848 (66), 2737 (36), 1193 (45), 1013
(324), 992 (634), 872 (423), 857 (1260),
795 (443), 719 (48), 686 (58), 630 (0), 625
(125), 578 (294), 510 (21), 493 (4), 481
(0), 478 (15), 439 (421), 411 (4)

4-1-k 253 71 2841 (64), 2491 (175), 1180 (29), 1025
(554), 1008 (288), 800 (351), 766 (1176),
735 (87), 712 (124), 674 (28), 664 (195),
624 (241), 587 (325), 546 (506), 499 (4),
478 (6), 475 (18), 443 (61), 429 (129), 428
(4)
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Cluster Isomer Energy D2O BE Harmonic frequencies and intensities

[(TiO2)4(D2O)2]– 4-2-a 0 178 2889 (28), 2888 (95), 2888 (120), 2881
(49), 865 (702), 864 (601), 850 (828), 720
(7), 691 (44), 679 (180), 673 (482), 664
(128), 641 (347), 624 (209), 614 (391), 588

(165), 523 (2), 518 (9), 458 (0), 452 (5)

4-2-b 80 98 2901 (72), 2899 (47), 2890 (140), 2888
(22), 867 (970), 839 (356), 803 (479), 774
(16), 754 (351), 723 (89), 719 (85), 693
(39), 666 (818), 666 (647), 645 (216), 558
(79), 549 (17), 470 (42), 468 (0), 421 (28),
419 (13), 402 (10)

4-2-c 83 95 2904 (72), 2886 (68), 2883 (94), 2873 (69),
1012 (438), 902 (532), 880 (532), 809
(888), 725 (232), 699 (88), 678 (359), 648
(230), 633 (9), 620 (324), 606 (13), 580
(266), 548 (15), 496 (80), 477 (13), 452
(7), 418 (17), 402 (96)

4-2-d 100 78 2924 (81), 2899 (78), 2885 (72), 2852 (54),
916 (344), 820 (295), 792 (1105), 739
(140), 726 (48), 709 (170), 698 (107), 672
(339), 669 (652), 651 (381), 636 (95), 614
(225), 561 (88), 490 (48), 482 (18), 442
(26), 427 (36), 413 (86), 406 (33)
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Cluster Isomer Energy D2O BE Harmonic frequencies and intensities

[(TiO2)4(D2O)2]– 4-2-e 107 71 2903 (70), 2884 (62), 2884 (94), 2835 (52),
1017 (396), 908 (594), 878 (226), 869
(1127), 747 (55), 697 (120), 679 (372), 673
(62), 646 (6), 632 (268), 599 (193), 538
(275), 508 (3), 474 (120), 459 (1), 455 (24),

438 (4)

4-2-f 114 64 2897 (72), 2896 (41), 2895 (110), 2877
(86), 879 (245), 847 (450), 799 (486), 743
(74), 735 (229), 721 (66), 688 (468), 685
(20), 671 (183), 650 (601), 645 (173), 599
(449), 531 (31), 464 (11), 455 (49), 429
(51), 415 (66), 409 (8)

4-2-g 118 60 2885 (66), 2885 (97), 2830 (51), 2535
(145), 1188 (22), 1016 (444), 852 (997),
846 (704), 805 (620), 696 (129), 684 (80),
674 (72), 655 (212), 632 (395), 620 (3),
599 (160), 554 (423), 530 (6), 503 (21),
491 (3), 484 (5), 411 (63), 404 (124), 401
(60)
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Optimized Cartesian coordinates (Å) of the low-lying [(TiO2)n(D2O)m]– isomers calculated
with ωB97X-D/aug-cc-pVDZ.

Isomer x y z

2-1-a Ti -1.2544 -0.0822 0.0015
Ti 1.4713 -0.0016 -0.0039
O -2.3689 1.4489 -0.0066
O -2.1206 -1.4751 0.0208
O 0.2026 -0.0514 -1.2744
O 0.2177 -0.0239 1.2717
O 3.3724 0.1390 -0.0694
D -3.3176 1.3139 0.0016
D 4.1208 0.2303 0.5149

2-1-b Ti -1.1029 0.0426 0.0000
Ti 1.6182 -0.2611 0.0002
O -2.3805 -1.3254 -0.0008
O -1.9637 1.7025 0.0002
O 0.1245 -0.1249 1.2725
O 0.1252 -0.1244 -1.2720
O 3.1325 0.4382 -0.0005
D -2.1560 -2.2561 0.0008
D -1.4859 2.5326 0.0000

2-1-c Ti -1.1375 0.0537 0.0007
Ti 1.1376 -0.0538 0.0008
O -3.0450 0.0326 -0.0004
O -0.0523 -1.2778 0.7617
O -0.0008 -0.0204 -1.4872
O 0.0527 1.2980 0.7265
O 3.0451 -0.0321 -0.0004
D -3.8888 -0.4095 -0.0179
D 3.8895 0.4089 -0.0183

2-1-d Ti -1.1974 -0.0631 0.0708
Ti 1.3133 -0.0365 -0.0120
O -3.1031 -0.1853 -0.0502
O 0.0105 -0.4992 1.3617
O 0.0970 1.6515 -0.2066
O 0.1723 -0.6999 -1.2327
O 2.9623 -0.2622 -0.0052
D -3.7605 -0.1339 -0.7409
D 0.0986 2.2880 0.5115
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Isomer x y z

2-2-a Ti -1.3248 0.0000 0.0000
Ti 1.4112 0.0000 0.0000
O -2.4099 -1.5402 -0.0004
O -2.4099 1.5402 0.0004
O -0.1096 -0.0356 -1.2785
O -0.1096 0.0356 1.2785
O 2.4063 -1.5962 0.0658
O 2.4063 1.5962 -0.0658
D -2.1073 -2.3717 -0.3659
D -2.1073 2.3717 0.3659
D 2.0632 -2.4846 0.1597
D 2.0632 2.4846 -0.1597

2-2-a TS Ti 0.0000 -1.3024 0.0000
Ti 0.0000 1.3024 0.0000
O -1.3226 0.0000 0.0002
O -0.0405 -2.3510 1.5594
O -0.0405 2.3505 -1.5597
O 0.0405 -2.3505 -1.5597
O 0.0405 2.3510 1.5594
O 1.3226 0.0000 0.0002
D -0.2914 -2.0369 2.4279
D -0.2924 2.0363 -2.4278
D 0.2924 -2.0363 -2.4278
D 0.2914 2.0369 2.4279

2-2-b Ti -1.4602 -0.0459 -0.0377
Ti 1.4514 0.0808 -0.0538
O -2.4961 -1.6148 0.0167
O -2.3917 1.5934 -0.0752
O 0.0374 0.0162 -1.2201
O 0.0582 -0.1278 1.3849
O 2.2206 1.5321 0.0581
O 2.6610 -1.3797 -0.1277
D -2.1869 -2.4956 -0.1966
D -1.9610 2.4308 -0.2539
D 0.0270 0.3384 2.2188
D 3.5982 -1.1962 -0.0502

2-2-c Ti -1.8150 -0.0705 -0.0086
Ti 1.4993 -0.0733 0.0001
O -3.5006 -0.9625 -0.1248
O -1.7098 1.5861 0.1930
O -0.0419 -0.8883 -0.0888
O 1.1065 1.6745 0.2729
O 2.4639 -0.2554 -1.5808
O 2.5373 -0.7686 1.3751
D -4.3583 -0.5412 -0.0773
D 0.1470 1.8926 0.2869
D 2.1413 0.1160 -2.4033
D 2.1744 -1.3906 2.0074
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Isomer x y z

3-1-a Ti -1.1260 -1.0633 -0.0802
Ti -0.4422 1.6162 -0.0338
Ti 1.6117 -0.3512 -0.0714
O -2.3699 -2.3136 0.5625
O -1.7171 0.4529 -0.8625
O -0.8873 3.0590 0.6098
O -0.1101 -0.0020 1.0790
O 0.3098 -1.6654 -0.8798
O 1.2965 1.3307 -0.7166
O 3.2551 -1.0661 0.5148
D -3.2647 -2.1016 0.8302
D 4.0937 -0.7007 0.7887

3-1-b Ti -1.1422 -1.2360 -0.0107
Ti -0.6701 1.5052 0.0708
Ti 1.6573 -0.1157 0.0473
O -2.1364 -2.3700 -0.6570
O -1.8765 0.2449 0.7995
O -1.2156 2.9119 -0.5727
O -0.0624 -0.0244 -1.0528
O 0.6130 -1.7455 0.8408
O 1.0918 1.3998 0.8364
O 3.3803 -0.5389 -0.5885
D 0.8689 -2.3449 1.5382
D 4.1887 -0.0550 -0.7453

3-1-c Ti -1.3091 -0.8064 -0.0996
Ti -0.1154 1.6693 0.0057
Ti 1.5702 -0.8830 -0.0186
O -2.8127 -1.7092 0.5541
O -1.5255 0.8262 -0.9020
O -0.3371 3.1410 0.6828
O -0.0963 0.0522 1.0540
O -0.0958 -1.7396 -0.9036
O 1.6086 1.1686 -0.8079
O 2.9187 -1.5627 0.6635
D -2.8901 -2.6615 0.6197
D 2.4059 1.6930 -0.8720

3-1-d Ti -3.0321 0.0000 -0.1502
Ti -0.2979 0.0000 -0.0672
Ti 2.4239 0.0000 0.0449
O -4.5335 0.0000 0.5601
O -1.4997 -1.2882 -0.1326
O -1.4997 1.2882 -0.1326
O 1.0989 0.0000 1.2389
O 1.1911 0.0000 -1.2534
O 3.4749 -1.5219 0.0842
O 3.4749 1.5219 0.0842
D 3.1398 -2.4192 0.1030
D 3.1398 2.4192 0.1030
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Isomer x y z

3-2-a Ti -1.8125 -0.1122 0.0185
Ti 0.9172 1.3447 0.0582
Ti 1.0759 -1.3383 0.1008
O -3.4246 -0.1752 0.9236
O -2.1519 -0.1273 -1.7939
O -0.9389 1.3939 0.4417
O -0.7627 -1.5252 0.4355
O 0.9301 0.1293 -1.2409
O 1.6026 0.2374 1.2245
O 1.8169 2.9738 -0.2127
O 2.3206 -2.7323 -0.1274
D -3.7061 0.5502 1.4835
D -1.3324 -0.0611 -2.3000
D 2.6915 3.1959 0.1049
D 3.2375 -2.7528 -0.3964

3-2-b Ti 0.0067 1.6641 -0.2404
Ti 1.6443 -0.6651 0.0482
O -2.9362 -0.7405 1.3047
O -1.6473 1.0601 -0.6912
O -1.6044 -2.1196 -0.9538
O 0.0604 -0.2161 0.8531
O 0.1979 3.4905 0.1475
O 1.2736 -2.1145 -0.9988
O 1.7207 0.8578 -0.8138
O 3.0983 -0.9498 1.1762
D -2.1629 -2.8880 -0.8308
D -0.4209 4.1413 0.4740
D 0.3423 -2.3142 -1.2033
D 3.2962 -1.8108 1.5483

3-2-c Ti 0.0000 0.0000 -2.7261
Ti 0.0000 0.0000 0.0000
Ti 0.0000 0.0000 2.7261
O -1.5264 0.0000 -3.7880
O -1.2675 0.0000 1.4700
O 0.0000 -1.5264 3.7880
O 0.0000 -1.2676 -1.4700
O 0.0000 1.2676 -1.4700
O 0.0000 1.5264 3.7880
O 1.2675 0.0000 1.4700
O 1.5264 0.0000 -3.7880
D -2.4215 -0.0001 -3.4473
D 0.0000 -2.4214 3.4474
D 0.0000 2.4214 3.4474
D 2.4215 0.0001 -3.4473
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Isomer x y z

3-2-d Ti -1.7049 -0.7365 0.0208
Ti 0.0001 2.1028 -0.1761
Ti 1.7049 -0.7366 0.0208
O -2.5991 -1.4907 -1.4181
O -2.5827 -1.1613 1.5944
O -1.6326 0.9843 -0.1774
O 0.0000 -1.3946 0.1016
O 0.0001 3.7281 0.1061
O 1.6327 0.9842 -0.1771
O 2.5828 -1.1617 1.5943
O 2.5988 -1.4908 -1.4183
D -2.8970 -0.4769 2.1875
D -2.6690 -2.4403 -1.5300
D 2.6673 -2.4404 -1.5312
D 2.8969 -0.4774 2.1876

3-3-a Ti -1.4566 -1.2904 0.0270
Ti -0.3973 1.8888 0.0242
Ti 1.9182 -0.6257 -0.0274
O -2.3311 -1.9620 -1.4673
O -2.1854 -2.0404 1.5592
O -1.6171 0.5387 0.0788
O -0.6629 2.8639 -1.5406
O -0.6074 2.9876 1.5080
O 0.2257 -1.6576 -0.0621
O 1.1949 1.2070 0.0264
O 2.7815 -0.8571 -1.6769
O 2.8586 -0.9616 1.5713
D -1.8329 -2.3504 -2.1883
D -1.6154 -2.3879 2.2474
D -1.5480 2.9610 -1.8969
D 0.0562 2.9878 2.2000
D 2.4607 -0.4960 -2.5056
D 3.8080 -1.0602 1.6478
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Isomer x y z

3-3-b Ti -2.2324 -0.2358 -0.0129
Ti 0.5479 1.5288 0.1191
Ti 1.8418 -0.8740 0.0090
O -4.0512 0.0854 -0.0680
O -1.8696 -1.5057 1.2421
O -1.6070 -0.8403 -1.6186
O -1.3137 1.2371 0.3407
O 0.7819 -2.4076 0.2901
O 1.0555 0.1437 -1.2197
O 1.2546 3.2507 -0.0585
O 1.6020 0.3137 1.2783
O 3.6411 -1.2718 -0.3297
D -4.4229 0.9685 -0.0515
D -0.9685 -1.8681 1.2686
D -0.6883 -0.5680 -1.8007
D 0.1731 -2.6842 -0.4009
D 2.1296 3.5729 -0.2694
D 4.3672 -0.6794 -0.1350

3-3-c Ti -1.9429 -0.8184 0.0004
Ti -0.5053 1.5315 -0.1212
Ti 2.2228 -0.3421 0.0536
O -3.7296 -1.0666 0.4751
O -1.6615 0.4693 -1.2114
O -1.1290 -2.4031 -0.4418
O -0.9643 0.1145 1.1609
O -0.8241 3.3897 -0.0500
O 1.4232 1.1537 -0.2847
O 1.6344 -1.5762 -1.2260
O 1.6808 -0.9515 1.6856
O 4.0661 -0.1428 0.0120
D -4.3365 -0.3616 0.7013
D -0.8854 4.0085 0.6759
D -0.1720 -2.4257 -0.5942
D 0.7469 -0.7417 1.8588
D 1.1559 -1.2471 -1.9913
D 4.4793 0.7103 -0.1284
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Isomer x y z

3-3-d Ti -1.8491 -0.1159 -0.3097
Ti 1.0324 1.2590 -0.3979
Ti 1.0953 -1.4013 -0.0549
O -3.1938 -0.3101 -1.5633
O -2.6049 0.0819 1.3261
O -0.8149 1.3270 -0.6732
O -0.7565 -1.5534 -0.3236
O -0.5061 0.6489 3.1589
O 1.1530 0.2399 1.0828
O 1.6150 -0.0306 -1.4220
O 1.9706 2.8841 -0.4250
O 2.2857 -2.8094 0.3012
D -3.0295 -0.6371 -2.4490
D -2.0206 0.2435 2.0914
D -0.5036 1.6066 3.2230
D 0.1628 0.4613 2.4522
D 2.8601 3.0225 -0.7487
D 3.2176 -2.8431 0.5111

3-3-e Ti -1.3683 -0.8025 0.1925
Ti 0.6707 1.5739 0.1765
Ti 1.6976 -0.9110 -0.0378
O -3.7917 1.1336 -0.5211
O -2.8143 -1.4423 1.1240
O -1.8579 -0.7856 -1.6051
O -1.0460 0.9305 0.6399
O 0.0969 -1.7916 0.4644
O 1.0264 0.2215 -1.2400
O 1.1548 3.3727 -0.0441
O 1.9273 0.3542 1.1464
O 3.1903 -1.9474 -0.5023
D -3.5976 -0.8837 1.0565
D -3.3760 0.5698 -1.1919
D -3.0237 1.4891 -0.0516
D -1.1128 -0.5003 -2.1496
D 1.9223 3.8241 -0.3911
D 4.1011 -1.7906 -0.2553
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Isomer x y z

4-1-a Ti -1.5995 -0.9149 -0.3536
Ti 0.0000 0.1787 2.0101
Ti 0.0000 1.8692 -0.5605
Ti 1.5995 -0.9149 -0.3536
O -3.0917 -1.8383 -0.9490
O -1.5083 -0.7393 1.4733
O -1.4971 0.7185 -1.0006
O 0.0000 -1.6995 -0.7981
O 0.0000 1.8432 1.3536
O 0.0000 3.3415 -1.2525
O 1.4971 0.7185 -1.0006
O 1.5083 -0.7393 1.4733
O 3.0917 -1.8383 -0.9490
D -3.7212 -1.4660 -1.5682
D 3.7212 -1.4660 -1.5682

4-1-b Ti -1.4790 -1.2467 -0.4783
Ti -0.1794 1.9194 -0.4577
Ti -0.1643 0.0498 2.0048
Ti 1.7027 -0.7039 -0.3160
O -2.6331 -2.2075 -1.1045
O -1.6044 0.6631 -1.1549
O -1.5070 -1.0004 1.3895
O -0.3713 1.7516 1.4032
O -0.3110 3.4219 -1.0663
O 0.3066 -1.6670 -0.9191
O 1.3950 0.9593 -0.8998
O 1.4805 -0.6228 1.5073
O 3.3552 -1.3619 -0.8403
D -2.2614 0.9343 -1.7965
D 4.0177 -0.8333 -1.2872

4-1-c Ti -1.3935 -1.3643 -0.4543
Ti -0.6394 1.7902 -0.5140
Ti -0.1317 0.0624 2.0118
Ti 1.8719 -0.3138 -0.2980
O -2.3444 -2.5569 -1.0403
O -1.6430 0.3312 -1.1152
O -1.2160 -1.2551 1.4384
O -1.0407 3.2414 -1.1365
O -0.6148 1.6702 1.4054
O 0.5954 -1.6805 -0.9633
O 1.2160 1.1413 -0.9248
O 1.6458 -0.3363 1.4759
O 3.5926 -0.6881 -0.8480
D 0.8617 -2.5713 -1.1969
D 4.0500 -0.2042 -1.5379
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Isomer x y z

4-1-d Ti -2.3048 -0.5663 -0.2784
Ti -0.4837 1.5641 -0.0467
Ti 0.2556 -1.5784 0.4560
Ti 2.3400 -0.0045 -0.1542
O -3.8643 -0.6123 0.2006
O -1.6691 1.0050 -1.2427
O -1.3363 -2.1712 -0.2627
O -0.9486 3.1883 0.7087
O -0.9082 0.0721 0.9881
O 1.2725 1.5034 -0.4825
O 1.4598 -1.3280 -0.9893
O 1.7642 -0.6132 1.3797
O 4.1875 0.1339 -0.3902
D -0.2958 3.7511 1.1291
D 4.8774 -0.3047 0.1066

4-1-e Ti -1.3732 -1.2802 -0.6014
Ti -0.4295 1.8265 -0.5550
Ti -0.0729 0.1388 2.0477
Ti 1.7712 -0.5439 -0.3425
O -2.4883 -2.3348 -1.1605
O -1.6416 0.4817 -1.0324
O -1.4386 -1.2021 1.4894
O -0.7109 3.2980 -1.1934
O -0.4617 1.7184 1.4201
O 0.4706 -1.6814 -0.8233
O 1.3150 1.0491 -0.9263
O 1.5517 -0.4304 1.5258
O 3.4712 -1.0606 -0.8740
D -2.3181 -1.3441 1.8451
D 4.0753 -0.4674 -1.3231

4-1-f Ti -1.0493 1.5976 -0.5084
Ti -0.9337 -1.6323 -0.5706
Ti -0.2735 -0.0324 2.0465
Ti 1.8591 0.0635 -0.4227
O -1.7731 2.9246 -1.1185
O -1.6749 -0.0277 -1.1340
O -1.5888 -2.9812 -1.2081
O -1.0334 1.4348 1.4398
O -0.9264 -1.5268 1.3908
O 0.9213 1.4686 -0.7823
O 1.0107 -1.3833 -0.8787
O 1.7215 -0.0177 1.6245
O 3.6432 0.1008 -0.9275
D 2.2390 -0.7537 1.9670
D 4.1019 0.8967 -1.2019
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Isomer x y z

4-1-g Ti -1.9014 -0.5909 -0.4420
Ti 0.0739 1.8875 -0.1630
Ti 0.0117 -0.6968 1.5834
Ti 1.8964 -0.7277 -0.5019
O -3.0651 -1.4490 -1.5347
O -1.9010 -0.9200 1.3285
O -1.5404 1.1706 -0.7808
O -0.0667 -1.0937 -0.3603
O 0.1072 1.0784 1.5603
O 0.1255 3.6986 -0.1453
O 1.5302 1.1423 -0.8753
O 1.7291 -1.1843 1.3994
O 2.8516 -1.5944 -1.4997
D -3.7104 -2.1654 -1.5508
D 3.7763 -1.8081 -1.6708

4-1-h Ti -2.6811 0.0000 -0.3048
Ti 0.1320 -1.7325 0.3619
Ti 0.1320 1.7325 0.3619
Ti 2.0633 0.0000 -0.7764
O -4.2515 0.0000 -0.8004
O -1.5563 -1.6080 -0.0112
O -1.5563 1.6080 -0.0112
O 0.5134 -3.0670 1.5793
O 0.5134 3.0670 1.5793
O 0.8363 0.0000 0.8503
O 1.2291 -1.6823 -1.0591
O 1.2291 1.6823 -1.0591
O 3.6662 0.0000 -0.5082
D 1.3983 -3.4206 1.6907
D 1.3983 3.4206 1.6907

4-1-i Ti -2.5574 -0.5711 0.2040
Ti -0.6711 1.4787 0.0920
Ti 0.1272 -1.2404 -0.5030
Ti 2.7255 -0.2040 0.2078
O -4.1217 -0.8271 -0.1817
O -1.9632 1.0263 1.1906
O -1.3676 -1.9934 0.3223
O -1.2660 0.2235 -1.1202
O -0.5514 3.2448 -0.4274
O 0.8574 0.5157 0.4130
O 1.8827 -1.6647 -0.6797
O 3.4588 -0.5707 1.6094
O 3.8105 0.8900 -0.8687
D -1.1858 3.9529 -0.3140
D 3.5345 1.1023 -1.7628
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Isomer x y z

4-1-j Ti -1.7609 -0.0001 0.0886
Ti 0.5043 0.0000 2.0058
Ti 0.8947 -1.6237 -0.6284
Ti 0.8946 1.6238 -0.6283
O -3.6954 -0.0001 -0.9311
O -1.3992 -0.0001 1.8518
O -1.1029 -1.4206 -0.6689
O -1.1030 1.4205 -0.6689
O 1.1737 -1.4869 1.2776
O 1.1736 1.4870 1.2776
O 1.4748 -2.9663 -1.3601
O 1.4425 0.0000 -1.3438
O 1.4747 2.9664 -1.3601
D -3.6154 -0.7707 -1.5099
D -3.6154 0.7705 -1.5099

4-1-k Ti -2.2633 -0.0490 0.5760
Ti -0.2809 -1.1589 -1.0969
Ti -0.1553 1.5915 -0.5244
Ti 1.7906 -0.3038 0.6374
O -3.2021 -0.2692 1.8934
O -2.0362 -1.4776 -0.7000
O -1.9716 1.6960 -0.0613
O -0.2497 -0.1510 0.5925
O -0.1236 0.2960 -2.0586
O 1.3601 -1.7476 -0.5729
O 1.6039 1.5935 0.0991
O 2.3856 -0.6576 2.1113
O 3.7805 0.3065 -0.2179
D 3.3059 1.1690 -0.2925
D 4.3161 0.3630 0.5806
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Isomer x y z

4-2-a Ti -0.2715 1.5872 1.0901
Ti -0.4799 0.0000 1.9882
Ti -0.5478 3.1045 2.1270
Ti -0.2715 -1.5872 1.0901
O -0.5478 -3.1046 2.1270
O -1.3392 -1.4955 -0.2834
O -1.3392 1.4955 -0.2834
O 0.6174 0.0000 -1.9657
O 1.8394 0.0000 -0.6739
O 1.4267 -1.4314 0.3743
O 1.4267 1.4314 0.3743
O 3.5794 0.0000 -1.3199
O -1.2543 0.0000 -1.5681
O -2.6403 0.0000 -2.8307
D -1.1939 -3.7751 1.9014
D -3.5811 0.0000 -2.6502
D 3.7938 0.0000 -2.2536
D -1.1939 3.7750 1.9015

4-2-b Ti -1.6698 1.3564 0.0096
Ti -1.6628 -1.3432 -0.0065
Ti 1.6725 -1.3211 -0.0131
Ti 1.6928 1.4028 -0.0031
O -3.0892 2.5496 0.0232
O -3.0777 -2.5415 -0.0068
O -1.7828 0.0153 -1.2305
O -1.7716 0.0004 1.2349
O -0.0825 2.1281 0.0110
O -0.0762 -2.1086 -0.0152
O 1.7654 -0.0950 -1.2777
O 1.7902 -0.1309 1.2626
O 3.0572 -2.5824 -0.0147
O 3.1846 2.5277 -0.0039
D -4.0133 2.2973 0.0211
D -4.0020 -2.2898 -0.0063
D 3.8437 -2.5278 0.5277
D 4.1134 2.3302 -0.1176
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Isomer x y z

4-2-c Ti -1.4269 -1.4058 -0.3890
Ti -0.4778 0.7244 1.8722
Ti -0.1323 1.5084 -1.2300
Ti 1.8252 -0.7703 -0.1385
O -2.5240 -2.7549 -1.1078
O -1.5487 -0.6784 1.2975
O -1.2187 0.1999 -1.5548
O -0.7404 1.3060 3.3753
O -0.4004 1.9977 0.4886
O -0.2516 2.8935 -2.4671
O 0.5497 -1.8694 -0.4101
O 1.4029 -0.1063 1.6994
O 1.5687 0.6792 -1.1449
O 3.5254 -1.4990 -0.2396
D -3.2491 -3.2365 -0.7117
D -0.7753 2.8227 -3.2663
D 2.0861 0.2578 2.2657
D 3.6964 -2.4399 -0.3040

4-2-d Ti -2.2681 -0.4671 -0.3933
Ti -0.5254 1.7133 0.1957
Ti 0.3499 -1.5296 0.2578
Ti 2.2778 0.3487 -0.3401
O -4.1167 -0.7289 -0.3471
O -1.8063 1.3743 -0.9554
O -1.1992 -1.9869 -0.5706
O -0.9628 3.1051 1.3402
O -0.7692 0.0032 0.9063
O 0.8510 -3.0182 1.2290
O 1.1517 1.8354 -0.4823
O 1.3489 -1.0057 -1.1764
O 1.8949 -0.3456 1.1688
O 4.0908 0.5694 -0.7342
D -4.8657 -0.5842 0.2262
D -1.8620 3.4201 1.4430
D 1.6875 -2.9103 1.6907
D 4.8238 0.2189 -0.2286
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Isomer x y z

4-2-e Ti -1.6937 0.8789 -0.5902
Ti 0.0001 -1.9849 -0.5246
Ti 0.0000 0.0148 2.0293
Ti 1.6937 0.8790 -0.5902
O -3.2073 1.7505 -1.2287
O -1.4897 0.9219 1.1541
O -1.4290 -0.7083 -1.1732
O 0.0001 -3.6646 -1.3782
O 0.0000 -1.7044 1.2721
O 0.0000 0.0610 3.6582
O 0.0000 1.8255 -1.2060
O 1.4290 -0.7082 -1.1732
O 1.4896 0.9220 1.1541
O 3.2072 1.7506 -1.2287
D -3.7191 1.4403 -1.9773
D 0.0001 -4.5420 -0.9976
D -0.0001 2.7619 -0.9835
D 3.7190 1.4405 -1.9773

4-2-f Ti -2.2676 0.0080 -0.4293
Ti -0.0089 -1.5167 0.2910
Ti -0.0029 1.5543 0.3692
Ti 2.2675 -0.0064 -0.4241
O -4.1409 0.0475 -0.3196
O -1.4588 1.4242 -1.0345
O -1.4065 -1.5483 -0.9073
O -1.2228 -0.0287 1.0556
O -0.0097 3.1605 1.2982
O -0.0036 -3.0167 1.3495
O 1.2088 -0.0280 1.0549
O 1.3728 -1.5721 -0.8930
O 1.4967 1.4015 -1.0462
O 4.1365 -0.0152 -0.2805
D -4.6964 -0.6584 0.0115
D -0.3306 4.0046 0.9805
D 0.7922 -3.5416 1.4561
D 4.7154 0.7353 -0.4139
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Isomer x y z

4-2-g Ti -0.8390 -0.5350 -1.5611
Ti -0.7775 1.5106 0.7720
O -1.5331 2.9821 1.6179
Ti 0.0548 -1.5725 1.2093
Ti 1.9163 0.3923 -0.5274
O -3.0897 -0.6346 -2.0471
O -1.6459 1.0402 -0.7514
O -0.8751 -1.9278 -0.4321
O -0.7578 0.0730 1.8048
O 0.0609 -2.7921 2.2894
O 0.9051 -0.0649 -1.9841
O 0.9710 1.7538 0.2526
O 1.7852 -0.9591 0.6002
O 3.6750 0.8224 -0.9380
D -3.3751 -1.3636 -1.4843
D -3.0885 0.1609 -1.4675
D -1.7215 2.9932 2.5574
D 4.4219 0.3679 -0.5457
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Part V

Transition State Spectroscopy

Nature, it seems, is the popular
name for milliards and milliards
and milliards of particles
playing their infinite game of
billiards and billiards and
billiards.

Piet Hein
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Chapter 11

Reactive resonances in F + H2

The content and figures of this chapter are reprinted or adapted with permission from
J. B. Kim, M. L. Weichman, T. F. Sjolander, D. M. Neumark, J. K los, M. H. Alexander,

and D. E. Manolopoulos, “Spectroscopic observation of resonances in the F + H2 reaction”
Science 349, 510 (2015).

http://science.sciencemag.org/content/349/6247/510
http://science.sciencemag.org/content/349/6247/510
http://science.sciencemag.org/content/349/6247/510


CHAPTER 11: Reactive resonances in F + H2 301

Abstract

Photodetachment spectroscopy of the FH2
– and FD2

– anions allows for the direct ob-
servation of reactive resonances in the benchmark reaction F + H2 −−→ HF + H. Using
cooled anion precursors and a high-resolution electron spectrometer, we observe several nar-
row peaks not seen in previous experiments. Theoretical calculations, based on a highly
accurate F + H2 potential energy surface, convincingly assign these peaks to resonances as-
sociated with quasibound states in the HF + H and DF + D product arrangements and with
a quasibound state in the transition state region of the F + H2 reaction. The calculations
also reveal quasibound states in the reactant arrangement, which have yet to be resolved
experimentally.

11.1 Text

Much of our understanding of the structures of stable molecules has come from spec-
troscopy. The analysis of bound-bound transitions yields molecular geometries and frequen-
cies, fingerprints of the molecular potential energy surface (PES). The observation of similar
sharp structures during a chemical reaction would give comparable insight into the reactive
PES, in particular in the all important transition state region.104 The fleeting nature of the
transition state makes this task much more challenging, however. Here, we report the spec-
troscopic observation of sharp resonance structures associated with the transition state and
product valley regions of the F + H2 −−→ HF + H reaction, a benchmark reaction in the field
of chemical reaction dynamics.525

The rapid variation of a scattering cross section with energy or angle has long guided
physicists in the investigation of nuclear and subnuclear structure. These so-called reso-
nances are signs of metastable excited states or previously unknown particles. In chemistry,
the experimental and theoretical search for these quantum features in reactive scattering ex-
periments has been intense.526–530 Although tentative experimental evidence for resonances
in the F+H2 reaction was first reported in the 1980s,108 it took until 2000 for a resonance to
be unambiguously identified in a crossed molecular beam experiment, as a step-like feature
in the energy dependence of the integral cross section of F + HD −−→ HF + D.109,531 The
same resonance a quasibound state in the FHD transition state region with three quanta of
excitation in the H−F stretch and none in either the H−D stretch or the bend - has since
been found under higher resolution to give rise to undulations in individual state-to-state
differential cross sections of the reaction as a function of the collision energy.532 More recent
molecular beam experiments combined with theoretical simulations have also provided some
evidence for a resonance533 (or perhaps two resonances534) in F + H2.

Anion photoelectron spectroscopy provides an alternative experimental approach to the
study of chemical reactions.105 Because the geometry of the FH2

– anion is close to that of the
neutral F + H2 transition state, photodetachment of the electron from the anion provides a
direct spectroscopic probe of the transition state dynamics,34 as illustrated in Fig. 11.1. If the
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F(2P3/2) + H2
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Figure 11.1: Schematic of the energetics of the photodetachment process. Arrows show
the relationship between the experimental electron binding energy (eBE) and the scattering
energy (E).

precursor anion is rotationally cold, this probe avoids the averaging over angular momentum
that tends to obscure resonances in a crossed molecular beam experiment. Previous spectra
of FH2

– have revealed broad peaks associated with the bending levels of the FH2 transition
state complex, which correspond to the “quantized bottlenecks” of the reaction rather than
reactive scattering resonances.110 Calculations based on the best potential energy surface
then available reproduced the positions and intensities of these broad peaks, as well as
predicting a number of narrower peaks, which were assigned to resonances.111 Unfortunately,
the experimental resolution available at the time (∼20 meV) was not high enough to permit
the detection of these features.

The development of slow-electron velocity-map imaging (SEVI) with cryogenic ion cooling
has enabled the acquisition of photoelectron spectra of complex species with sub-millielectron
volt (sub-meV) resolution.49 Much improved signal-to-noise ratio compared to that of a
previous SEVI report112 has allowed the detection of sharp peaks in the spectra of both
FH2

– and FD2
–, which we report here.
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The experimental apparatus has been described in detail previously,49,114 with relevant
features highlighted in the Supporting Information (SI). The FH2

– and FD2
– ions are created

by introducing F– anions into a cryogenically cooled ion trap containing H2 or D2 buffer gas
at low pressure; the resulting ion yield is substantially higher than in previous work, where
FH2

– was generated in a molecular beam ion source. The ions are extracted from the trap,
mass-selected, and photodetached at various photon energies. The photoelectron kinetic
energy (eKE) distribution is obtained with SEVI, in which a velocity-map imaging electron
spectrometer14 operated at comparatively low extraction voltages produces high-resolution
(sub-meV) photoelectron spectra at low eKE. The electron binding energy (eBE) gives the
energy difference between the anion and neutral states and is obtained by subtracting the
measured eKE from the photon energy. As previous simulations suggested more obvious
signatures of resonances with para-H2 than ortho-H2,111 the FH2

– ions were enriched in p-
H2. However, the FD2

– ions were formed by trapping F– in a buffer gas of normal deuterium
(n-D2).

Several earlier publications outline the calculation of the photodetachment spectrum of
the FH2

– anion.111,535 Photodetachment projects the vibrational wave function of the anion
onto the F + H2 potential energy surface, where it evolves under the influence of the neutral
FH2 Hamiltonian. In the Condon approximation, the photodetachment spectrum P(E) is the
Fourier transform of the overlap between this evolving wave function and the initial anion
vibrational wave function.111 We use here the very high quality LWAL F + H2 potential
energy surface,113 which is based on multireference, configuration-interaction calculations.
The relation between the experimentally measured binding energy of the electron (eBE) and
the energy E in the theoretical simulation, which refers to the bottom of the F + H2 reactant
valley with the F atom in its ground (2P3/2) spin-orbit state, is

eBE = E− ZPE(H2) + EA(F) + D0(FH−2 ) (11.1)

where ZPE is the zero-point energy of H2, EA is the electron affinity of F, and D0 is the
dissociation energy of the FH2

– anion. These energetics are illustrated schematically in Fig.
11.1. In the theoretical simulations, we use the experimental E of F (3.4012 eV146) and the
ZPEs for H2 and D2 as predicted by the LWAL PES (0.2705 and 0.1918 eV, respectively).
To determine D0, we have performed new ab initio and vibrational bound state calculations
described in the SI, obtaining D0 = 0.2005 eV for FH2

– and 0.2219 eV for FD2
–.

The experimental and simulated SEVI spectra of p-FH2
– and n-FD2

– are presented in
Figs. 11.2 and 11.3, respectively. Spectra at additional photon energies are shown in Figs.
11.5 and 11.6. Figs. 11.7 and 11.8 show a comparison of the p-FH2

– photodetachment spectra
obtained with two different anion wave functions (Fig. 11.7) and two different potential
energy surfaces (Fig. 11.8).

The overview p-FH2
– photodetachment spectrum is dominated by three broad peaks,

labeled A, B, and C in Fig. 11.2. These had been previously assigned to hindered H2

rotor (or bending) states of the transient FH2 complex.110,536 The equilibrium geometry of
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Figure 11.2: Photodetachment spectra of p-FH2
–. Green: experimental overview spectrum

(∼10 meV resolution). Purple: highest-resolution experimental spectrum (2 to 3 meV) over
a narrower energy window. Blue: theoretical simulation at 1 meV energy resolution. Red:
convolution of the theoretical simulation over a Gaussian function with full width at half
maximum (fwhm) of 3 meV. The calculated spectra have not been shifted to match exper-
iment. The relation between the experimental electron binding energy eBE and the energy
E relative to F(2P3/2) + H2(re) is given by Eqn. 11.1 as eBE = E + 3.3312 eV.

the linear FH2
– anion is just on the reactant side of the neutral transition state. Because

the minimum F + H2 barrier on the neutral potential energy surface has a bent geometry,
photodetachment of the electron excites a bending progression in the neutral FH2 complex.
We also observe a smaller peak in the high-resolution p-FH2

– spectrum (purple), labeled
a, just above the first broad peak A. This peak has not been resolved in any previous
experiment. It also occurs in the simulated spectra, along with two smaller peaks (labeled β
and γ) at higher energy, and a pronounced peak (labeled α, seen experimentally as a slight
shoulder) on the low-energy side of peak A.

The situation for n-FD2
– is similar. The experimental overview spectrum in Fig. 11.3

is dominated by two broad peaks, labeled D and E. The high-resolution spectrum shows
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Figure 11.3: Photodetachment spectra of n-FD2
–. Green: experimental overview spectrum

(∼10 meV resolution). Purple: highest-resolution experimental spectrum (2 to 3 meV) over
a narrower energy window. Blue: theoretical simulation at 1 meV energy resolution. Red:
convolution of the theoretical simulation over a Gaussian function with fwhm of 3 meV. The
calculated spectra have not been shifted to match experiment. The relation between the
experimental electron binding energy eBE and the energy E relative to F(2P3/2) + D2(re) is
given by Eqn. 11.1 as eBE = E + 3.4313 eV.

two smaller peaks at lower energy, labeled b and c. These smaller peaks are also seen in
the theoretical spectra, along with an additional small peak labeled δ, which is not resolved
in the experimental spectrum. In both cases (p-FH2

– and n-FD2
–), the agreement between

the positions of the calculated and the observed high-resolution peaks (peak a in Fig. 11.2
and peaks b and c in Fig. 11.3) is excellent, suggesting that an analysis of the theoretical
calculations will provide a reliable guide to the origin of these experimental peaks. What
makes this comparison especially compelling is that no arbitrary shift was introduced to
align the experimental and theoretical spectra in Figs. 11.2 and 11.3; use of the ab initio
values of D0 for FH2

– and FD2
– in the relationship between E and eBE in Eqn. 11.1 locates

the theoretical spectra.
Calculating the scattering wave function Ψ(E) at the energy E of each peak allows us
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to characterize the peaks in the theoretical spectra in Figs. 11.2 and 11.3. This is the same
procedure used previously by Russell and Manolopoulos.111 The details of the present, more
accurate calculations of the wave functions Ψ(E) are given in the SI.

Fig. 11.4 shows plots of the wave functions corresponding to the low-energy resonance
peaks α, A, and a in Fig. 11.2 and peaks b, c, and δ in Fig. 11.3, in collinear F−H−H
(F−D−D) geometry. This figure unambiguously reveals the nature of the peaks in the
photodetachment spectra: peaks α and δ are reactant resonances, peak A is a transition
state resonance, and peaks a, b, and c are product resonances. The quasibound states that
give rise to these resonances are localized in the reactant F+H2 (F+D2) van der Waals well,
the FH2 transition state, and the product HF+H (DF+D) van der Waals well, respectively.
The green contours in Fig. 11.4 depict the anion wave functions.

It is possible to assign quantum numbers to the resonance wave functions on the basis of
their nodal structure. The reactant resonances have quantum numbers v, j, and t, where v
enumerates the number of quanta in the H−H stretch; j, in the hindered H2 rotation; and
t, in the F−H2 stretch of the F + H2 van der Waals complex. For the product resonances,
v′, j′, and t′ refer, similarly, to the H−F stretch, the hindered HF rotation, and the H−HF
van der Waals stretch. The quantum numbers of the reactant resonances in Fig. 11.4 are
(v, j, t) = (0, 0, 0) for both α (p-FH2

–) and δ (n-FD2
–), whereas the quantum numbers of the

product resonances are (v′, j′, t′) = (3, 0, 0) for a and (v′, j′, t′) = (4, 0, 0) and (4, 0, 1) for b
and c, respectively. Finally, the transition state resonance that gives rise to peak A in the
p-FH2

– spectrum has three quanta in the H−F stretch (ν1) and none in either the F−H−H
bend (ν2) or the H−H stretch (ν3).

The resonances a, b, and c that have been detected as narrow peaks in the present high-
resolution SEVI spectra of p-FH2

– and n-FD2
– are thus all product resonances: quasibound

states localized in the van der Waals well region in the product valley. For additional
clarification, Fig. 11.9 shows how well the positions of the FH−H and FD−D product state
resonances are captured by an adiabatic-bender model.537–539 Because the energies of these
resonances are below the thresholds for production of HF(v′ = 3) + H and DF(v′ = 4) +
D, they cannot decay into these channels and must decay instead into HF(v′ = 2) + H and
DF(v′ = 3) + D by vibrational predissociation (the hallmark of a Feshbach resonance). The
reason why there are two resonances for FD2 and only one for FH2 can be traced to the
larger mass of D, which leads to two quasibound states in the D−DF(v′ = 4, j′ = 0) van der
Waals stretching coordinate rather than just one (see the SI for a more detailed analysis).
The emergence of peak a at high resolution was predicted by Russell and Manolopoulos in
their earlier theoretical study of the p-FH2

– spectrum,111 but peaks b and c in the n-FD2
–

spectrum have been neither predicted nor measured until now.
The broader low-energy peak A in the p-FH2

– spectrum was previously assigned to
a “direct scattering” or “quantized bottleneck” state associated with the opening of the
F + H2(v = 0, j = 0) channel at the transition state.111 However, it is clear from the present
calculations that the wave function Ψ(E) at the energy of this peak is localized in the tran-
sition state region rather than delocalized along the reaction coordinate. This localization is
the characteristic feature of a resonance wave function.540 This resonance has precisely the
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Figure 11.4: Resonance wave functions. The wave functions Ψ(E) at the energies E of the
first three peaks in the p-FH2

– spectrum in Fig. 11.2 (α, A, and a; left), and the first three
peaks in the n-FD2

– spectrum in Fig. 11.3 (b, c, and d; right), plotted in collinear geometry,
as red (Ψ(E) > 0) and blue (Ψ(E) < 0) contours, as a function of the distance R between
F and the center-of- mass of H2 (D2) and the bond length r of H2 (D2). Superimposed
in gray are contours of the LWAL potential energy surface.113 Contours of the FH2

– and
FD2

– anion wave functions are shown in green for comparison. The contoured regions of all
wave functions encompass probability density values greater than 10% of their maxima; the
apparent lack of overlap between the anion wave functions and some of the resonance wave
functions arises because the overlap is in the tail (< 10%) of the probability distribution.
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Table 11.1: Assignment of the peaks in the p-FH2
– and n-FD2

– photodetachment spectra
in Figs. 11.2 and 11.3. The quantum numbers given for the quantized bottlenecks (see Fig.
11.10) are those of the reactant channel that becomes energetically accessible as a hindered
rotor (bending) state at the transition state at the energy of the peak in the photodetachment
spectrum.

Spectrum Peak E/eV Assignment Quantum numbers

p-FH2
– α 0.2676 Reactant resonance (v, j, t) = (0, 0, 0)

A 0.2758 Transition state resonance (ν1, ν2, ν3) = (3, 0, 0)
a 0.2921 Product resonance (v′, j′, t′) = (3, 0, 0)
β 0.3125 Reactant resonance (v, j, t) = (0, 2, 0)
B 0.3578 Quantized bottlenecka F + H2(v = 0, j = 2)
γ 0.4149 Reactant resonance (v, j, t) = (0, 4, 0)
C 0.4573 Quantized bottlenecka F + H2(v = 0, j = 4)

n-FD2
– b 0.1809 Product resonance (v′, j′, t′) = (4, 0, 0)

c 0.1860 Product resonance (v′, j′, t′) = (4, 0, 1)
δ 0.2112 Reactant resonance (v, j, t) = (0, 0, 0)
D 0.2661 Quantized bottlenecka F + D2(v = 0, j = 2)
E 0.3071 Quantized bottlenecka F + D2(v = 0, j = 4)

a For quantized bottlenecks, the quantum numbers given are those of the reactant channel
that becomes energetically accessible as a hindered rotor (bending) state at the transition
state at the energy of the peak in the photodetachment spectrum. Examples of quantized
bottleneck wave functions are given in the SI.

same form and quantum numbers as the transition state resonance found by Skodje et al.
in the F + HD reaction.109,531 It is thus simply an analytic continuation of this resonance in
the mass of one of the two hydrogen atoms. It is the broad peaks B and C in Fig. 11.2 and
D and E in Fig. 11.3 that are due to quantized bottlenecks, with wave functions that are
delocalized along the reaction coordinate;540 the associated wave functions are shown in Fig.
11.10.

All of the other peaks in Figs. 11.2 and 11.3 can be assigned in the same way by examining
the scattering wave functions at the peak energies. The results of these assignments are
summarized in Table 11.1. The narrow peaks β and γ in Fig. 11.2 are reactant resonances
with quantum numbers (v, j, t) = (0, 2, 0) and (0, 4, 0), respectively. Like peak δ in Fig. 11.3,
the theoretical calculations predict only low intensity for these peaks. They have yet to be
resolved experimentally. As shown in Fig. 11.8, the agreement between the experimental
and theoretical resonance positions is noticeably poorer with the use of another recently
developed F + H2 surface,541 illustrating that the resonances are indeed a sensitive and
experimentally accessible probe of the neutral reactive surface.
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We have shown that high-resolution SEVI photodetachment spectra of p-FH2
– and n-FD2

–

anions reveal previously unresolved peaks in the low-energy region that can unambiguously
be attributed to reactive scattering resonances. The signatures of these resonances in the
SEVI spectra are far clearer than they would be in a crossed molecular beam experiment,
where angular momentum averaging washes out resonance features in both integral and
differential cross sections. Thanks to recent experimental developments (including SEVI
and, crucially for the present study, the use of a cryogenically cooled ion trap to produce
large amounts of p-FH2

– and n-FD2
–), high-resolution anion photodetachment spectroscopy

does indeed provide an effective way to observe the elusive resonances in F + H2 reactive
scattering, as was predicted by Russell and Manolopoulos almost 20 years ago.111

11.2 Supporting Information

11.2.1 Experimental Details

The SEVI method and apparatus has been described in detail in Chap. 2. The most
significant differences from our previous report on SEVI spectra of FH2

–112 are in ion pro-
duction and cooling, along with image acquisition and processing. Instead of forming FH2

–

ions in a gas jet expansion, they were created in an ion trap. F– ions were generated by
dissociative electron attachment of trace NF3 in a helium gas expansion. The ions were
transferred by ion guides and a quadrupole mass filter to a cryogenic ion trap filled with
a burst of pure hydrogen buffer gas. The H2/D2 gas clustered with the fluoride anion and
cooled the resulting FH2

– and FD2
– complexes, allowing for ion yields several times that in

the previous experiment. p-H2 was prepared by flowing n-H2 over an iron oxide catalyst at
30 K;542 the spin-isomer-enriched products were stored in an aluminum gas cylinder prior to
injection in the ion trap. The expected spin isomer purity is ∼ 95% p-H2.

Temperatures in the ion trap depended on the system of interest. The ion trap was held
at 20 K with n-D2 buffer gas due to its tendency to freeze at lower temperatures. The ion
trap was held at 40 K with p-H2 to maximize production of p-FH2

–; at very low temperatures,
the equilibrium constants for the formation of the FH2

– complexes are expected to favor o-H2

over p-H2, counteracting the initial spin isomer enrichment.543

We obtain highest resolution at lowest eKE as ∆eKE ∝ eKE1/2, but the cross-sections
for these systems roughly follow σ ∝ eKE3/2, with a rapidly vanishing signal with increasing
resolution.112 We obtained overview lower-resolution spectra at high eKE to minimize the
effects of near-threshold intensity variations and obtain meaningful relative intensities. We
also obtained higher-resolution, lower-eKE spectra in an attempt to resolve possible reso-
nance features. With improved signal-to-noise, we record spectra at photon energies down to
∼500–1000 cm−1 above all features of interest, with an instrumental resolution of 20–30 cm−1

(2.5–3.7 meV) fwhm. This should be compared to the previous report prior to installation of
the cryogenic ion trap in which spectra were obtained ∼1000–1500 cm−1 above the features
of interest, with a resolution of 30–40 cm−1 (3.7–5.0 meV) fwhm112 and, more importantly,
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Figure 11.5: Experimental SEVI spectra of p-FH2
– over more photon energies than shown

in Fig. 11.2. Spectra are offset vertically for clarity. The weak peak at 29224 cm−1 (peak a in
Fig. 11.2) is present in several different spectra, but is most evident in the highest-resolution
spectra corresponding to the lowest photon energies.
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Figure 11.6: Experimental SEVI spectra of n-FD2
– over more photon energies than shown

in Fig. 11.3. Spectra are offset vertically for clarity. The weak peaks at 29110 and 29179 cm−1

(peaks b and c in Fig. 11.3) are present in the higher-resolution spectra.
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considerably poorer signal-to-noise.
We have found that the MEVELER method,140 which relies on maximum entropy meth-

ods, reproduces the original distributions from simulated photoelectron images more faith-
fully, particularly for the difficult case of a weak sharp resonance superimposed on a strong
broad signal, as we expect to see for FH2

– spectra.111

The photoelectron angular distribution (PAD) for all observed features is aligned parallel
to the laser polarization axis. There is a near-isotropic unstructured photoelectron signal
coming from detachment to the higher-lying repulsive 2Π surface.535 Detachment to the 2Π
nonreactive surface has largely s-wave (l = 0) character, while detachment to the reactive
2Σ surface is largely p-wave (l = 1); according to the Wigner threshold law for photode-
tachment,75 the cross section is proportional to eKEl+1/2 and thus the isotropic component
contributes more to the photoelectron spectra at low eKE. Earlier reports have roughly
separated these two components by only recording the photoelectron signal parallel to the
detachment laser,110,536,544 or by subtracting the perpendicular component of the signal from
the parallel component.112 The anisotropy of a given photodetachment transition varies with
eKE,79,545 and we record spectra at several different photon energies, so there is no clear
way to separate the two detachment components for all spectra. We present the spectra
integrated over all angles, noting simply that there is a broad isotropic component on all
spectra that contributes most at low eKE. Figs. 11.5 and 11.6 show experimental spectra of
p-FH2

– and n-FD2
– over a wider range of photon energies than are displayed in Figs. 11.2

and 11.3.

11.2.2 Theoretical Details

11.2.2.1 Photodetachment calculations

The present simulations of the p-FH2
– and n-FD2

– photodetachment spectra were per-
formed using the method described by Russell and Manolopoulos.111 Under the assumption
that the anion is sufficiently rotationally cold to be modeled by total angular momentum
J = 0, and that the electronic dipole matrix element for the bound-continuum electronic
transition is a constant function of both the nuclear coordinates in the Franck-Condon re-
gion and the energy of the ejected photoelectron, the spectrum P(E) is given by a simple
vibrational Franck-Condon factor111,535

P(E) = 〈Ψ|Ψ(E)〉 (11.2)

where |Ψ〉 is the ground state wave function of the FH2
– (FD2

–) anion and

|Ψ(E)〉 =
1

π~
Re

∫ ∞
0

exp[−i(H − iε− E)t/~]|Ψ〉dt (11.3)

Here H is the Hamiltonian of the FH2 (FD2) neutral, and ε is a positive infinitesimal that
is needed to ensure the convergence of the time integral.

In practice, |Ψ(E)〉 is calculated by propagating the time-dependent wave packet
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|Ψ(t)〉 = exp[−i(H − iε)t/~]|Ψ〉 (11.4)

by means of the symmetric split operator method.546 The initial wave function |Ψ〉 and the
neutral Hamiltonian H are both represented in the Jacobi coordinates R, r, γ of the F + H2

(F + D2) reactant arrangement, where R = |R| is the distance from F to the center-of-mass
of H2 (D2), r = |r| is the H2 (D2) bond length, and γ is the angle between the vectors R and
r. The formal convergence factor −iε is replaced in this method by a negative imaginary
absorbing potential V (R, r) = −iε(R, r) at the edges of the grids in R and r.

In the present calculations we used Colbert-Miller547 sine discrete variable representation
grids in 0 < R < 24 bohr and 0 < r < 24 bohr, with 205 (278) grid points in R and 107
(152) in r for FH2 (FD2). A transmission-free absorbing potential548 was placed on the last
half of each of these grids, from 12 to 24 bohr. The angular coordinate γ was discretized
using a basis of 151 even Legendre polynomials for p-H2, 212 even Legendre polynomials for
o-D2, and 211 odd Legendre polynomials for p-D2; the n-FD2

– photoelectron spectrum was
then calculated as a 2:1 weighted average of the o-FD2

– and p-FD2
– spectra. The time step

of the symmetric split operator evolution was 0.11 fs and the wave packet was propagated
for 5.76 ps to calculate P(E) with 1 meV (Gaussian fwhm) energy resolution. All of these
numerical parameters are far better converged than those used by Russell and Manolopoulos
in 1996.111

The key inputs to the photodetachment calculation are the vibrational wave function of
the anion and its dissociation energy D0 (see Eqn. 11.1 in the main text), and the potential
energy surface of the neutral FH2 system. We shall now describe each of these in turn.

11.2.2.2 FH2
– wavefunction and dissociation energy

For the calculations reported in Figs. 11.2 and 11.3, we have used the anion wave function
of Zhang and Miller.535 This is a simple harmonic normal mode approximation to the ground
state anion wave function constructed from the equilibrium geometry and harmonic normal
mode frequencies obtained in the early ab initio calculation of Simons and co-workers.549

For comparison with this simple anion wave function, and in particular to calculate a
more accurate dissociation energy D0 for the anion, we have also performed some new ab
initio and vibrational bound state calculations on FH2

–. To determine a 3-dimensional
ab initio FH2

– potential energy surface, we chose the explicitly-correlated coupled-cluster
method with single, double and non-iterative triple excitations (CCSD(T)-F12a)550,551 and,
in addition, the scaled triples correction.551 We used an augmented correlation-consistent
triple-zeta basis (aug-ccpVTZ) with a density-fitting basis (JKFIT) tailored for the F12a
calculations.552–554

Calculations, done with the MOLPRO program suite,555 were carried out on a grid of
3720 F + H2 Jacobi coordinates. The interaction energy was calculated in the standard
supermolecular approach in which basis set superposition error is removed by computing all
the energies with the triatomic basis set:
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Vint(R, r, γ) = EFH−
2

(R, r, γ)− EF−(R, r, γ)− EH2(R, r, γ) (11.5)

To determine the vibrational wave function for this anion PES we used a basis consisting
of 20 distributed Gaussian functions in R, 10 distributed Gaussian functions in r, and body-
frame rotational functions of the H2 moiety up to j = 12 (only even or odd functions
depending on the nuclear-spin species).

Table 11.2 lists the resulting equilibrium geometry of the anion, its zero-point energy,
and the zero-point corrected dissociation energy (FH2

–(000) −−→ F– + H2(v = 0, j = 0)).
We compare with values from the earlier calculations of Simons and co-workers,549 and those
of Stark,556 as reported by Hartke and Werner.557 In general, for a CCSD(T) calculation,
the larger the basis set, the higher the accuracy. The calculations of Simons et al. used a
triple-zeta basis set, those of Stark were somewhat better than a quadruple zeta basis.556 The
present calculation, based on the new explicitly correlated (F12) methodology, is comparable
to using a fully converged atomic orbital basis.

We see from Table 11.2 that our presumably more accurate calculations predict an anion
geometry which is slightly more expanded than that of Simons et al.549 but almost iden-
tical to the earlier calculation of Stark.556,557 The zero-point energy is slightly lower than
the estimates based on the harmonic frequencies, as one might expect for a weakly-bound,
anharmonic system.

Table 11.2: Properties of the FH2
– anion.

Calculation re(FH)∗ re(HH)∗ ε0
† D0

‡

Simons et al.§ 3.194 1.455 2990‖ 0.204
Stark¶ 3.290 1.482 2997‖ 0.1950
Present 3.302 1.480 2831# 0.2005

0.2219∗∗

∗ Bond distance in bohr. The minimum corresponds to collinear FHH.
† Zero-point energy in cm−1, with respect to the bottom of the F–· · ·HH well.
‡ Dissociation energy in eV; FH2

–(0, 0, 0) −−→ F– + H2(v = 0, j = 0).
§ Ref. [549].
‖ Sum of symmetric stretch, antisymmetric stretch and doubly-degenerate bend
harmonic zero-point energies: (~ωs + ~ωa + 2~ωb)/2.
¶ Refs. [556, 557] and private communication from H.-J. Werner.
# Energy of the lowest (0, 0, 0) vibrational level of the anion with respect to
the potential minimum.
∗∗ The second entry corresponds to FD2

–.
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11.2.2.3 FH2 potential energy surface

Several high-quality ab initio FH2 PESs are now available.113,541,558–560 Here, we used
the Li-Werner-Alexander-Lique (LWAL) PES.113 Li, Werner, and Alexander described fits
to two ab initio multi-reference, configuration-interaction calculations, in which the external
correlation energy was additionally scaled by factors of 1.05 (LWA-5) and 1.078 (LWA-78).
Subsequent, benchmark calculations561 in the region of the barrier showed that the LWA-5
PES gave a better estimate of the barrier height but that the exoergicity562 was predicted
better by the LWA-78 PES. The LWAL PES merges the LWA-5 and LWA-78 potentials to
allow the best description of both these key properties.

Table 11.3 compares some key features of the LWAL PES with those of the early Hartke-
Stark-Werner (HSW) surface,556,557 the Werner-Kallay-Gauss (WKG) calculation,561 and two
recent potential energy surfaces (FXZ and CSZ) from the Dalian group.541,560

Of the properties considered in this table, the endoergicity ∆E(3) of the HF(v′ = 3, j′ =
0) + H channel relative to F(2P3/2) + H2(v = 0, j = 0) is the most relevant to the present
problem, as it will have a direct impact on the relative energies of the reactant and product
resonances in the photodetachment of p-FH2

–. Since the FXZ potential of the Dalian group

Table 11.3: Barrier heights and exoergicities of the F(2P3/2) + H2 reaction on various
potential energy surfaces.

PES Ea/meV† Exoergicity∗

∆E(0)/eV ∆E(3)/eV

HSW‡ 83.2 -1.356 51.6
FXZ§ 76.8 -1.3885 22.5
CSZ‖ 72.9 -1.3903 20.1
LWAL¶ 71.2 -1.3895 22.2
WKG# 71.3 -1.3875

experiment -1.3872(6)∗∗ 22.3(6)††

∗ F(2P3/2)+H2(v = 0, j = 0) −−→ HF(v′, j′ = 0) + H, where v′ = 0 and 3.
† Bent barrier height relative to F(2P3/2) + H2(re).
‡ Refs. [556, 557].
§ Ref. (31).
‖ Ref. (54).
¶ Ref. (24).
# Ref. (55).
∗∗ Ref. (56).
†† ∆E(0) from column 3 plus the difference between the experimental v = 0
and v = 3 HF band origins, taken from http://webbook.nist.gov.
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has an endoergicity that is comparable to that of the LWAL surface, and in equally good
agreement with the experimental value, we shall compare the predictions of these two surfaces
for the photodetachment spectrum of p-FH2

– below.

11.2.2.4 Assumption of electronic adiabaticity

In the complete treatment of the scattering of F by H2, six electronic states are coupled
by the electronic and spin-orbit Hamiltonians (see Eqns. (20) and (25) of Ref. [563]). Instead
of a single PES, the system is described by four electronic PESs, which we designate VΣ,
VΠ, V1, and V2, as well as two spin-orbit coupling terms, which we designate A and B.563

Each of these depends on the three internal coordinates. At each value of the coordinates,
diagonalization, of the 6× 6 matrix of the full Hamiltonian gives rise to three electronically-
adiabatic states, each of which is doubly-degenerate.

In the region where the anion vibrational wave function is localized, two of the three
pairs of states lie at much higher energy.563 We accordingly assume that after photodetach-
ment of the electron, the neutral FH2 evolves on a potential energy surface defined by the
coordinate-dependent energy of this lowest electronically-adiabatic state. In addition, we
ignore the electronic spin (S = 1/2) of this state. These assumptions are entirely reasonable
for the photodetachment of FH2

– and FD2
–. (In the case of ClH2

–, for which the spin-orbit
interaction is stronger and the Franck-Condon region coincides with the van der Waals well
in the reactant valley where the electronic states of ClH2 are closer in energy, a fully non-
adiabatic treatment is required to give quantitative agreement with the experimental SEVI
spectrum.564 Our results here show that this is not necessary for FH2

–.)

11.2.3 Additional Theoretical Results

11.2.3.1 Comparison of anion vibrational wave functions

Fig. 11.7 shows a comparison of the p-FH2
– photodetachment spectra obtained from

simulations on the LWAL FH2 PES with two different choices of the anion vibrational wave
function: the Zhang-Miller fit to the earlier calculation of Simons and co-workers and the
more sophisticated calculation described above.

We observe that there is very little difference between the spectra simulated with the
two anion wave functions, even at 1 meV resolution (the difference is even less at 3 meV
resolution). The calculated photodetachment peak positions are in the same places in both
simulations, as they must be because these positions are determined by the dynamics of
the FH2 neutral. The simulation based on the Zhang-Miller vibrational wave function gives
a slightly better fit to the experimental spectrum in terms of the relative intensities of
peaks α, , a, and β (compare also with Fig. 11.2). This better agreement likely reflects a
fortuitous cancellation of errors: inaccuracies introduced by the Condon approximation, in
which we assume a constant electronic transition moment, are compensated by the use of a
less-accurate vibrational wave function for the negative ion.
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Figure 11.7: Photodetachment spectra of p-FH2
–. Purple: highest resolution experimental

scan. Red and blue: theoretical simulations at 1 meV energy resolution using the LWAL
potential energy surface for the FH2 neutral and (red) the present anion wave function or
(blue) the anion wave function based on the earlier ab initio calculations of Simons and
coworkers.549

11.2.3.2 Comparison of neutral potential energy surfaces

Fig. 11.8 compares the p-FH2
– photodetachment spectra obtained using two recent neutral

potential energy surfaces the LWAL surface of Lique et al.113 and the FXZ surface from the
Dalian group.541 The Simons anion vibrational wave function was used in both cases.

There is a bigger difference between these results than between the calculations using
different anion wave functions in Fig. 11.7. The reactant resonances α and β are in the
same positions on both neutral surfaces, but the product resonance a is shifted away from
its correct position in the calculation on the FXZ surface, worsening the agreement with
the high resolution p-FH2

– experiment. This clearly shows that experiment is capable of
differentiating between the best available neutral F + H2 potential energy surfaces. We have
chosen the FXZ surface for this comparison because Sun and Zhang have recently argued
that it is the best available surface for accounting for reactive resonances in the F + H2
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Figure 11.8: Photodetachment spectra of p-FH2. Purple: highest resolution experimental
scan. Red and blue: theoretical simulations at 1 meV energy resolution using (blue) the
LWAL potential energy surface for the FH2 neutral113 or (red) the FXZ potential energy
surface.541 In both cases the Simons anion wave function was used.

and F + HD reactions.565 The comparison in Fig. 11.8 clearly shows that the LWAL surface
predicts the position of the product resonance a in F + H2 more accurately than the FXZ
surface. Given the assignment of the resonance wave function of peak a in Fig. 11.4, this
suggests that, although they predict similar energetic positions of the HF(v′ = 3, j′ = 0)
asymptotes (see Table 11.3), the LWAL surface provides a more accurate description of the
FH2 potential energy surface in the region of the product van der Waals well.

11.2.3.3 Quantized bottleneck wave functions

We did not have enough space in the article to give an example of a wave function Ψ(E)
at the energy of a quantized bottleneck. Fig. 11.9 gives two such examples, at the energies
of peak B in the p-FH2

– spectrum and peak D in the n-FD2
– spectrum.

One sees that these quantized bottleneck states are delocalized along the reaction coor-
dinate, and that they therefore have an entirely different structure (and physical origin the
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Figure 11.9: Quantized bottlenecks: The wave functions Ψ(E) at the energies of peak B in
the p-FH2

– spectrum in Fig. 11.2 and peak D in the n-FD2
– spectrum in Fig. 11.3, plotted

in the same way (and with the same contours, which highlight regions of > 10% probability
density) as the resonance wave functions in Fig. 11.4. The contours of the FH2

– and FD2
–

anion wave functions are again shown in green.

slowing down of the reactants as they approach the top of an adiabatic reaction barrier540)
from the resonance wave functions in Fig. 11.4. Both quantized bottleneck states clearly
have a good Franck-Condon overlap with their respective anion wave functions, which is
why they lead to such pronounced peaks in the photodetachment spectra.

11.2.3.4 Why there are two product resonances in the n-FD2
– spectrum

The high resolution experimental photodetachment spectrum of p-FH2
– in Fig. 11.2 shows

just one product resonance peak (a), whereas the high-resolution spectrum of n-FD2
– in Fig.

11.3 shows two (b and c). This has nothing to do with the fact that n-FD2
– is composed of

a 2:1 mixture of o-FD2
– and p-FD2

–, because the resonances that give rise to peaks b and c
are localized in the DF + D product region, and therefore occur at the same energy for both
nuclear spin species of the reactant. Instead it is simply a reduced mass effect: because D
has twice the mass of H, deuteration leads to more quasi-bound states.

This is illustrated in Fig. 11.10, which shows the adiabatic bending curves537–539 that
correlate with the HF(v′ = 3, j′ = 0) + H and DF(v′ = 4, j′ = 0) + D channels on the LWAL
potential energy surface. The first of these curves has a shallow well in the van der Waals
region that supports one bound state (a) in the H−HF stretching coordinate, whereas the
second has a slightly deeper well that supports two bound states (b and c) in the D−DF
stretching coordinate. The energies of all three of these bound states are within ∼2 meV
of the energies of the corresponding scattering resonances in Table 11.1. In a fully-coupled
calculation, the states are quasi-bound because they can decay by vibrational predissociation
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Figure 11.10: Adiabatic potential energy curves correlating with the v′ = 3, j′ = 0 level of
HF and the v′ = 4, j′ = 0 level of DF, as a function of the Jacobi distance R from H (D)
to the center-of-mass of HF (DF), as calculated on the LWAL potential energy surface. The
bound states supported by these curves provide an approximation to the resonances a, b,
and c seen in the fully coupled calculation.

to HF(v′ < 3) + H and DF(v′ < 4) + D product channels, which is not possible within the
adiabatic bending approximation.

11.2.3.5 Contribution of resonances to reactive scattering

The wavefunctions corresponding to the reactant, product and transition state reso-
nances, along with the scattering wavefunctions at the quantized bottlenecks shown in Fig.
11.9 are localized in the region of the negative ion (shown by the green contours in Figs. 11.4
and 11.9) to a slightly greater extent than the unbound (scattering) F + H2 wavefunction at
other energies. This larger overlap gives rise to the peaks in the photodetachment spectra
presented in Figs. 11.2 and 11.3. These peaks and their intensities are direct spectroscopic
manifestations of the elusive resonances associated with the FH2 potential energy surface.
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Figure 11.11: F + H2(v = 0, j = 0) −−→ FH + H J = 0 reaction probability as a function
of energy as predicted by the LWAL PES. The heavy vertical lines on the abscissa marked
“T” and “B” correspond, respectively, to the threshold for reaction (which is the energy of
the reactants, with respect of the same zero of energy used in the main text) and the energy
of the zero-point-corrected barrier to reaction. The positions of the features A, a, β, B,
and C of Fig. 11.2 are indicated. The lowest reactant resonance, α, lies below the energy of
F + H2(v = 0, j = 0) and hence is not shown.

They are not, as we reemphasize here, a measure of the energy dependence of the integral
or differential cross sections for the reaction of F with the isotopologues of H2.

The F + H2(v, j) reaction cross section is given by the following sum of reaction proba-
bilities over all total angular momenta:

σvj(E) =
π

(2j + 1)kvj
2

∑
J

(2J + 1)P J
vj(E) (11.6)

where the reaction probability is a sum over all energetically accessible HF final states
(v′j′) as well as over all projection quantum numbers of the initial and final rotational
angular momenta of the diatomic moiety of the absolute values squared of the corresponding
scattering S-matrix elements. Here, also, kvj is the wavevector associated with the reactant
channel. For the lowest (v = 0, j = 0) state of p-H2, and for J = 0, the reaction probability
predicted by the LWAL PES is shown in Fig. 11.11. Superimposed are the positions of the
peaks A, a, β, B, and C labeled in Fig. 11.2.

The prominent features in the p-FH2
– photodetachment spectrum contribute in only a

minor way to the J = 0 reaction probability. In addition, this J = 0 probability will make
only a small contribution to the overall reaction cross section, because the (2J+1) degeneracy
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Figure 11.12: F + p−H2 −−→ FH + H J = 0 cumulative reaction probability as a function
of energy as predicted by the LWAL PES. The heavy vertical lines on the abscissa marked
“T” and “B” as well as the features A, a, β, B and C are unchanged from Fig. 11.11.

factor in Eqn. 11.6 amplifies the importance of higher partial waves. As discussed in the
main text, the footprint of resonances in the integral and differential cross sections for the
reaction of F with the isotopologues of H2, particularly HD, have been intensively explored
previously.109,531–534

The overall rate of the F + H2 reaction is proportional to the cumulative reaction prob-
ability, which, when restricted to J = 0, is given by

NJ=0(E) =
∑
vj

P J=0
vj (E) (11.7)

where the reaction probability is defined in Eqn. 11.6. This is plotted in Fig. 11.12. At low
energy, only the v = 0, j = 0 state of p-H2 contributes to N(E). As the energy increases,
the v = 0, j = 2, and, then, the v = 0, j = 4 states contribute. This is manifested in the two
distinct steps in N(E). The edges of the steps are softened by tunneling.

Peaks B and C in the photodetachment spectrum of Fig. 11.2, the reaction bottlenecks,
correspond to the onset of additional contributions to the reactivity of the j = 2, and, then,
the j = 4 states of H2. In fact, peaks B and C correspond to relative maxima in the slope
of N(E).
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Chapter 12

Resonances in the exit channel of
F + CH3OH −−−→ HF + CH3O

The content and figures of this chapter are reprinted or adapted with permission from
M. L. Weichman, J. A. DeVine, M. C. Babin, J. Li, L. Guo, J. Ma, H. Guo, and D. M.
Neumark “Feshbach resonances in the exit channel of the F + CH3OH→ HF + CH3O

reaction via transition state spectroscopy” Nat. Chem. (under review).
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Abstract

The transition state governs how chemical bonds form and cleave during a chemical re-
action. Direct characterization of the reactive transition state is a long-standing challenge
in physical chemistry. Transition state spectroscopy experiments based on negative ion pho-
todetachment provide a direct probe of vibrational structure and metastable resonances
characteristic of the reactive surface. Dynamical resonances are extremely sensitive to the
reactive surface topography and are an exceptional point of comparison with theory. Here,
we study the seven-atom F + CH3OH −−→ HF + CH3O reaction via slow photoelectron
velocity-map imaging spectroscopy of cryo-cooled CH3OHF– anions. This measurement re-
veals structure associated with a manifold of vibrational Feshbach resonances and bound
states supported by the post-transition-state potential well. Quantum dynamical calcula-
tions yield excellent agreement with experimental results, allow assignment of structure, and
demonstrate that the key dynamics of complex bimolecular reactions can be captured with
a relatively simple theoretical framework.

12.1 Introduction

Since the development of crossed molecular beam experiments in the 1960s,566,567 stud-
ies of reaction dynamics via reactive scattering experiments and accompanying theoretical
advances have led to major insights into the fundamental interactions that govern chemi-
cal reactivity.125 A key concept in chemistry is that during the course of a reactive collision,
chemical bond formation and cleavage occur in the transition state region of the potential en-
ergy surface (PES).568–570 Hence, there is much interest in characterizing reaction transition
states experimentally and theoretically.104

Increasingly sophisticated scattering experiments involving state-selective reactant prepa-
ration and state-resolved product detection provide new windows into properties of the tran-
sition state, such as the reaction barrier height and geometry, that dictate mode specificity
and the most favorable reactant orientation for promoting a reactive collision.571–573 How-
ever, such experiments do not probe the transition state region of the PES directly. Com-
plementary experiments based on negative ion photodetachment yield vibrationally resolved
structure characteristic of the transition state,105 and have been applied with considerable
success to benchmark bimolecular574 and unimolecular9,10 reactions.

In this publication, we report a joint high-resolution photoelectron imaging and theo-
retical quantum dynamics study of the F + CH3OH −−→ HF + CH3O hydrogen abstrac-
tion reaction, based on photodetachment of the stable CH3OHF– anion. The spectra are
obtained via slow photoelectron velocity-map imaging of cryogenically cooled anions (cryo-
SEVI),35,49,114 which yields photoelectron spectra of complex species with kinetic energy
resolution as high as 1 cm−1.51,575 The resolution of the cryo-SEVI spectra of CH3OHF–

and CH3ODF– is substantially improved over previous photodetachment experiments,576,577

revealing low-frequency progressions assigned to exit channel bound states and Feshbach res-
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Figure 12.1: Schematic energy diagram for photodetachment of the CH3OHF– anion to the
neutral F + CH3OH −−→ HF + CH3O reactive PES. The bold line is the zero-point energy
corrected surface connecting reactants and products in their ground vibrational states. Ge-
ometries are shown for the anion, reactant complex (RC), transition state (TS) and product
complex (PC) stationary points. Energies derived from the fitted PIP-NN surface, shown in
gray text, are given in eV relative to the reactant asymptote.

onances and providing new insights into the transition state region of this polyatomic reac-
tion. The experimental spectrum is assigned with the help of reduced-dimensional quantum
dynamical calculations on a global PES determined by fitting a large number of high-level
ab initio points in full dimensionality.

Dynamical Feshbach resonances of the type probed here are transient metastable states
supported by the reactive PES. These resonances have sufficient vibrational energy to disso-
ciate, but decay slowly because of the inefficient energy flow from the excited modes to the
reaction coordinate. Quantum scattering calculations indicate that the energies and widths
of these resonances are exquisitely sensitive to the topography of the reactive PES.572,574,578

Dynamical resonances can strongly mediate reactivity and can manifest as peaks in the
integral or differential cross section as a function of collision energy.526,530,579,580 These ef-
fects have been sought out and, in some cases, clearly observed in molecular beam reactive
scattering experiments.108,109,530,534,572,581

Anion photoelectron transition state spectroscopy offers an alternative and often more
direct means to detect dynamical resonances.105,574 In such an experiment, a bound anion
similar in geometry to the neutral transition state is photodetached. The vibrational wave-
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function of the anion is vertically projected onto the neutral PES, and the kinetic energy
of the nascent photoelectron reports on the wave packet evolution under the influence of
the neutral Hamiltonian. The resulting photoelectron spectrum may show broad structure
if photodetachment accesses a repulsive Franck-Condon region of the neutral PES. On the
other hand, direct detachment to discrete bound or quasi-bound neutral states will mani-
fest as sharp, well-defined features in the photoelectron spectrum.111 These features provide
valuable information on the neutral PES in strongly interacting regions such as reactive in-
termediate wells and transition states. Resonances identified in transition state spectroscopy
studies offer an exceptional point of comparison with quantum theory, which can provide
assignments based on the nodal structure of the resonance wavefunctions. Thus far such com-
parisons have been limited to triatomic34,564,574 and tetratomic systems,582 and the somewhat
irregular structure in the entrance channel of the F + CH4 reaction.583

Here, we exploit the high resolution of cryo-SEVI to observe and identify dynamical res-
onances in the more complex, seven-atom F + CH3OH hydrogen atom abstraction reaction.
This reaction can proceed either at the hydroxyl or the methyl site, leading to methoxy
(CH3O) or hydroxymethyl (CH2OH) radical products, respectively. The methoxy and hy-
droxymethyl pathways are exothermic by 1.357(4) and 1.767(4) eV respectively584 and both
are predicted to proceed without a barrier.585–587 The F + CH3OH branching ratio for ab-
straction from the hydroxyl group is considerably higher than the value of 25% expected
if the branching were statistical.586–592 This is attributed to the fact that hydroxyl group
abstraction proceeds through a reactant complex and transition state stabilized by hydrogen
bonding interactions.585 The H-bonded CH3OHF– anion is similar in geometry to the hy-
droxyl abstraction transition state,576,577,593–595 as shown schematically in Fig. 12.1 (further
details on the calculated reactive surface are given in Section 12.3). This system is an ideal
case for transition state spectroscopy, where the accessible part of the neutral reactive PES
is constrained by the anion geometry. At the same time, this system poses a challenge,
particularly to theory, with fifteen degrees of freedom potentially involved in the dynamics.

12.2 Methods

The SEVI method and apparatus has been described in detail in Chap. 2.
CH3OHF– and CH3ODF– anions are prepared by expanding trace NF3 and either methanol

or methanol-d1 vapor in helium gas through an Even-Lavie pulsed valve117 fitted with a cir-
cular filament ionizer. Dissociative electron attachment to NF3 produces F– atomic ions
which then cluster with methanol(-d1).

The quantum dynamical calculations are performed with a reduced-dimensional model,
in which the methyl moiety is fixed at the geometry associated with the PC well. This
is a reasonable approximation as the methyl group behaves largely as a spectator in the
F + CH3OH −−→ HF + CH3O channel. The remaining six coordinates are represented by
the diatom-diatom Jacobi coordinates, in the same fashion as our recent work on F−(H2O)
photodetachment.596 The photodetachment process is simulated within the Condon approx-
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Figure 12.2: Experimental and theoretical photodetachment spectra of CH3OHF– and
CH3ODF–. (a) Theoretical simulation of the CH3OHF– photoelectron spectrum obtained
with a 200 fs propagation time (gray), and experimental cryo-SEVI spectra of (b) CH3OHF–

and (c) CH3ODF– detachment. Experimental overview spectra are plotted in black and
high-resolution traces taken at progressively lower photon energies are plotted in color. The
• and � symbols represent the zero-point energy corrected PIP-NN product and reactant
asymptotes, respectively.

imation, in which the anion wavefunction is placed on the neutral PES in a vertical transi-
tion. The subsequent dynamics are followed by propagating the initial wave packet in the
Chebyshev order domain and the photoelectron spectrum is computed by a discrete cosine
transform of the Chebyshev auto-correlation function.597 Additional theoretical details, in-
cluding descriptions of the benchmark calculations and the construction of the PESs, can be
found in the Supporting Information.
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12.3 Results

Experimental cryo-SEVI spectra of CH3OHF– and CH3ODF– are shown in Figs. 12.2b and
12.2c. The spectra are dominated by broad steps (labeled a, b, c, d, e), with an a-b spacing
of ∼3600 cm−1 in the CH3OHF– spectrum and ∼2700 cm−1 for CH3ODF–. These features
were also seen in lower resolution photoelectron spectroscopy results by Bradforth et al.576

and in a recent photoelectron-photofragment coincidence study by Ray et al.577 Both prior
studies assigned this stepped structure to an HF stretching progression of the CH3O−HF
product complex. The considerably higher spectral resolution afforded by cryo-SEVI reveals
an additional layer of vibrational structure not seen previously. We now resolve much finer
structure spaced by ∼200 cm−1 superimposed on the broad steps with typical peak widths
of 75–125 cm−1 full-width at half maximum (fwhm). Peak positions and spacings are listed
in Tables 12.1 and 12.2. A key trend is that the spacing of resonances within each step
increases with increasing HF stretching excitation. For example, the a1-a2, b1-b2, c1-c2,
and d1-d2 gaps are measured experimentally as 192, 248, 255, and 315 cm−1, respectively.

Accurate quantum dynamical studies on a reactive PES are necessary to interpret the
experimental spectra. We model the F + CH3OH reaction using a full 15-dimensional PES
constructed with ∼121,000 points calculated at the explicitly correlated unrestricted coupled
cluster level with singles, doubles, and perturbative triples551 with the augmented correlation-
consistent polarized valence double zeta basis set and core electrons frozen (FC-UCCSD(T)-
F12a/AVDZ). The CCSD(T)-F12/AVDZ method is expected to yield results of quality com-
parable to the conventional CCSD(T)/AVQZ level. The PES is fit using the permutation
invariant polynomial-neural network (PIP-NN) method.598

Fig. 12.1 shows a schematic of the F+CH3OH −−→ HF+CH3O reaction path. The bold
line is the zero-point energy (ZPE) corrected minimum energy path connecting reactants and
products in their ground vibrational states. The reported stationary point energies derived
from the PIP-NN PES are in good agreement with prior work (see a detailed comparison
in Fig. 12.4).577,585 The transition state (TS), reactant complex (RC), and product complex
(PC) all lie below the energy of free reactants. The RC is a covalent three-electron two-
center hemi-bonded complex, similar to that between F and H2O,599 which is bound by
0.28 eV relative to free reactants but lies only slightly lower in energy than the TS. The
PC is a hydrogen-bonded complex between HF and the methoxy radical bound by 0.25 eV
relative to the free products. The stationary point geometries are consistent across different
levels of theory and agree well with available experimental results (Figs. 12.5 and 12.6). The
corresponding harmonic frequencies of these stationary points are compared in Table 12.3.

To simulate the photoelectron spectrum, wave packet based quantum dynamics were car-
ried out with a reduced six-dimensional model with a frozen methyl moiety. The CH3OHF–

detachment spectrum simulated with a ∼200 fs wave packet propagation is given in Fig.
12.2a and compares favorable with experimental results. The electron binding energy (eBE)
of the bottom of the PC well is calculated to lie at 24810 cm−1, close to the experimental
onset of structure at 25058(25) cm−1 (peak a1 ) and with previos measurements.576,577 The
simulated spectrum has therefore been shifted to higher eBE by 250 cm−1 so that the onset
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of structure at low eBE matches that observed experimentally. Experimental and theoreti-
cal peak positions are compared for CH3OHF– detachment in Table 12.1; note that theory
reproduces the trend of increasing resonance peak spacings mentioned above.

The product asymptote for the F + CH3OH −−→ HF + CH3O reaction lies at 26800 cm−1

while the reactant asymptote lies at 38200 cm−1 on the ZPE-corrected PIP-NN surface.
These asymptotes are marked in Fig. 12.2a with • and � symbols, respectively, and have
also been shifted to higher eBE by 250 cm−1 for comparison with experiment. The energies
of these asymptotes indicates that much of the observed structure can lie only in the PC
well. The peaks in the a manifold fall below the product asymptote and are thus bound with
respect to free HF + CH3O products. Ray et al.577 accordingly found that the a manifold
was associated with production of non-dissociating neutral complexes, while higher-lying
peaks were correlated largely with dissociated fragments. The agreement of experiment and
theory unambiguously identifies the newly resolved low frequency progressions as derived
from discrete bound states and Feshbach resonances on the product side of the transition
state.

12.4 Discussion

The presence of the low frequency progressions and the trend of their increasing spacing
within steps a-d can be explained intuitively with reference to the vibrational adiabatic
potentials (VAPs) shown in Fig. 12.1. These VAPs correspond to the HF vibrational levels
plotted along the reaction coordinate and correlate to vibrationally excited free HF(v) +
CH3O products. The HF vibrational adiabaticity is expected to be strong due to its high
vibrational frequency, which couples weakly with the dissociation coordinate. Each spectral
step a-e represents detachme to an HF(v=0–4) VAP. The finely spaced progressions within
each step are resonances supported in the wells of the VAPs and reflect increasing quanta
of excitation in the low-frequency CH3O−HF stretching mode. The VAP wells deepen as
the HF excitation is increased, resulting in more widely spaced states within each well. The
deepening of the PC VAPs can be explained by dynamical vibrational bonding. It is a
well-known phenomenon in heavy-light-heavy600–602 and other triatomic572,603 systems that
VAPs can support increasingly stabilized wells as the vibrationally excited light atom is more
delocalized between the two outer fragments.

To better understand the vibrational character of the observed spectral features, the
simulated wavefunctions of all peaks are extracted. Relevant examples are shown in Fig.
12.3. From the localized character of these wavefunctions, it is clear that they are stable
bound states or metastable resonances supported by the PC well. The ∼100 cm−1 fwhm
peak widths of the observed spectral features allow us to place a lower bound of 50 fs on
the lifetimes of the Feshbach resonance states that lie above the HF + CH3O dissociation
limit, although theoretical results suggest much longer lifetimes. The final dissociation of
these resonance states is expected to proceed via vibrational predissociation facilitated by
energy flow from the HF stretching coordinate to translational motion along the dissociation
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Figure 12.3: Cuts of the CH3OHF– anion vibrational ground state wavefunction and rep-
resentative F + CH3OH −−→ HF + CH3O resonance wavefunctions. The labels correspond
to the related peaks in the simulated photodetachment spectrum of CH3OHF– (Fig. 12.1a).
Wavefunctions are superimposed on the neutral PES contours, in which the other four co-
ordinates are relaxed. The locations of the entrance and exit channels are labeled in red in
the upper-left plot.

coordinate. Because of the large frequency mismatch, such energy flow is expected to be
slow, resulting in long lifetimes for these resonances. Similar long-lived Feshbach resonance
states were observed in F + H2O582 and this picture holds even in the presence of many
degrees of freedom for the F + CH3OH system.

Vibrational assignments can be confirmed by examining the resonance wavefunction nodal
structure. Peaks in the a1-b1-c1-d1-e1 progression show an increasing integer number of
nodes along the HF stretching coordinate (vertical axis in Fig. 12.3). The broad shelves
in the spectrum therefore indeed correspond to a progression of HF stretching vibrational
states of the product complex. The isotope effect observed in the CH3ODF– cryo-SEVI
spectrum (Fig. 12.2c) further validates this assignment. The increasing number of nodes
in the a1-a2-a3 progression along the CH3O−HF coordinate (horizontal axis in Fig. 12.3)
confirms that the finely spaced progressions are Feshbach resonances with increasing quanta
of excitation in the stretching mode between the product fragments. The experimental and
theoretical Franck-Condon factors increase along with HF stretching excitation, as the PC
vibrational states with higher quanta of excitation in the HF stretch have more wavefunction
density at larger HF displacement. Compare, for instance, the vibrational wavefunctions for
peaks a1 and d1 : the latter has substantially better Franck-Condon overlap with the anion
wavefunction, leading to increased intensity in the photoelectron spectrum.

To further illustrate the evolution of these resonances, the simulated photoelectron spec-
trum is shown in Fig. 12.7 for three different propagation times. The low-resolution spectrum
obtained in the first 40 fs of propagation suggests that the short-time dynamics on the neu-
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tral PES are along the HF vibrational coordinate, as the spectrum clearly resolves peaks
related to the HF vibrational frequency. By 200 fs, the fine structure peaks emerge due to
the recursion of the wave packet along the CH3O−HF dissociation coordinate. By 800 fs,
the fine structure peaks split further into sharper peaks related to H3C−O−HF bending
excitation, though these are not resolved experimentally.

The vibrational assignments made here are also sensible in the context of the Franck-
Condon principle. Comparison of the anion and PC geometries (Figs. 12.5 and 12.6) indicates
that photodetachment to the PC well should be accompanied by vibrational excitation in
HF stretching and CH3O−HF stretching and bending modes. Indeed, the HF bond length
in the anion (1.32 Å) is considerably longer than that of free HF (0.92 Å). The geometry
of the methyl moiety is largely unchanged by detachment, so freezing its internal degrees
of freedom during the quantum dynamical calculations does not have an adverse impact on
the accuracy of the simulation. In this regard, the transition state spectrum of F + CH3OH
is analogous to that predicted and observed for the F + H2O system.582,596 In F + H2O,
photodetachment predominantly accesses the OH + HF product well and is accompanied
by considerable HF vibrational excitation, with the OH fragment acting as a spectator, as
CH3O does here.

We do not find evidence of resonances supported by the RC well. All sharp features that
fall below the reactant asymptote (marked with � in Fig. 12.2a) have wavefunctions localized
on the product side of the transition state (Fig. 12.3). Ray et al.577 tentatively assigned a
spectral feature lying below the reactant asymptote to an RC resonance, as it appeared
to have a longer lifetime than neighboring peaks. In the cryo-SEVI spectra this feature is
resolved as peaks d4, d5, and d6, which are well-reproduced by theory as resonances in the
PC well. On the other hand, the long-lived feature observed by Ray et al.577 represents a
sufficiently small fraction of the total dissociative signal that there may not be a reasonable
expectation of resolving it in our present experiment. Furthermore, such a state may not
be accurately captured by our simulations as the reduced-dimensional model, which is ideal
for the HF + CH3O product channel, might not be sufficient for the F + CH3OH reactant
channel.

The resonances we report here are non-reactive as they are submerged below the energy
of free reactants. These states cannot, for instance, be accessed in an F + CH3OH scattering
experiment and are therefore uniquely accessible with anion photoelectron spectroscopy. It is
expected that reactive resonances also exist at higher energies, similar to what was predicted
for F+H2O.582,596 The lowest-lying reactive resonance that is predicted theoretically underlies
the feature labeled x in Fig. 12.2a. The wavefunction for this feature is shown in Fig. 12.3 and
clearly has intensity extending into the reactant channel. Unfortunately, no unambiguous
evidence of this feature is resolved experimentally, as the spectrum becomes congested at
higher photon energies.

The poor agreement between the experimental and theoretical results for the position
and intensity of peak e1 could also be due to experimental congestion. The laser noise
background becomes a limiting factor at high photon energies. It is also possible that
detachment to excited F + CH3OH surfaces, analogous to those predicted in F + H2O,596
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contributes at higher eBE, leading to the increased baseline of the experimental spectra
compared to theory. Additionally, the Wigner threshold law75 can distort relative peak
intensities close to threshold, which may further hamper our ability to resolve peaks e1 and
x at the relatively low eKEs accessible here.

In conclusion, we have investigated the photodetachment of CH3OHF– and its singly
deuterated isotopologue using slow photoelectron velocity-map imaging spectroscopy and
quantum dynamical calculations on a new ab initio based potential energy surface. The
cryo-SEVI spectrum is dominated by Feshbach resonances supported in the product well
of the F + CH3OH −−→ HF + CH3O reaction. These resonances are fully reproduced by
theory, allowing their unambiguous assignment to vibrational HF and CH3O−HF stretching
states of the product complex. This work demonstrates the utility of cryo-SEVI transition
state spectroscopy experiments for probing detailed multi-dimensional dynamical features
near the transition state as well as the theoretical advances in modeling the dynamics of
increasingly complex bimolecular reactions. It also illustrates that despite much increased
complexity, the key dynamical features of this seven-atom reaction remain largely local and
can still be captured by a relatively simple physical picture.
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12.5 Supporting Information

Supplementary Theoretical Details

Ab Initio Calculations

All ab initio calculations were performed using the MOLPRO 2015.1 package.203 Specif-
ically, the Hartree-Fock (HF) wavefunctions were used in explicitly correlated (F12)551 cou-
pled cluster singles, doubles, and perturbative triples (CCSD(T)) calculations. The F12
version of CCSD(T) offers much faster convergence with respect to the size of the basis set.
The frozen-core (FC) treatment was used in the post-Hartree-Fock calculations. Augmented
correlation-consistent polarized valence double-zeta basis sets (aug-cc-pVDZ or AVDZ) were
chosen. For some simple species, such as CH3OH, CH3O, CH2OH, HF, and CH3OHF–,
additional calculations with the larger AVTZ basis set were performed for geometry opti-
mizations and frequency analysis. The dependence on the basis size was found to be small.
As a compromise between efficiency and cost, the FC-CCSD(T)-F12a/AVDZ level of theory
was selected for calculating the energies of the potential energy surface (PES) points.

PES Construction

The construction of a PES consists of two steps: sampling and calculations of the data
points in the relevant configuration space and fitting them with a specific function. Here,
our PESs for both the neutral and anionic species are developed in full 15 dimensions.
Following our strategy,598 possible reaction paths were first surveyed to determine the ranges
of configurations and energies. For the neutral system, only abstraction channels for the
hydrogens of different CH3OH sites were considered. Next, we used grids with appropriate
coordinates in various regions to sample relevant configurations. In the reactant region, for
instance, the internal coordinates of CH3OH were sampled in a fine grid while the coordinates
involving the attaching F atom were sampled in a relative sparse grid. In addition, a small set
of data points around the reaction path was selected by running direct dynamics trajectories
at a low level of theory. Such a strategy allows for the selection of points into all product
channels. Indeed, the global PES includes both the F + CH3OH −−→ HF + CH3O and
F + CH3OH −−→ HF + CH2OH reaction channels. For the anion, the points are mostly
selected near the equilibrium geometry.

With the initial set of points, ab initio calculations were performed at the FC-UCCSD(T)-
F12a/AVDZ level and a primitive PES was fit. Trajectories with various initial conditions
were then dispatched on this primitive PES to further explore the configuration space and to
generate new points. New points were then added to patch up these regions if they were not
too close to the existing data sets based on the Euclidean distance between the new point

{~ri} and a data point {~ri′} in the existing data set, χ({~ri}) =
√∑21

i |~ri − ~ri
′| < 0.2 Å. Note

that all permutation equivalent points were included in such screening. The resulting PES
was examined by key ab initio properties of the system, such as geometries, frequencies, and
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energies of the stationary points, as well as the reaction paths. The procedure mentioned
above was repeated, and the PES was improved gradually until convergence. In addition, a
very small percentage of points with T1 values larger than 0.05 were discarded if their energy
was higher than 50.0 kcal/mol (2.2 eV). Finally, a total of ca. 121,000 points were calculated
at the FC-CCSD(T)-F12a/AVDZ level, and employed to fit the PES.

The permutation invariant polynomial-neural network (PIP-NN) method604,605 has been
successfully applied to several reactive systems for fitting PESs, as it combines the advantages
of both the PIP606 and NN607 approaches: the non-linear nature of NNs provides a flexible
means to approximate any unknown real-valued multi-dimensional function accurately;607

the choice of PIPs606 as the input vector enforces permutation symmetry in the NN fitting.
In practice, all PIPs up to a specific maximum order were used to circumvent the problem.
In this work, the following feed-forward NN functional form with two hidden layers was used:

V = b
(3)
1 +

K∑
k=1

(
ω

(3)
1,k · f2

(
b

(2)
k +

J∑
j=1

(
ω

(2)
k,j · f1

(
b

(1)
j +

I∑
i=1

ω
(1)
j,i ·Gi

))))
, (12.1)

where I denotes the number of PIPs Gi of the input layer; J and K are the number of the
neurons of the two hidden layers, respectively; fi (i=1, 2), transfer functions for the two

hidden layers, are taken as the hyperbolic tangent function; ω
(l)
j,i are weights that connect

the ith neuron of the (l− 1)th layer and the jth neuron of the lth layer; b
(l)
j are biases of the

jth neurons of the lth layer. The parameters ω and b are determined by non-linear fitting
of NN. The explicit form of PIPs Gi is606

G = Ŝ
N∏
i<j

p
lij
ij (12.2)

where pij = exp(−αrij) are the Morse-like variables with α as an adjustable constant and

rij the N(N − 1)/2 internuclear distances. lij is the degree of pij and MAX =
∑N

i<j lij

is the total degree of each monomial. In this work, MAX is selected to be 4. Ŝ is the
symmetrization operator, including all 4! = 24 nuclear permutation operations in the title
system.

For each NN fitting, the data were divided randomly into three sets, namely the training
(90%), validation (5%), and test (5%) sets, to avoid overfitting. To avoid false extrapolation
due to edge points in the randomly selected validation and test sets, only fits with simi-

lar RMSEs (defined as RMSE=
√∑Ndata

i=1

(
Ei
output − Ei

target

)2
/Ndata) for all three sets were

accepted. In addition, the maximum deviation was also used as an important criterion in se-
lecting the final PIP-NN PES. Different NN architectures with two hidden layers were tested.
For each architecture, 100 different NN training calculations were performed. The final NN
has two hidden layers with 5 and 100 neurons, resulting in 6226 parameters including weights
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and biases. Its RMSEs for the train/validation/test/total sets and maximum deviation are
0.021/0.020/0.025/0.024 and 0.4575 eV, respectively. Fig. 12.8 shows the distribution of the
fitting errors.

The properties of the stationary points on the PIP-NN PESs are compared in Table 12.3
and Figs. 12.4 and 12.5. In Fig. 12.9, the PES is plotted as a function of the bond lengths
of the breaking OH and forming HF bonds, with all other coordinates fixed at the transition
state values. The PES is very similar to that of the F + H2O system.608 Note that the
spin-orbit corrections are not included here, but can be readily added.609

For the anion PES, ∼48,000 points were sampled and calculated at the level of FC-
CCSD(T)-F12a/AVDZ level, and fit using the PIP method.606 All polynomials with the
maximum order up to five were employed, resulting in 4672 linear coefficients. The total
RMSE is 0.017 eV. The geometry of the stationary anion is shown in Fig. 12.6, compared to
available data in the literature.594 Its harmonic frequencies from various sources are compared
in Table 12.3.

Quantum Dynamics

The quantum dynamics calculations of the photodetachment of CH3OHF– anion were
carried out using the diatom-diatom Jacobi coordinates (r0, r1, r2, θ1, θ2, φ),596 as shown in
Fig. 12.10. In the reduced-dimensional coordinate system, the center of mass of the CH3

group is replaced by a combined atom (X), and the orientation of the CH3 group is fixed at
the equilibrium structure of the PC complex. r1 and r2 are the F−H and O−X bond lengths
and r0 is the distance between the two diatomic centers of mass, where θ1, θ2, and φ denote
the polar and dihedral angles. The rotationless Hamiltonian has the following form (~=1):

Ĥ = − 1

2µ0

∂2

∂r2
0

− 1

2µ1

∂2

∂r2
1

− 1

2µ2

∂2

∂r2
2

+
ĵ2

1

2µ1r2
1

+
ĵ2

2

2µ2r2
2

+
ĵ2

0

2µ0r2
0

+ V (r0, r1, r2, θ1, θ2, φ)

(12.3)

where µ0, µ1, and µ2 are the corresponding reduced masses of r0, r1, and r2. ĵ1 and ĵ2 are

the angular momentum operators for r1 and r2, respectively, and ĵ0
2

= (ĵ1 + ĵ2)2. V is
the reduced 6-dimensional PIP-NN PES. Some calculations have also been performed using
the (2+1) Radau-Jacobi coordinates, which are designed for the reactant channel. The
corresponding Hamiltonian has a similar form as that in Eqn. 12.3.

As in our previous work,596 the Hamiltonian is discretized using a mixed grid-basis repre-
sentation, and a non-direct product strategy was used.610 The photodetachment is considered
within the Condon approximation, in which the initial wave packet on the neutral PES was
chosen as the ground vibrational eigenstate on the corresponding anion PES. The wave
packet on the neutral state PES is propagated using the Chebyshev propagator,611 and the
photoelectron spectra are obtained from the cosine Fourier transform of the autocorrelation
functions Ck:

597
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S(E) =
1

πH− sinϑ

∑
k=0

(2− δk,0) cos(kϑ)Ck (12.4)

where H− is the half width of the spectral of the Hamiltonian, ϑ = arccos(E) is the Cheby-
shev angle, and k is the Chebyshev order.611

All of the numerical parameters used in the dynamics calculations are collected in Table
12.4. Due to the strong long range interaction between the HF and CH3O species, a large
diatom-diatom distance must be used in the simulations. To reduce the size of the basis set,
the L-shape grids and the vibrational basis are adopted. A similar treatment was used for
the Radau-Jacobi coordinates to describe the F + CH3OH channel.
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Table 12.1: Experimental and theoretical peak positions (cm−1), HF stretching spacings
between the first peaks of each manifold labeled with a1 -e1 (cm−1), and CH3O−HF peak
spacings between peaks within each a-e grouping (cm−1) in the photoelectron spectra of
CH3OHF– shown in Figs. 12.2a and 12.2b.

Peak eBE HF spacings CH3O−HF spacings

expt calc expt calc expt calc

a1 25058 25058
a2 25250 25297 192 239
a3 25470 25523 220 227
a4 25672 25741 202 218

b1 28619 28634 3561 3577
b2 28867 28898 248 264
b3 29102 29146 235 248
b4 29310 29385 208 239
b5 29517 29618 207 233

c1 31925 31923 3306 3289
c2 32181 32217 255 294
c3 32440 32496 259 279
c4 32687 32769 248 273

d1 34816 34914 2890 2991
d2 35131 35233 315 319
d3 35433 35543 302 310
d4 35714 35895 281 352
d5 36068 36217 354 322
d6 36370 36585 302 368

e1 37651 37250 2836 2335
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Table 12.2: Experimental and theoretical peak positions (cm−1), DF stretching spacings
between the first peaks of each manifold labeled with a1 -e1 (cm−1), and CH3O−DF peak
spacings between peaks within each a-e grouping (cm−1) in the photoelectron spectra of
CH3ODF– shown in Fig. 12.2c.

Peak eBE DF spacings CH3O−DF spacings

a1 25434
a2 25614 179
a3 25804 190

b1 28128 2694
b2 28321 193
b3 28516 195

c1 30351 2223
c2 30598 247
c3 30835 237

d1 32421 2071
d2 32692 270
d3 32966 274
d4 33206 241

e1 34527 2106
e2 34855 327
e3 35125 271
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Table 12.3: Comparison of harmonic frequencies (cm−1) of the F + CH3OH −−→ HF + CH3O reaction stationary
points and the CH3OHF– anion.

Species Method
Frequencies (cm−1)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

F + CH3OH

PESa 243 1078 1085 1168 1367 1484 1503 1521 3025 3078 3151 3866

CCSD(T)b 291 1063 1089 1179 1379 1481 1505 1515 3013 3072 3134 3860

CCSD(T)c 288 1061 1089 1181 1381 1485 1511 1521 3016 3076 3137 3864

CCSDT(Q)d 286 1054 1082 1176 1379 1484 1512 1523 3011 3069 3128 3844

Expt.e 200 1033 1060 1165 1345 1455 1477 1477 2844 2960 3000 3681

HF + CH3O

PESa 4166 701 701 1108 1239 1405 1405 3027 3093 3093

CCSD(T)b 4141 754 970 1119 1377 1383 1514 2933 3015 3063

CCSD(T)c 4139 762 960 1115 1384 1388 1519 2936 3021 3065

CCSDT(Q)d 4125 760 961 1107 1391 1393 1522 2936 3018 3061

Expt.e 4138 652 652 914 914 1047 1412 2758 2758 2840

RC
PESa 101 189 357 506 1035 1096 1166 1346 1430 1469 1496 3026 3128 3172 3819

CCSD(T)b 120 193 361 475 1039 1072 1167 1356 1459 1498 1504 3041 3123 3166 3809

CCSDT(Q)d 117 187 349 468 1029 1067 1166 1356 1465 1504 1511 3037 3117 3159 3798

PC
PESa 76 80 246 580 727 741 879 1077 1409 1438 1476 2972 3043 3128 3770

CCSD(T)b i111 75 240 580 740 926 1052 1117 1363 1384 1512 2924 3034 3095 3762

CCSDT(Q)d 72 84 241 603 751 940 1059 1108 1383 1399 1517 2932 3036 3096 3751

TS
PESa i732 63 221 451 1027 1108 1144 1345 1464 1493 1517 3077 3141 3157 3298

CCSD(T)b i644 i172 186 426 1020 1079 1135 1304 1452 1475 1490 3037 3122 3152 3294

CCSDT(Q)d i800 73 197 422 1013 1095 1155 1312 1457 1481 1510 3042 3116 3139 3157

CH3OHF–

PESa 66 152 410 1115 1147 1167 1180 1405 1455 1490 1703 2009 2883 2984 2989

CCSD(T)b 90 164 407 1134 1153 1168 1205 1449 1482 1505 1632 2076 2916 2933 2977

CCSD(T)c i35 164 404 1129 1154 1172 1207 1454 1484 1508 1636 2095 2920 2938 2981

CCSDT(Q)d 66 166 407 1120 1152 1169 1224 1452 1488 1510 1641 2065 2913 2928 2971

MP2f 65 170 447 1141 1162 1181 1287 1451 1493 1519 1655 1875 2960 2988 3031

aThis work, fitted PIP-NN PES; bThis work, UCCSD(T)-F12a/AVDZ; cThis work, UCCSD(T)-F12a/AVTZ; dCCSD(T)/AVTZ,
from Ray et al.577; eExperimental vibrational frequencies from NIST.612 Values represent fundamental vibrational frequencies for
all species, with the exception of HF, for which ωe is given instead; fMP2/6-311++G(2df, 2pd), from Sun et al.594 If two species
are involved, frequencies are shown in the order the species are listed.
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Table 12.4: Numerical parameters (a.u.) used in wave packet calculations with the HF+OX
Jacobi coordinate and the F + HOX Radau-Jacobi coordinate (X=CH3).

HF + OX F + HOX

Grid/basis ranges and sizes

r0 ∈ (3.2, 10.0), N0 = 140 r0 ∈ (3.5, 10.0), N0 = 80

when 1 ≤ i0 ≤ 90, when 1 ≤ i0 ≤ 55,
r1 ∈ (1.2, 5.7), N1 = 30 r1 ∈ (1.5, 6.0), N1 = 25

when 91 ≤ i0 ≤ 140, when 56 ≤ i0 ≤ 80,
8 vibrational basis for r1 3 vibrational basis for r1

6 PODVR for r2

when 1 ≤ i0 ≤ 55,
r1 ∈ (1.7, 3.0), N1 = 30

when 56 ≤ i0 ≤ 80,
3 vibrational basis for r1

Largest values of j1, j2 and m 32, 50, 32 24, 50, 24

Absorption potential for r0
a αabs = 0.08, r0,abs = 8.5 αabs = 0.1, r0,abs = 8.3

Absorption potential for r1
a αabs = 0.08, r1,abs = 3.8 αabs = 0.1, r1,abs = 5.0

Propagation steps 8000 400

aThe damping function is defined as D = exp[−αabs(r − rabs)2], r ≥ rabs]



CHAPTER 12: Resonances in the exit channel of F + CH3OH −−→ HF + CH3O 340

0
F+CH3OH

RC
-0.326
-0.322
-0.291
-0.308

TS
-0.239
-0.219
-0.219
-0.196

PC
-1.605
-1.605
-1.586
-1.584

HF+CH3O
-1.250
-1.245
-1.237
-1.279

+ 

+ 

-4.713
-4.716
-4.729
-4.723

CH3OHF

Figure 12.4: Schematic of the energetics for the F+CH3OH −−→ HF+CH3O reaction and
the CH3OHF– anion. All energies are in eV and relative to the F + CH3OH asymptote at
various levels: PIP-NN PES (black), CCSD(T)-F12a/AVDZ (red), CCSD(T)-F12a/AVTZ
(blue), and CCSDT(Q)/CBS (green, from Ray et al.577). Energies are not corrected for
vibrational zero-point energy.
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Figure 12.5: Optimized geometries (lengths in Å, angles in ◦) of CH3OH, the reactant complex (RC), the transition
state (TS), the product complex (PC), HF, and CH3O at various levels of theory: PIP-NN PES (black), CCSD(T)-
F12a/AVDZ (red), and CCSD(T)/AVQZ (green, from Feng et al.585).
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Figure 12.6: Optimized geometries (lengths in Å, angles in ◦) of the CH3OHF– anion at var-
ious levels of theory: PIP PES (black), CCSD(T)-F12a/AVDZ (red), CCSD(T)-F12a/AVTZ
(blue), and MP2/6-311++G(2df,2pd) (purple, from Sun et al.594).

Figure 12.7: Photoelectron spectrum of CH3OHF– simulated with short (black, 400 steps
or 40 fs), medium (blue, 2000 steps or 200 fs), and long (red, 8000 steps or 800 fs) propagation
times.
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Figure 12.8: Fitting errors (Efit−Eab initio, in eV) of the neutral PES as a function of the
ab initio energy (eV) relative to the F + CH3OH reactant asymptote.

Figure 12.9: Contour plot of the neutral potential energy surface in the F + CH3OH −−→
HF + CH3O reaction channel as a function of the OH and HF bond lengths. All other
coordinates are fixed at the transition state geometry. The colored energy scale is in units
of eV.
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Figure 12.10: The reduced dimension HF + OX (X=CH3) Jacobi coordinates.
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Bischoff, F. Müller, and J. Sauer, J. Phys. Chem. Lett. 8, 1272 (2017).

124T. Majima, G. Santambrogio, C. Bartels, A. Terasaki, T. Kondow, J. Meinen, and T.
Leisner, Phys. Rev. A 85, 053414 (2012).

125R. D. Levine, Molecular Reaction Dynamics (Cambridge University Press, Cambridge,
2005).

126W. C. Wiley and I. H. McLaren, Rev. Sci. Instrum. 26, 1150 (1955).
127U. Boesl, Mass Spectrom. Rev. 36, 86 (2017).



352

128D. Townsend, M. P. Minitti, and A. G. Suits, Rev. Sci. Instrum. 74, 2530 (2003).
129S. J. Cavanagh, S. T Gibson, M. N. Gale, C. J. Dedman, E. H. Roberts, and B. R. Lewis,

Phys. Rev. A 76, 052708 (2007).
130Y. Ogi, H. Kohguchi, D. Niu, K. Ohshimo, and T. Suzuki, 113, 14536 (J. Phys. Chem.

A).
131A. W. Harrison, M. Ryazanov, E. N. Sullivan, and D. M. Neumark, J. Chem. Phys. 145,

024305 (2016).
132SIMION 8.0, http://simion.com.
133M. B. Doyle, C. Abeyasera, and A. G. Suits, NuACQ, http : / / chem . wayne . edu /

suitsgroup/NuACQ.html.
134B.-Y. Chang, R. C. Hoetzlein, J. A. Mueller, J. D. Geiser, and P. L. Houston, Rev. Sci.

Instrum. 69, 1665 (1998).
135W. Li, S. D. Chambreau, S. A. Lahankar, and A. G. Suits, Rev. Sci. Instrum. 76, 063106

(2005).
136M. K. Carter, B. E. Patchett, P. D. Read, and N. Waltham, Nucl. Instr. Meth. Phys. Res.

A310, 305 (1991).
137E. Betzig, G. H. Patterson, R. Sougrat, W. Lindwasser, S. Olenych, J. S. Bonifacino, M.

W. Davidson, J. Lippincott-Schwartz, and H. F. Hess, Science 313, 1642 (2006).
138L. G. Shapiro and G. C. Stockman, Computer Vision (Prentice Hall, Upper Saddle River,

NJ, 2001).
139E. W. Hansen and P. L. Law, J. Opt. Soc. Am. A 2, 510 (1985).
140B. Dick, Phys. Chem. Chem. Phys. 16, 570 (2014).
141V. Dribinksi, A. Ossadtchi, V. A. Mandelshtam, and H. Reisler, Rev. Sci. Instrum. 73,

2634 (2002).
142G. A. Garcia, L. Nahon, and I. Powis, Rev. Sci. Instrum. 75, 4989 (2004).
143C. R. Gebhardt, T. P. Rakitzis, P. C. Samartzis, V. Ladopoulos, and T. N. Kitsopoulos,

Rev. Sci. Instrum. 72, 3848 (2001).
144M. Ryazanov, “Development and implementation of methods for sliced velocity map imag-

ing. studies of overtone-induced dissociation and isomerization dynamics of hydroxymethyl
radical (CH2OH and CD2OH)”, PhD thesis (University of Southern California, 2012).

145C. Blondel, W. Chaibi, C. Delsart, C. Drag, F. Goldfarb, and S. Kröger, Eur. Phys. J. D
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Chem. Chem. Phys. 15, 10241 (2013).
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Rademann, and L. Wöste, Phys. Chem. Chem. Phys. 4, 1101 (2002).
454K. R. Asmis and J. Sauer, Mass. Spectrom. Rev. 26, 542 (2007).
455S. G. Li and D. A. Dixon, J. Phys. Chem. A 111, 11908 (2007).
456S. Grimme, J. Comp. Chem. 27, 1787 (2006).
457E. P. Meagher and G. A. Lager, Can. Mineral. 17, 77 (1979).
458M. Horn, C. F. Schwerdtfeger, and E. P. Meagher, Kristallogr. 136, 273 (1972).
459T. L. Thompson and J. T. Yates, Chem. Rev. 106, 4428 (2006).
460W. S. Epling, C. H. F. Peden, M. A. Henderson, and U. Diebold, Surf. Sci. 412, 333

(1998).
461G. Lu, A. Linsebigler, and J. T. Yates, J. Phys. Chem. 98, 11733 (1994).
462X. Chen and S. S. Mao, Chem. Rev. 107, 2891 (2007).
463S. Sato and J. M. White, J. Am. Chem. Soc. 102, 7206 (1980).
464M. A. Henderson, Surf. Sci. Rep. 66, 185 (2011).
465B. O’Regan and M. Gratzel, Nature 353, 737 (1991).
466K. Hashimoto, H. Irie, and A. Fujishima, Jpn. J. Appl. Phys. 44, 8269 (2005).
467M. Anpo, S. Dohshi, M. Kitano, Y. Hu, M. Takeuchi, and M. Matsuoka, Annu. Rev.

Mater. Res. 35, 1 (2005).
468J. Schneider, M. Matsuoka, M. Takeuchi, J. Zhang, Y. Horiuchi, M. Anpo, and D. W.

Bahnemann, Chem. Rev. 114, 9919 (2014).
469M. Ni, M. K. H. Leung, D. Y. C. Leung, and K. Sumathy, Renew. Sust. Energy Rev. 11,

401 (2007).
470M. L. Weichman, X. Song, M. R. Fagiani, S. Debnath, S. Gewinner, W. Schöllkopf, D. M.
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323, 1323 (2009).
546M. D. Feit and J. A. Fleck, J. Chem. Phys. 78, 301 (1983).
547D. T. Colbert and W. H. Miller, J. Chem. Phys. 96, 1982 (1992).
548D. E. Manolopoulos, J. Chem. Phys. 117, 9552 (2002).
549J. A. Nichols, R. A. Kendall, S. J. Cole, and J. Simons, J. Phys. Chem. 95, 1074 (1991).
550T. B. Adler, G. Knizia, and H.-J. Werner, J. Chem. Phys. 127, 221106 (2007).
551G. Knizia, T. B. Adler, and H.-J. Werner, J. Chem. Phys. 130, 054104 (2009).
552T. H. Dunning, J. Chem. Phys. 90, 1007 (1989).
553F. Weigend, Phys. Chem. Chem. Phys. 4, 4285 (2002).
554F. Weigend, A. Kohn, and C. Hattig, J. Chem. Phys. 116, 3175 (2002).
555H.-J. Werner, P. J. Knowles, G. Knizia, F. R. Manby, M. Schütz, P. Celani, T. Korona,
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