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ABSTRACT OF THE DISSERTATION 
 
 
 

Mechanistic Exploration of Complement System Interactions  
and Design of Complement-Targeted Therapeutics 

 
 

by 
 
 

Ronald Dennis Gorham Jr. 
 
 
 

Doctor of Philosophy, Graduate Program in Bioengineering 
University of California, Riverside, August 2013 

Dr. Dimitrios Morikis, Chairperson 
 
 
 
 

 Protein-protein interactions play a crucial role in most biological functions. Structural biology 

provides a glimpse into the atomic world, helping to further understand the relation between protein 

structure and function. Computational methods hold promise for understanding the dynamics of proteins 

and protein-protein interactions, but require careful selection of tools and parameters that are applicable for 

probing a phenomenon of interest. We describe the utility of Poisson-Boltzmann electrostatic calculations 

and their applicability in analysis of protein-protein interactions and protein design. We discuss a 

benchmark of these calculations against experimental mutagenesis data, in order to choose parameters 

appropriate for calculating free energies of protein association. Poisson-Boltzmann electrostatic 

calculations, in conjunction with other computational methods, were used to better understand the 

molecular mechanism by which Staphylococcus aureus evades the complement system. Recent 

crystallographic structures and experimental work provided insight into the molecular interactions between 

three secreted staphylococcal virulence factors (Efb, Ecb, and Sbi) and complement protein C3d. Our work 

elucidated specific residues of Efb and Ecb crucial for C3d binding, and suggested templates for the design 

of C3d- and Efb/Ecb-derived peptides for therapeutic design. We also used electrostatic calculations and 

molecular and Brownian dynamics simulations to investigate two distinct binding modes of Sbi (domain 

IV) to C3d, and provide insight into the physiological contexts in which each binding site may play a role. 
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Finally, we used these data as a basis for therapeutic design. We used molecular dynamics simulations to 

assess rationally designed peptides aimed at competitively inhibiting interactions between complement C3d 

and its host and pathogenic ligands. We also describe a comprehensive approach for virtual high-

throughput screening of small molecules that can bind to C3d. Our data provide frameworks for the 

analysis of host-pathogen interactions and drug design, and identify several potential C3d-binding 

molecules that serve as a foundation for the design of complement-targeted and anti-infective therapeutics. 
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CHAPTER 1: INTRODUCTION 

 

1.1 The complement system 

 The complement system is a branch of innate immunity that provides a first line of defense against 

pathogens in the bloodstream. During infection, complement proteins recognize pathogen-associated 

molecular patterns, which initiate complement activation via three independent pathways (classical, lectin, 

and alternative). Enzymatic cleavage steps generate convertase enzymes, which cleave C3 into C3a and 

C3b. C3a binds to the C3a receptor (C3aR) on host cells, inducing chemotaxis and inflammatory responses. 

C3b opsonizes pathogenic cell surfaces and recruit phagocytes to the site of infection. Alternatively, C3b 

form additional alternative pathway C3 convertases, or can bind to existing C3 convertases, forming 

distinct convertases capable of cleaving C5. Cleavage of C5 yields C5a and C5b, which are structural 

homologs of C3a and C3b, respectively. While C5a plays a similar role to C3a, C5b is functionally distinct; 

it forms a complex with C6 (and subsequently C7, C8, and polymeric C9) to generate the membrane attack 

complex (C5b-9), forming a pore in the cell membrane and leading to lysis and cell death (1-4) (see Figure 

1.1 for an overview of complement activation). 

Complement also acts as a link between innate and adaptive immunity. Adaptive immunity is 

“complemented” when previously encountered antigens are recognized by IgG and IgM, leading to 

activation of the classical pathway and initiation of innate immune response. Conversely, complement can 

elicit an adaptive immune response. C3b on pathogen surfaces can be cleaved to iC3b (and subsequently to 

C3d), both of which can bind complement receptor 2 (CR2) on B cells (Figure 1.1). This interaction leads 

to augmentation of antibody production, reducing the threshold for B cell activation by several orders of 

magnitude (5-7).  

Specific host-pathogen interactions are necessary to activate the classical pathway (CP) and lectin 

pathway (LP) of complement. In contrast, the alternative pathway (AP) is continually activated at low 

levels in serum, and thus is of great interest in understanding broad and rapid initiation of innate immune 

responses to pathogen exposure. C3 is hydrolyzed at a slow rate to form C3(H2O), which adopts a C3b-like 

conformation. Although C3(H2O) is not cleaved (i.e. C3a is still present), its altered conformation 
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facilitates binding of factor B (FB), a prerequisite for C3 convertase formation. Factor D (FD) then cleaves 

FB into two fragments, Ba and Bb. The latter remains bound to C3(H2O), forming an active convertase 

(C3(H2O)Bb) that can bind and cleave C3 into C3a and C3b. Newly-formed C3b molecules can then form 

additional convertase enzymes (C3bBb) in the vicinity, initiating a positive feedback loop in complement 

activation (Figure 1.2).  

 Although rapid activation and amplification of complement AP activity is beneficial during 

infection, inadequate regulation can lead to damage to host cells and tissues. A number of regulatory 

mechanisms play a critical role in distinguishing between host and pathogenic cells (Figure 1.1). As 

mentioned earlier, C3bBb amplifies complement activation by continually cleaving C3, resulting in 

increased opsonization and downstream complement activation. This amplification is limited by the 

Figure 1.1 Overview of complement activation and regulation. Activation of the classical, lectin, and alternative 
pathways lead to formation of C3 convertase enzymes (C4b2a and C3bBb) on the surface of pathogenic cells. These 
convertases cleave C3 into C3a and C3b. C3a binds to C3aR on neutrophils, and C3b covalently attaches to the 
pathogen surface. Attached C3b can form additional C3bBb convertases (which can bind properdin for stabilization), 
or join existing convertases to form C3bBb3b or C4b2a3b. These molecules can in turn cleave C5. C5a binds to C5aR, 
initiating chemotaxis and inflammatory responses, while C5b binds to C6, and subsequently C7, C8, and polymeric 
C9 to form the lytic membrane attack complex (MAC). CR1 (on the phagocyte surface) binds pathogen-associated 
C3b, leading to targeted phagocytosis. CR1 also acts as a cofactor for FI, which cleaves C3b into iC3b and then to 
C3d. C3d binds to CR2 on B cells, which can enhance production of antibodies near the site of infection. On host 
cells, membrane-bound complement regulators MCP and DAF lead to C3b inactivation and C3bBb dissociation, 
respectively, protecting the cells from complement attack. Additionally, FH can simultaneously recognizes C3b and 
polyanion binding sites, thus it is recruited to host cell surfaces and prevents formation of C3bBb.!
!
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intrinsic instability of C3bBb, which has a half-life of ~60 seconds. On pathogenic cells, binding of the 

soluble glycoprotein properdin stabilizes this complex, increasing its half-life by an order of magnitude and 

further enhancing AP activation. On the other hand, Factor H (FH), another soluble complement regulator, 

binds to C3b on host cells and diminishes AP activation. FH contains polyanion-binding sites, which 

facilitate association with host cells, while the N- and C-terminal domains can bind to C3b and C3d. 

Interaction with C3b competitively inhibits C3b-FB binding, and in turn, prevents formation of C3bBb. 

Additionally, FH acts as a cofactor for factor I (FI), a serine protease that can cleave and inactivate C3b (to 

iC3b). Other complement receptors and regulators provide a direct role in host cell protection. Complement 

receptor 1 (CR1) is expressed on the surface of most blood cells, and is primarily responsible for clearance 

of complement-opsonized antigens, via interaction with C3b. CR1 can also act as a cofactor for FI, 

facilitating inactivation of C3b. Membrane cofactor protein (MCP) also facilitates FI-mediated cleavage of 

C3b. Decay-accelerating factor (DAF) decreases the half-life of the already unstable C3bBb complex, 

reducing levels of AP activation (8, 9).  
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Figure 1.2 Amplification loop of the alternative pathway. Once C3b is formed (either via initial C3(H2O)-mediated 
alternative pathway activation or via the classical/lectin pathways), C3b can bind full-length factor B. Factor D can 
then bind and cleave C3bB, yielding an additional convertase molecule (C3bBb). Newly-formed convertases can bind 
C3 molecules, and cleave them to C3b, and so on. Binding of properdin to C3bBb stabilizes the complex and 
upregulates amplification, while complement regulators FH, MCP, DAF, and CR1 all reduce amplification.!
!
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1.2 Complement and autoimmunity 

 Under normal circumstances, complement plays key roles in detection and elimination of 

pathogens, clearance of immune complexes and apoptotic cells, and development of adaptive immune 

response and B cell tolerance to self antigens. In many autoimmune diseases, complement fails to perform 

one of more of these duties. Complement is implicated in many autoimmune diseases, including systemic 

lupus erythematosus (SLE), rheumatoid arthritis (RA), and age-related macular degeneration (AMD), 

among others. These diseases typically involve one or more of the following; excessive complement 

activation, defective regulation, or complement deficiency (10). In AMD, polymorphisms resulting in 

single amino acid substitutions in C3, FB, and/or FH impair regulation of the AP, leading to complement 

activation on the retina and gradual loss of central vision (11, 12). The role of complement in SLE and RA 

is more complex. Onset is characterized by deficiencies of specific complement factors, which can impair 

proper waste disposal and induce production of autoantibodies. Subsequently, over-activation of 

complement facilitates disease progression and can lead to inflammation and tissue damage (13, 14). Thus, 

autoimmunity can intriguingly involve both impaired and enhanced complement activity.  

 

1.3 Pathogenic immune evasion 

Pathogens employ a variety of strategies to evade detection by the immune system. To promote 

survival in the bloodstream, many pathogens express surface-associated and secreted virulence factors that 

mediate complement activity. A prime example is Staphylococcus aureus (S. aureus). S. aureus expresses 

several virulence factors that interact with complement proteins and complexes, many of which have been 

well-studied and characterized in recent years (15-20). Although S. aureus is not susceptible to direct 

killing by complement via the membrane attack complex, complement activation promotes rapid 

phagocytosis of the bacterium. Owing to its major role in pathogen detection and clearance, AP is a 

primary target for staphylococcal immune evasion. Chemotaxis inhibitory protein of S. aureus (CHIPS) and 

staphylococcal superantigen-like protein 7 (SSL7) block C5a-mediated chemoattraction via direct binding 

to C5aR and C5, respectively (21-23). Staphylococcal complement inhibitor (SCIN) inhibits the cleavage 

activity of C3bBb, in turn reduces bacterial opsonization and C3a/C5a-mediated chemoattraction of 
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neutrophils (24, 25). Finally, three additional C3bBb inhibitors, extracellular fibrinogen-binding protein 

(Efb) (26), extracellular complement-binding protein (Ecb) (27), and staphylococcal binder of 

immunoglobulins (Sbi) (28), have diverse structural and functional properties, but share a C3d-binding 

domain and similar complement regulatory activity (27, 29-33). Each exhibits multiple modes of 

complement inhibition, which are still not fully understood. 

 

1.4 Complement-targeted and anti-infective therapeutics 

 The role of complement in autoimmune diseases makes the system an attractive target for 

therapeutics. Over the past 20 years, many complement inhibitors and regulators have been developed, but 

only two complement-targeted therapeutic are currently on the market (34). Complement is not highly 

amenable to traditional drug development. The only traditional drug targets in complement are chemotactic 

receptors and serine proteases, the latter of which are notoriously difficult to target due to conservation of 

serine protease structure and lack of specificity (35). Most activation and regulation steps in complement 

involve multimeric complexes with large protein-protein interfaces, which are challenging to inhibit with 

small drug-like molecules (36). Consequently, nearly all therapeutics in preclinical/clinical development 

are biopharmaceuticals. Aside from target specificity, another important consideration is level of 

complement inhibition. While in certain pathological situations it is beneficial to reduce complement 

activation to prevent damage to host cells and tissues, blocking complement activity entirely increases 

susceptibility to infection and may promote development of new autoimmune conditions due to 

accumulation of immune complexes and apoptotic/necrotic cells (35). Therefore, AP is an attractive target, 

since complement can still be activated via the CP and LP (37, 38). Currently, several complement 

therapeutics are in the pipeline. These therapeutics include soluble forms of complement regulators, 

antibodies against specific complement proteins, and peptides/peptidomimetics that bind receptors or block 

interactions (38). Latest efforts are aimed specifically at blocking C3 convertase activity via fused 

complement regulators that target multiple sites simultaneously (i.e. TT30, mini-FH) (39). An alternative 

approach involves learning from microbes. Some success has come from efforts to inhibit complement 

using the staphylococcal protein CHIPS and vaccinia viral protein VCP, however immunogenicity and 
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proteolytic degradation pose critical barriers to development of native microbial proteins as therapeutics 

(39). Using knowledge from microbial virulence factors, including complement inhibition mechanisms and 

detailed analysis of complement proteins, it may be possible to derive novel complement therapeutics (40).  

Interactions between microbial and complement proteins also give rise to the design of new anti-

infective strategies. S. aureus is a prime target, as increasing resistance to traditional antibiotics and 

incidence of nosocomial infections pose imminent public health risks (41). While S. aureus typically causes 

mild skin infections, invasive strains can lead to bacteremia, osteomyelitis, infective endocarditis, and death 

(15, 41, 42). The wealth of available knowledge regarding interactions between staphylococcal virulence 

factors and complement provides a solid foundation for the design of highly specific bacterial inhibitors. 

 

1.5 Structural biology of the complement system 

 Activation and regulation of complement relies on the interaction between complement proteins, 

receptors and regulators. Ten years ago, only 56 complement structures were deposited in the protein data 

bank, many of which were not unique and consisted of protein fragments, mutants, or proteins crystallized 

under differing conditions. Furthermore, only one structure of a complement protein complex was 

structurally resolved, the original structure of the C3d-CR2 complex (43). The need for better structural 

understanding of complement was summarized soon thereafter, motivating efforts to elucidate complement 

mechanisms and interactions using structural biology (3). Beginning in 2005, Piet Gros and coworkers 

determined crystallographic structures of C3 and C3b, the central proteins of complement activation. The 

technical and scientific expertise derived from this work formed the basis for the determination of many 

large proteins and protein complexes in the complement system (44). We now understand how the AP 

convertase is formed, step-by-step, to form the active C3bBb molecule (25, 45-47). We understand how AP 

activation is regulated by FH and FI (48, 49). Models have been proposed for binding of C3 to C3bBb and 

its cleavage mechanism (25). To some extent, C5 convertase formation is now understood (50, 51), and our 

knowledge of membrane attack complex (C5b-9) formation is greatly enhanced (52). Finally, controversy 

over the structure of the C3d-CR2 complex, the link between innate and adaptive immunity, has been 

resolved (53, 54). Structural biology has also made progress in elucidating mechanisms of complement 
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evasion by S. aureus. Several ligands have been cocrystallized with complement proteins and complexes 

(25, 27, 29, 33, 55), even helping to gain insight into the elusive mechanism of the inherently unstable 

C3bBb complex (25). Indeed, structural biology advances have revealed molecular details and mechanisms 

that have improved our understanding of complement activation, regulation, and evasion. 

 One of the most noteworthy observations from nearly all complement interactions is the ubiquity 

of electrostatic interactions. Electrostatic interactions seem invariably important in driving the association 

of complement proteins, in a high ionic strength environment (56-66). There is little doubt that 

electrostatics accelerates complement immune responses during infection. Likewise, it is evident that 

electrostatics plays an equally important role in driving association of bacterial virulence factors with 

complement proteins (67-72). Not only is electrostatics important for complex formation and stability, but 

it also often plays a pivotal role in driving conformational changes and contributing to allosteric activation 

and inhibition mechanisms (31, 73). This property of the complement system makes it an attractive system 

to study using computational methods.  

 

1.6 Electrostatic analysis of protein-protein interactions 

In recent years, computational methods have rapidly evolved and become an integral part of the 

analysis of protein-protein interactions. Depending on the accuracy of the underlying physics, algorithm 

efficiency, and parameterization, computational techniques can provide an excellent complement to 

experimental techniques and methods. Current methods can accurately reproduce biophysical binding and 

energetic data, and thus are often employed in a predictive manner. Furthermore, some computational 

methods can lend insight into phenomena unseen in experiment.  

A wealth of new structural information makes complement more amenable than ever to 

computational biophysics (74). Since electrostatics is implicated in complement interactions, analysis of 

electrostatics can shed light on the association and stability of complement interactions, and how protein-

protein interactions may give rise to important conformational changes (66, 75, 76). Poisson-Boltzmann 

(PB) calculations represent the forefront of electrostatic analysis using implicit solvation in proteins (77-

79). Since solvent molecules and ions are not explicitly modeled, PB calculations can efficiently determine 
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electrostatic potential distributions and electrostatic free energies of proteins. In combination with 

computational alanine-scanning mutagenesis, PB free energy calculations can predict relative contributions 

of specific charged amino acids to protein complex stability (a more detailed theoretical explanation of PB 

calculations can be found in Appendix A.1). The role of electrostatics in protein-protein association can be 

probed further with Brownian dynamics (BD) simulations. BD simulations have been used by several 

groups to analyze the diffusional and electrostatically-driven association of proteins (80-86), and to 

quantify their relative association (kon) rates (see Appendix A.2). Molecular dynamics (MD) provide the 

most detailed view of protein-protein interactions, and are widely used to computationally model the 

dynamics of protein structure at atomic resolution (87, 88). MD simulations can provide insight into 

conformational changes that may be difficult to elucidate using experimental methods. Furthermore, 

simulations can provide detailed analysis on the stability of protein-protein interactions, including side-

chain fluctuations, persistence of nonbonded interactions, and changes in buried interfacial surface area 

(see Appendix A.3). Integration of the aforementioned methods, in conjunction with available biophysical 

and immunological data, provides a foundation for design of peptidic and small molecule inhibitors 

targeting complement interactions. 

 

1.7 Structure-based drug design 

 Structural biology enables an atomistic view of proteins and provides insight into their function. 

Rapid progression of structural biology has paved the way for sophisticated computational drug design. 

Development and improvement of algorithms and frameworks has led to numerous successful drug design 

endeavors (89-92), which may eventually revolutionize pharmaceutical development. Computation is used 

in a wide variety of applications, including design of new protein variants, peptide/peptidomimetic design, 

and virtual high-throughput screening (vHTS) for small drug-like molecules. While protein design can lead 

to highly-specific therapeutics, they are typically expensive, difficult to deliver, and prone to proteolytic 

degradation. Small drug-like molecules have ideal pharmacological properties, but are typically suited for 

targeting the cavities of GPCRs and enzyme active sites, where buried environments provide maximal 

interaction between the protein and small molecule. In addition, they often lack specificity, resulting in 
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undesired off-target effects. Peptides represent a middle-ground, achieving a balance between specificity, 

cost, and stability. 

 Knowledge of the atomic-level structure of a particular protein-protein interaction of interest 

provides a foundation for peptide design and vHTS. In the design of peptides, the binding partner of the 

drug target can be used as an initial template. Secondary structural elements (i.e. helices) can be isolated 

and simulated using BD and MD simulations as described above. BD simulations can provide insight into 

association of peptides compared to wild-type proteins, while MD can be used to assess secondary 

structure, structural stability, and interactions with its binding partner. Iterative rounds of sequence 

optimization and simulation can yield peptides with optimized structure and target affinity. vHTS can be 

used to rapidly screen large databases of small drug-like molecules for predicted binding affinity for a 

specific region on a target of interest. Two widely-used methods in vHTS include pharmacophore screening 

and molecular docking. Pharmacophore screening begins with a model, comprised of spheres, which 

mimics the spatial and geometrical arrangement of physicochemical properties of an active ligand, with 

respect to its receptor. Molecules are aligned with the pharmacophore model, and retained as hits if its 

chemical moieties (ionizable groups, hydrogen bond donors and acceptors, hydrophobic/aromatic groups) 

match a specified number of features in the model. In molecular docking, molecules explore varied 

conformations within a predefined region of the target protein, and empirical and force-field based scoring 

functions are used to rank molecules according to predicted binding affinity. 

 While protein therapeutics are moderately successful in mediating complement activity, there has 

been limited success with small molecule therapeutics (93). Peptides and peptidomimetics, including 

compstatin (94) and PMX-53 (95), hold promise as potent complement-targeted therapeutics. Both 

molecules have evolved via integration of experimental and computational methods, and continue to be 

improved (3, 93, 96-98). Following their success, design of peptides targeting other complement 

interactions has been proposed, including initial reports of success in blocking AP convertase formation 

(40). Furthermore, few efforts exist to screen for small-drug like complement inhibitors. Recent structural 

advances in complement afford the opportunity to pursue structure-based drug design. 
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1.8 Overview 

 The work described in this thesis aims to investigate the interactions of host and staphylococcal 

ligands with complement C3d to gain insight into molecular mechanisms of alternative pathway 

complement inhibition by Staphylococcus aureus. Furthermore, this information is used as a basis for the 

design of peptidic and small drug-like molecules with potential applications as complement-targeted or 

anti-infective therapeutics. In Chapter 2, we describe the implementation of AESOP, a computational 

framework developed by our group for analysis of electrostatic similarities of proteins, toward predicting 

electrostatic free energies of association of protein complexes. We compare calculated Poisson-Boltzmann 

electrostatic free energies of association with experimental binding data for a diverse selection protein 

complexes and mutants, and provide insight into the parameter selection, applicability, and limitations of 

such types of calculations. In Chapter 3, we examine the structural basis for alternative pathway 

complement inhibition by Staphylococcus aureus virulence factors Efb-C and Ecb. We utilize free energy 

calculations and electrostatic clustering to elucidate the role of electrostatics in these interactions, and to 

identify residues/regions required for interaction between Efb-C and Ecb with C3d. In Chapter 4, we 

investigate the dual binding paradigm of anther staphylococcal virulence factor Sbi with C3d. We describe 

the integration of several dynamic tools to provide insight into the physiological binding mode of the C3d-

Sbi complex. Finally, in Chapter 5, we describe the development and application of peptide design and 

virtual high-throughput screening protocols toward identifying molecules aimed disrupting C3d-ligand 

interactions.  
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CHAPTER 2: AN EVALUATION OF POISSON-BOLTZMANN ELECTROSTATIC FREE ENERGY 
CALCULATIONS THROUGH COMPARISON WITH EXPERIMENTAL MUTAGENESIS DATA 

 
 
2.1 Introduction 

Many biological processes rely on the interactions between specific biomolecules and can be 

explained on the basis of the dynamic movements and noncovalent interactions within a biomolecular 

complex. In particular, electrostatic forces are known to play a crucial role in protein function (1-8). In 

highly and oppositely charged protein systems, electrostatic steering is purported to facilitate the formation 

of a bound complex (5, 9-15). The association of proteins is thought to be comprised of two main steps; 

recognition and binding. According to the two-step model proposed by McCammon et al. (16), proteins 

undergo accelerated diffusion to form a weak nonspecific encounter complex, which is driven primarily by 

long-range electrostatic interactions. In this initial recognition step, the global electrostatic potential 

distribution of each protein aids in accelerated diffusion, in which proteins are guided toward each other by 

complementary charge distribution (3, 16-19). Subsequently, short-range van der Waals and electrostatic 

interactions are formed to stabilize the final bound complex.  

In the analysis of electrostatics, the fundamental governing equation is Coulomb’s Law. Since 

proteins function in solvated environments, which have different dielectric properties than the protein 

interior, it becomes necessary to represent the effects of solvent molecules on the electrostatic potential of a 

protein. Molecular dynamics simulations are often used to describe protein-protein interactions in detail. 

Simulations typically include both covalent and noncovalent interactions, and provide a time-dependent 

analysis of a complete atomistic model of the system in a physiological environment, including explicit 

solvent interactions. Consequently, simulations are computationally expensive and simplifying assumptions 

are often made to save time and resources.  

As an alternative to Coulombic calculations and molecular dynamics simulations, Poisson-

Boltzmann electrostatics calculations have been widely applied in the analysis of biomolecular interactions 

and represent the forefront of accurate and efficient calculation of electrostatic potential for biomolecules 

(3, 8, 15, 20-24). Poisson-Boltzmann free energy calculations account for both long- and short-range 

electrostatic interactions, but only implicitly account for desolvation and solvent shielding upon complex 
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formation. In addition, water molecules and ions are typically not explicitly modeled in the simulation, but 

their presence is implicitly accounted for using a variable dielectric environment and continuum solvation. 

Since water molecules are not explicitly modeled, the effects of solvent polarizability on the electrostatic 

potential of the protein are included via a position-dependent dielectric coefficient. The effect of ionic 

screening is accounted for by an ion accessibility term, which in turn incorporates ionic strength. By 

defining an appropriate boundary for dielectric coefficient and ionic accessibility, the Poisson-Boltzmann 

equation can be solved numerically for electrostatic potential.  

While Poisson-Boltzmann methods provide a fast approximation of protein-protein electrostatic 

interactions, simplifying assumptions are known to compromise the predictive capabilities of these 

calculations (3, 7, 21, 25-28). The selection of appropriate dielectric coefficients and dielectric boundaries 

has been the subject of debate in recent literature, and is perhaps one of the largest sources of variability in 

continuum electrostatics calculations (5-7, 27, 29-36). It is well known from experimental data that water 

has a dielectric coefficient of approximately 78, resulting from the highly polar nature of water molecules. 

The protein interior, especially for large globular proteins, is completely shielded from solvent and thus 

should have a significantly lower coefficient. In contrast, it is reported that dynamics and structural 

relaxation of the protein interior significantly increases the effective dielectric coefficient (6, 26, 30, 37-

40). Researchers have reported the application of dielectric coefficients between 2 and 40 to represent the 

protein interior, although values are consistently much lower than the surrounding solvent (20, 22, 37). 

Other groups have investigated the use of distance-dependent dielectric functions, in which a lower 

dielectric coefficient is used to model residues buried deeply within the protein interior compared to those 

proximal to the surface (6, 7, 29, 39, 41). It is of interest to determine an appropriate dielectric coefficient 

based on correlations between calculated and experimental data.  

Numerous recent studies have applied Poisson-Boltzmann free energy calculations in examining 

the association of protein complexes (12, 22, 25, 28, 32, 34, 41-48). In combination with computational 

alanine-scanning mutagenesis, it is possible to use continuum electrostatics to predict protein mutants that 

enhance or inhibit binding. Our lab has recently developed a high-throughput computational protocol to 

elucidate the role of electrostatics in protein association, stability, and function. This approach, known as 
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Analysis of Electrostatic Similarities Of Proteins (AESOP), involves a series of steps which ultimately 

yield a set of free energy values for single-alanine mutants of a protein complex from Poisson-Boltzmann 

electrostatics calculations (47). The idea behind this method is that mutation of ionizable residues will 

introduce a perturbation in the electrostatic potential of the protein, and the effect of this mutation on 

protein complex association (and in turn, protein function) can be quantitatively assessed in an efficient 

manner. AESOP is useful in engineering protein mutants with tailored physicochemical properties and 

functions, which can aid in the development of therapeutics for a variety of infections, diseases, and 

conditions. 

Herein, we report a comparison of electrostatic free energy values with free energies based on 

experimental binding and kinetic data. We show correlations between calculated and experimental data for 

alanine mutants of five protein complexes, representing a diverse dataset for evaluation of our methods. 

Additionally, we examine the effects of dielectric and ionic screening on protein association and suggest 

appropriate values for the dielectric coefficient of the protein interior. We are interested in determining 

whether electrostatics alone can predict the relative binding of wild-type and mutated protein complexes, as 

well as elucidate which conditions provide the most accurate calculations. 

 

2.2 Methods 

In order to evaluate computational free energy calculations with experimental data, we utilized the 

Alanine Scanning Energetics Database (ASEdb) (49) to select several systems for rigorous comparison. 

Criteria for selection included the availability of a co-crystal structure of the protein complex and 

binding/kinetic data for 10 or more experimental alanine mutants of charged amino acids. The resulting 

five systems (with corresponding experimental data) included Barnase-Barstar (50, 51), Im9-E9 DNase 

(52), RNase Inhibitor-Angiogenin (53-55), hGH-hGHbp (56, 57), and gp120-CD4 (58). A remaining 

system that satisfied our selection criteria, the Factor VII-Tissue Factor protein complex, was not used 

because it contained carboxyglutamic acid residues, which arise as a result of posttranslational 

modification. Complications with parametrization of these residues led to the decision to exclude this 

protein complex from our analysis, despite the abundance of experimental mutagenesis data. 
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 The three-dimensional co-crystal structure for each protein complex was obtained from the Protein 

Data Bank (PDB) (59). The accession codes used were 1BRS (Barnase-Barstar) (60), 1BXI (Im9-E9 

DNase) (61), 1A4Y (RNase Inhibitor-Angiogenin) (62), 3HHR (hGH-hGHbp) (63), and 1GC1 (gp120-

CD4) (64). The Barnase-Barstar complex consisted of three nearly identical dimers, however chains A and 

C (Barnase) and D and E (Barstar) were missing N-terminal residues. Chain F was the only complete 

Barstar molecule (which included two basic residues missing in the other Barstar molecules), thus the C:F 

complex was chosen, despite the two missing N-terminal uncharged residues in Chain C. The Im9-E9 

DNase structure contained only one complex structure with no missing residues, thus the original PDB file 

was used. The RNase Inhibitor-Angiogenin structure contained two identical complex structures, thus the 

first was chosen for our calculations. The gp120-CD4 structure contained the eponymous protein complex, 

in addition to a monoclonal antibody. The antibody chains were removed from the PDB file for our 

analysis. The PDB structure of the hGH-hGHbp protein complex contained several gaps in the protein 

sequence, in addition to missing residues at the C-terminal end of hGHbp. The amino acid sequence from 

3HHR was obtained in Chimera (65) and aligned with the native full sequence of the hGH-hGHbp complex 

(obtained from RCSB) using ClustalW to identify specific locations of missing residues (66). A homology 

model was built using Modeller (67), with the structure from 3HHR was used as a template for our 

homology model, in order to model missing loops. The entire structure was subjected to optimization using 

Modeller, and the alpha-carbon RMSD between the template and model structures was 0.483 Å. For each 

refined PDB file, incomplete side chains were replaced using the Dock Prep tool and Dunbrack rotamer 

library in Chimera. 

 The template protein complex structures (obtained as described above) were subjected to hydrogen 

bond optimization and removal of van der Waals clashes using WHATIF. WHATIF (68) was also used to 

generate mutations of charged amino acids (arginine, lysine, glutamic acid, and aspartic acid) in the 

optimized protein complex to alanine. We did not subject structures to any energy minimization or dynamic 

relaxation. Mutant protein complexes were subsequently split into their respective component proteins, 

yielding three sets of mutant PDB files (one for each component plus the complex) for each system. 

Structural changes following mutation were not considered, as these changes were found not to have a 
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significant effect on electrostatics calculations (69). Atomic radii, partial charges, and hydrogen atoms were 

added to all PDB files using PDB2PQR (70) and the PARSE force field (71). PQR files were generated 

without structural optimization or rearrangement, using the --nodebump and --noopt flags in PDB2PQR. 

Each protein and protein complex was embedded in a three-dimensional discretized grid containing 129 × 

129 × 129 points, and the Adaptive Poisson-Boltzmann Solver (APBS) (72) was used to calculate 

electrostatic potential at each grid point. Grid spacing for each protein complex were determined using 

VMD (73). The grid resolution for each protein complex ranged between 0.5 and 1.5 Å in each dimension, 

depending on the size of the protein, magnitude of electrostatic potential and its distribution surrounding 

the protein, and calculation conditions (Table B1). Free energy for each protein and protein complex was 

calculated according to 

∑=
i

iielec qG ϕ
2
1

    (1). 

In Eq. 1, qi and φi represent charge and electrostatic potential at each grid point, respectively. Charges, 

dielectric coefficients, and ion accessibilities were assigned at each point, in order to solve the Poisson-

Boltzmann equation for electrostatic potential. Dielectric and ion accessibility were assigned based on the 

solvent-accessible and ion-accessible protein surfaces, determined using a probe of radii equal to 1.4 and 

2.0 Å, respectively. Free energies of complex association and solvation were calculated according to the 

thermodynamic cycle in Figure 2.1. Free energy was calculated for a given protein complex and its 

components in both a reference and solvated state, and reported free energy values were calculated 

according to: 
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solvation GGGGGG Δ−Δ=Δ−Δ−Δ=ΔΔ   (4). 

Since charges are distributed on a discretized grid in APBS, erroneous self energies can arise due to the 

distribution of a single charge across multiple grid points, which lead to propagation of error in electrostatic 
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calculations (21, 25, 74). In PB free energy calculations, a reference state must be implemented and each 

atom must be discretized to the same grid points in all individual calculations in order to eliminate these 

grid artifacts. Also, in order to alleviate this issue, protein structures must remain static after initial 

optimization, such that they retain the same conformation in both free and bound states. ΔΔGsolvation values 

calculated in this manner ensure cancellation of all grid artifacts. In order to determine accurate values for 

ΔGref and ΔGsolu, we used the APBS supplementary module Coulomb to calculate Coulombic potential of 

each protein and protein complex, with ΔGCoulombic calculated according to: 

 
Coulombic
B

Coulombic
A

Coulombic
AB

Coulombic GGGG −−=Δ    (5). 

Using this value in place of ΔGref, we were able to calculate ΔGsolution according to: 

Coulombicsolvationsolution GGG Δ+ΔΔ=Δ     (6). 

Figure 2.1 Thermodynamic cycle for association and solvation of protein complexes. The top horizontal process 
represents protein association in a reference environment, with no water molecules or ions present. Dielectric 
constants within and surrounding the protein are equivalent. The bottom horizontal process represents protein 
association in ionic solution, with dielectric coefficients varying between the protein interior and the solvent. The ion 
accessibility term (κ, inverse Debye length) is no longer zero and depends on ion concentration. Vertical processes 
represent the free energy change associated with solvation of each protein or complex relative to the reference state. 
The images show isopotential contours for Barnase (A), Barstar (B), and Barnase-Barstar (AB) calculated using protein 
dielectric coefficient of 2, ionic strengths of 0 mM (top) and 150 mM (bottom), and isovalues of ±1 kBT/e.!
!
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From Eqs. 5 and 6, we can obtain accurate representations of the free energy of association in a reference 

and solvated state, without the influence of grid artifacts. 

 Experimental binding and kinetic data were used to calculate binding free energies for protein 

complexes and their respective mutants. Data was collected under various conditions, including buffer 

concentration (10-100 mM), pH (6-8), and ionic strength of solution (0-200 mM). All measurements were 

performed at 25°C. Experimental binding energies were calculated according to: 

( )Dexp KlnRTG −=Δ      (7). 

Calculated and experimental free energy values for mutant proteins were normalized based on the values 

for the wild-type protein complex (ΔGmut/ΔGwt) in order to compare multiple datasets of kinetic data for a 

given protein complex. Pearson correlation coefficients and ANOVA tests were calculated for ΔΔGsolvation, 

ΔGCoulombic, and ΔGsolution with ΔGexp using the R software package.  

 Visualization of protein structures and electrostatic potential distributions was performed using 

UCSF Chimera, which in turn was used to generate molecular graphics presented here. Calculation of per-

residue solvent-accessible surface area (SASA) values for protein complexes was also performed in UCSF 

Chimera, using a probe of 1.4 Å and connecting the center points of the probe as it is rolled along the 

protein surface (without hydrogen atoms). 

 

Table 2.1. Properties of selected protein complexes from the Alanine Scanning Energetics Database.!

a Total number of residues in each protein. 
b Percentage of total SASA of free protein that is buried upon complex formation  
  (SASAfree – Σ[SASAfree,res[i] – SASAcomplex,res[i]]). 
c Percentage of residues that are charged at physiological pH in each protein (i.e. Asp, Glu, Arg, Lys).!
!

Protein Charge Lengtha % Buriedb % Chargedc Buried SASA 
Barnase +2e 108 14 24 1558 Barstar -6e 89 17 27 
Im9 -9e 85 13 25 1565 E9 Dnase +5e 131 13 36 
RNase Inhibitior -22e 460 6 22 2681 Angiogenin +10e 123 18 24 
hGH -5e 190 15 24 2673 hGHbp -6e 205 14 25 
gp120 +4e 297 6 18 

1963 CD4 +5e 181 11 24 
!
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2.3 Results 

We selected five systems for the evaluation of electrostatic free energy calculations and the 

evaluation of specific calculation criteria and parameters. Each protein complex is described briefly in 

Table 2.1 and depicted in Figure 2.2. As discussed above, the protein complexes were selected based on the 

availability of a co-crystal structure of the complex and sufficient experimental data to perform statistical 

correlations with our calculated free energy values. Coincidentally, we found that the dataset was indeed a 

diverse representation of charged protein systems. Barnase-Barstar (Figure 2.2A) and Im9-E9 DNase 

(Figure 2.2B) both represent highly and oppositely charged systems, which are relatively small in overall 

size. RNase Inhibitor-Angiogenin (Figure 2.2C) is a much larger protein complex, although the interfacial 

area is only ~60% larger than those of Barnase-Barstar and Im9/E9 DNase (Table 2.1). Each component is 

highly charged, which is thought to contribute to the extremely tight binding observed experimentally. 

Finally, the last two systems (hGH-hGHbp and gp120-CD4, Figures 2.2D and 2.2E) possess charged 

components of similar charge, thus overall electrostatic potential is hypothesized to have a diminished role 

in the long-range association of these protein complexes. 

Figure 2.2 Molecular graphics representations of selected protein complexes. Proteins are shown in ribbon 
representation, with experimentally mutated residues displayed as ball and stick. The first and second proteins listed in 
the protein complex name are colored in purple and cyan, respectively. Residues within the interface are colored in 
orange, and those outside the interface are colored in gray. The protein complexes shown are (a) Barnase-Barstar, (b) 
Im9-E9 DNase, (c) RNase Inhibitor-Angiogenin, (d) hGH-hGHbp, and (e) gp120-CD4.!
!
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Using alanine-scanning mutagenesis and Poisson-Boltzmann electrostatics calculations, we 

calculated free energies of association and solvation of protein mutants for which experimental data were 

available. Based on the thermodynamic cycle in Figure 2.1, we calculated association free energy in both a 

reference (ΔGCoulombic) and solvated (ΔGsolution) state. Additionally, we calculated ΔΔGsolvation for each 

mutant based on Eq. 4, which incorporates both association and solvation effects by closing the 

thermodynamic cycle of Figure 2.1. We used experimental binding free energies (determined from 

dissociation rate constants and Eq. 7) as a benchmark to evaluate each of the three free energy values 

calculated under various conditions. 

Scatter plots illustrate the degree of correlation between calculated and experimental data (Figures 

B.1-B.10). It is evident that for Barnase-Barstar (Figures B.1-B.2) and Im9-E9 DNase (Figures B.3-B.4), 

the trend of calculated data closely parallels that of experimental data. It is of interest to note that the 

magnitudes of calculated electrostatic free energy changes upon mutation are significantly larger than those 

observed experimentally, particularly at low protein dielectric coefficients. This disparity can be attributed 

to the fact that only electrostatic interactions are accounted for, and the effects of van der Waals 

interactions and entropic effects are not directly included in the calculations. Despite large differences in 

magnitude, relative calculated and experimental free energies exhibit a high degree of correlation. RNase 

Inhibitor-Angiogenin shows slight correlation between calculated and experiemental data, however there is 

noticeably more scatter in the data (Figures B.5-B.6). The remaining two systems (hGH-hGHbp and gp120-

CD4) show no discernable correlation (Figures B.7-B.10). 

We performed electrostatics calculations under a wide variety of conditions, in order to evaluate 

the influence of protein dielectric, ionic strength, grid resolution, and linearization of the Poisson-

Boltzmann equation. In order to quantify these effects and efficiently compare our results with 

experimental data, we determined statistical correlations between calculated and experimental free energy 

values under each condition. Pearson correlation coefficients are reported in Table 2.2 for each of the five 

mutated protein complex, under conditions including two different ionic strengths and four values of 

protein dielectric coefficient. ANOVA tests were used to test for statistical significance of correlations  
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(Table B3). The full analysis also incorporates the combinatorial effects of the above variables along with 

two grid dimensions and Poisson-Boltzmann linearization (Table B2). 

2.4 Discussion 

In this study, we looked to evaluate the accuracy of Poisson-Boltzmann electrostatic calculations 

in predicting the association of proteins. In our initial work, we compared our calculated free energy values 

to published kinetic data for the Barnase-Barstar protein complex. Often considered a gold-standard system 

for electrostatics calculations, Barnase-Barstar mutational data has served as a benchmark for numerous 

computational studies (9-12, 14, 32, 34, 42-44, 50, 51, 69). Our initial analysis involved calculations in 

which the protein interior was represented by a low dielectric coefficient (εP = 2) and ionic strength of 

solution modeled physiological salt concentrations (I = 150 mM). Free energy calculations based on the 

thermodynamic cycle in Figure 2.1 yielded ΔGCoulombic, ΔGsolution, and ΔΔGsolvation values for each 

experimental mutant. We observed strong correlation between ΔGCoulombic and ΔΔGsolvation values with 

experimental data, but noted a lack of correlation with ΔGsolution (Table 2.2). This result was intriguing, 

since the bottom horizontal process of the thermodynamic cycle should most accurately represent protein-

protein association in a physiological environment. We noted that the differences between the top and 

bottom of the thermodynamic cycle included dielectric and ionic screening. We have thoroughly examined 

Ionic 
Strength 

  ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

  εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

0 mM 

1 -0.83 -0.83 -0.83 -0.83 0.19 0.71 0.79 0.82 0.83 0.83 0.83 0.83 
2 -0.74 -0.71 -0.69 -0.66 0.17 0.81 0.81 0.78 0.73 0.73 0.73 0.73 
3 -0.49 -0.49 -0.48 -0.48 0.22 0.42 0.46 0.47 0.48 0.48 0.48 0.48 
4 -0.16 -0.17 -0.17 -0.17 -0.17 -0.07 0.01 0.09 0.13 0.13 0.13 0.13 
5 0.15 0.15 0.15 0.15 0.16 0.00 -0.07 -0.11 -0.13 -0.13 -0.13 -0.13 

150 mM 

1 -0.83 -0.83 -0.83 -0.83 0.06 0.59 0.74 0.81 -- -- -- -- 
2 -0.73 -0.70 -0.66 -0.59 -0.50 0.92 0.94 0.95 -- -- -- -- 
3 -0.49 -0.48 -0.48 -0.46 0.06 0.29 0.38 0.46 -- -- -- -- 
4 -0.16 -0.15 -0.14 -0.11 -0.18 -0.10 -0.02 0.11 -- -- -- -- 
5 0.15 0.16 0.17 0.18 0.24 0.27 0.25 0.18 -- -- -- -- 

!

Table 2.2. Correlation between calculated and experimental data for protein complexes.a!

aΔΔGsolvation, ΔGCoulombic, and ΔGsolution values were calculated according to Eqs. 4, 5, and 6. All free energy values 
were calculated using four different dielectric coefficients and two ionic strengths. Calculations were performed using 
coarse grid dimensions that equal protein dimensions multiplied by 1.5 and fine grid fit to protein dimensions. The 
numbers on the left refer to the following complexes: 1: Barnase-Barstar, 2: Im9-E9 DNase, 3: RNase Inhibitor-
Angiogenin, 4: hGH-hGHbp, 5: gp120-CD4.!
!



 28 

both effects, as well as other parameters, in order to address the question of why ΔGsolution does not 

satisfactorily predict protein association.  

We performed a series of calculations for Barnase-Barstar, in which we examined the effects of 

protein dielectric, ionic strength, grid resolution, and Poisson-Boltzmann linearization on the correlation 

between calculated and experimental free energy values. Our results showed that ionic screening had only a 

small effect on free energy values and correlations, whereas protein dielectric had a more dramatic effect 

(Table 2.2). The remaining two factors had negligible effects on the correlation values (Table B2). We 

found that both ΔΔGsolvation and ΔGCoulombic correlate well with experimental free energy under all conditions 

with correlation magnitudes in agreement with data from Wang et al (44). The correlation of ΔGsolution 

values with experimental data yielded an interesting result; as protein dielectric was increased from 2 to 40, 

the correlation increased drastically (with a large increase in going from 2 to 10). Using a dielectric 

coefficient of 2, as discussed above, yielded no significant correlation in the data; however increasing the 

dielectric coefficient to 40 gave correlations similar to those obtained for ΔΔGsolvation and ΔGCoulombic. This 

result suggests the application of a higher dielectric coefficient to represent the protein interior. 

In order to further explore the results from our Barnase-Barstar analysis, we examined four 

additional protein complexes from the Alanine Scanning Energetics Database. Similar correlations were 

observed for the Im9-E9 DNase protein complex (Table 2.2). Correlations of 0.7 or greater for both 

ΔΔGsolvation and ΔGCoulombic indicated strong predictive capabilities of both Poisson-Boltzmann and 

Coulombic free energy calculations for the association of highly and oppositely charged systems, however 

ΔGsolution values yielded the strongest correlations overall. We observed a distinct trend in which ΔΔGsolvation 

correlations decrease slightly as protein dielectric increases. It is interesting to note that unlike Barnase-

Barstar, ΔGsolution of Im9-E9 DNase (at dielectric coefficients of 10, 20, and 40) predicts experimental free 

energies with near perfect degrees of correlation, but shows very weak to moderate correlation at low 

values of protein dielectric. This result provides further evidence for the application of a higher dielectric 

coefficient (εP > 2) in the protein interior. 

The RNase Inhibitor-Angiogenin complex yielded similar correlation trends as Barnase-Barstar, 

but with significantly weaker correlation coefficients (Table 2.2). Solvation and Coulombic free energies 
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provided similar predictive capability for experimental results, whereas ΔGsolution always performed worse. 

A similar dielectric-dependent trend was observed for ΔGsolution correlation values, with a significantly 

weaker ionic strength-dependent effect. The correlations of RNase Inhibitor-Angiogenin are noticeably 

weaker than for Barnase-Barstar and Im9-E9 DNase. This is likely due to an inherent problem we have 

noticed in PB calculations. For systems involving two proteins which greatly differ in size and/or 

magnitude of charge, we noticed that a single alanine mutation of a large and highly charged protein will 

have a greatly reduced influence on electrostatic energy compared to a similar mutation on a less highly 

charged or smaller protein, even if the mutations are located at the protein-protein interface. In the case of 

RNase Inhibitor-Angiogenin, RNase Inhibitor is large and highly charged (460 residues, -22e) and 

Angiogenin is small and less highly charged (123 residues, +10e). Looking at interfacial residues alone, we 

can examine one residue from Angiogenin and one from RNase Inhibitor that form strong intermolecular 

salt bridges, which become disrupted upon mutation. D435A shows an increase in ΔGsolution (εP = 40) of 

11.7 kJ/mol, whereas R492A shows an increase of 24.3 kJ/mol. Experimental data shows an opposite trend, 

in which R492A increases ΔG by 3.7 kJ/mol and D435A increases ΔG by 14.6 kJ/mol. We have observed 

this overpredicting behavior for mutants of small proteins in the past, and the reason for this discrepancy is 

unclear, however this phenomenon explains the relatively weak correlations observed for RNase Inhibitor-

Angiogenin. Additionally, the data may be skewed by the low pH at which experimental data were 

collected (pH 6.0). Despite weaker correlations, the overall calculated and experimental free energy trends 

were similar to those observed for Barnase-Barstar, indicating that our free energy calculations exhibit 

consistent behavior for highly and oppositely charged systems. 

We noted above that a discrepancy exists in the dielectric-dependent trends and magnitude of 

correlation between ΔGsolution and ΔGexp for Im9-E9 DNase. We propose that this result can be explained by 

the proximity of experimental mutations to the protein-protein interface (Figure 2.2A-2.2C). Unlike both 

Barnase-Barstar and RNase Inhibitor-Angiogenin, most of the mutated residues in the Im9-E9 DNase 

complex are solvent exposed. Since these residues are located on the protein surface in both the non-

complexed and complexed form of Im9, they will not experience a change in dielectric environment based 

on our calculation methods (Figure 2.1), and thus free energy values are not highly sensitive to variations in 
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the dielectric environment of the protein interior. Also, since most mutations are located away from the 

interface, their primary contribution to protein complex association would arise from long-range 

interactions and contribution to the global electrostatic potential distribution of the protein. In contrast, 

Barnase-Barstar mutants are concentrated near the binding interface, and thus are more susceptible to 

environmental changes upon binding since they experience a change in dielectric environment between the 

uncomplexed and complexed form of the protein (Figure 2.1). In this case, we observe strongest 

correlations where the difference in dielectric screening upon binding is minimal. 

We further tested Barnase-Barstar, Im9-E9 DNase, and RNase Inhibitor-Angiogenin, in order 

investigate whether mutation influences free energy correlation. In addition to calculating correlations for 

entire datasets, we looked at correlations of only interfacial residues for Barnase-Barstar (16 of 21 mutants) 

and RNase Inhibitor-Angiogenin (9 of 13 mutants), and only non-interfacial residues for Im9-E9 DNase (8 

of 10 mutants). When non-interfacial residues were removed from free energy correlations, correlations and 

trends of all three free energy values for Barnase-Barstar and RNase Inhibitor-Angiogenin remained largely 

unchanged. However, when the two interfacial residues were removed from Im9-E9 DNase calculations, 

the correlations equalized for each of the three free energy measures (Tables B4-B6). The dielectric-

dependent trend disappeared for ΔGsolution correlations, suggesting that residues at the protein-protein 

interface are sensitive to protein dielectric coefficient selection, whereas non-interfacial residues are not 

affected.  

The final two systems tested were both comprised of highly charged proteins of similar net charge 

type. Correlation coefficients for hGH-hGHbp and gp120-CD4 are shown in Table 2.2. There are no 

significant correlations between calculated and experimental data, with all correlation coefficients below 

0.3 and p > 0.05 for all cases (Table B3). Lack of correlation is also evinced in Figures B.7-B.10, which 

illustrate that no corresponding trend exists between the two sets of data. This result is not surprising, since 

gp120-CD4 and hGH-hGHbp are not oppositely charged systems. Electrostatic interactions are posited to 

play a dominant role in highly and oppositely charged systems, contributing significantly to the formation 

of a weak encounter complex. For similarly charged systems, electrostatic interactions often play an 

important role in complex binding and specificity, however the long-range electrostatic steering effect is 
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lost. For example, in the hGH-hGHbp complex, there are as many or more salt bridges and hydrogen bonds 

stabilizing the interface as in the three oppositely charged systems (Table 2.3). While electrostatics is 

pivotal for binding and stability of this protein complex, it does not provide the long-range driving force as 

expected for Barnase-Barstar and like systems. 

During our examination of free energy correlations, we noticed that free energy calculated from 

Coulombic potential performed nearly as well as both ΔΔGsolvation and ΔGsolution values calculated from 

Poisson-Boltzmann electrostatics. This finding holds true for nearly all cases, with the exception of Im9-E9 

DNase, where ΔGsolution values under high protein dielectric conditions showed correlations of nearly unity. 

Based on this result, we propose that Coulombic free energy (ΔGCoulombic) can yield a computationally 

efficient approximation of relative binding affinities of protein complexes and corresponding mutants. 

Although this measure is not necessarily expected to reproduce experimental data, it would provide a rapid 

screen to narrow the search for mutants with desired binding activity.  

Our results show strong correlations between electrostatic free energy calculations and 

experimental kinetic data for systems characterized by electrostatically-driven association. The strongest 

overall correlations were shown for the Barnase-Barstar and Im9-E9 DNase complexes, while RNase 

Inhibitor-Angiogenin showed moderate correlation as well. As expected, we observed no correlation 

between calculated and experimental free energy values for each of the two similarly charged systems. We 

observed that correlations with ΔGsolution are sensitive to the dielectric environment of the protein and 

whether or not the mutated residue was located in the interface. Finally, we observed that ΔGCoulombic values 

!! !! !! !! !! !!

! ! Coulombic Interactions (< 5 Å) Coulombic Interactions (< 8 Å) 

Protein Hydrogen 
Bond Favorable Unfavorable Favorable Unfavorable 

Barnase 6 3 0 6 3 Barstar 
Im9 10 2 0 5 1 E9 Dnase 
RNase Inhibitior 8 5 2 12 6 Angiogenin 
hGH 11 5 0 9 4 hGHbp 
gp120 6 2 0 7 5 
CD4 
!

Table 2.3. Intermolecular interactions within selected protein complexes.!
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closely predicted relative experimental free energies, despite the simplicity of calculation. Overall, these 

results suggest the use of electrostatic free energy calculations for an initial prediction of relative binding 

affinities of protein complexes and their mutants. While Poisson-Boltzmann electrostatics may provide an 

accurate representation of association events, these calculations are sensitive to the choice of protein 

dielectric coefficient and proximity to the interface. We suggest the use of a high dielectric coefficient (εP ≈ 

20-40) in order to account for fluctuations in protein structure and solvent accessibility, as well as the polar 

character found at the interface of highly charged systems. In addition, we propose the use of Coulombic 

free energy calculations as a simple first approximation of relative protein association, as these calculations 

are shown to provide an accurate picture of association in highly and oppositely charged systems.  
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CHAPTER 3: COMPLEMENT INHIBITION BY STAPHYLOCOCCUS AUREUS:  
ELECTROSTATICS OF C3D-EFB-C AND C3D-ECB ASSOCIATION 

 
 

3.1 Introduction 

While the human immune system has evolved an intricate network of defense mechanisms to 

prevent infection, bacteria, viruses, and other microbial pathogens have developed numerous strategies to 

overcome these barriers. Staphylococcus aureus expresses a myriad of virulence factors that facilitate 

immune evasion, leading to infections and inflammatory response (1-4). To promote its survival, S. aureus 

expresses several proteins that interfere with complement activation (see Chapter 1.4). Efb and Ecb are two 

secreted proteins that mediate complement function on the bacterial surface (3, 5-7). In contrast to other 

staphylococcal virulence factors (i.e. SCIN, CHIPS), their mechanism of action remains somewhat unclear. 

Recent structural work elucidated the interaction of Efb-C (the C-terminal domain of Efb) and Ecb with 

complement C3d (7, 8). Biophysical and experimental data shows that Efb and Ecb bind to all C3d-

containing proteins (C3, C3b, iC3b, and C3d), and that these interactions are consistently mediated through 

the TED (3, 7-10). Interestingly, these virulence factors inhibit complement via distinct mechanisms. 

Binding to C3b has been shown to stabilize interactions between proenzyme Factor B and C3b, preventing 

the formation of the alternative pathway C3 convertase (C3bBb) (10). More recently, Ecb was reported to 

recruit FH to the bacterial surface and downregulate complement activation (11). Alternatively, binding of 

Efb or Ecb to iC3b or C3d disrupts the C3d-CR2 interaction (6, 12, 13), which prevents C3d-mediated 

recruitment of B cells to the site of infection. These two virulence factors effectively inhibit both innate and 

adaptive immunological responses against S. aureus. 

The C3d-Efb-C and C3d-Ecb interactions are of interest for therapeutic design. First, since Efb-C 

and Ecb are strong contributors to staphylococcal virulence, their interactions with C3d may serve as 

targets for the design of anti-infective molecules. Furthermore, since Efb-C and Ecb inhibit complement 

activation, they could provide templates for complement-targeted therapeutic design. In this analysis, we 

examine the virulence mechanism of Efb-C and Ecb, in light of recently published cocrystal structures (7, 

8). Since both Efb-C and Ecb are excessively cationic (+7e and +11e respectively), we expect both overall 
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electrostatic potential and interfacial interactions will govern protein association and stability (Figure 3.1). 

According to the two-step model of protein association (14), protein-protein recognition is governed solely 

by long-range electrostatic interactions. Excessive charge differential between a protein and its target 

receptor is believed to enhance the probability of encounter complex formation (14-19). As a result, we 

predict that mutations of ionizable residues will influence protein complex formation, irrespective of 

location within Efb-C or Ecb. By analyzing the physicochemical properties of the C3d-Efb-C and C3d-Ecb 

complexes, we expect to delineate the crucial interactions that stabilize the complexes. We performed 

systematic mutagenesis in silico, and clustered mutants based on electrostatic similarity. We hypothesize 

that electrostatically similar mutants will exhibit similar functional characteristics as well. As a result, our 

analysis will aid in understanding the molecular basis for bacterial complement evasion by S. aureus, as 

well as providing a foundation for drug design in future studies.  

 

3.2 Methods 

3.2.1 Preparation and Equilibration of Molecular Structures 

 Three-dimensional coordinates were obtained from the protein data bank (PDB) (20) for the C3d-

Efb-C (PDB code 2gox) (8) and C3d-Ecb (PDB code 2noj) (7) complexes. PDB files were downloaded, 

Figure 3.1 Electrostatically-driven association of C3d-Efb-C and C3d-Ecb complexes. Ribbon representations of C3d 
(purple), Efb-C (green), and Ecb (orange) are shown. Next to the ribbon structures, the spatial distributions of 
electrostatic potential of each protein are shown. Isopotential contours correspond to +1 kbT/e (blue) and -1 kbT/e (red), 
respectively. The proteins are oriented such that their binding sites face each other. Note the complementarity between 
basic regions of Efb-C/Ecb and the acidic region of C3d. 
 
!
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edited, and examined for missing residues. The C3d-Efb-C structure contained two complete heterodimers, 

of which one was selected (Chains A and B). The C3d-Ecb structure contained four heterodimers, with 

each missing numerous residues in the C3d portion of the complex. Chains G and H were chosen, since this 

dimer possessed a lower number of missing residues. Seven missing residues (in four separate locations of 

C3d) were reconstructed using Modeller (21) to generate a complete structure of the protein complex. 

Visual Molecular Dynamics (VMD) (22) was used to generate a protein structure file for each complex 

based on the CHARMM 27 forcefield (23). Complexes were solvated in explicit water boxes and periodic 

boundary conditions were applied to maintain continuity during the simulations. The system was 

neutralized using NaCl counterions, with the total number of ions selected to attain a total concentration of 

150 mM. Each protein complex was subjected to 1000 steps of conjugate gradient energy minimization, 

followed by a 10 ps molecular dynamics equilibration run using Nanoscale Molecular Dynamics (NAMD) 

(24). Minimization and equilibration were performed on all atoms in each complex, with no restraints. 

Simulations were performed using PM Ewald electrostatics with 1 Å grid spacing. The SHAKE algorithm 

was enabled to maintain rigid bonds between hydrogen and heavy atoms, allowing the use of 2 fs time 

steps. The total energy and backbone RMSD of each protein complex was examined over the course of the 

dynamics simulation, to ensure adequate equilibration and structural relaxation.  

 

3.2.2 Alanine Scanning Mutagenesis 

 Alanine scan mutants of each protein complex were generated using equilibrated structures to 

comparatively examine the effects of electrostatics in protein association. Alanine mutations were used to 

efficiently examine the role of individual charged residues within each protein, while minimizing structural 

perturbations. Charges and atomic radii were added to PDB files for each of the wild-type protein 

complexes using PDB2PQR (25) and the PARSE force field (26). No further optimization in the structures 

of the mutants was performed. A recent study showed that although post-mutation dynamic relaxation led 

to noticeable structural fluctuations, it did not yield significant improvement in correlation between 

calculated and experimental data for another set of single-alanine protein mutants (27). The resulting PQR 

files contain atomic coordinates from the PDB files in addition to charges and radii for each atom. Each 
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PQR file was processed using a custom R script, which singly mutated each charged amino acid (arginine, 

lysine, aspartic acid, and glutamic acid) to alanine, and split each mutated protein complex into its 

component proteins. Mutations were generated by removing all side chain atoms with the exception of Cβ 

and its hydrogen atoms, while placing a third hydrogen atom along the previous Cβ-Cγ vector. Mutations 

were performed in the complex structure, which was subsequently separated to its components for free 

energy and clustering calculations. 

 

3.2.3 Calculation of Electrostatic Potential 

The Adaptive Poisson-Boltzmann Solver (APBS) (28) was used to calculate spatial distribution of 

electrostatic potentials for each set of PQR files (six total). The protein molecular surface was calculated 

using a probe sphere with radius 1.4 Å and the ion accessibility surface was defined using a probe sphere 

with radius 2.0 Å. Calculations were carried out using a dielectric constant of 40 within the protein interior, 

and 78.54 in the solvent. The value of 40 for interior protein dielectric was selected based on the results of 

our previous analysis and references therein (29-32). Ion concentrations of 0 mM and 150 mM were used to 

simulate pure solvent and physiological serum, respectively. Grid sizes and spacing were determined using 

the psize Python script included with APBS. For specifics on grid size and spacing throughout this analysis, 

refer to Table C.1 in the Supporting Material. Mutants of C3d, ligand, and complex were centered within 

each grid based on their respective parent structures. 

 

3.2.4 Clustering of Mutants 

Clustering techniques can be used for comparison of protein structures and characteristics (33-35). 

All protein mutants were clustered based on electrostatic similarity, using an localized difference (LD) 

measure and hierarchical clustering as discussed previously (27, 36-38). LD values were calculated 

according to: 

( ) ( )
( ) ( )( )∑

−
=

k,j,i
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AB

|k,j,i||,k,j,i|max
|k,j,ik,j,i|
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ϕϕ
ϕϕ1

   (1). 
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In Eq. 1, φA and φB refer to electrostatic potential at point (i,j,k) in mutant proteins A and B, respectively, 

and N represents the total number of grid points at which electrostatic potential has been calculated. LD 

values were calculated for mutants and parent structures of C3d and ligands (but not the complex), using all 

data points from the electrostatic potential output from APBS. An n × n matrix was generated containing 

the LD values of all possible mutant pairs, where n is the number of mutants plus the parent. Mutants were 

clustered using the hclust hierchical clustering function in R utilizing average linkage and dendrograms 

were generated. Based on the LD metric, electrostatically similar mutants cluster together and dissimilar 

mutants cluster apart. Similar mutants had LD values near zero, and LD magnitude increased with 

dissimilarity. 

 

 

3.2.5 Calculation of Electrostatic Free Energy 

 Free energy calculations were performed using APBS. PQR files were used as the input files for 

APBS, and electrostatic potential was calculated. All structures were centered based on the coordinates of 

the parent protein complex, in order to eliminate grid artifacts and ensure accurate comparison of relative 

association of protein mutants. Free energy was calculated from partial charges and electrostatic potential 

according to: 

∑=
i

iielec qG ϕ
2
1

     (2). 

In Eq. 2, qi and φi refer to the charge and electrostatic potential at point i within the grid containing the 

protein. Free energy of complex association and solvation was calculated according to the thermodynamic 

cycle in Figure 2.1. The free energy was calculated for a given protein complex and its components in both 

a reference and solvated state, and reported free energy values were calculated according to: 

ref
B

ref
A

ref
AB

ref GGGG −−=Δ     (3), 

solu
B

solu
A

solu
AB

solu GGGG −−=Δ     (4), 
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refsolusolvation
B

solvation
A

solvation
AB

solvation GGGGGG Δ−Δ=Δ−Δ−Δ=ΔΔ   (5). 

In these equations, AB refers to the protein complex (C3d-Efb-C or C3d-Ecb), A refers to free C3d, and B 

refers to the free ligand (Efb-C or Ecb). The quantity described by Eq. 5 incorporates the effects of both 

association and solvation to the overall process of complex formation. Additionally, calculation of 

ΔΔGsolvation values eliminate grid artifacts, which arise due to self-energies from distribution of a single 

charge across multiple grid points. In order to determine accurate values for ΔGref and ΔGsolu without grid 

artifacts, we used the APBS external program Coulomb to calculate Coulombic potential of each protein 

and protein complex, with ΔGCoulombic calculated according to: 

Coulombic
B

Coulombic
A

Coulombic
AB

Coulombic GGGG −−=Δ    (6). 

Using this value in place of ΔGref, we were able to calculate ΔGsolution according to: 

Coulombicsolvationsolution GGG Δ+ΔΔ=Δ     (7). 

It should be noted that since ΔΔGsolvation is the difference between ΔGsolu and ΔGref, sign convention dictates 

that higher values indicate more favorable association, and lower values indicate less favorable association. 

 

3.3 Results 

 We examined the interaction between two proteins from S. aureus (Efb-C and Ecb) and the 

thioester domain of complement system protein C3 (C3d). Through a systematic theoretical alanine scan of 

charged residues, we elucidated the role of electrostatics in the association of each protein complex. There 

are numerous intermolecular salt bridges and long-range Coulombic interactions that stabilize the C3d-Efb-

C and C3d-Ecb complexes (Tables 3.1 and 3.2). While electrostatic interactions may facilitate formation of 

protein complexes in excessively and oppositely charged systems, they often have a destabilizing effect 

upon overall complex formation, due to the energetic penalty of desolvation associated with binding (17, 

18).  
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We calculated electrostatic free energies of association and solvation for each wild-type protein 

complex and their mutants, in order to assess the roles of solvation and electrostatics in protein complex 

formation. Specifically, we calculated ΔGCoulombic, ΔGsolution, and ΔΔGsolvation values to assess the influence 

of solvation on relative free energy values. A recent comprehensive analysis of Poisson-Boltzmann free 

energy calculations applied to single-alanine mutants revealed a strong correlation between calculated 

values and experimental association data for excessively and oppositely charged protein complexes (27, 29, 

30, 37, 39), thus we expect that our calculations will serve as a predictor of binding properties of Efb-C and 

Ecb mutants. 

The structures of C3d-Efb-C and C3d-Ecb are shown in Figure 3.2. It is evident that both ligands 

share analogous interactions with C3d, with Ecb sharing less interactions due to truncation of helix 1. Ecb 

possesses only 4 acidic residues, yielding a net charge of +11e. Its highly positive electrostatic potential 

distribution facilitates its association with the acidic interface of C3d. We clustered spatial distribution of 

electrostatic potential for single alanine mutants of C3d, Efb-C, and Ecb. Figure 3.3 shows the clustering 

dendrograms for Efb-C under conditions of 0 mM and 150 mM ionic strength, as well as the relative free 

energy values of each mutant. Mutants of acidic residues to alanine (acidic mutants) and mutants of basic 

    
Interaction Distance (Å) 
K1050-D156 3.3 
E1160-K110 3.5 
E1032-R165 3.7 
E1156-K135 3.9 
E1030-R131 3.9 
D1029-R131 4.0 
E1035-R165 4.1 
E1160-K106 5.6 
E1047-D156 6.0 
E1159-K106 6.2 
D1096-K148 6.2 
R1042-R131 6.6 
K1284-K135 6.8 
E1159-K110 7.8 
K1284-R131 7.9 

   

     
Interaction Distance (Å) 
K1050-D100 3.6 
E1160-K54 3.6 
E1032-K109 3.7 
D1156-R79 3.9 
D1029-R75 3.9 
E1030-R75 4.4 
D1096-K92 6.6 
R1042-R75 7.3 
E1035-K109 7.3 
K1284-R75 7.7 

  

Table 3.1 Intermolecular Coulombic 
interactions in C3d-Efb-C complex. 
Unfavorable interactions are shown 

Table 3.2 Intermolecular Coulombic 
interactions in C3d-Ecb complex. 
Unfavorable interactions are shown 
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residues to alanine (basic mutants) cluster together, respectively. The differences in clustering between 0 

mM and 150 mM ionic strength become evident in the subclusters within the acidic and basic superclusters. 

Since ions surrounding the protein are interacting with atoms at the protein surface, the charge distribution 

in a physiological ionic strength environment (150 mM) changes from the pure solvent case. As a result of 

this ionic screening, mutations have a much smaller effect on overall electrostatic potential of the protein. 

This phenomenon was previously shown experimentally, where association slowed with increasing ionic 

strength (9).  

It is clear that Efb-C mutants involving residues that participate in intermolecular interactions with 

C3d cluster together, and have free energy values that differ significantly from wild-type Efb-C (parent). 

Based on an analysis of free energy values, mutants K110A, R131A, K135A, and R165A have a 

significantly reduced electrostatic affinity for C3d (Figures 3.3C-3.3H). This result is similar to the finding 

in Haspel et al., which indicated that interactions involving these residues were important for the formation 

of an energetically stable complex (9). As expected, the mutated residues in these mutants are involved in 

medium-strength salt bridging interactions (Figures 3.2 and 3.3, Table 3.1). Based on the clustering 

dendrograms, the above mutants are separated into two clusters within the basic supercluster; R131A, 

K132A, K135A, R165A and K106A, K107A, K110A (Figures 3.3A and 3.3B). Both subclusters contain  

Figure 3.2 Molecular graphics representations of C3d-Efb-C and C3d-Ecb. (a) Molecular representation of the 
binding interface of C3d-Efb-C. C3d (purple) and Efb-C (green) protein backbones are shown as ribbons. (b) 
Molecular representation of the binding interface of C3d-Ecb. C3d (purple) and Ecb (orange) protein backbones are 
shown as ribbons. Acidic (red) and basic (blue) residues are shown in a ball-and-stick representation for Efb-C and 
Ecb, and in stick representation for C3d. Helix 1 is labeled in both Efb-C (residues 101-124) and Ecb (residues 52-68). 
Only C3d residues that participate in intermolecular interactions < 8 Å are shown on C3d for clarity. 
 
!

A B 
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  Figure 3.3 Clustering and free energy results for C3d-Efb-C. (a) Clustering of Efb-C mutants at 0 mM ion 
concentration. (b) Clustering of Efb-C mutants at 150 mM ion concentration. (c) ΔGCoulombic values of C3d-Efb-C 
complex mutants at 0 mM ion concentration. (d) ΔGCoulombic values of C3d-Efb-C complex mutants at 150 mM ion 
concentration. (e) ΔGsolution values of C3d-Efb-C complex mutants at 0 mM ion concentration. (f) ΔGsolution values of 
C3d-Efb-C complex mutants at 150 mM ion concentration. (g) ΔΔGsolvation values of C3d-Efb-C complex mutants at 0 
mM ion concentration. (h) ΔΔGsolvation values of C3d-Efb-C complex mutants at 150 mM ion concentration. All free 
energy values are plotted relative to parent Efb-C. Interacting residues are denoted by bar patterns according to the 
distances in the legend. 
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  Figure 3.4 Clustering and free energy results for C3d-Ecb. (a) Clustering of Ecb mutants at 0 mM ion concentration. 
(b) Clustering of Ecb mutants at 150 mM ion concentration. (c) ΔGCoulombic values of C3d-Ecb complex mutants at 0 
mM ion concentration. (d) ΔGCoulombic values of C3d-Ecb complex mutants at 150 mM ion concentration. (e) ΔGsolution 
values of C3d-Ecb complex mutants at 0 mM ion concentration. (f) ΔGsolution values of C3d-Ecb complex mutants at 
150 mM ion concentration. (g) ΔΔGsolvation values of C3d-Ecb complex mutants at 0 mM ion concentration. (h) 
ΔΔGsolvation values of C3d-Ecb complex mutants at 150 mM ion concentration. All free energy values are plotted 
relative to parent Ecb. Interacting residues are denoted by bar patterns according to the distances in the legend. 
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residues within a respective local regions of positive electrostatic potential, thus mutations of residues 

within the same cluster will likely yield proteins with similar binding affinity for their target or receptor. 

Our results illustrate that clustering of electrostatic potential incorporates both structural and electrostatic 

proximity effects and the capacity of mutations to disrupt intermolecular interactions upon complex 

formation. While all basic mutants have higher ΔGCoulombic and ΔGsolution values than the parent and 

ΔΔGsolvation values lower than the parent, the converse is typically true for acidic mutants.  

Although charge differential is an indicator of the magnitude of attraction between two proteins, it 

is the spatial distribution of electrostatic potential and specific intermolecular interactions that contribute to 

the fine differences observed in clustering and free energy values of each mutant. For instance, D102A, 

E108A, and E143A cluster together under both 0 mM and 150 mM ionic strength conditions and have 

similar free energy values, whereas mutants E153A and D156A cluster on their own in both cases (Figures 

3.3A and 3.3B). This result is due to the interaction network between E153, D156, and K1050 of C3d. 

While both mutants may modestly strengthen binding of C3d-Efb-C due to alteration of electrostatics, there 

is a balancing effect caused by the D156-K1050 salt bridge (Table 3.1) that will cause destabilization of 

C3d-Efb-C when D156 is mutated to alanine. Although E153 does not participate in intermolecular 

interactions with C3d, it is involved in a repulsive interaction with D156 (Table C.3), which effectively 

strengthens the D156-K1050 salt bridge. Residues E153 and D156 act together to stabilize C3d-Efb-C, 

despite their disruption of basicity near the Efb-C interface. Additionally, we observe differences between 

clustering of acidic mutants at 0 mM and 150 mM ionic strength. In 0 mM ionic strength, acidic mutants 

are divided among three subclusters, containing D102A, E108A, E143A (cluster 1); E120A and E122A 

(cluster 2); and E153A and E156A (cluster 3), respectively. In 150 mM ionic strength, clusters 1 and 3 

remain intact, but E120A and E122A cluster separately. This may be due to the fact that although E120 and 

E122 are close in proximity, their free energy values differ, reflecting their respective locations relative to 

C3d and differences in intramolecular interactions within Efb-C. 

Clustering and free energy trends are highly similar for Ecb mutants compared to mutants of Efb-

C (Figure 3.4). This result should be expected, since Ecb shares nearly identical intermolecular interactions 

with C3d. There is a higher net charge differential between Ecb and C3d (11e) compared to Efb-C and C3d 
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(7e), which is responsible for an increased electrostatic free energy of the free Ecb and C3d proteins. Free 

energies of association, however, are of comparable magnitude to C3d-Efb-C, since the more favorable 

charge differential in C3d-Ecb is compensated by a lower number of stabilizing intermolecular interactions. 

There are four mutants of Ecb (K54A, R75A, R79A, K109A) that significantly reduce C3d-Ecb association 

(Fig. 3.4C-3.4H). The four mutated residues are analogous to K110, R131, R135, and R165 of Efb-C, as 

they share identical interactions and are located in the same relative positions. Unlike the case for Efb-C, 

where all four significant mutants cluster relatively closely, K109A does not cluster with K54A, R75A, and 

R79A (which cluster together). In both 0 mM and 150 mM ionic strength, K109A clusters on its own, but 

near other proximal basic residues. K109 does participate in a salt bridge with Ecb, but does not possess a 

bifurcated interaction observed for R165 of Efb-C. Also, it is closer to other basic mutants than R165, thus 

the similarity of K109 and R165 extends no further than a single intermolecular interaction. The acidic 

mutants of Ecb follow a similar trend to Efb-C as well, having lower ΔGCoulombic and ΔGsolution and higher 

ΔΔGsolvation values than the parent. Mutant D100A is an exception to this trend, as it shares a salt bridge 

with K1050, similarly to D156 of Efb-C. 

In addition to Efb-C and Ecb, clustering and free energy analyses were performed on C3d from 

each complex, yielding highly similar results (Figures C.1-C.16). Since intermolecular interactions are 

nearly identical in both complexes, C3d mutants have similar relative free energy values in both cases, with 

the magnitudes being slightly higher for C3d from C3d-Ecb. Mutations involving residues that participate 

in intermolecular interactions with Efb-C and Ecb cluster together in dendrograms of both C3d proteins, 

and have higher ΔGCoulombic and ΔGsolution and lower ΔΔGsolvation values than other C3d mutants. This result 

indicates that both Coulombic and Poisson-Boltzmann calculations are capable of incorporating not only 

the effects of alterations in electrostatic potential distribution, but also specific interactions across the 

protein-protein interface. 
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3.4 Discussion 

3.4.1 Electrostatic Association and Binding of C3d-Efb-C and C3d-Ecb 

Recent studies show that Efb-C and Ecb from S. aureus inhibit complement activation, resulting in 

bacterial infection (7-10). Research efforts aimed at combating these types of bacterial infections often 

involve analysis of protein-protein interactions at a molecular level. In this analysis, we elucidated the role 

of electrostatic interactions in the association of complement protein fragment C3d with bacterial inhibitors 

Efb-C and Ecb from S. aureus. Since Efb-C and Ecb are excessively positively charged, we hypothesized 

that electrostatic interactions are important in driving recognition and binding to C3d. Previous studies have 

shown the efficacy of using electrostatic mutagenesis to improve binding, activity, and function of 

electrostatically complementary proteins (19, 29, 40-45), thus we employed this method here as a first step 

in therapeutic design. We found that electrostatically similar mutations clustered together, based on relative 

free energy values for mutants. In addition, a concurrent study showed that Poisson-Boltzmann free energy 

calculations are highly predictive of relative binding and activity of alanine mutants of excessively and 

oppositely charged protein complexes, providing further evidence supporting the efficacy of mutagenic 

clustering as a predictive tool for protein function (29, 30).  

Our results give insight into the role of electrostatics in complex association and stability. First, 

and most intuitively, we observed that mutations of residues involved in intermolecular electrostatic 

interactions have the largest effects on free energy, indicating that the presence of these residues and their 

interacting partners on the target protein is vital for the formation of a thermodynamically stable protein 

complex. Secondly, we found that while mutations that reduce complex association are located within the 

complex interface, mutations that enhance association are typically located at larger distances from the 

protein-protein interface. There are two potential reasons for this finding. Some of the enhancing mutations 

involve residues that comprise part of an interfacial network of electrostatic interactions. These mutations 

typically strengthen interactions between each bacterial protein and C3d, thus stabilizing the bound 

complex. Other mutations are located opposite the binding interface, and contribute to complex association 

by altering the overall electrostatic potential of the protein, irrespective of their location within the protein. 
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Our results are supported by the findings of previous work with the C3d-Efb-C interaction. Hammel et al. 

showed that residues R131 and N138 formed a large number of intermolecular interactions with C3d. They 

pointed out that these residues are crucial for complex stability (8). Furthermore, later studies thoroughly 

investigated the characteristics of these mutants in comparison to wild-type Efb-C (9, 46). In accordance 

with the two-step binding model of protein association, the results of surface plasmon resonance 

experiments indicated that these mutants have little effect on association rates, but drastically increase 

dissociation rates for the complex with C3d. This indicates that highly-specific interfacial interactions are 

responsible for maintaining complex stability, while complex association is governed by the overall 

electrostatic potential distributions of C3d and Efb-C. 

Further support of electrostatic association rate enhancement is given by data indicating that the 

IC50 value for native Ecb is about three times lower than that of Efb. Using isothermal titration calorimetry 

experiments, it was demonstrated that Ecb likely has two binding sites for C3d, with the second binding site 

proposed to involve helix 1 (Figure 3.2B) (7). The authors propose that the additional C3 binding capability 

of Ecb explains its enhanced complement inhibitory activity compared to Efb, however ELISA data was 

not shown for the mutant (N63E) that abolishes the second, weak-affinity binding site. We hypothesize that 

the increased potency of Ecb is, at least in part, due to its increased basicity compared to Efb-C. The crystal 

structure of Ecb contains the N63E mutation, to abolish the second low-affinity binding site for C3d. We 

examined our free energy results for mutant E63A, which approximately restores the electrostatic potential 

distribution of native Ecb. Our results illustrate a lower ΔGCoulombic value (Figure 3.4D), indicating 

enhanced long-range interaction between Ecb and C3d, however the ΔGsolution value suggests that residue 63 

has no effect on complex specificity (Figure 3.4F). Additional evidence comes from the residues missing at 

the N-terminus of Ecb in the crystal structure. Although the structure of this 22-residue region is unknown, 

it contains five basic and two acidic residues, thus native Ecb possesses a larger positive electrostatic 

potential than observed in the structure. Since the overall positive electrostatic potential is much larger for 

Ecb, we expect that it will associate faster and bind more strongly to C3d, enhancing its inhibitory function. 

It would be interesting to validate this hypothesis experimentally to demonstrate the importance of 

electrostatic potential as a predictive tool for protein function. Furthermore, based on the observation that 
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Ecb is electrostatically enhanced to bind C3d (compared to Efb-C), we can introduce additional alanine and 

charge reversal mutations (i.e. glutamic acid to lysine) away from the protein interface, in order to 

accelerate diffusional encounter of C3d and Ecb in solution. 

Our comparison of clustering and free energy data for single-alanine mutants is capable of being 

used in the prediction of relative binding affinities, and in turn immunological activity. Based on the results 

in this analysis, we are able to select mutations that have a significant enhancing or reducing effect on 

complex binding, in order to achieve a gain or loss of function. This study serves as a guide in the selection 

of mutants for experimental analysis, as well as the foundation for further computational design of 

combinatorial mutants with significantly enhanced or reduced affinity for their targets. Additionally, using 

more rigorous structural and dynamics tools, we can design variants containing non-alanine mutations 

within the protein-protein interface, in order to improve geometric and physicochemical complementarity. 

 

3.4.2 Immunological Activity of Efb-C and Ecb 

Previous work indicates that both Efb-C and Ecb can interact with C3d, C3(H2O), native C3, and 

C3b, with decreasing affinity for each target (7, 8). Interaction with C3d is implicated in blocking adaptive 

immune response by preventing CR2 from binding (12, 13), and subsequently precluding recruitment of B- 

and T-cells to the site of S. aureus infection. Interaction with hydrolyzed C3 and C3b results in complement 

inactivation by preventing formation of the alternative pathway C3 convertase. Hammel et al. pointed out 

that Efb-C and Ecb are sterically blocked from binding free C3b in its native conformation, despite 

experimental evidence suggesting otherwise (8). We examined the structure of free C3b, noting that the 

thioester domain interacts via part of its concave acidic face with macroglobulin domain 1 (MG1), which 

has a region of positive electrostatic potential distribution. It is possible that the excessive charge of Efb-C 

and Ecb can compete with MG1 interactions, causing a minor conformational change in C3b that will allow 

binding of the S. aureus proteins. A recent study confirmed that Efb-C is capable of separating the C3d 

domain from MG1 using small-angle X-ray scattering experiments (47). It is also unclear how Efb-C and 

Ecb can affect Factor B binding to C3b. Experimental evidence suggests that proenzyme Factor B takes an 

open conformation when initially binding C3b, with complement control protein (CCP) modules contacting 
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several domains of C3b, including the CUB domain (48-53). With CUB being adjacent to the thioester 

domain, the alteration in local electrostatic potential of C3b upon binding of Efb-C or Ecb may facilitate 

stronger intermolecular interactions between Factor B and C3b. New evidence suggests that Efb-C induces 

conformational changes in the C3d domain that indeed propagate through domains to which the Ba 

fragment of Factor B is proposed to bind (47). Additionally, we observed that shared contacts exist between 

C3d-Efb-C, C3d-Ecb, and C3b-Factor H (CCP 4) (52), indicating that Efb and Ecb may play a role in 

preventing Factor H-mediated inactivation of C3b. Finally, it is unclear how binding of Efb-C and Ecb to 

native C3 will inactivate complement activation. It is known that these interactions prevent C3 cleavage, 

but likely via a different mechanism than in C3b-Efb-C and C3b-Ecb interactions. We posit that binding of 

Efb-C or Ecb to substrate C3 in the convertase exosite (54) may have an electrostatic allosteric effect on the 

proposed dynamic movement of the Factor B serine protease domain to the C3 cleavage site.  

 

3.5 Concluding Remarks 

 Staphylococcus aureus possesses numerous proteins that facilitate evasion of the immune system. In the 

case of virulence factors Efb-C and Ecb, mutations that enhance or reduce association can potentially be 

used as a basis for the development of a therapeutic agent that will disrupt the interaction of C3d with Efb 

and Ecb, reducing the severity of hospital-associated MRSA infections. Furthermore, these bacterial 

proteins can serve as a template for the design of a potent inhibitor of complement activation in cases of 

autoimmune disorders, in which complement is activated in an unregulated manner.  
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CHAPTER 4: MOLECULAR ANALYSIS OF THE INTERACTION BETWEEN  
STAPHYLOCOCCAL VIRULENCE FACTOR SBI-IV AND COMPLEMENT C3D 

 
 
 
4.1 Introduction 

Staphylococcus aureus (S. aureus) produces numerous toxins and virulence factors known to 

disrupt a wide array of biological functions (1, 2). Recent work has identified secreted proteins that disrupt 

function of the complement system (3-8), a branch of innate immunity responsible for phagocytosis of 

pathogens in the bloodstream. Sbi, a four-domain protein associated with the cell wall of S. aureus (9), 

contains two domains (III and IV) that bind complement component 3 (C3) and its thioester domain (C3d)-

containing fragments (6). Functional studies indicate that an Sbi construct comprised only of domains III 

and IV (Sbi-III/IV) leads to rapid consumption of C3 in the bloodstream, preventing C3 from being 

activated to C3b and opsonizing the bacterial surface. Interestingly, domain IV of Sbi (Sbi-IV) on its own 

specifically inhibits activation of the complement alternative pathway (AP) by preventing active convertase 

formation, representing an entirely different mechanism of action (6).  

The structures of Sbi-IV, both free and in complex with C3d, were recently reported (10). Dual 

binding modes were reported for Sbi-IV, with binding observed at the concave acidic region (Complex 1) 

and at the convex thioester-containing region (Complex 2). Mutagenesis studies of Sbi-IV binding and 

function, together with astounding similarity to binding modes of staphylococcal complement inhibitors 

Efb-C and Ecb at the concave acidic region (11, 12), suggest that Complex 1 is responsible for AP 

inhibition (10, 13). Nearly all known ligands of C3d bind at or near the concave acidic region (Figure D.1). 

This region is suggested to be evolutionarily conserved, facilitating complement-mediated recruitment of B 

cells to bacterial surfaces via interaction with complement receptor 2 (CR2) (14). The second proposed 

binding site of Sbi-IV (Complex 2) represents a novel C3d interaction site (Figure D.1). If Sbi-IV indeed 

binds to the convex thioester-containing region, this binding mode could represent a previously 

uncharacterized complement evasion tactic by pathogens. However, both the physiological significance and 

existential probability of Complex 2 remain unclear. 
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 Macromolecular crystallography provides invaluable insight into the structural basis of protein 

interactions and how these interactions translate into functional phenomena observed in vitro and in vivo. 

However, one major limitation involves capturing molecules of interest in static conformations. 

Crystallization of proteins with their binding partners may induce nonphysiological binding conformations 

due to crystallization conditions and crystal packing effects. Indeed, recent cocrystal structures involving 

complement proteins suggest binding arrangements that are somewhat contradictory (15-21). We describe 

herein the integration of a variety of computational tools to analyze two recently published crystallographic 

structures of C3d in complex with Sbi. We seek to answer the question of whether both Complexes 1 and 2 

exist physiologically, by examining their dynamic stability and associative and dissociative properties. 

 

4.2 Methods 

4.2.1 Structure preparation 

Three-dimensional cocrystal structures of each C3d-Sbi Complex 1 (PDB code 2WY8) and 

Complex 2 (PDB code 2WY7) were obtained from the Protein Data Bank (PDB) (22). In cases where 

multiple crystallographic positions were reported for residues, position A was selected.  

 

4.2.2 Analysis of Electrostatic Similarities Of Proteins (AESOP) 

AESOP (23-26) was used to quantify the effects of specific charged residues on C3d-Sbi 

association in Complexes 1 and 2. First, PDB2PQR (27) was used to add hydrogen atoms, partial charges, 

and atomic radii to each complex PDB structure, using the PARSE force field (28). Theoretical alanine 

scan mutagenesis was performed for all charged residues of the protein complexes, one at a time. For each 

mutated protein and protein complex, electrostatic potential maps and free energies were calculated using 

APBS (29), as described previously (23, 24, 26, 30). For electrostatics calculations, we used protein and 

solvent dielectric values of 20 and 78.54, respectively, and ionic strength values of 0 and 150 mM. The 

choice of the value of protein dielectric is justified in an earlier study (25). Electrostatic similarity 

clustering and calculation of electrostatic free energies of association and solvation were performed as 

described previously (23, 26). 
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4.2.3 Explicit solvent molecular dynamics (MD) simulations 

MD simulations of Complexes 1 and 2 were performed using NAMD (31). PDB structures of each 

complex were prepared using the PSFGEN utility in VMD (32) and the CHARMM27 force field (33). 

Complexes 1 and 2 were solvated in a TIP3P water boxes measuring 87 Å × 87 Å × 87 Å and 82 Å × 82 Å 

× 82 Å respectively. Sodium and chloride counterions were added to neutralize the charge of each system, 

with an ionic strength of 150mM. Each system was minimized using 25000 steps of conjugate gradient 

energy minimization, followed by heating from 0 to 300 K (62 ps total), four equilibration stages (50 ps 

each) with all protein atoms harmonically constrained (using force constants of 10, 5, 2, and 1 kcal/mol/Å2 

respectively) to their post-minimization positions, a final equilibration stage (50 ps) with protein backbone 

atoms harmonically constrained (using force constant of 1 kcal/mol/Å2), followed by the production run. 

All simulations were performed using periodic boundary conditions and particle mesh Ewald electrostatics 

with a nonbonded interaction cutoff and switching distance of 12 and 10 Å, respectively. The SHAKE 

algorithm was employed to fix the length of bonds involving hydrogen atoms, enabling the use of 2 fs 

integration time steps. Langevin temperature and pressure controls were used for all NPT ensemble 

simulations. For each system, one 100 ns trajectory and three 20 ns trajectories were performed, using the 

energy minimized coordinates of each system as the starting point for all simulations, with different 

random number generated seeds. 

 

4.2.4 Steered molecular dynamics (SMD) simulations 

SMD simulations were also performed using NAMD. For each system, the solvent accessible 

surface of C3d atoms within 8 Å of Sbi and its normal vectors were calculated using UCSF Chimera (34). 

The mean of the normal vectors was used as the direction of induced Sbi dissociation from C3d. In order to 

facilitate SMD simulations and analysis, each complex was rotated such that the mean normal vector was 

aligned with the +z axis. Complexes 1 and 2 were solvated in TIP3P water boxes measuring 76 Å × 87 Å × 

105 Å and 75 Å × 78 Å × 104 Å respectively, which provided additional space for Sbi dissociation in the 

+z direction. Each system was minimized and heated as described above, followed by a 500 ps 

equilibration stage with all protein atoms harmonically restrained using a force constant of 10 kcal/mol/Å2.  
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Equilibrated structures were used as input for all SMD simulations. Five independent 1.6 ns SMD 

simulations were performed for each complex. Residues of C3d > 12 Å from Sbi were harmonically 

constrained during the simulations with a force constant of 10 kcal/mol/Å2, and the center of mass of all Sbi 

atoms was constrained (with a force constant of 10 kcal/mol/Å2) to a point moving at a constant velocity of 

10 Å/ns in the +z direction. 

 

4.2.5 Brownian dynamics (BD) simulations 

BD simulations for Complexes 1 and 2 were performed using BrownDye (35). For each complex, 

PQR files and electrostatic potential maps were generated for C3d and Sbi as described above. In all 

simulations, C3d was the stationary molecule and Sbi was the diffusing molecule. Reaction criteria were 

selected based on a pilot comparative study using mutants of barnase-barstar and corresponding 

experimental kon data (data not shown). Pairwise residue interactions were calculated from energy 

minimized structures of each complex, using cutoff distances of either 3.5 or 5.0 Å. Successful reactions in 

BD simulations required formation of at least 2 (or 3) interactions from the pairwise list, with interatomic 

distance < 6.0 (or 6.5) Å. The program ‘bd_top’ was used to generate all necessary input files for BD 

simulations, and 100000 trajectories were performed for each system under each set of reaction conditions. 

Reaction probabilities and corresponding kon rates were calculated by BrownDye. 

 

4.2.6 MD simulation analysis 

MD trajectories were analyzed using the Bio3D package (36) and additional custom scripts in R. 

Solvent accessible surface area (SASA) calculations, analysis of hydrogen bonds, and visual PDB and MD 

trajectory analysis were performed with UCSF Chimera. SASA calculations were performed using 

structures without hydrogen atoms. 
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4.3 Results 

4.3.1 Electrostatic analysis 

Sbi-IV is a three-helix bundle that exhibits binding to C3d via the acidic concave region (Complex 

1) and the convex thioester-containing region (Complex 2), according to crystallographic structures (10). 

Figure 4.1A shows a comparison of both binding modes, with the Sbi-IV molecule from Complexes 1 and 

2 on the left and right sides of C3d, respectively. The interfacial SASA of both complexes is similar (763 

and 646 Å2, respectively). There is electrostatic complementarity at both binding interfaces, however the 

complementarity is much more pronounced in Complex 1 (Figures 4.1B and 4.1C). To quantify the role of 

electrostatics in C3d-Sbi-IV association at each binding site, we performed AESOP analyses. Based on the 

magnitudes and perturbations of electrostatic free energies upon mutation of ionizable residues to alanine, it 

is clear that Complex 1 (Figure D.2) is much more electrostatically driven than Complex 2 (Figure D.3). 

There are six C3d mutations and seven Sbi-IV mutations that experience > 5 kJ/mol gain in association free 

energy in Complex 1, whereas in Complex 2, no C3d mutations and only two Sbi-IV mutations result in 

considerable changes in energy. These data reflect that the Complex 1 interface is significantly more polar 

than for Complex 2. 

 

 

Figure 4.1 Molecular graphics representations of C3d-Sbi-IV complexes. (A) The two binding modes of Sbi-IV 
(orange and cyan) are shown bound to C3d (purple). Open-book representations of C3d-Sbi-IV Complex 1 (B) and 
Complex 2 (C) are shown, which illustrates electrostatic complementarity at each interface. C3d and Sbi-IV are 
rotated about the horizontal axis (black line) by -90 and +90 degrees, respectively. Molecular surfaces are colored 
based on electrostatic potential values, with a gradient from -5 kBT/e (red) to +5 kBT/e (blue). 
 
!
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4.3.2 MD simulations 

We used explicit solvent molecular dynamics simulations to examine the dynamic stability of 

Complex 1 and 2 binding modes. Previous data suggested that Complex 1 is the primary binding mode for 

C3d-Sbi-IV (10). We observe that in general, interfacial SASA of Complex 1 remains constant over time, 

while Complex 2 undergoes significant loss of interfacial SASA (Figure 4.2). Despite these data, we did 

not observe complete dissociation of Complex 2 at any point, and the interfacial SASA tends to reach a 

steady-state within ~10 ns in all trajectories. Additionally, observed losses in interfacial SASA were not 

always permanent. Near the end of the 100 ns MD trajectory for Complex 2, we observed a sudden increase 

in interfacial SASA. Examination of this trajectory revealed unwinding of the N-terminus of Sbi-IV helix 1, 

which facilitated formation of charge-charge interactions that guided the N-terminus back to C3d. 

Weakening of Complex 2 (relative to the crystallographic structure) can be also observed through 

the number of nonpolar interactions, hydrogen bonds, and salt bridges throughout MD trajectories (Figures 

D.4-D.6). Furthermore, while both complexes are stabilized by a comparable number of nonpolar 

interactions (Figures 4.3A and 4.3B), polar interactions are much more dominant at the Complex 1 

interface (Figures 4.3C-4.3F). In the initial configuration of Complex 2, there is a relative physicochemical 

mismatch between residues at the N-terminus of Sbi-IV and the N-terminal loops and helices of C3d. N-

terminal Sbi-IV residues preferentially engage in intramolecular interactions, including salt bridges and a 

hydrophobic cluster. As a consequence, N-terminal residues 198-203 of Sbi-IV tend to move away from 

 

Figure 4.2 Change in interfacial SASA during MD trajectories of C3d-Sbi-IV complexes. (A) Interfacial SASA 
versus time for three independent 20 ns MD trajectories of Complexes 1 (dark gray) and 2 (light gray). (B) Interfacial 
SASA versus time for 100 ns MD trajectories of Complexes 1 and 2. The data points in (A) represent mean +/- SEM 
of interfacial SASA data. 
 
!
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C3d, while nonpolar interactions in the C-terminal region of helix 1 and N-terminal region of helix 3 hold 

the complex together (Figure 4.3B). In contrast, intermolecular interactions are well conserved throughout 

the MD trajectories for Complex 1. The Sbi-IV N-terminus is less prone to dynamic instability; Arg and 

Lys residues (K202, R206, and R210) switch between stabilizing helix 1 of Sbi-IV and forming salt 

bridging interactions with C3d residues. Notably, Sbi-IV residues responsible for interaction with C3d in 

Complex 1 are more dispersed, consisting of positively charged residues in the N-terminal region of helix 

1, all of helix 2, and the N- and C-terminal regions of helix 3 (Figure 4.3A, 4.3C, 4.3F).  

 

4.3.3 BD simulations 

Since equilibrium binding of protein complexes is comprised of association and dissociation 

phases, we used computational tools to probe each of these phases. Brownian dynamics simulations show 

that Complex 1 associates more than an order of magnitude faster than Complex 2 (Figure 4.4). To verify 

that these data were not dependent on selected reaction criteria, we first calculated kon values for mutants of 

barnase-barstar via BD simulations, using a diverse set of reaction criteria. We compared our results to 

experimental kon data for barnase-barstar, and identified reaction criteria that yielded the closest agreement 

between calculated and experimental data (37). While BD simulations depict electrostatically-driven 

diffusion accurately, there are inherent limitations in such simulations. BD simulations are necessarily 
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Figure 4.3 Interaction occupancy during MD trajectories of C3d-Sbi-IV complexes. Interactions were calculated at 
100 ps intervals throughout one 100 ns and three 20 ns MD trajectories for Complexes 1 and 2. Occupancies represent 
the percentage of snapshots (across all trajectories) in which specific interactions were present. Residue numbers on 
the x- and y-axes represent residues of C3d and Sbi-IV, respectively. The legend shows the color scale from white 
(0% occupancy) to purple (100% occupancy). Interactions calculated include nonpolar interactions for Complex 1 (A) 
and Complex 2 (B), hydrogen bonds for Complex 1 (C) and Complex 2 (D), and salt bridges for Complex 1 (E) and 
Complex 2 (F). 
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“rigid-body” simulations, in which each binding partner remains in its static (bound) conformation. This 

assumption is adequate for long-range encounter complex formation. Once proteins encounter each other, 

in a near-native orientation, successful binding is almost inevitable, since residue side chains are locked in 

their binding configurations. Thus, the difference in association rates between Complexes 1 and 2 may be 

larger, especially since our MD data suggest that interactions observed from the crystal structure of 

Complex 2 may be inadvertently strengthened by crystal packing effects. 

 

4.3.4 SMD simulations 

 To examine the dissociation phase of C3d-Sbi-IV interactions, we induced unbinding using SMD 

simulations (38, 39). In each simulation, the center of mass of Sbi-IV was pulled away from C3d at a 

constant velocity, and the force acting on Sbi-IV was calculated throughout the trajectories. The force 

required to “pull” Sbi-IV from C3d is ~2-fold larger for Complex 1 compared with Complex 2, indicating 

that the latter interaction is less stable. This result is confirmed in multiple SMD trajectories (Figure 4.5). 

Additionally, by examining the number of intermolecular interactions over time, we observe that loss of 

Figure 4.4 Comparison of association rates of C3d-Sbi-
IV complexes.  Rates were calculated by Brownian 
dynamics simulations under four conditions, with 
varied BD parameters including the cutoff distance for 
listing candidate atomic contact pairs (list distance), the 
distance required for successful atomic contact (contact 
distance), and the number of atomic contacts (number 
of contacts). Dark gray and light gray bars represent 
calculated kon values (with 95% confidence intervals) 
for Complex 1 and Complex 2, respectively.!
!

Figure 4.5 Unbinding forces for C3d-Sbi-IV 
complexes. Steered MD simulations were performed 
for each complex, in which the center of mass of Sbi 
was pulled away from C3d at a rate of 10 Å/ns, and 
exerted force was reported every 20 fs. The area of the 
curves represent mean +/- SEM of the force on Sbi in 
Complex 1 (dark gray) and Complex 2 (light gray) for 
five independent SMD trajectories.!
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interactions occurs gradually (Figures D.7-D.9), which may explain the gentle slope of the force curves 

after the critical force.  

 

4.4 Discussion 

We have implemented a computational framework comprised of electrostatic free energy 

calculations, MD, BD, and SMD simulations to shed light on the binding mode between staphylococcal 

virulence factor Sbi and complement fragment C3d. In accordance with extensive biophysical analyses for 

the C3d-Sbi-IV interaction (10), our data suggest that Sbi-IV likely binds via the mode observed in 

Complex 1. Complex 1 is stabilized by numerous polar and nonpolar interactions over a large area, most of 

which are conserved throughout MD trajectories and are energetically favorable. Additionally, the 

interfacial SASA of Complex 1 remains constant. In contrast, there is significant loss of interfacial SASA 

for Complex 2; the N-terminus of Sbi-IV tends to move away from C3d, while the C-terminus of helix 1 

and N-terminus of helix 3 hold the complex together, primarily via nonpolar interactions. BD and SMD 

simulations illustrate that Complex 1 is a markedly more stable complex, as it is characterized by more 

favorable association and dissociation kinetics compared to Complex 2. 

While binding and mutagenesis studies showed that Complex 1 is likely the physiologically 

relevant binding mode, NMR chemical shift perturbation experiments identified interacting residues in both 

binding modes (10). Interestingly, none of the N-terminal residues (E201, V205, and E209) that were 

shown to have large chemical shifts in previous NMR experiments participated in persistent interactions 

with C3d in our analysis, however V244 and L248 (which also exhibited large chemical shifts) do indeed 

share persistent interactions with I1125 on C3d. Other Sbi-IV residues deemed to be most critical to C3d 

interaction in Complex 2 by our analysis (N215, D216, S219, D243, H247, and Q251) did not show large 

chemical shifts. 

Although Sbi-IV is an AP complement inhibitor on its own, full-length Sbi can inhibit all three 

pathways of complement. Previous studies have shown that domains I and II of Sbi bind immunoglobulin 

G (IgG) molecules via their Fc region, conferring protection of S. aureus against antibody-mediated 

opsonization, while domains III and IV are involved in C3 binding (6). Recent structural analyses were 
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unsuccessful in determining structure of Sbi-III/IV, and it was reported that Sbi-III has an inherently 

disordered structure (10, 13). Since Sbi-III/IV (and full-length Sbi) exhibit a different mechanism of 

complement evasion compared to Sbi-IV alone, it is necessary to examine our results in light of this 

information.  

Similarly to Sbi-IV, Sbi-III/IV contains an interaction site on the thioester domain of C3, and 

exhibits similar binding preferences for thioester domain-containing C3 fragments (iC3b ~ C3d > C3 > 

C3b). Clark et al. suggested that the secondary binding site of Sbi-IV on C3d (Complex 2) may represent 

the binding mode when other domains of Sbi are also present (10). Based on the observation that the N-

terminus of Sbi-IV (residues 198-205) make strong contacts with C3d in the crystallographic structure, they 

suggest that presence of Sbi-III may stabilize this weak binding site. We observed that the N-terminus of 

Sbi-IV moves away from C3d almost immediately in all MD simulations of Complex 2, indicating that 

intermolecular interactions of these residues are not strong enough to keep the complex together.  

In context of structural information for C3 and C3b, it is unlikely that Sbi-III/IV binds to C3 via 

Complex 2 binding mode, as there are extensive steric clashes. The thioester bond on C3d is intrinsically 

shielded from solvent in native C3, precluding Sbi-IV from binding at that site, unless major 

conformational changes occur. In the Complex 1 site, Sbi-IV binds easily without clashes (Figure D.10A). 

However, in C3b, the Complex 2 binding site appears to be the preferred mode, as Complex 1 shows 

clashes with C3b (Figure D.10B). Additionally, Sbi-III/IV binds to both C3d and C3a in native C3, which 

is likely simultaneous based on the slow biphasic association kinetics observed in SPR experiments (6). 

Although the Sbi-IV molecule in Complex 2 would be spatially closer to C3a than in Complex 1, steric 

clashes and Sbi-IV orientation likely preclude simultaneous binding. Through construction of a basic 

homology model of Sbi-E (domains I-IV), it is plausible that Sbi-III and Sbi-IV (in Complex 1 binding 

mode) can simultaneously bind C3a and C3d, respectively (Figure D.10C). Since Sbi-III/IV can form a 

covalent adduct to nascent C3b (6), binding of Sbi-III/IV in an arrangement bridging the region of C3 

containing the thioester bond would facilitate rapid transacylation upon C3 cleavage.  

 Although our data demonstrate much higher stability for Complex 1 compared to Complex 2, and 

together with experimental data suggest that the structure of Complex 1 is physiological, Sbi-IV alone may 
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be capable of binding to C3d via the Complex 2 binding mode. Despite weak interactions at the termini of 

Sbi-IV, there is a strong central core of polar and nonpolar interactions that remains bound during MD 

simulations. We suggest that Sbi-IV can provide a foundation for therapeutic development. C3b recognizes 

and covalently attaches to both host and pathogen cell surfaces, and host protection is reliant on tight 

regulation by other complement factors. Several autoimmune diseases are propagated by inadequate 

regulation, and in turn, deposition of complement on host cells. Rational structure-based design of Sbi-IV 

variants may lead to novel therapeutics targeting C3b deposition on host surfaces. 
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CHAPTER 5: IDENTIFICATION OF LOW MOLECULAR MASS INHIBITORS OF C3D-LIGAND 
INTERACTIONS: A STEP TOWARD NEW COMPLEMENT-TARGETED THERAPEUTICS 

 

 
5.1 Introduction 
 
 The thioester domain of complement component 3 (C3d) is a multifaceted protein involved in 

pathogen recognition and complement regulation. The convex basic region contains a reactive thioester, 

which allows its precursor C3b to covalently attach to pathogenic cell surfaces. The concave acidic region 

of C3d serves as a hub for a variety of ligands, including host complement regulator factor H (FH) and 

complement receptor 2 (CR2), as well as several secreted proteins from S. aureus (Efb, Ecb, and Sbi). C3d 

is of interest as a therapeutic target for several reasons. First, pathogens exploit C3d to evade complement. 

Staphylococcus aureus (S. aureus) expresses three homologous proteins (Efb, Ecb, and Sbi) that contain 

C3d-binding domains, which have all been shown to inhibit alternative pathway activation of complement, 

and to interfere with C3d binding to CR2 (see Chapter 1.3). Identifying molecules to block these 

interactions could aid in development of novel anti-infective therapeutics against strains of S. aureus 

resistant to traditional antibiotics (i.e. MRSA). In addition, inappropriate attachment of C3d to host proteins 

has been shown to lead to the production of autoantibodies, leading to development and progression of 

autoimmune diseases, including rheumatoid arthritis and systemic lupus erythmaeosus (see Chapter 1.2). 

 There are currently only two complement-targeted therapeutics on the market, approved for 

treatment of only a small percentage of complement-mediated diseases. Several others are currently in 

preclinical or clinical development (see Chapter 1.4). The vast majority are biologic-type therapeutics, 

which exhibit high specificity for their targets, and show high efficacy in early testing. Unfortunately, 

biopharmaceuticals face many challenges during development, including high production cost, poor oral 

bioavailability, immunogenicity, and proteolytic degradation (1). Low molecular mass inhibitors typically 

do not suffer from these challenges, but often lack target specificity and high potency. Furthermore, 

infections from emerging strains of S. aureus require new therapeutic approaches. 

Recent advances in structural biology and computational chemistry have renewed interest in 

designing targeted small molecular therapeutics for a variety of applications. Conformational sampling 
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methods and affinity prediction provide a foundation for the design of peptides and peptidomimetics, while 

virtual high-throughput screening can identify small organic molecules with strong binding affinity for 

specific biological targets. Due to limited computational resources and time, there is a trade off between 

speed and accuracy, often resulting in large numbers of false positives and false negatives during such 

screens. We describe herein an integration of two approaches to the design of low molecular mass 

complement therapeutics. First, we describe computational methodology for the structure-based rational 

design of peptides with predicted C3d binding affinity. Furthermore, we discuss an integration of molecular 

dynamics (MD) simulations, pharmacophore screening, and molecular docking to identify drug-like 

organic molecules that bind C3d. Together, these methods provide a foundation for the development of new 

anti-staphylococcal and complement-targeted therapeutics. 

 

5.2 Methods 

5.2.1 Preparation of protein structures 

 Initial crystallographic structures of C3d (PDB code 1C3D, (2)) and the C3d-Efb-C (PDB code 

2GOX, (3)), C3d-Ehp (PDB code 2NOJ, (4)), and C3d-CR2 (PDB code 3OED, (5)) complexes were 

obtained from the protein data bank (PDB) (6). C3d-derived peptides were based on the cocrystal structure 

of the C3d-Efb-C complex. Efb- and Ecb-derived peptides were based on the cocrystal structures of C3d-

Efb-C and C3d-Ehp, respectively. Proteins (from which the peptide was derived) were truncated to desired 

length, and in some cases, mutations were performed using Chimera (7).  

 

5.2.2 MD simulations 

 Explicit solvent MD simulations were performed using NAMD (8). Missing heavy atoms and 

hydrogens were added, and molecules were parameterized using the CHARMM27 force field (9), in VMD 

(10). Structures were placed in TIP3P water cubes, with a minimum distance of 12 Å between any protein 

atom and the cube boundary, and sodium and chloride counterions were added to achieve 150 mM ionic 

strength and neutralization of protein charges. Each system was energy minimized using 25000 steps of 

conjugate gradient minimization, followed by heating and equilibration steps. After minimization, all 
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protein atoms were harmonically constrained. A force constant of 10 kcal/mol/Å2 was used during heating 

(62 ps) and the first equilibration stage (50 ps), followed by three equilibration stages (50 ps each) using 

force constants of 5, 2, and 1 kcal/mol/Å2, respectively. In the final equilibration stage (50 ps), only 

backbone atoms were constrained (at 1 kcal/mol/Å2). Equilibrated systems were simulated for 20 ns with 

no harmonic constraints. In all simulations, periodic boundary conditions and particle mesh Ewald 

electrostatics were employed, with nonbonded interaction cutoff and switching distance of 12 and 10 Å, 

respectively. Bonds involving hydrogen atoms were fixed using SHAKE, and 2 fs integration time steps 

were used. Langevin temperature and pressure controls were used for all NPT ensemble simulations. 

Resulting MD trajectories were analyzed using the Bio3D package (11) in R and UCSF Chimera (7). 

 

5.2.3 Pharmacophore models derived from C3d-Efb-C interaction (Virtual Screen A) 

 Two peptide ligands (derived from the structure of Efb-C) were used as templates for deriving 

initial pharmacophore models. Ligands I (residues 127-131) and II (residues 134-139) were centered 

around Arg131 and Asn138, respectively, which were previously shown to be crucial to interaction with 

C3d (3, 12, 13). We used LigandScout 3.0.1 (14) for generation of structure-based pharmacophore models 

for Ligands I and II independently. PDB files containing C3d and either Ligand I or II were imported into 

LigandScout, and simplified pharmacophore models were generated with no more than one pharmacophore 

feature per heavy atom. Pharmacophore I contained five features, including two hydrogen bond acceptors, 

one hydrogen bond donor, one positive ionizable region, one hydrophobic feature, and ten exclusion 

volumes. Exclusion volumes allow the shape of the receptor binding pocket to be accounted for implicitly 

during pharmacophore screening. Pharmacophore II contained six features, including one hydrogen bond 

acceptor, two hydrogen bond donors, one positive ionizable region, two hydrophobic features, and eleven 

exclusion volumes. The drug-like purchasable subset of the ZINC database (~5.6 million compounds at 

time of initial screen) was used for screening. Catalyst 4.11 (Accelrys) was used to generate a conformer 

library for the database and subsequent screening of the conformer library against Pharmacophores I and II. 
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5.2.4 Dynamic pharmacophore models derived from C3d-CR2 interaction (Virtual Screen B) 

 The MD trajectory of C3d-CR2 was used to develop dynamic pharmacophore models. CR2 

residues participating in persistent intermolecular salt bridges, hydrogen bonds, or nonpolar interactions (> 

50% occupancy) were selected as tentative pharmacophore points. Relevant atoms of each selected residue 

were identified, and mean positions of centers of mass were calculated. A freestyle pharmacophore 

hypothesis was generated using Phase (Schrödinger, LLC), with 24 features corresponding to mean center-

of-mass positions of specified CR2 residues. Feature types were defined based on the physicochemical 

properties of the CR2 atoms used to define them. The conformational flexibility of each feature was 

calculated from the MD trajectory, and used to define the tolerance radii of each corresponding feature of 

the pharmacophore model. Three hydrophobic/aromatic features were manually placed at the bottom of the 

C3d cavity as “anchoring points” for small molecules. From a total of 27 pharmacophore points, sets of 3-5 

features were defined, using interfeature distances, diversity of feature types and experimental 

mutagenesis/binding/functional data as selection criteria. A total of 84 pharmacophore models were 

selected for screening. The source of screening molecules in this study was the drug-like purchasable 

subset (15) of the ZINC 12 database (16), consisting of ~7 million molecules at the time of writing. 

Conformer generation was performed using Phase, resulting in ~160 conformers per molecule on average. 

Conformers were aligned with each pharmacophore submodel, with exclusion volumes to prevent overlap 

with C3d residues. 

 

5.2.5 Docking 

 All molecules identified in pharmacophore screens were docked to C3d using AutoDock Vina 

(17). Receptor and ligand structures were processed using AutoDockTools. For Virtual Screen A, 

pharmacophore hits were docked within a grid that was centered around their respective pharmacophore 

model on the C3d surface. In Virtual Screen B, we followed a protocol similar to the relaxed complex 

scheme (RCS) (18, 19), in which molecules were docked to a conformational ensemble of C3d. A total of 

400 MD snapshots (200 from each trajectory) were clustered based on the all-atom RMSD of C3d residues 

involved in CR2 binding. The resulting dendrogram was separated into five clusters using the ‘cutree’ 
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function in R, and representative snapshots from distinct clusters were selected, resulting in five C3d 

structures (four from the C3d-CR2 simulation and one from the free C3d simulation) with ≥ 1.75 Å RMSD 

from each other. Ligands were docked within a grid surrounding the entire CR2 binding site on C3d 

(measuring 40 Å x 40 Å x 40 Å) using an increased exhaustiveness parameter to enhance search accuracy 

within the enlarged grid. The top 20 docked poses of each molecule were returned after docking. 

 

5.2.6 Scoring 

 All docked molecule poses were scored using the Vina scoring function. In Virtual Screen A, 

molecules were rescored using the Autodock4RAP scoring function, which makes use of AM1-BCC 

charge types for more accurate energy prediction in some cases (20). Molecules were ranked based on these 

scores, and 10 molecules from the top 20 docked molecules from each model were selected for 

experimental testing. For Virtual Screen B, predicted binding energies (from Vina) were reported for 

docking to each receptor conformation, and mean energies (across all receptor conformations) were used as 

a ranking metric. In addition, docked poses were rescreened against all pharmacophore models “in-place”, 

to identify molecules that docked in positions that overlapped with two or more pharmacophore features. 

Docked poses were also subjected to RMSD-based clustering to identify molecules with low-energy poses 

that bind in similar conformations to all receptor conformations. A combination of all scoring methods was 

used for selection of 50 molecules for experimental testing. 

 

5.2.7 Peptide and small molecule preparation 

 Peptides were synthesized with free N- and C-termini by Genscript. Stock solutions were prepared 

by dissolving peptides in deionized water to a final concentration of 2 mM, and were stored at -20°C until 

used. Selected drug-like compounds were obtained from Enamine, Pharmeks, ChemDiv, ChemBridge, and 

Maybridge. Stock solutions were prepared by dissolving molecules in DMSO to concentrations of 4 mM 

(with no visible precipitation), and stored at -20°C until used. In all assays, molecules were dissolved 

further in appropriate aqueous buffer, to minimize effects of DMSO, and DMSO (to an equivalent final 

concentration) was used in control samples. 
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5.2.8 Circular dichroism 

 Circular dichroism (CD) spectra were collected for each peptide using a Jasco J-815 CD 

Spectrophotometer. Measurements were performed at 25°C in a 1 cm path length cuvette, over a 

wavelength range of 190-260 nm. Peptides were measured at a final concentration of 40 µM in water, and 

C3d (20 µM) was used as a positive control for helicity. 

 

5.2.9 C3d-Efb/Ecb binding ELISA 

 Peptides and top-ranked molecules were evaluated for competitive binding to C3d. Nunc 

Maxisorp 96-well ELISA plates were coated with either 0.5 µg Efb-C or Ecb (or peptide) for ~18 h at room 

temperature. Plates were washed three times with PBS containing 0.05% Tween-20 (PBS-T) between each 

step. Washed plates were blocked with 1% BSA/PBS-T for 1 h at 37°C. Serial dilutions of C3d were 

prepared (10-0.015 nM), in the presence or absence of each compound (200 µM). Samples were 

preincubated at room temperature for 15 mins. Preincubated samples were transferred to the washed plates, 

and incubated at 37°C for 1 h. After the binding reactions, plates were incubated with anti-C3d (Quidel; 

1:1000 in 1% BSA/PBS-T), followed by incubation with horseradish peroxidase-conjugated anti-mouse 

(BioRad; 1:5000 in 1% BSA/PBS-T), both at 37°C for 1 h. Bound C3d was quantified using a 3,3’,5,5’-

tetramethylbenzidine substrate solution containing urea hydrogen peroxide in 0.11 M sodium acetate 

buffer, followed by a 1 N H2SO4 acid stop. Plates were measured spectrophotometrically at 450 nm (see 

Appendix G.1 for detailed protocol). 

 

5.2.10 Microscale thermophoresis 

 Direct binding of molecules was assayed using a Monolith NT.115 (Nano Temper Technologies 

GMBH). Recombinant C3d (20 µM, plasmid kindly provided by Jean van den Elsen) was labeled with 

NT647 dye using the kit from Nano Temper Technologies. A dilution series of each molecule was prepared 

(800-0.39 µM) and preincubated with NT647-labeled C3d (200 nM) for 30 mins at room temperature in the 

dark. 4 µl of each dilution was loaded into hydrophobic capillary tubes, and measurements were obtained. 
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Figure 5.1 Molecular graphics representations of the C3d-derived peptide (C3dp) template. Efb-C (green ribbon) is 
shown in complex with (A) C3dp and (B) full-length C3d. The location from which C3dp was derived is evident here. 
(C) A ribbon diagram of C3dp and the physicochemical properties of its residues is shown. 
 
!Table 5.1 C3d-derived peptide sequences. 

Peptide Sequencea 
C3dpv1 GEQNMIGMTPTVIAVHYLDETEQWEKFGLEKRQGALELIKKGYTQQL 
C3dpv2 -------MTATVIAVHYLDETEQWEKFGLEKRQGALELIKKGYTQQL 
C3dpv3 -------MTATVIAVHYLDETEQWEKFGLEKRQGALELIKKGY---- 
C3dpv4 -------ETATVIAVHYLDETEQWEKFGLEKRQGALELIKKGYTQR- 
C3dpv5 -------DTATVIAVHYLDETEQWEKFGLEKRQGALELIKKGYTQR- 
C3dpv7 -------ETATVEAVHYLDETEQWEKFGLEKRQGALEEIKKGYTQR- 
C3dpv8 ------------------EETEQWEKFGLEKRQ-------------- 
C3dpv9 -------ETATVEAVHYLDETEQWEKFGEEKRQGAEEEIKKGYTQR- 

a Sequences are colored by residue type; nonpolar (black), polar uncharged (green), positive (blue), and negative (red). 
 
 
Table 5.2 Efb- and Ecb-derived peptide sequences. 

Peptide Sequencea 
Efbp1 VSAHRKAQKAVNL 
Efbp2 -SAHRKAQKAVN- 
Ecbp1 VATHRKAQRAVNI 
Ecbp2 -ATHRKAQRAVN- 

a Sequences are colored by residue type; nonpolar (black), polar uncharged (green), positive (blue), and negative (red). 
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5.3 Results and Discussion 

5.3.1 Peptide design 

 We sought to design peptides to inhibit the interaction between C3d and Efb-C/Ecb as potential 

staphylococcal therapeutics. Our initial efforts were aimed at designing C3d-derived peptides. We isolated 

a peptide fragment of C3d (C3dp), which includes several ionizable residues involved in electrostatic 

interactions with Efb-C and Ecb. An advantage of C3d-derived peptides is the low likelihood of 

immunogenicity. The initial template for C3dp was comprised of a 47-residue helix-loop-helix motif 

(residues 18-66) from C3d (Figure 5.1). Examination of C3dp within the native C3d structure indicated that 

most of the peptide was exposed to solvent, with the exception of the N-terminus of the peptide. In order to 

evaluate structural stability and binding of C3dp, we performed MD simulations of C3dp alone (free) and 

in complex with Efb-C (bound). Visual inspection of structures from MD simulations showed a generally 

stable structure, with high flexibility at the N-terminus. Quantitative secondary structure analysis confirmed 

this observation. Moreover, the bound simulation illustrated strengthening of intermolecular salt bridges. 

We generated difference interaction occupancy plots, which show the percentage of snapshots in which 

particular C3dp-Efb-C interactions are present relative to the wild-type C3d-Efb-C complex. These plots 

present a quantitative analysis of peptide binding compared to the native protein-protein interaction. 

Combination of secondary structure and binding analyses yielded important information for the selection of 

optimized peptides for experimental testing. 

Several rounds of sequence optimization and dynamics simulations led to a 39-residue template 

peptide (C3dpv4) predicted to exhibit structural stability and tight binding to bacterial ligands, however it 

was poorly soluble and prone to aggregation in both water and DMSO, indicating that the hydrophobic 

character of this peptide would not be amenable to therapeutic development (Figure 5.2). We attempted to 

further optimize the sequence of C3dp (Table 5.1), by introducing acidic residues and making terminal 

truncations to increase solubility, while maintaining strong interactions with positively-charged bacterial 

ligands. Computational results did not yield promising candidates, as larger deviation from the native 

structure introduced structural perturbations and altered binding to the targets (Figure 5.3). 
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Figure 5.2 Quantitative comparison of C3dpv4 structural stability and binding. Analysis of secondary structure (A) 
and intramolecular residue-residue contacts (B) illustrate the stability of helices and the helix-loop-helix motif, 
respectively. Difference interaction contact maps are calculated by determining the percentage of time (during 20 ns 
MD trajectories) in which particular intermolecular interactions are present between C3dpv4 and Efb-C, and 
subsequently subtracting the occupancy of the same reaction pair from the wild-type C3d-Efb-C simulation. 
Interactions in red are weakened in the C3dpv4-Efb-C complex, and those in blue are strengthened. The plots show 
nonpolar interactions (C), hydrogen bonds (D), and salt bridges (E). The region shaded in darker gray represents 
residues from C3d that are not present in the peptide, such that interactions involving those residues are automatically 
lost. The legends and scale bars show colors corresponding to secondary structure elements for (A), interaction 
occupancy for (B), and difference interaction occupancy (C-E). The molecular graphics in (F) and (G) show the 
conformations of C3dpv4-Efb-C at the beginning and end of the 20 ns simulation, respectively. 
 
!
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 We also designed peptides based on Efb-C and Ecb, which may competitively bind C3d and 

prevent bacterial ligand binding (Table 5.2). This approach holds the advantage that most of the 

interactions of Efb-C/Ecb/Sbi with C3d are confined to a single helix, thus binding is more likely to be 

maintained (Figure 5.4). We performed MD simulations with the second helix of Efb-C and Ecb, alone and 

in complex with C3d. Simulations showed that Efb-C and Ecb helices (which share nearly identical 

sequence) are highly stable, and maintain interactions with C3d. Efb and Ecb peptides were synthesized 

and tested for structure, binding, and activity. CD spectra, however, showed no evidence of helicity of 

Figure 5.3 Quantitative comparison of C3dpv8 binding. Difference interaction contact maps are calculated by 
determining the percentage of time (during 20 ns MD trajectories) in which particular intermolecular interactions are 
present between C3dpv8 and Efb-C, and subsequently subtracting the occupancy of the same reaction pair from the 
wild-type C3d-Efb-C simulation. Interactions in red are weakened in the C3dpv8-Efb-C complex, and those in blue 
are strengthened. The plots show nonpolar interactions (A), hydrogen bonds (B), and salt bridges (C). The scale bar 
shows colors corresponding to difference interaction occupancy (A-C). The molecular graphics in (D) and (E) show 
the conformations of C3dpv8-Efb-C at the beginning and end of the 20 ns simulation, respectively. 
 
!
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peptides (Figure 5.5A), as predicted in free peptide MD simulations. ELISA-based assays showed no direct 

binding of peptides to either C3b or C3d, and no competitive inhibition of bacterial ligand binding (Figure 

5.5B-C).  

These results are suggestive that our peptide design approaches require some improvements. First, 

our free MD simulations of peptides seem somewhat inadequate at predicting the equilibrium secondary 

structure of peptides. Explicit solvent MD cannot sufficiently explore unfolding of secondary structure 

elements in 20 ns. To efficiently explore peptide conformations, it may be necessary to use implicit solvent, 

replica exchange, or simulated annealing-type MD simulation methods. Regarding peptide binding, while 

we observed compensatory interactions among the residues shared among the peptide and wild-type 

protein, the fact that so many important interactions are lost when protein sequences are truncated makes 

lack of strong binding unsurprising (Figure 5.2C-E and 5.3A-C). Furthermore, cyclization methods (i.e. 

disulfide bridges, stapling) may aid in peptide structural stability (21, 22). 

Figure 5.4 Molecular graphics representations of the Efb- and Ecb-derived peptides. C3d (purple ribbon) is shown in 
complex with full-length Efb-C (green; A), full-length Ecb (orange; B), Efb peptide (green; C), and Ecb peptide 
(orange; D). The physicochemical properties of the residues of Efb- and Ecb-derived peptides are shown in (E) and 
(F), respectively. 
 
!
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5.3.1 Virtual Screen A 

 We subsequently performed virtual screening based on the crystallographic structure of the C3d-

Efb-C complex, in order to identify small drug-like organic molecules to inhibit this interaction. In this 

initial screen, we isolated two helical fragments of Efb-C (Figure 5.6A), and used them as templates to 

derive pharmacophore models (Figure 5.6B-C). The helical fragments consisted of residues of Efb-C (R131 

and N138) previously determined to be critical for binding both experimentally and computationally. 

Conformers of molecules from the drug-like purchasable subset of the ZINC database were screened 

against the two pharmacophore models, resulting in ~30000 hits for Model I, and 77 hits for Model II. Each 

set of molecules was docked independently to a localized binding region on C3d surrounding the respective 

pharmacophore model (Figure 5.6D-E), and molecules were ranked according to their predicted binding 

affinities.  

 From this initial screen, many molecules were predicted to bind C3d with high affinity. We 

selected 10 molecules (7 from Model I docked hits, 3 from Model II docked hits) to test experimentally for 

Figure 5.5 Experimental data for Efb- and Ecb-derived 
peptides. (A) CD spectra of peptides show lack of helicity 
for all peptides, compared to the helical nature of C3d. 
(B) Direct binding ELISAs show lack of C3d binding to 
plates coated with each peptide, up to 1 µM concentration 
of C3d. (C) Competitive binding ELISAs show no shift in 
the binding curve of C3d to Efb-C coated plates in the 
presence of peptides. 
 
!
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binding. The properties and structures of these molecules are shown in Table 5.3 and Figure E.1, 

respectively. While none of the molecules exhibited competitive binding with Efb-C in binding ELISA 

experiments (Figure E.2), one molecule (Molecule A1) was identified to bind to C3d using microscale 

thermophoresis (Figure 5.7). This result motivated a more rigorous virtual screen, in which we incorporated 

A 

B C 

D E 

Figure 5.6 Molecular graphics and details of Virtual Screen A (pharmacophores and docking). Residues of C3d less 
than 5 Å from Efb-C are shown in orange. Two selected Efb-derived peptides are shown in magenta (A) and green 
(B). Pharmacophore models are shown based on Ligands II (C) and I (D), containing hydrogen bond donors (green 
arrows) and acceptors (red arrows), positive ionizable regions (blue starburst), hydrophobic features (yellow spheres), 
and excluded volumes (gray spheres). Top compounds docked within the Model II (D) and Model I (E) sites, with the 
corresponding grid within molecules were conformationally sampled. 
!
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ligand and receptor flexibility, as well as additional postprocessing methods, to identify additional 

compounds with predicted C3d binding capability. 

!5.3.1 Virtual Screen B 

 Following the success of the initial screen, we made significant optimizations to our screening 

protocol in order to identify an enriched set of C3d-binding molecules. In Virtual Screen A, we focused on 

identifying inhibitors of the C3d-Efb-C interaction. Since this interaction is of high affinity (Kd ~ 1 nM), 

we turned our attention to the C3d-CR2 interaction, which is significantly weaker (Kd ~ 500 nM) and more 

likely inhibited by small drug-like molecules. Inhibition of C3d-CR2 is of particular interest in the 

Figure 5.7 Microscale thermophoresis experiments for direct molecule binding to C3d. Ten top selected molecules 
were tested for direct binding to C3d. (A) Efb binds to C3d with strong affinity, while (B) Mol3 binds C3d with 
weaker affinity. All other molecules did not bind. Mol1-10 correspond to A1-A10 in Table 5.3. 
!
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Table 5.3 Molecules selected from Virtual Screen A for experimental testing. 
No ZINC ID Mean Charge MW Vina Rank Autodock4RAP Rank Docking Site 
A1 ZINC24528440 -8.92 1 498.7 4558 2 I 
A2 ZINC08753517 -8.84 1 452.9 1096 6 I 
A3 ZINC36548357 -8.66 0 468.6 330 9 I 
A4 ZINC14124661 -8.48 1 456.6 102 10 I 
A5 ZINC09589829 -8.47 1 441.6 322 11 I 
A6 ZINC58054534 -8.47 1 466.5 271 12 I 
A7 ZINC15070155 -8.41 2 499.7 260 13 I 
A8 ZINC12245128 -7.88 1 420.5 2 4 II 
A9 ZINC19897404 -7.85 0 456.6 3 5 II 
A10 ZINC12545339 -7.03 1 396.5 35 13 II 

The table shows ZINC IDs of selected molecules from Virtual Screen A, predicted (recalculated) binding energies to a 
single C3d structure, charge, molecular weight (MW), and rankings. Vina rank is based on the energy reported by the 
default Vina scoring function, and Autodock4RAP rank is based on recalculated energies. The docking site refers to 
whether the molecules came from docking to site I or II. 

Energy 
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identification of complement therapeutics, and the presence of a deep cavity on C3d in the center of the 

CR2 binding site improves amenability to small molecule binding. Furthermore, since the CR2 binding site 
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Figure 5.8 Overview of improved computational protocol for Virtual Screen B. Required inputs are shown in blue 
boxes, computational methods in red, intermediate outputs in yellow, and the final selected molecules in green (for 
experimental testing. 
!
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overlaps significantly with Efb-C (and Ecb and Sbi) (Figure E.3), our new virtual screening protocol serves 

to potentially identify staphylococcal inhibitors as well. 

 We employed a multi-step protocol for the identification of C3d-CR2 inhibitors (Figure 5.8). First, 

we performed MD simulations of free C3d and the C3d-CR2 complex, and analyzed interactions and 

conformational flexibility in each trajectory. Interaction data, in conjunction with available experimental 

mutagenesis data for C3d and CR2, were used to define pharmacophore features and derive sets of 

pharmacophore models for the initial compound screen. We generated conformers of ZINC compounds in 

order to account for compound flexibility, and screened these conformers against 84 pharmacophore 

models, yielding ~25000 unique compounds that matched three or more pharmacophore features in at least 

one model. Each of the pharmacophore hits were docked to five distinct conformations of C3d, derived 

from RMSD based clustering of binding site residues from MD trajectory snapshots of C3d, both free and 

in complex with CR2. Lowest energy binding poses for each molecule (and their corresponding binding 

energies) were reported. Since molecules were free to dock anywhere within the acidic concave region of 

C3d, many binding poses varied considerably from one another. We used RMSD clustering of poses to 

identify compounds that docked in a similar conformation to all receptor conformations. Furthermore, we 

re-screened docked poses against pharmacophore models, to identify compounds that exhibited low energy 

binding and desired physicochemical property distribution simultaneously.  

 

 

Figure 5.9 Electrostatically-driven association of C3d and CR2. (A) CR2 (gray ribbon) binds over the acidic concave 
region on the surface of C3d. (B) An openbook representation (rotation about horizontal axis) of C3d and CR2 
surfaces show the complementarity between positively charged CR2 (top) and negatively charged C3d (bottom). 
Surfaces are colored by electrostatic potential using isovalues of +5 kbT/e (blue) and -5 kbT/e (red). 
!
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5.3.2 Dynamics of C3d-CR2 interaction 

 We performed MD simulations of the C3d-CR2 complex, in order to evaluate the conformational 

flexibility of the C3d-CR2 binding site, and to elucidate which residues are crucial to the C3d-CR2 

interaction. Similar to most known ligands of C3d, CR2 binds at the concave acidic region of C3d  

(Figure 5.9A), and the interaction is dominated by electrostatic interactions (Figure 5.9B). Through initial 

examination, a deep cavity is observed in the concave acidic region of C3d, and this cavity persists during 

MD simulations of both free C3d and the C3d-CR2 complex. Interestingly, CR2 itself does not “enter” the 

cavity, but rather resides atop the cavity, forming polar and nonpolar interactions with a ring of C3d 

Figure 5.10 Analysis of interactions between C3d and CR2. (A) Examination of intermolecular interactions from the 
C3d-CR2 crystallographic structure (PDB code 3OED) reveals a ring of interactions surrounding a deep cavity on the 
C3d surface. The figure shows interacting regions of C3d, divided into four sectors; acidic cluster 1 (red), nonpolar 
cluster (orange), acidic cluster 2 (green), and polar cluster (purple). (B) The C3d surface and CR2 side chains are 
colored by their effect on experimental binding affinity compared to the wild-type C3d-CR2 complex; < 25% binding 
(red), 25-59% binding (orange), 60-84% binding (yellow), and > 125% binding (black). C3d-CR2 interaction 
occupancies were calculated throughout a 20 ns MD trajectory, and nonpolar interactions (C), hydrogen bonds (D), 
and salt bridges (E) are shown here. CR2 residues are on the x-axes, and C3d residues on the y-axes. C3d residue 
labels are colored according to their corresponding sector (from Panel A). 
!



! 89 

residues lining the perimeter of the cavity (Figure 5.10A). The C3d interaction ring can be divided into four 

sectors, based on physicochemical interaction type and spatial distribution. Sectors 1 (red) and 3 (green) 

consist primarily of electrostatic interactions, while sectors 2 (orange) and 4 (purple) are involved in 

hydrogen bonding and nonpolar interactions. Residues in sectors 1-3 are also crucial for interactions 

between C3d and staphylococcal virulence factors Efb-C, Ecb, and Sbi-IV, all of which have been shown 

(both structurally and functionally) to competitively inhibit C3d-CR2 interaction (Figure E.3). 

 The interaction between C3d and CR2 has been well studied in the last 15 years (2, 5, 23-33). A 

large amount of mutagenesis data is available, which can facilitate our vHTS efforts. Mutations of C3d and 

CR2, and their relative effects on binding, are shown in Figure 5.10B. Naturally, the locations of inhibitory 

mutations (red, orange, and yellow) correspond to the ring of interactions seen in Figure 5.9A. Whereas 

inhibitory mutations are spatially disbursed, we noticed that the most inhibitory mutations are observed in 

sectors 1 and 3, and involve primarily mutations of charged residues. Therefore, while all persistent 

interactions from MD simulations were considered during vHTS of C3d (Figure 5.10C-E), charge-charge 

interactions (Figure 5.10E) were given special consideration in development of pharmacophore models and 

postprocessing/re-ranking of lead compounds after docking. 

 

 

Figure 5.11 Development of a dynamic pharmacophore model for C3d-CR2. (A) Positions of CR2 residues and 
groups interacting with C3d, at 10 different time points during the MD trajectory. Atoms are colored by element type 
(carbon, gray; nitrogen, blue; oxygen, red; hydrogen, white). The physicochemical properties and spatial distribution 
of the atom groups were used to define the 27 pharmacophore features observed in (B). Features are colored by 
pharmacophore type (hydrogen bond donor, green; hydrogen bond acceptor, magenta; positive charge, blue; negative 
charge, red; aromatic, brown; and hydrophobic, gray). 
!
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5.3.3 Pharmacophore screening 

 The first step in our vHTS protocol involved searching for molecules with similar geometric and 

spatial arrangement of physicochemical features to CR2. Based on the MD simulation of C3d-CR2, we 

selected several CR2 residues important for its interaction with C3d. The arrangement of selected 

functional moieties (isolated from CR2 residues) is shown in Figure 5.11A, with respect to C3d. These 

moieties were used to define 24 pharmacophore features of varying types (i.e. positive, negative, hydrogen 

bond acceptor or donor, aromatic, hydrophobic), based on the physicochemical properties of each moiety 

Table 5.4 Properties of dynamic pharmacophore features for C3d-CR2. 
! Feature Type1 Residue2 Residue Atoms3 C3d Residue Partners Tolerance (Å)4

1 P(D) R13 CZ,NH1,NH2 D36,E37 1.94
2 P(D) R28 CZ,NH1,NH2 D163 1.57
3 P(D) R89 CZ,NH1,NH2 D292 3.93
4 P(D) K108 NZ E166 2.71
5 N(A) D92 CG,OD1,OD2 K251 2.02
6 D S15 OG V97,N98 0.59
7 D Y16 N L99,A101 0.74
8 D V26 N I102 0.71
9 D R28 NE N98 0.91
10 D S42 OG D163 1.05
11 D S85 OG Q249,L250,K251 1.42
12 A G24 O S104 1.43
13 A C31 O K291 1.29
14 A S32 O E39,K291 2.36
15 A S85 O Q249,L250,K251 1.15
16 A P87 O K251 1.00
17 R Y16 CG,CD1,CE1,CZ,CD2,CE2 R49,Q50,L53,E54,K57,L99,I100 4.03
18 R Y88 CG,CD1,CE1,CZ,CD2,CE2 --- 4.03
19 H T25 CG2 A101,I102,D103 1.78
20 H V26 CG1,CG2 V97,I102,D103,S104,L107,I164 1.78
21 H I27 CB,CG2,CG1,CD V97,A101 1.80
22 H R28 CB,CG,CD V97,N98,I164 2.68
23 H L44 CD1,CD2 S104,Q168 1.59
24 H P87 N,CD,CA,CB,CG K251,F253 2.62
25 R --- --- S94,L95,N98,E160 2.00
26 R --- --- H33,Q284,Q288 2.00
27 R --- --- K91,E160,Y201,Q205 2.00
1 Feature Types: D (hydrogen-bond donor), A (hydrogen-bond acceptor), P (positive), N (negative), H (hydrophobic), R (aromatic).
2 Residue types and numbers correspond to CR2 residues and numbering (from PDB code 3OED).
3 Atoms from residues used to derive features (also used associated hydrogen atoms - not listed).
4 Tolerance reflects size of pharmacophore feature used for molecule screening.
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itself (Table 5.4 and Figure 5.11B). Since these atoms fluctuated to varying degrees over time, tolerance 

spheres were generated with radii large enough to incorporate 95% of their occupied positions. In addition, 

three “anchoring” features (Figure 5.11B, features 25-27) were defined in the bottom of the C3d cavity.  

 We selected pharmacophore models from subsets of the 27 features, in order to optimize the 

number of hits, specificity, and screen time. The first parameter in model selection was the number of 

pharmacophore features. Using too few features often yields large numbers of false positives in 

pharmacophore screens, whereas using too many features may be too stringent during the search, yielding 

few or no hits at all. Selected pharmacophore models contained between three and five features, achieving 

a balance between specificity and diversity in molecule hits. Since the interfeature distances in our initial 

model are quite variable, we also applied distance criteria in submodel selection. Selected models had 

interfeature distances of at least 4 Å and less than 15 Å. These criteria alleviate fortuitous matching of 

multiple features by a single chemical moiety, while constraining the search to distances that can 

reasonably be spanned by a drug-like small molecule (MW < 500). Finally, we restricted model selection 

based on properties of specific features. Submodels were selected to contain one hydrophobic feature from 

the cavity base (Features 25, 26, or 27), one positive feature (Features 1-4), one feature representing a 

crucial interaction based on experimental binding data (Features 1, 2, 5, 6, 9-11, 13-16, 18, 20, 22, or 24), 

and no more than one additional hydrophobic feature. Submodels including sector 2 or sector 4 features 

were exempted from necessarily including base features (Features 25, 26, or 27). These criteria result in 

physicochemically diverse submodels that explore multiple regions of the C3d-CR2 interaction site. 

 In total, 84 pharmacophore models were selected, and generated conformers for ZINC compounds 

were screened against each model. We found that three-feature models were highly nonspecific and yielded 

very large numbers of hits. Models containing features from sector 4 also yielded large numbers of hits. 

Since sector 4 is less important than other sectors for C3d-ligand interactions, we focused on models 

comprised of features from sectors 1-3, with either four or five features. We narrowed the search to 51 

models (27 of which yielded at least 1 hit), resulting in a total of 25668 unique compounds. 
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5.3.4 Docking and postprocessing 

 We used an RCS-type docking procedure, to incorporate receptor flexibility into docking 

simulations. From MD simulations of free C3d and the C3d-CR2 complex, we clustered C3d structures 

based on RMSD of interacting residues, as determined from the C3d-CR2 MD simulation (Figures 5.10C-

E). This method allowed for selection of C3d structures with the most diverse CR2 binding modes. We 

obtained five structures, with RMSD for binding site residues between 2 and 3 Å for all structure pairs. The 

low pairwise RMSD values indicate robust structure within the binding site. Figure 5.12 shows the 

superposition of the five selected C3d structures from RMSD clustering, which shows similar positions for 

side chains of CR2-interacting residues, regardless of whether C3d is free or complexed. 

Since we are exploring a large protein-protein interface as the molecular target in this vHTS 

project, it is of interest to examine where compounds dock within the entire binding site. Thus, during 

docking simulations, we allowed compounds to dock within a large (40 × 40 × 40 Å) grid surrounding the 

acidic concave region of C3d. Molecules were docked to the five C3d conformations mentioned above, and 

predicted binding energies were reported for low-energy docked poses, based on the AutoDock Vina 

scoring function.  

Figure 5.12 C3d receptor ensemble from MD simulation and RMSD-based clustering. Residue side chains used for 
RMSD clustering criteria are shown as sticks, and the different colors correspond to conformations of the side chains 
in five different receptor structures. 
!
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No ZINC ID R1 R2 R3 R4 R5 Mean Charge MW RMSD Rank Rank
B1 ZINC02520169 -9.7 -8.2 -8.9 -8.8 -9.1 -8.94 0 500.0 3 1
B2 ZINC15962406 -9.6 -8.4 -8.1 -8.3 -9.4 -8.76 0 448.5 16 4
B3 ZINC09980865 -9.1 -8.2 -9.0 -8.5 -8.8 -8.72 0 491.6 1 7
B4 ZINC11933334 -9.6 -8.2 -8.6 -8.4 -8.8 -8.72 0 427.5 28 8
B5 ZINC14749391 -9.1 -8.4 -8.4 -8.5 -9.0 -8.68 1 499.7 7 11
B6 ZINC08826044 -9.0 -8.0 -8.7 -8.1 -9.5 -8.66 1 493.6 4 13
B7 ZINC09963258 -8.4 -8.3 -8.7 -9.1 -8.8 -8.66 0 485.5 6 14
B8 ZINC15825209 -8.7 -8.0 -8.8 -7.9 -9.9 -8.66 0 457.5 15 15
B9 ZINC09573345 -8.8 -8.2 -8.5 -7.8 -9.8 -8.62 0 441.5 35 19
B10 ZINC05093827 -8.8 -8.2 -8.1 -8.2 -9.5 -8.56 1 382.4 13 26
B11 ZINC09714883 -8.6 -7.7 -8.8 -8.5 -9.0 -8.52 0 460.4 22 33
B12 ZINC09609305 -9.1 -8.3 -8.1 -8.0 -9.0 -8.50 0 487.6 21 41
B13 ZINC17146977 -8.9 -7.9 -8.1 -7.9 -9.6 -8.48 1 461.3 40 46
B14 ZINC09336876 -9.1 -8.0 -8.0 -8.4 -8.8 -8.46 0 489.5 5 55
B15 ZINC24760364 -8.6 -7.9 -8.0 -8.3 -9.5 -8.46 0 463.5 12 60
B16 ZINC71749000 -8.9 -8.0 -8.1 -8.1 -9.2 -8.46 0 392.4 49 63
B17 ZINC12522154 -8.7 -8.0 -8.4 -8.4 -8.7 -8.44 0 459.5 48 68
B18 ZINC08826002 -8.4 -7.7 -8.4 -8.8 -8.7 -8.40 0 479.8 55 81
B19 ZINC32951574 -8.8 -8.1 -7.8 -8.5 -8.8 -8.40 0 445.5 31 83
B20 ZINC33037466 -9.0 -7.6 -7.9 -8.6 -8.9 -8.40 0 426.5 60 84
B21 ZINC09117544 -8.7 -8.0 -8.0 -8.2 -9.0 -8.38 1 446.6 26 88
B22 ZINC12912690 -8.8 -7.9 -8.5 -8.5 -8.1 -8.36 0 458.5 9 97
B23 ZINC14541866 -8.9 -8.0 -8.0 -7.9 -8.9 -8.34 1 445.6 30 110
B24 ZINC33116506 -8.5 -7.5 -8.7 -8.2 -8.8 -8.34 0 459.5 19 112
B25 ZINC06181558 -8.2 -7.9 -7.7 -8.5 -9.3 -8.32 0 454.9 46 121
B26 ZINC11964524 -8.6 -7.9 -8.6 -8.2 -8.3 -8.32 1 443.6 18 128
B27 ZINC09468232 -8.4 -8.1 -8.3 -7.9 -8.8 -8.30 0 479.5 10 143
B28 ZINC12548325 -8.4 -7.5 -8.4 -9.0 -8.2 -8.30 0 492.6 20 145
B29 ZINC02922837 -8.2 -7.6 -7.9 -8.0 -9.5 -8.24 0 426.5 45 195
B30 ZINC14992854 -8.9 -7.4 -8.1 -8.6 -8.2 -8.24 1 475.5 58 205
B31 ZINC58139425 -8.8 -8.0 -8.1 -7.9 -8.4 -8.24 0 445.5 61 210
B32 ZINC12486362 -8.5 -7.9 -8.3 -7.7 -8.7 -8.22 0 454.5 39 225
B33 ZINC12677534 -7.9 -7.8 -8.7 -8.5 -8.2 -8.22 0 486.6 64 226
B34 ZINC03642712 -8.8 -8.3 -7.4 -7.9 -8.6 -8.20 0 404.4 38 246
B35 ZINC33284369 -8.7 -7.6 -7.7 -8.6 -8.4 -8.20 0 449.5 67 257
B36 ZINC14980290 -8.5 -7.7 -8.1 -7.9 -8.7 -8.18 1 469.6 56 273
B37 ZINC72301224 -8.9 -7.9 -7.9 -8.4 -7.8 -8.18 0 494.6 37 292
B38 ZINC09604337 -8.4 -7.6 -8.1 -8.0 -8.7 -8.16 0 482.5 27 303
B39 ZINC33284430 -8.5 -7.7 -7.7 -8.9 -8.0 -8.16 0 469.9 68 318
B40 ZINC57270793 -8.3 -7.7 -8.6 -7.8 -8.4 -8.16 0 472.6 42 321
B41 ZINC12541787 -8.8 -7.7 -8.3 -7.6 -8.3 -8.14 0 466.5 29 339
B42 ZINC23360299 -8.0 -7.7 -8.0 -7.9 -8.6 -8.04 1 483.6 66 553
B43 ZINC20915400 -8.1 -7.4 -8.3 -7.6 -8.5 -7.98 0 442.6 584 734
B44 ZINC13362011 -8.3 -7.5 -7.3 -7.7 -8.0 -7.76 0 407.5 2435 1863
B45 ZINC02628238 -7.5 -7.2 -7.6 -8.0 -7.5 -7.56 0 410.9 1938 3793
B46 ZINC12151492 -8.1 -7.0 -7.1 -7.2 -7.8 -7.44 1 439.0 3167 5458
B47 ZINC06754062 -7.0 -7.7 -7.5 -7.2 -7.7 -7.42 0 392.5 4310 5723
B48 ZINC09588499 -8.1 -7.4 -7.1 -7.1 -7.3 -7.40 0 420.5 4140 6061
B49 ZINC55080042 -7.7 -7.4 -7.1 -6.9 -7.6 -7.34 1 407.5 2791 7239

The table shows ZINC IDs of selected molecules from Virtual Screen B, predicted binding energies to C3d structures R1-R5, 
the mean energy across all structures, charge, molecular weight (MW), and rankings. RMSD rank is the rank of the top binding 
pose consistent across all receptor structures. Molecules that matched features in pharmacophore rescreen are shown in blue. 

Table 5.5 Molecules selected from Virtual Screen B for experimental testing. 
!



! 94 

 While many docked poses had low predicted binding energies (as low as -10.1 kcal/mol), some 

compounds bound strongly to a small number of receptor conformations, and poorly to others. Some 

molecules docked in very different orientations to different receptor conformations, and others docked deep 

in the C3d cavity, such that inhibition of CR2 binding would be improbable. We clustered low energy 

compounds, based on RMSD of their docked conformations to the five diverse C3d structures, and 

identified compounds that had similar molecule binding modes (< 5 Å RMSD) to all five structures. 

Additionally, we rescreened all docked poses against the 84 pharmacophore models used in the initial 

screening round. Compounds were docked in-place; quick screening examined whether chemical groups in 

docked poses overlapped with pharmacophore features. We selected compounds that matched at least two 

pharmacophore features, while docked to at least three different C3d structures. We selected a list of hits 

with < -6.8 kcal/mol mean binding energy (corresponding to Kd = 10 µM) that met the RMSD and 

pharmacophore postprocessing criteria, yielding 14 compounds. In addition, we selected additional 

compounds that met RMSD criteria with energies < -8.0 kcal/mol, as top-binding compounds. In total, 50 

newly identified molecules will be tested experimentally. These compounds and their properties are listed 

in Table 5.5, and their structures are shown in Figure E.4. 

 We plan to screen each of the selected molecules for direct binding to C3d using microscale 

thermophoresis, as described above for Molecule A1 from the initial virtual screen. Furthermore, we will 

screen molecules that directly bind to C3d for competitive inhibition with CR2, Efb-C, and Ecb. Molecules 

that bind C3d and competitively inhibit C3d-ligand interactions are amenable to optimization, and serve as 

a foundation for future drug design efforts. 
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CHAPTER 6: PERSPECTIVES AND FUTURE DIRECTIONS 
 
  

Computational tools can provide new insights into our understanding of protein-protein 

interactions. Throughout recent years, major advances have been made in the development and application 

of computational methods toward biological systems, including electrostatic free energy calculations, 

molecular docking, and molecular dynamics simulations (1-4). In the application of these methods, there is 

a trade-off between speed and accuracy, and care must be taken in selecting appropriate methods for 

specific applications, and assessing the accuracy of these methods. In this thesis, we described the 

evaluation/parameterization of computational methods and application in understanding host regulation and 

bacterial evasion of complement immunity. We explored the use of computational methods to evaluate the 

physiological roles of binding interfaces from crystallographic structures and to provide insight in cases of 

experimental ambiguity. Furthermore, we discussed development and application of peptide design and 

virtual high-throughput screening methods for identification of low molecular mass complement-targeted 

therapeutics. In this chapter, we summarize the major outcomes from this thesis, as well as future work and 

ideas for improved implementation of computational methods toward both mechanistic understanding of 

protein-protein interactions and structure-based drug design. 

 Electrostatic interactions play an important role in the association of biomolecules under 

physiological conditions (5-8). Proteins are characterized by unique electrostatic properties, which stem 

from both primary sequence and structure. For many protein-protein interactions, the initial association step 

may be accelerated by electrostatic complementarity (3, 7, 9-11). Subsequently, short-range electrostatic 

interactions, including hydrogen bonds and salt bridges, contribute to energetically favorable contacts that 

stabilize the final bound protein complex. Consequently, calculation of protein electrostatics can provide 

insight into the associative properties of protein complexes (12-17). Poisson-Boltzmann electrostatics 

represents an efficient method for calculation of protein electrostatic potentials in a solvated environment, 

and serves as a predictive tool in the design of proteins and peptides with tailored electrostatic properties. 

In Chapter 2, we evaluated the accuracy of Poisson-Boltzmann electrostatic free energy calculations in 

predicting the relative association of protein mutants (18). Our data suggest that electrostatic free energy 
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calculations are sufficient to predict association of protein complexes comprised of highly and oppositely 

charged species, but are not predictive for proteins of similar net charge, even if they possess electrostatic 

complementarity at their binding interfaces. Furthermore, we observed that calculation of Coulombic 

interactions between proteins (neglecting the effects of electrostatic screening by solvent) can predict 

association of highly/oppositely charged protein complexes with similar accuracy. We suggest that 

Coulombic and Poisson-Boltzmann free energy calculations can be used for rapid screening of designed 

protein/peptide variants. Since these free energy methods only reflect electrostatic contributions to protein 

interactions, more rigorous free energy calculations, including MM-GBSA or MM-PBSA free energies, 

should be used in conjunction to evaluate binding (17, 19, 20). Finally, entropic contributions can be 

estimated via independent molecular dynamics simulations for each binding partner and the protein 

complex (21). Together, these computational free energy methods provide a framework for protein and 

peptide design. 

 We used electrostatic free energy calculations to understand the molecular basis of complement 

system interactions. The complement system is a branch of innate immunity responsible for the rapid 

detection and elimination of pathogens in the bloodstream (see Chapter 1), and electrostatic interactions 

play an important role in driving the association of complement proteins with both host and pathogenic 

proteins in a high ionic strength environment (22-30). In Chapters 3 and 4, we specifically examined the 

interactions between secreted staphylococcal virulence factors (Efb, Ecb, and Sbi) and complement C3d 

(31). Implementation of the computational framework AESOP (30, 32) elucidated charged amino acid 

residues in these proteins crucial for complex association. We identified residues not only important for 

stabilizing bound C3d-Efb/Ecb/Sbi complexes at their interfaces, but also residues located away from 

binding interfaces, which may enhance or reduce electrostatically-mediated long-range association of these 

proteins. In conjunction, molecular and Brownian dynamics simulations provided insight into the dynamics 

and stability of these interactions, and helped to distinguish the physiological roles of two distinct binding 

modes of Sbi to C3d.  

 While electrostatics calculations and molecular dynamics simulations can aid in mechanistic 

understanding of protein interactions, they are also of vital importance in structure-based drug design. Our 
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preliminary data for C3d-Efb/Ecb/Sbi complexes served as a foundation for the design of potential 

complement-targeted and anti-infective therapeutic molecules. Since most complement-targeted 

therapeutics (both in the pipeline and on the market) are large biomolecules, it is of interest to identify low 

molecular-mass therapeutics which alleviate many problems associated with biopharmaceuticals (see 

Chapter 1). Furthermore, targeting interactions between staphylococcal virulence factors and complement 

may aid in development of novel therapeutics against strains of Staphylococcus aureus resistant to 

traditional antibiotics.  

We employed a multifaceted peptide design framework, in which we isolated small structural 

elements from crystallographic structures of the C3d-Efb/Ecb/Sbi protein complexes, and evaluated the 

resulting peptides for structural stability and binding to their respective targets (see Chapter 5). C3d-derived 

peptides held initial promise in the design of molecules aimed at disrupting staphylococcal interactions 

with complement, serving as an anti-infective strategy to reduce complement evasion (and in turn 

virulence) of Staphylococcus aureus. We used an iterative approach to make a series of truncations and 

mutations that simultaneously enhanced peptide polarity/solubility, maintained peptide structural integrity, 

and improved binding to bacterial ligands Efb, Ecb, and Sbi. We also designed peptides based on the 

structures of Efb, Ecb, and Sbi, which may also disrupt C3d-ligand binding, but may alternatively inhibit 

complement activation. While our initial peptide design efforts yielded peptides that lacked desired 

structural, binding, and functional properties, the peptide design process revealed steps necessary for 

improvement. First, we believe that explicit solvent molecular dynamics simulations may not be sufficient 

to explore unfolding or major structural changes of peptides. Alternative methods, such as implicit solvent 

molecular dynamics, replica exchange, or simulated annealing, are better suited to examine both structural 

stability and ligand binding of peptides (33). Second, since peptides are truncated from larger proteins, 

some desired ligand-binding interactions are lost right away, and in turn, remaining interfacial residues 

should be optimized to improve ligand interactions to compensate for this loss. Peptide design would 

benefit from a more rigorous search of sequence space through implementation of bioinformatics 

approaches and existing peptide design frameworks, in order to identify a large set of peptides with 

sequences amenable to desired secondary structure and potential ligand binding. Finally, 
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cyclization/linkage methods (i.e. disulfide bonds, peptide stapling) may help to alleviate problems with 

peptide structural integrity in solution, and improve ligand binding (34, 35). 

 We also performed virtual high-throughput screening to identify drug-like molecules capable of 

binding to C3d and disrupting C3d-ligand interactions (see Chapter 5). C3d not only interacts with 

staphylococcal virulence factors, but also with complement receptor 2 (CR2), at the same binding site. We 

used a framework comprised of molecular dynamics simulations, pharmacophore screening, and docking to 

screen the ZINC drug-like (36, 37) database (consisting of ~7 million compounds) for molecules to inhibit 

C3d-ligand interactions. In our initial screen, we targeted the relatively flat binding interface between C3d 

and Efb, and identified one molecule with micromolar binding to C3d, but no inhibition of C3d-Efb 

interaction. Initial success motivated a more rigorous screen, in which we targeted the lower affinity C3d-

CR2 interaction as a potential complement-targeted therapeutic. In this screen, we used molecular 

dynamics simulations and experimental binding/mutagenesis data to create dynamic pharmacophore 

models, based on residues of CR2 interacting with C3d. We screened ~1.1 billion generated conformers of 

ZINC drug-like molecules against 84 selected pharmacophore models, yielding ~25000 molecules with 

similar geometric and physicochemical properties to regions of CR2. We docked these molecules to five 

distinct C3d structures (extracted from MD simulations), and ranked molecules based on mean predicted 

binding energies to C3d structures, spatial consistency of docked binding modes, and overlap of docked 

binding modes with pharmacophore models. We selected 50 molecules, which we plan to test for direct 

C3d binding and inhibition of the C3d-CR2 interaction in vitro (using microscale thermophoresis and 

ELISA, respectively), followed by further functional studies with any molecules identified to bind C3d. 

 In summary, we examined the molecular basis for complement evasion by Staphylococcus aureus 

via interaction between C3d and virulence factors Efb, Ecb, and Sbi. New insights provided a foundation 

for structure-based drug design. We designed peptides and screened for molecules to inhibit these 

interactions, as a potential anti-infective strategy. Furthermore, we targeted the interaction between C3d 

and CR2, as a complement therapeutic strategy targeted at the production of autoantibodies in diseases such 

as systemic lupus erythematosus. Our computational frameworks are amenable to further development and 

optimization in order to enhance design and identification of therapeutics for other targets in future studies. 
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APPENDIX A: THEORETICAL BASIS FOR COMPUTATIONAL METHODS 
 
 

A.1 Electrostatics calculations 

Electrostatics plays a crucial role in the association of complement proteins with their targets. In 

the analysis of electrostatics, the fundamental governing equation is Coulomb’s Law. This equation allows 

calculation of electrostatic potential based on charge (q), dielectric coefficient (ε), and distance (r), as 

shown below, 

    r4
q =V(r)
επε 0    (1). 

In this equation, ε0 represents the vacuum permittivity constant. The applicability of this expression to large 

molecules requires the calculation of Coulomb’s Law between one charged atom and every other charged 

atom in the molecule, followed by summation of all values to yield an overall electrostatic potential value 

for that point in the molecule. Since proteins are not present in an isolated vacuum environment, it becomes 

necessary to represent the effects of solvent molecules on the electrostatic potential of the protein. 

Unfortunately, this significant addition of molecules to the simulated environment causes the calculation of 

Coulomb’s Law to become computationally expensive, especially for large systems.  

As an alternative to Coulombic calculations in an explicit solvated environment, Poisson-

Boltzmann calculations are widely accepted and represent the forefront of accurate and efficient calculation 

of electrostatic potential for biomolecules. Using this methodology, water molecules and ions are not 

explicitly modeled in the simulation, but their presence is implicitly accounted for in the linearized 

Poisson-Boltzmann equation (LPBE) shown below, 
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This equation allows for the calculation of electrostatic potential (φ) as a function of distance (r), dielectric 

coefficient (ε(r)), ion accessibility (κ(r)), and ionic valence (z). The constant terms in the equation represent 

vacuum permittivity (ε0), electron unit charge (e), the Boltzmann constant (kb), and temperature (T). Since 
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water molecules are not explicitly modeled, the effects of solvent polarizability on the electrostatic 

potential of the protein are incorporated into the above equation via a distance-dependent dielectric 

coefficient. The effect of ionic screening is accounted for by the ion accessibility function κ(r), which 

incorporates ionic strength as shown by the following equations 
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Ionic strength (I) is dependent on ionic valence (z) and concentration (n) of each ion species. By defining 

an appropriate boundary for dielectric coefficient and ionic accessibility, the Poisson-Boltzmann equation 

can be solved numerically for electrostatic potential. Electrostatic potential values can be translated into 

electrostatic free energies of proteins, which in turn allows for calculation of association and solvation free 

energies of protein complexes.  

 

A.2 Brownian dynamics simulations 

Brownian dynamics (BD) simulations are used to analyze the diffusional and electrostatically-

driven association of proteins. Brownian motion represents the movement of a solute through a viscous 

medium.  In the case of protein diffusion, the Reynolds number describing the flow of fluid around the 

protein is sufficiently small to indicate that viscous forces dominate over inertial forces, thus Brownian 

motion can be assumed.  In addition to simulating the motion of proteins and observing their trajectories 

through space, Brownian dynamics can also be used to calculate kon rates for protein-protein association. 

This method can be used to calculate the association rates for a series of mutants, in order to compare their 

binding and deduce the influence of electrostatics on protein association. 

 The governing equation for BD simulations originates from Newton’s second law of motion.   

    ( )tSvFma ++= β     (5). 
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The Langevin equation, shown in Eq. (5), separates the force term into three independent components.  The 

first term on the right represents the forces that arise from potential energy fields acting on the proteins.  

These forces may consist of both bonded and non-bonded interactions, similarly to molecular dynamics 

force fields.  The second term approximates the drag force exerted on the diffusing protein.  This term is 

used since the protein is modeled using continuum solvation, and the explicit forces between the water 

molecules and the diffusing protein are not determined. The magnitude of this term is inversely 

proportional to thermal energy, and thus temperature plays a role in the diffusion of the protein. The last 

term represents the random motion of the protein due to collisions with water molecules. Since continuum 

solvation is used, this force cannot be explicitly determined and is estimated using a stochastic term.     

Brownian dynamics implies that viscous forces dominate over inertial forces.  Given this 

assumption, particle acceleration is assumed to be negligible.  From Stokes-Einstein equation, the drag 

coefficient can be written as shown below in Eq. (6), as a function of temperature (T) and diffusivity (D). 

     D
Tkb=β

    (6). 

Substituting position for velocity and integrating, the following relation is obtained, 

    
RtDF

Tk
Drr
b

ii Δ++=+ 21
   (7). 

Eq. (7) predicts the future position (ri+1) of the particle based on the current position of the particle (ri), the 

external and drag forces (F) and frictional coefficient (D/kbT), and the random motion of the particle due to 

kinetic energy, which is proportional to the square root of diffusivity (D) and time step (Δt).   

 In order to determine the external force acting on a protein at any given time, force fields used in 

molecular dynamics (MD) simulations are implemented.  A significant difference exists between MD and 

BD simulations.  In MD simulations, all atomic interactions are taken into account.  This includes van der 

Waals interactions, Coulombic interactions, and covalent geometry potential energies.  In BD simulations, 

however, proteins are typically assumed to be rigid. This means that the bonds and angles within each 

protein molecule remain stationary at all times, and only interactions between one protein molecule and 

another protein molecule are calculated at each time step.  While this represents a significant simplification, 
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the proteins still retain their properties down to atomic resolution, providing accurate calculation of 

interactions with other proteins.  Additionally, this rigid molecule assumption greatly reduces 

computational time necessary for simulation, thus much larger time scales can be explored compared to a 

traditional MD simulation. As a result, only non-bonded interactions between protein molecules are 

examined, as shown below, 
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Each term in Eq. (8) is described in the discussion on the MD force field (Appendix A.3). This interaction 

energy term can be translated into force similarly to the case for the MD force field described earlier, which 

can be implemented in BD simulations. 

 In order to analyze the results of BD simulations, the number of diffusional trajectories that lead to 

encounters (successful or not), versus how many “escape” from the region of interest, needs to be 

determined. The target protein remains stationary during the simulation, and is positioned at the center of 

two larger spheres.  The inner sphere, known as the b-radius, represents the location of the center of mass 

of the diffusing species at the start of each trajectory.  This radius is chosen such that forces between the 

particles are symmetric outside the b-radius, but influence the trajectories within the radius.  The outer 

sphere, or q-radius, is chosen such that the flux of the diffusing species across this boundary does not favor 

a certain direction (i.e. motion is purely diffusive).  

In order to quantify the results of BD simulations, it is necessary to calculate kon rates. Rates are 

calculated, using data obtained from BD simulations, as shown in the equations below, 
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( ) ( )( )
1

24

−∞

#
#
$

%
&
&
'

(
)
*

+
,
-

.
= ∫

b

b
D Dr

Tk/rUexp
drbk

π
  (10), 



 109 

   

( )

( )
( )

( )!!
"

#
$$
%

&
Δ−!!

"

#
$$
%

&

Ω−−
+Δ−−

!!
"

#
$$
%

&

Ω−−
=

1
11

11

11

β
β

α

α
β

β

P

  (11). 

In these equations, U(r) is the potential energy of interaction between the two proteins, D is the diffusivity, 

P is the overall probability that the diffusing species will successfully react with the target protein, β is the 

probability of collision, α is the probability of successful collision (meaning the diffusing species makes 

sufficient contacts and will not diffuse away from the target protein), Δ is the probability that an 

unsuccessful collision will re-collide with the target protein, and Ω is the probability that a particle at the q-

radius will diffuse back within the b-radius. Thus, BD simulations can yield quantitative information 

regarding the association kinetics of two proteins in a physiological environment. 

 

A.3 Molecular dynamics simulations 

Molecular dynamics (MD) simulations are widely used to computationally model the dynamics of 

protein structure at atomic resolution. In order to better understand the functional characteristics of a 

protein, it is important to examine the molecular motion on a wide range of time scales. The motion of 

protein molecules can be approximated using Newton’s Laws of motion, and all equations utilized in 

molecular mechanics are derived from the basic principles of classical physics. The derivation of molecular 

dynamics begins with the definition of a potential energy function, which describes all physicochemical 

interactions within a protein molecule. In a full MD simulation, water molecules surround the protein 

(explicit solvation), and the interactions between the protein and the solvent are directly taken into account. 

Many approximations are made to facilitate efficient calculations. Energetically preferred topologies and 

empirical parameters are included in the force field. In order to reduce the number of calculations in the 

simulation, periodic boundary conditions are used to limit the number of solvent molecules in the protein 

environment, while maintaining the accuracy of the calculation.  

In MD simulations, atomic interaction energies are calculated according to the potential energy 

function below, 
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This equation incorporates both bonded and nonbonded interactions. Bonded interactions are based on 

Hooke’s Law, in which the value of a particular parameter oscillates around an equilibrium value. The k 

parameters in the bond, angle, torsion, and improper terms represent force constants. The r0 and θ0 values 

represent equilibrium positions of each bond length and angle, while rij and θ describe the time-dependent 

values of these parameters. The value for torsion angles is described by a trigonometric function, where n, 

ψ, and φ describe the function multiplicity, dihedral angle, and phase shift, respectively. The force 

constants, along with the equilibrium parameter values, have been determined empirically, and are intrinsic 

to the specific force field used. Nonbonded interactions include van der Waals and electrostatic 

interactions, which are governed by “through space” interatomic distance. The van der Waals interactions 

are represented by the 6-12 Lennard-Jones potential, which describes the energy of interaction as a function 

of the distance between atoms (rij), distance of the bottom of the energy well (Rmin), and the depth of the 

energy well (εij). These interactions are only significant at relatively short distance, since the interaction 

energy decays proportional to 1/r6 or 1/r12. Based on the potential function, van der Waals interactions 

theoretically exist between all atoms pairs separated by at least three covalent bonds within the protein. 

Since many of these interactions are extremely weak, a cutoff distance is used to alleviate calculations of 

negligible contribution to the overall energy of the system. Finally, Coulomb’s law describes the energetic 

contributions of electrostatic interactions. Like the Lennard-Jones potential, Coulombic interactions in 

theory have no distance limit. The energy of these interactions decreases proportional to 1/r (much slower 

than van der Waals interactions), but a distance cutoff is used to save computational resources and time.  

 In order to translate the potential energy function into molecular motions, Newton’s second law of 

motion is employed. Potential energy is incorporated via the following relation, 
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Fi = −
dU
dri

    (13). 

Since force is equal to the product of mass and acceleration, and acceleration is equal to the second 

derivative of position with respect to time, the position of each atom in the protein can be described as a 

function of molecular force. The position of each atom at finite time interval Δt can be described by a 

Taylor series expansion,  

x t +Δt( ) = x t( )+
dx t( )
dt

Δt +
d 2x t( )
dt2

Δt( )2

2
+...   (14). 

The first term represents the position at time t, the second term arises from velocity due to kinetic energy, 

and the third term represents atomic acceleration, which is related to potential energy via Newton’s second 

law. Numerical algorithms, such as the Verlet and leapfrog algroithms, are used in molecular dynamics 

software to integrate equations of motion, in order to calculate the relative positions of all protein and 

solvent atoms at small time intervals.  

!
!
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APPENDIX B: SUPPORTING DATA FOR CHAPTER 2 
 
 
Note: A subset of the supporting data for Chapter 2 is shown below. For additional supporting data, 
including tables containing raw free energy data, statistical plots, and software input files, please visit the 
original article at http://onlinelibrary.wiley.com/doi/10.1002/bip.21644/full. 
 
 
Table B.1 Coarse/fine grid dimension and resolution of selected protein complexes. 
!! Grida Barnase-Barstar Im9-E9 DNase RNAi-Ang hGH-hGHbp gp120-CD4 

LBOX 

CG Size (Å) 125 × 125 × 130 175 × 175 × 175 -- 185 × 170 × 190 160 × 140 × 180 

CG Res (Å) 1.0 × 1.0 × 1.0 1.4 × 1.4 × 1.4 -- 1.4 × 1.3 × 1.5 1.3 × 1.1 × 1.4 

FG Size (Å) 125 × 125 × 130 175 × 175 × 175 -- 185 × 170 × 190 160 × 140 × 180 

FG Res (Å) 1.0 × 1.0 × 1.0 1.4 × 1.4 × 1.4 -- 1.4 × 1.3 × 1.5 1.3 × 1.1 × 1.4 

SBOX 

CG Size (Å) 85 × 85 × 90 90 × 108 × 105 180 × 173 × 180 135 × 113 × 135 135 × 173 × 143 

CG Res (Å) 0.7 ×  0.7 ×  0.7 0.7 × 0.7 × 0.8 1.4 × 1.4 × 1.4 1.1 × 0.9 × 1.1 1.1 × 1.4 × 1.1 

FG Size (Å) 55 × 55 × 60 60 × 72 × 70 120 × 115 × 120 90 × 75 × 90 90 × 115 × 95 

FG Res (Å) 0.4 × 0.4 × 0.5 0.5 × 0.6 × 0.5 0.9 × 0.9 × 0.9 0.7 × 0.6 × 0.7 0.7 × 0.9 × 0.7 
aCG = coarse grid, FG= fine grid; column gives information on grid size and resolution for each complex. 
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Table B.2 Correlation between Calculated and Experimental Free Energy (unabridged). 

  
ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

    εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

LPBE          
LBOX                 
0 mM 

1 -0.82 -0.83 -0.83 -0.83 0.21 0.71 0.79 0.82 0.83 0.83 0.83 0.83 
2 -0.72 -0.70 -0.68 -0.66 0.79 0.85 0.83 0.78 0.73 0.73 0.73 0.73 
3 ##! ##! ##! ##! ##! ##! ##! ##! ##! ##! ##! ##!
4 -0.16 -0.16 -0.16 -0.16 -0.16 -0.05 0.03 0.09 0.13 0.13 0.13 0.13 
5 0.15 0.15 0.15 0.15 0.15 -0.01 -0.07 -0.11 -0.13 -0.13 -0.13 -0.13 

LPBE          
LBOX                 
150 
mM 

1 -0.82 -0.83 -0.83 -0.82 0.10 0.59 0.74 0.81 -- -- -- -- 
2 -0.72 -0.69 -0.65 -0.58 0.85 0.96 0.96 0.95 -- -- -- -- 
3 ##! ##! ##! ##! ##! ##! ##! ##! ##! ##! ##! ##!
4 -0.16 -0.15 -0.14 -0.11 -0.16 -0.08 0.00 0.12 -- -- -- -- 
5 0.15 0.16 0.17 0.18 0.24 0.26 0.24 0.18 -- -- -- -- 

LPBE          
SBOX                 
0 mM 

1 -0.83 -0.83 -0.83 -0.83 0.19 0.71 0.79 0.82 0.83 0.83 0.83 0.83 
2 -0.74 -0.71 -0.69 -0.66 0.17 0.81 0.81 0.78 0.73 0.73 0.73 0.73 
3 -0.49 -0.49 -0.48 -0.48 0.22 0.42 0.46 0.47 0.48 0.48 0.48 0.48 
4 -0.16 -0.17 -0.17 -0.17 -0.17 -0.07 0.01 0.09 0.13 0.13 0.13 0.13 
5 0.15 0.15 0.15 0.15 0.16 0.00 -0.07 -0.11 -0.13 -0.13 -0.13 -0.13 

LPBE          
SBOX                 
150 
mM 

1 -0.83 -0.83 -0.83 -0.83 0.06 0.59 0.74 0.81 -- -- -- -- 
2 -0.73 -0.70 -0.66 -0.59 -0.50 0.92 0.94 0.95 -- -- -- -- 
3 -0.49 -0.48 -0.48 -0.46 0.06 0.29 0.38 0.46 -- -- -- -- 
4 -0.16 -0.15 -0.14 -0.11 -0.18 -0.10 -0.02 0.11 -- -- -- -- 
5 0.15 0.16 0.17 0.18 0.24 0.27 0.25 0.18 -- -- -- -- 

NPBE          
LBOX                 
0 mM 

1 -0.82 -0.83 -0.83 -0.83 0.21 0.71 0.79 0.82 0.83 0.83 0.83 0.83 
2 -0.72 -0.70 -0.68 -0.66 0.79 0.85 0.83 0.78 0.73 0.73 0.73 0.73 
3 ##! ##! ##! ##! ##! ##! ##! ##! ##! ##! ##! ##!
4 -0.16 -0.16 -0.16 -0.16 -0.16 -0.05 0.03 0.09 0.13 0.13 0.13 0.13 
5 0.15 0.15 0.15 0.15 0.15 -0.01 -0.07 -0.11 -0.13 -0.13 -0.13 -0.13 

NPBE          
LBOX                 
150 
mM 

1 -0.83 -0.83 -0.83 -0.82 -0.03 0.58 0.74 0.81 -- -- -- -- 
2 -0.72 -0.69 -0.65 -0.59 0.83 0.96 0.96 0.96 -- -- -- -- 
3 ##! ##! ##! ##! ##! ##! ##! ##! ##! ##! ##! ##!
4 -0.15 -0.15 -0.14 -0.11 -0.17 -0.08 0.00 0.12 -- -- -- -- 
5 0.15 0.17 0.17 0.19 0.25 0.30 0.30 0.23 -- -- -- -- 

NPBE          
SBOX                 
0 mM 

1 -0.83 -0.83 -0.83 -0.83 0.19 0.71 0.79 0.82 0.83 0.83 0.83 0.83 
2 -0.74 -0.71 -0.69 -0.66 0.17 0.81 0.81 0.78 0.73 0.73 0.73 0.73 
3 -0.49 -0.49 -0.48 -0.48 0.22 0.42 0.46 0.47 0.48 0.48 0.48 0.48 
4 -0.16 -0.17 -0.17 -0.17 -0.17 -0.07 0.01 0.09 0.13 0.13 0.13 0.13 
5 0.15 0.15 0.15 0.15 0.16 0.00 -0.07 -0.11 -0.13 -0.13 -0.13 -0.13 

NPBE          
SBOX                 
150 
mM 

1 -0.83 -0.83 -0.83 -0.82 -0.06 0.58 0.74 0.81 -- -- -- -- 
2 -0.73 -0.70 -0.66 -0.59 -0.57 0.93 0.95 0.95 -- -- -- -- 
3 -0.48 -0.48 -0.48 -0.47 0.02 0.28 0.37 0.44 -- -- -- -- 
4 -0.16 -0.15 -0.14 -0.11 -0.18 -0.11 -0.02 0.11 -- -- -- -- 
5 0.16 0.17 0.18 0.19 0.25 0.30 0.30 0.24 -- -- -- -- 

aΔΔGsolvation, ΔGCoulombic, and ΔGsolution values were calculated according to Eqs. 4, 5, and 6. All free energy values were calculated using 
four different dielectric coefficients, and under eight calculation conditions. LPBE: linearized Poisson-Boltzmann equation, NPBE: 
nonlinear Poisson-Boltzmann equation, LBOX: uniform coarse grid and fine grid fit to electrostatic potential at ±1 kBT/e, SBOX: 
coarse grid equals protein dimensions multiplied by 1.5, fine grid fit to protein dimensions, 0 mM: no ions present, 150 mM: 
physiological ionic strength, The numbers on the left refer to the following complexes: 1: Barnase-Barstar, 2: Im9-E9 DNase, 3: 
RNase Inhibitor-Angiogenin, 4: hGH-hGHbp, 5: gp120-CD4. RNase Inhibitor-Angiogenin free energies were not calculated using 
LBOX conditions, as the complex was too large and excessively charged to achieve sufficient grid resolution. 
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Table B.3 Statistical ANOVA p-values for calculated and experimental free energy data. 

 
  ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

    εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

LPBE          
SBOX                 
0 mM 

1 0.00 0.00 0.00 0.00 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.02 0.02 0.03 0.04 0.64 0.00 0.00 0.01 0.02 0.02 0.02 0.02 
3 0.08 0.08 0.08 0.08 0.45 0.14 0.10 0.09 0.08 0.08 0.08 0.08 
4 0.25 0.24 0.24 0.24 0.22 0.61 0.93 0.54 0.37 0.37 0.37 0.37 
5 0.46 0.46 0.46 0.45 0.43 1.00 0.74 0.61 0.53 0.53 0.53 0.53 

LPBE          
SBOX                 
150 mM 

1 0.00 0.00 0.00 0.00 0.80 0.00 0.00 0.00 -- -- -- -- 
2 0.02 0.02 0.04 0.07 0.14 0.00 0.00 0.00 -- -- -- -- 
3 0.08 0.08 0.08 0.09 0.83 0.31 0.18 0.10 -- -- -- -- 
4 0.26 0.28 0.32 0.42 0.21 0.48 0.89 0.44 -- -- -- -- 
5 0.45 0.42 0.40 0.37 0.24 0.19 0.22 0.37 -- -- -- -- 

*Values of 0.00 indicate p < 0.005. 
 
 
 
 
Table B.4 Dependence of free energy correlation on grid resolution (Barnase-Barstar). 

Grid 
Res 
(Å) 

Ion 
Conc 
(mM) 

ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

εP=2 εP=1
0 εP=20 εP=40 εP=2 εP=1

0 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

1.5 0 -0.82 -
0.82 -0.82 -0.82 0.34 0.71 0.78 0.81 0.82 0.82 0.82 0.82 

1.0 0 -0.82 -
0.82 -0.82 -0.82 0.16 0.68 0.77 0.80 0.82 0.82 0.82 0.82 

0.5 0 -0.82 -
0.82 -0.82 -0.82 0.18 0.70 0.78 0.81 0.82 0.82 0.82 0.82 

1.5 150 -0.82 -
0.82 -0.82 -0.82 0.24 0.62 0.73 0.79 -- -- -- -- 

1.0 150 -0.82 -
0.82 -0.82 -0.82 0.05 0.55 0.71 0.79 -- -- -- -- 

0.5 150 -0.82 -
0.82 -0.82 -0.81 0.06 0.58 0.73 0.79 -- -- -- -- 

!
!! !! !! !! !! !!

!!
!
! !! !! !! !! !! !!

Grid 
Res 
(Å) 

Ion 
Conc 
(mM) 

ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

εP=2 εP=10 εP=20 εP=40 εP=2 εP=1
0 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

1.5 0 -0.80 -0.80 -0.80 -0.81 0.30 0.67 0.74 0.78 0.79 0.79 0.79 0.79 
1.0 0 -0.80 -0.80 -0.80 -0.81 0.12 0.63 0.73 0.78 0.79 0.79 0.79 0.79 

0.5 0 -0.79 -0.80 -0.80 -0.80 0.15 0.66 0.75 0.78 0.79 0.79 0.79 0.79 
1.5 150 -0.80 -0.80 -0.80 -0.80 0.19 0.56 0.68 0.75 -- -- -- -- 
1.0 150 -0.80 -0.80 -0.80 -0.80 0.01 0.49 0.66 0.75 -- -- -- -- 
0.5 150 -0.79 -0.80 -0.80 -0.80 0.03 0.52 0.68 0.75 -- -- -- -- 

*Top table includes correlations with complete experimental dataset; bottom table includes correlations for mutants of interfacial 
(buried) residues only (non-interfacial mutants D54A and E80A were excluded). 
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Table B.5 Dependence of free energy correlation on grid resolution (Im9-E9 DNase). 

Grid 
Res 
(Å) 

Ion 
Conc 
(mM) 

ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

1.5 0 -0.72 -0.70 -0.68 -0.66 0.84 0.86 0.83 0.78 0.73 0.73 0.73 0.73 
1.0 0 -0.74 -0.71 -0.70 -0.67 0.10 0.79 0.80 0.77 0.73 0.73 0.73 0.73 
0.5 0 -0.74 -0.71 -0.69 -0.66 0.11 0.81 0.81 0.78 0.73 0.73 0.73 0.73 
1.5 150 -0.72 -0.68 -0.65 -0.59 0.89 0.96 0.96 0.95 -- -- -- -- 
1.0 150 -0.74 -0.70 -0.66 -0.60 -0.62 0.89 0.93 0.94 -- -- -- -- 
0.5 150 -0.74 -0.70 -0.66 -0.59 -0.49 0.92 0.94 0.95 -- -- -- -- 

!! !! !! !! !! !! !! !! !! !! !! !! !! !!
Grid 
Res 
(Å) 

Ion 
Conc 
(mM) 

ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

1.5 0 -0.56 -0.55 -0.55 -0.54 0.52 0.58 0.58 0.57 0.56 0.56 0.56 0.56 
1.0 0 -0.56 -0.55 -0.55 -0.54 0.53 0.58 0.58 0.57 0.56 0.56 0.56 0.56 
0.5 0 -0.56 -0.55 -0.55 -0.54 0.49 0.57 0.58 0.57 0.56 0.56 0.56 0.56 
1.5 150 -0.56 -0.55 -0.54 -0.53 0.46 0.62 0.65 0.66 -- -- -- -- 
1.0 150 -0.56 -0.55 -0.54 -0.53 0.49 0.62 0.65 0.66 -- -- -- -- 
0.5 150 -0.56 -0.55 -0.54 -0.53 0.37 0.59 0.64 0.66 -- -- -- -- 

*Top table includes correlations with complete experimental dataset; bottom table includes correlations for mutants of non-interfacial 
(solvent exposed) residues only (interfacial mutants E30A and E41A were excluded). 
 
 
 
 
Table B.6 Dependence of free energy correlation on grid resolution (RNase Inhibitor-Angiogenin). 

Grid 
Res 
(Å) 

Ion 
Conc 
(mM) 

ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

1.5 0 -0.48 -0.48 -0.48 -0.48 0.35 0.44 0.47 0.48 0.48 0.48 0.48 0.48 
1.0 0 -0.49 -0.49 -0.49 -0.48 0.20 0.42 0.46 0.48 0.48 0.48 0.48 0.48 
0.5 0 -0.49 -0.48 -0.48 -0.47 0.29 0.44 0.47 0.48 0.48 0.48 0.48 0.48 
1.5 150 -0.48 -0.48 -0.48 -0.46 0.25 0.34 0.41 0.47 -- -- -- -- 
1.0 150 -0.49 -0.49 -0.48 -0.47 0.05 0.28 0.38 0.46 -- -- -- -- 
0.5 150 -0.49 -0.48 -0.48 -0.47 0.16 0.32 0.39 0.45 -- -- -- -- 

!! !! !! !! !! !! !! !! !! !! !! !! !! !!
Grid 
Res 
(Å) 

Ion 
Conc 
(mM) 

ΔΔG (Solvation) ΔG (Solution) ΔG (Coulombic) 

εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 εP=2 εP=10 εP=20 εP=40 

1.5 0 -0.60 -0.60 -0.61 -0.61 0.42 0.53 0.56 0.58 0.59 0.59 0.59 0.59 
1.0 0 -0.60 -0.60 -0.60 -0.60 0.34 0.52 0.56 0.58 0.59 0.59 0.59 0.59 
0.5 0 -0.60 -0.60 -0.60 -0.60 0.38 0.53 0.57 0.59 0.59 0.59 0.59 0.59 
1.5 150 -0.60 -0.60 -0.61 -0.61 0.29 0.35 0.41 0.48 -- -- -- -- 
1.0 150 -0.60 -0.60 -0.61 -0.61 0.15 0.32 0.40 0.48 -- -- -- -- 
0.5 150 -0.60 -0.60 -0.61 -0.61 0.23 0.34 0.40 0.46 -- -- -- -- 

*Top table includes correlations with complete experimental dataset; bottom table includes correlations for mutants of interfacial 
(buried) residues only (non-interfacial mutants E287A, R33A, R66A, and R70A were excluded). 
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Figure B.1 Scatter plots of calculated and experimental data for Barnase-Barstar (0 mM). 
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Figure B.2 Scatter plots of calculated and experimental data for Barnase-Barstar (150 mM). 



 118 

 
Figure B.3 Scatter plots of calculated and experimental data for Im9-E9 DNase (0 mM). 
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Figure B.4 Scatter plots of calculated and experimental data for Im9-E9 DNase (150 mM). 
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Figure B.5 Scatter plots of calculated and experimental data for RNase Inhibitor-Angiogenin (0 mM). 
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Figure B.6 Scatter plots of calculated and experimental data for RNase Inhibitor-Angiogenin (150 mM). 
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Figure B.7 Scatter plots of calculated and experimental data for hGH-hGHbp (0 mM). 
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Figure B.8 Scatter plots of calculated and experimental data for hGH-hGHbp (150 mM). 
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Figure B.9 Scatter plots of calculated and experimental data for gp120-CD4 (0 mM). 
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Figure B.10 Scatter plots of calculated and experimental data for gp120-CD4 (150 mM). 
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APPENDIX C: SUPPORTING MATERIAL FOR CHAPTER 3 
 
Table C.1 Grid dimensions and lengths for electrostatics calculations. 
Protein Grid Dimensions Coarse Grid Length Fine Grid Length 

C3d 161 × 161 × 161 162.4 × 203.3 × 163.0 74.1 × 87.8 × 74.3 
Efb-C 129 × 161 × 97 139.0 × 159.7 × 86.9 66.3 × 73.2 × 49.0 
C3d-Efb-C 161 × 161 × 161 177.9 × 203.3 × 183.1 79.3 × 87.8 × 81.0 
C3d 161 × 161 × 161 158.1 × 193.7 × 161.9 72.7 × 84.6 × 74.0 
Ecb 97 × 193 × 97 104.1 × 215.7 × 103.5 54.7 × 91.9 × 54.5 
C3d-Ecb 161 × 193 × 161 170.9 × 215.7 × 161.9 77.0 × 91.9 × 74.0 

     
Table C.2 Intramolecular interactions within C3d (from C3d-Efb-C complex).  
Unfavorable interactions are shown in bold. 
Interaction Distance (Å)   Interaction Distance (Å) 
K1215-D1216 3.2 

 
R1134-K1225 6.2 

K1084-E1153 3.3 
 

D996-K1036 6.4 
K1113-D1115 3.3 

 
E1120-D1121 6.4 

K1244-D1285 3.5 
 

D996-E998 6.4 
K1111-D1121 3.5 

 
E1012-R1072 6.5 

K1139-D1140 3.6 
 

K1284-D1285 6.5 
E998-K1001 3.6 

 
E1138-R1185 6.5 

D1174-R1201 3.6 
 

D1029-E1030 6.6 
E1047-K1050 3.7 

 
E1040-K1041 6.7 

E1177-R1201 3.7 
 

R999-R1260 6.9 
E1110-K1111 3.8 

 
K1111-E1120 7.0 

E1128-R1134 3.8 
 

E1110-D1121 7.0 
D1029-R1042 3.9 

 
D1115-K1171 7.2 

R1219-E1221 4.2 
 

K1215-E1221 7.3 
D1216-R1219 4.4 

 
E1032-E1035 7.3 

R1185-D1222 4.5 
 

E998-K1041 7.3 
K1001-K1041 4.8 

 
D996-R999 7.4 

D1245-D1247 5.0 
 

R1254-E1258 7.6 
K1215-R1219 5.1 

 
R993-E1258 7.6 

E1159-E1160 5.3 
 

E1177-K1203 7.6 
E1030-K1284 5.4 

 
E1258-R1260 7.7 

D1174-E1177 5.6 
 

R1060-D1096 7.8 
K1155-E1159 5.6   D1216-E1221 8.0 

      
 



 127 

Table C.3 Intramolecular interactions within Efb-C (from C3d-Efb-C complex).  
Unfavorable interactions are shown in bold. 
Interaction Distance (Å) 

E120-K123 3.2 
K107-E143 3.2 
E122-R154 3.8 
D102-K106 4.9 
E153-D156 6.8 
R119-R154 7.3 
K106-K110 7.5 
K147-R154 7.6 
R119-E120 8.0 

   
Table C.4 Intramolecular interactions within C3d (from C3d-Ecb complex).  
Unfavorable interactions are shown in bold. 
Interaction Distance (Å)   Interaction Distance (Å) 
K1084-E1153 3.0 

 
D1174-E1177 6.3 

K1215-E1221 3.3 
 

R1134-K1225 6.3 
K1111-D1121 3.6 

 
R993-E1153 6.6 

R1219-E1221 3.7 
 

E1110-K1111 6.9 
E1258-R1260 3.9 

 
E1032-K1284 7.0 

K1155-E1159 3.9 
 

E998-R999 7.1 
D1029-R1042 4.1 

 
K1215-D1216 7.1 

R1185-D1222 4.2 
 

D1029-E1030 7.1 
D1174-R1201 4.3 

 
E1138-R1185 7.1 

R993-R1084 4.5 
 

K1113-D1115 7.1 
E1177-R1201 4.7 

 
R993-E1231 7.2 

E1030-K1284 4.8 
 

E1159-E1160 7.5 
E1047-K1050 5.4 

 
K1217-D1247 7.6 

K1203-D1245 5.6 
 

E1012-R1072 7.6 
E1120-D1121 5.8 

 
D1156-E1159 7.6 

K1215-R1219 5.9 
 

E1120-K1139 7.7 
E1035-K1036 6.0 

 
D1216-K1217 7.9 

R1060-D1096 6.3 
 

K1284-D1285 8.0 
E1128-R1134 6.3       
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Table C.5 Intramolecular interactions within Ecb (from C3d-Ecb complex).  
Unfavorable interactions are shown in bold. 
Interaction Distance (Å) 

E91-K94 3.6 
E57-K76 5.2 
K60-K76 5.7 
E57-K60 6.1 
E63-R67 6.4 
K93-R97 6.5 
R97-D100 6.5 
K93-D100 7.2 
E63-K66 7.8 
K53-E57 7.9 
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Clustering and Free Energy of C3d Mutants at 0 mM (from C3d-Efb-C complex) 
 
 

 
Figure C.1 Clustering of C3d mutants (from C3d-Efb-C complex) at 0 mM ionic strength. 
 
 

 
Figure C.2 ΔGCoulombic free energy values for C3d mutants (from C3d-Efb-C complex) at 0 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed, densely hashed, and black bars represent mutants of residues participating in interactions within 5-
8 Å, 3.5-5 Å, and < 3.5 Å, respectively. 
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Figure C.3 ΔGsolution free energy values for C3d mutants (from C3d-Efb-C complex) at 0 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed, densely hashed, and black bars represent mutants of residues participating in interactions within 5-
8 Å, 3.5-5 Å, and < 3.5 Å, respectively. 
 
 

 
Figure C.4 ΔΔGsolvation free energy values for C3d mutants (from C3d-Efb-C complex) at 0 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed, densely hashed, and black bars represent mutants of residues participating in interactions within 5-
8 Å, 3.5-5 Å, and < 3.5 Å, respectively. 
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Clustering and Free Energy of C3d Mutants at 150 mM (from C3d-Efb-C complex) 
 
 

 
Figure C.5 Clustering of C3d mutants (from C3d-Efb-C complex) at 150 mM ionic strength. 
 

 
Figure C.6 ΔGCoulombic free energy values for C3d mutants (from C3d-Efb-C complex) at 150 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed, densely hashed, and black bars represent mutants of residues participating in interactions within 5-
8 Å, 3.5-5 Å, and < 3.5 Å, respectively. 
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Figure C.7 ΔGsolution free energy values for C3d mutants (from C3d-Efb-C complex) at 150 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed, densely hashed, and black bars represent mutants of residues participating in interactions within 5-
8 Å, 3.5-5 Å, and < 3.5 Å, respectively. 
 

 
Figure C.8 ΔΔGsolvation free energy values for C3d mutants (from C3d-Efb-C complex) at 150 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed, densely hashed, and black bars represent mutants of residues participating in interactions within 5-
8 Å, 3.5-5 Å, and < 3.5 Å, respectively. 
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Clustering and Free Energy of C3d Mutants at 0 mM (from C3d-Ecb complex) 
 
 

 
Figure C.9 Clustering of C3d mutants (from C3d-Ecb complex) at 0 mM ionic strength. 
 
 

 
Figure C.10 ΔGCoulombic free energy values for C3d mutants (from C3d-Ecb complex) at 0 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed and densely hashed bars represent mutants of residues participating in interactions within 5-8 Å and 
3.5-5 Å, respectively. 
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Figure C.11 ΔGsolution free energy values for C3d mutants (from C3d-Ecb complex) at 0 mM ionic strength. 
White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly hashed 
and densely hashed bars represent mutants of residues participating in interactions within 5-8 Å and 3.5-5 
Å, respectively. 

 
Figure C.12 ΔΔGsolvation free energy values for C3d mutants (from C3d-Ecb complex) at 0 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed and densely hashed bars represent mutants of residues participating in interactions within 5-8 Å and 
3.5-5 Å, respectively. 
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Clustering and Free Energy of C3d Mutants at 150 mM (from C3d-Ecb complex) 
 
 
 

 
Figure C.13 Clustering of C3d mutants (from C3d-Ecb complex) at 150 mM ionic strength. 
 
  

 
Figure C.14 ΔGCoulombic free energy values for C3d mutants (from C3d-Ecb complex) at 150 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed and densely hashed bars represent mutants of residues participating in interactions within 5-8 Å and 
3.5-5 Å, respectively. 



 136 

 
Figure C.15 ΔGsolution free energy values for C3d mutants (from C3d-Ecb complex) at 150 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed and densely hashed bars represent mutants of residues participating in interactions within 5-8 Å and 
3.5-5 Å, respectively. 
 

 
Figure C.16 ΔΔGsolvation free energy values for C3d mutants (from C3d-Ecb complex) at 150 mM ionic 
strength. White bars indicate participation in no intermolecular contacts with Ecb within 8 Å, while lightly 
hashed and densely hashed bars represent mutants of residues participating in interactions within 5-8 Å and 
3.5-5 Å, respectively. 
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APPENDIX D: SUPPORTING MATERIAL FOR CHAPTER 4 
 

 
Figure D.1 Structures of known ligands in complex with C3d. This figure shows a ribbon representation of 
C3d (purple) in complex with Sbi-IV (Complex 1, orange; Complex 2, cyan (1)), Efb-C (pink (2)), Ecb (red 
(3)), CR2 (salmon (4)), Factor H Domain 4 (light gray (5)), and Factor H Domains 19-20 (Kajander et al. 
Chain A-C (6), magenta; Kajander et al. Chain B-C, yellow; Morgan et al. Chain A-D (7), blue; Morgan et 
al. Chain A-E, green; Morgan et al. Chain B-D, indigo; Morgan et al. Chain B-F, dark green; Morgan et al. 
Chain C-D, light purple). The location of the thioester bond in the convex surface of C3d is shown as gold 
spheres. The location of the concave surface of C3d is located at the opposite site of the convex surface. 
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Figure D.4 Number of nonpolar atomic contacts during MD trajectories. The plot shows the mean +/- SEM 
of the number of nonpolar atomic contacts in Complex 1 (dark gray) and Complex 2 (light gray) of C3d-
Sbi-IV during three independent 20 ns MD trajectories. 

 

 
Figure D.5 Number of hydrogen bonds during MD trajectories. The plot shows the mean +/- SEM of the 
number of hydrogen bonds in Complex 1 (dark gray) and Complex 2 (light gray) of C3d-Sbi-IV during 
three independent 20 ns MD trajectories. 

 
Figure D.6 Number of salt bridges (measured as charge-charge distance of < 5 Å) during MD trajectories. 
The plot shows the mean +/- SEM of the number of hydrogen bonds in Complex 1 (dark gray) and 
Complex 2 (light gray) of C3d-Sbi-IV during three independent 20 ns MD trajectories. 
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Figure D.7 Number of nonpolar atomic contacts during SMD trajectories. The plot shows the mean +/- 
SEM of the number of nonpolar atomic contacts in Complex 1 (dark gray) and Complex 2 (light gray) of 
C3d-Sbi-IV during five independent 1.6 ns SMD trajectories. 

 
Figure D.8 Number of hydrogen bonds during SMD trajectories. The plot shows the mean +/- SEM of the 
number of hydrogen bonds in Complex 1 (dark gray) and Complex 2 (light gray) of C3d-Sbi-IV during five 
independent 1.6 ns SMD trajectories. 

 
 

Figure D.9 Number of salt bridges (measured as charge-charge distance of < 5 Å) during SMD trajectories. 
The plot shows the mean +/- SEM of the number of hydrogen bonds in Complex 1 (dark gray) and 
Complex 2 (light gray) of C3d-Sbi-IV during five independent 1.6 ns SMD trajectories. 
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Figure D.10 Sbi binding to C3 and C3b. (A) Ribbon representation of Sbi-IV bound to C3 (gray) in 
Complex 1 (orange) and Complex 2 (cyan) binding modes. The thioester domain of C3 (C3d) is colored in 
purple, and the anaphylotoxin domain (C3a) is colored in red. Steric clashes exist between Sbi-IV of 
Complex 2 and the anaphylotoxin and MG8 domains of C3. (B) Sbi-IV binding to C3b (dark gray). Steric 
clashes exist between Sbi-IV of Complex 1 and MG1 domain of C3b. (C) Model of full-length extracellular 
Sbi (domains I-IV) bound to C3, with Sbi-IV bound in the Complex 1 binding mode. Sbi is colored in 
orange, with domain III colored in brown. Note the flexible loop region between domains III and IV, and 
the potential of domain III to reach C3a (in red). 
!
!
!
!
!
!
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APPENDIX E: SUPPORTING MATERIAL FOR CHAPTER 5 

Figure E.1 Sturctures of molecules from Virtual Screen A selected for experimental testing. Molecule A1 
was the observed C3d-binding molecule (see Figure 5.7B) 
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Figure E.2 Competitive binding ELISAs for small molecules. Ten small molecules selected from the initial 
virtual screen were preincubated with C3d and then added to Efb-C coated ELISA plates (red line). C3d 
alone was used as a control (black).  
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Figure E.3 Molecular graphics representation of C3d (tan) bound to CR2 (gray), Efb-C (green), Ecb 
(orange), and Sbi-IV (cyan). Notice the overlap in binding sites, making this site amenable for drug design.  
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Figure E.4 Sturctures of molecules from Virtual Screen B selected for experimental testing. 
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Figure E.4 Sturctures of molecules from Virtual Screen B selected for experimental testing (continued). 
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Figure E.4 Sturctures of molecules from Virtual Screen B selected for experimental testing (continued). 
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Figure E.4 Sturctures of molecules from Virtual Screen B selected for experimental testing (continued). 
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Figure E.4 Sturctures of molecules from Virtual Screen B selected for experimental testing (continued). 
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APPENDIX F: EXPERIMENTAL TESTING OF A NEW GENERATION OF  
COMPSTATIN-FAMILY PEPTIDES 

 
 
 
F.1 Introduction 
 
 Compstatin is a 13-residue cyclic peptide that inhibits activation of the complement alternative 

pathway by binding to and inhibiting cleavage of C3 (1, 2). Originally discovered through phage display 

experiments, its sequence has been optimized using computational and experimental methods (reviewed in 

(3-10)), leading to identification of the most potent compstatin analog to date consisting entirely of natural 

amino acids (11-13). This analog consists of two amino acid substitutions, including Trp at position 4 and 

Ala at position 9 (W4A9). Structural determination showed the mechanism of compstatin (W4A9) binding 

to C3 at atomic resolution, and in conjunction with computational analyses, revealed that the mechanism of 

binding between compstatin peptides and C3 is dominated by hydrophobic interactions, as well as 

hydrogen bonds (14, 15). Incorporation of methylated-Trp at position 4 led to a more active analog 

(meW4A9) (16), which is currently in Phase II clinical trials for treatment of age-related macular 

degeneration (4, 5, 17-20). Despite potent complement inhibition, this peptide is prone to aggregation in 

aqueous solution, posing challenges to therapeutic development (17, 19, 20). Thus, it is of interest to 

identify potent compstatin analogs that maintain key hydrophobic contacts for strong binding to C3, while 

manipulating other residues to achieve improved solubility characteristics. 

Our recent collaborative work has employed de novo sequence optimization techniques and 

rational design to predict sequence modifications that may improve binding of compstatin to C3 (21, 22). In 

addition, MD simulations were performed on selected sequences, to evaluate compstatin-C3 interactions in 

more detail (15, 23). Recent computational and rational design studies of compstatin peptides suggested 

that a di-serine N-terminal extension and arginine replacement at the N-terminus produce additional 

contacts that improve the stability of the complex (15). In this study, we evaluated three compstatin analogs 

with N-terminal modifications using in vitro complement assays. 
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Table F.1 Compstatin peptide sequences.  
Peptide Sequencea Molecular Massb 
   -10 123  4567890123c  
I Ac-   RCV  WQDWGAHRCT-NH2 1656.0 
II Ac-   RCVmeWQDWGAHRCT-NH2 1669.8 
III Ac-RS-ICVmeWQDWGAHRCT-NH2 1870.6 
IV Ac-   ICV  WQDWGAHRCT-NH2 1614.0 
Parent       ICV  VQDWGHHRCT-NH2 1549.8 
aBold face characters denote new amino acid combinations. Tryptophans methylated at the indole amide position are 
shown as meW. The peptides are cyclized with a disulfide bridge between C2 and C12. Ac denotes acetylation and 
NH2 denotes amidation. 
bFrom mass spectrometry.  
cNumbering indicates sequence position, starting from position -1 and ending at position 13. 
 

F.2 Materials and Methods 

F.2.1 Peptide synthesis 

Compstatin family peptides were custom synthesized and characterized using liquid 

chromatography – mass spectrometry by Abgent Inc. The peptides were acetylated at the N-terminus and 

amidated at the C-terminus, with the exception of parent compstatin control, which was not acetylated at 

the N-terminus. All peptides were cyclized through a disulfide bridge between Cys2 and Cys12. Peptides 

containing methylated tryptophan (methylated-Trp) were synthesized using Fmoc-1-methyl-DL-

tryptophan, and the resulting mixture of peptides containing D-methylated-Trp and L-methylated-Trp were 

subsequently purified to obtain peptides containing only the L-enantiomer. The peptide sequences are 

shown in Table F.1. 

 

F.2.2 C3b and C5b-9 ELISAs 

Inhibition of the complement alternative pathway (AP) by compstatin family peptides was assayed 

by ELISA. Peptides were dissolved in phosphate buffered saline (PBS, 150 mM). Initial peptide 

concentrations were calculated using the Beer–Lambert Law with an extinction coefficient of 5,500  

M-1·cm-1 for Trp and 5,470 M-1·cm-1 for methylated-Trp present in the sequence, at 280 nm. Nunc 

Maxisorp 96-well plates were coated with 1 µg lipopolysaccharides (LPS) from Salmonella enteriditis for 

~16 h at room temperature. Plates were washed three times with PBS/0.05% Tween-20 (PBS-T) between 
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each step. Plates were blocked with 4% bovine serum albumin (BSA) in PBS-T for 1 h at 37°C. Serial 

peptide dilutions were performed in 96-well plates, using gelatin veronal-buffered saline with 5 mM MgCl2 

and 10 mM EGTA (GVBS-MgEGTA). Normal human serum (Complement Technology Inc.) was diluted 

in GVBS-MgEGTA and mixed with compstatin dilutions to a final concentration of 30%. Serum diluted in 

GVBS-MgEGTA and GVBS (containing 20 mM EDTA) were used as positive and negative controls for 

complement activation, respectively. Dilutions were preincubated for 15 minutes at room temperature, 

transferred to ELISA plates, and incubated for 1 h at 37°C. Generation of C3b and C5b-9 were assayed 

using horseradish peroxidase (HRP)-conjugated anti-C3 (MP Biomedicals) and anti-C5b-9 aE11 (Abcam), 

respectively. Plates were washed and incubated with anti-C3-HRP (1:5000 in 1% BSA/PBS-T) or anti-

C5b-9 (1:1000 in 1% BSA/PBS-T) for 1 h at 37°C. For C5b-9 detection, primary antibody incubation was 

followed by incubation with anti-mouse-HRP (BioRad) for 1 h at 37°C (1:5000 in 1% BSA/PBS-T). Bound 

C3b and C5b-9 were quantified using a 3,3’,5,5’-tetramethylbenzidine substrate solution containing urea 

hydrogen peroxide in 0.11 M sodium acetate buffer, followed by a 1 N H2SO4 acid stop. Plates were 

measured spectrophotometrically at 450 nm. Percent inhibition of C3b and C5b-9 deposition was plotted 

against peptide concentration and data was fitted to a logistic dose response curve with Prism (GraphPad) 

to determine IC50 values. Detailed protocols of C3b and C5b-9 ELISAs are given in Appendix G.1. 

 

F.2.3 Hemolytic Assays 

Inhibition of complement was also measured via lysis of erythrocytes. Rabbit erythrocytes 

(Complement Technology Inc., Tyler, TX, USA) were washed in PBS and resuspended in veronal-buffered 

saline with 5 mM MgCl2 and 10 mM EGTA (VBS-MgEGTA). Peptide and serum dilutions were prepared 

as described above, and 1×107 erythrocytes were added to each serum/peptide mixture. Erythrocytes diluted 

in sterile deionized water and in VBS-MgEGTA were used as positive and negative controls for lysis, 

respectively. Plates were incubated for 20 minutes at 37°C, and centrifuged at 2500×g for 10 minutes. 

Supernatants were diluted 1:2 and absorbance was measured at 405 nm. Detailed protocols of C3b and 

C5b-9 ELISAs are given in Appendix G.2. 
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F.3 Results and Discussion 

This study was motivated by the impetus to design and identify new compstatin analogs with 

improved binding, complement inhibition, and solubility characteristics. The scope of the design was two-

fold; first, to promote binding to the target protein C3 through key amino acid side chain interactions, and 

second, to enhance solubility compared to previously known compstatin analogs, by improving the peptide 

polarity/hydrophobicity ratio. The previously reported most potent peptide to date, similar to Peptide IV but 

with methylated-Trp4, is known to possess precipitation characteristics and exhibits intravitreal deposit 

formation (17, 19, 20), thus it is of interest to identify potent compstatin analogs with improved solubility. 

Figure F.1 ELISA and hemolytic assay data for compstatin peptides. (A) C3b ELISA data, representing the inhibition 
of cleavage of C3 to C3a and C3b by compstatin peptides, quantified as inhibition of the formation of C3b. (B) C5b-9 
ELISA data, representing inhibition of the formation of the C5b-9 terminal complex of complement activation. (C) 
Hemolytic assay data, representing inhibition of rabbit erythrocyte hemolysis by the C5b-9 terminal complex 
activation. (D) IC50 values and 95% confidence intervals extracted from A, B, and C. The data points and error bars 
correspond to means and S.E.M. from three independent experiments. 
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The design of the new compstatin peptides was inspired by our recent studies that include (i) the 

application of two-stage computational frameworks for protein design that are based on sequence selection, 

fold specificity, and approximate binding affinity calculations (21); (ii) rational design based on 

structural/physicochemical analysis – activity relations (22); and (iii) structural and binding analysis using 

molecular dynamics simulations (15). These studies identified new active compstatin family peptides with 

novel features, such as introduction of tryptophans at positions 1 and 13, arginine at position 1, and an N-

terminal di-serine extension. Some of these analogs suffer from solubility/aggregation problems, owing to 

increased hydrophobicity content conferred by the presence of up to four tryptophans. Nevertheless, these 

studies revealed three new sites of optimization in the compstatin peptide sequence at positions 1, 0, and -1. 

We reasoned that incorporation of polar amino acids at positions 1, 0, and -1, while maintaining the amino 

acids that are involved in hydrophobic contacts with C3, would aid in balancing the polarity/hydrophobicity 

ratio and in improving solubility. The choice of amino acids for positions 1, 0, and -1 was based on our 

previous molecular dynamics simulations (15) and supported by new molecular dynamics simulations.  

Table F.1 shows the sequences of the peptides studied. With the exception of Parent, the 

sequences of Table F.1 contain either Trp or methylated-Trp at position 4 and Ala at position 9. The new 

sequences include N-terminal replacements of Ile with Arg (Peptides I and II), as well as an N-terminal 

extension (Peptide III). These sequences are modeled after the sequence of the most potent peptides 

comprised entirely of natural amino acids [control Peptide IV; (13)] and the most potent peptide to-date, 

which is similar to Peptide IV but with methylated-Trp at position 4, with methylation being attached at the 

indole nitrogen (16). Two of the new sequences in Table F.1 incorporate methylated-Trp at position 4 

(Peptides II and III), in an effort to maintain high potency, and all contain polar amino acids at positions -1, 

0, and 1. In addition, Table F.1 also shows two compstatin peptides (Peptide IV and Parent) that were used 

as controls. 

Since compstatin family peptides are known to selectively inhibit the complement alternative 

pathway (AP), we performed ELISAs and erythrocyte lysis assays to examine AP inhibition. In all assays, 

MgEGTA was used to chelate Ca2+ ions required for classical/lectin pathway complement activation, while 

providing Mg2+ necessary for AP activation. ELISAs allow for direct detection of C3b and C5b-9 formed 
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during AP activation, while erythrocyte lysis assays provide a functional assessment of AP-mediated 

hemolysis in serum. Figure F.1 shows the C3b and C5b-9 ELISA and erythrocyte lysis data for Peptides I, 

II, III, IV, and Parent. Parent exhibited significantly less complement inhibition than all other peptides in 

all three assays. Newly-designed peptides (Peptides I, II, and III) showed similar IC50 values to Peptide IV, 

with Peptide I having a slightly higher IC50 than the others in all cases. The relative potencies of the 

peptides, based on the measured IC50 values, are consistent across all three assays (Peptide II ~ Peptide III 

~ Peptide IV > Peptide I > Parent). Based on the assay conditions used in this study, peptides inhibited 

C5b-9 formation with moderately better efficacy than formation of C3b, while slightly higher 

concentrations were necessary to inhibit AP-mediated hemolysis. Irrespective of the magnitudes of 

complement inhibition in the various assays used in this (and other) studies, the relative efficacies of 

Peptides I, II, III, IV, and Parent remained consistent. 

During the course of these experiments, we also assessed the relative solubility of each peptide. 

Solubility was determined via concentration measurement (absorbance at 280 nm) of saturated peptide 

solutions, with Peptides I, II, and Parent having approximate aqueous solubility of > 1 mM, Peptide III > 

500 µM, and Peptide IV < 500 µM. Given the improved solubility properties of Peptides II and III, they 

may be good alternatives to the currently most potent peptide (possessing methylated-Trp4), which exhibits 

aggregation at high concentrations in aqueous environments, and provide templates for further optimization 

of highly soluble and potent compstatin analogs. 
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APPENDIX G: PROTOCOLS FOR FUNCTIONAL ASSAYS OF COMPLEMENT INHIBITION 
 
G.1 C3b and C5b-9 alternative pathway complement ELISAs 
 
Stock buffer preparation: 
 
Sodium carbonate buffer (0.1M, pH 9.6) – 300ml final volume, store at 4°C 

• NaHCO3   (0.1M)(84g/mol)(250ml) = 2.10g in 250ml MQ 
• Na2CO3     (0.1M)(106g/mol)(100ml) = 1.06g in 100ml MQ 
• Add NaHCO3 to 100ml Na2CO3 until pH 9.6 

Lipopolysaccharides (LPS) from Salmonella enterica serotype enteritidis (1mg/ml) – 1ml, store at -20°C 
• Dissolve 1mg in vial directly in 1ml Milli-Q water (MQ) 

10x PBS  - 500ml final volume, store at room temperature 
• 2.28g NaH2PO4 (monobasic) 
• 11.5g Na2HPO4 (dibasic) 
• 43.84g NaCl 
• Dilute in 450ml MQ 
• Adjust to pH 7.4 
• Fill to 500ml MQ 

VBS (5x) – 250ml final volume, store at 4°C 
• 10.63g NaCl 
• 468.75mg sodium barbital 
• 468.75mg barbituric acid 
• Dilute in 200ml MQ 
• Adjust to pH 7.4 
• Fill to 250ml with MQ 

Mg-EGTA (10x) – 250ml final volume, store at 4°C 
• MgCl2    (0.05M)(95.21g/mol)(0.25ml) = 1.19g 
• 50 ml EGTA (0.5M) 
• Fill to 250ml with MQ 

Gelatin – 25ml final volume, store in aliquots at 4°C 
• Gelatin (10%)(25ml) = 2.5g gelatin 
• Dissolve in 25ml MQ 

Sodium acetate (1.1M, pH 6) – 100ml final volume, store at 4°C 
• CH3COONa   (1.1M)(82.03g/mol)(100ml) = 9.02g 
• Dilute in 80ml MQ 
• Adjust to pH 6 
• Fill to 100ml with MQ 

TMB (6mg/ml in DMSO) – 20ml final volume, store at room temperature (in darkness and in glass vial) 
• 3,3’,5,5’-tetramethylbenzidine (6mg/ml)(20ml) = 120mg 
• Dissolve in 20ml DMSO 

Urea hydrogen peroxide (20mg/ml) – 20ml final volume, store at 4°C 
• Urea hydrogen peroxide  (20mg/ml)(20ml) = 400mg 
• Dissolve in 20ml MQ 

H2SO4 (1N) – 250ml final volume, store at room temperature 
• 1N H2SO4 = 0.5M H2SO4 
• (0.5M)(98g/mol)(0.25L)/(0.95)(1.84g/L) = 7.0ml H2SO4 + 243ml MQ 

 
Additional supplies: normal human serum (Complement Technology, Inc.), Nunc Maxisorp 96-well plates 
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Daily buffer preparation: 
 
PBS-T (1x, 0.05% Tween 20) – 500ml (can store until used completely at room temperature) 

• 50ml 10x PBS 
• 450ml MQ 
• 250ul Tween 20 

LPS (20µg/ml for assay use) 
• Dilute 1:50 in sodium carbonate buffer 
• For each ELISA plate, use 120ul stock in 6ml sodium carbonate buffer 

BSA (4% in PBS-T) 
• Dilute 1g BSA in 25ml PBS-T 

GVBS/Mg-EGTA 
• 4ml VBS (5x) 
• 2ml MgEGTA solution 
• 200ul gelatin (10% solution) 
• Fill to 20ml with MQ 

Detection Solution (per plate) – prepare immediately prior to detection of ELISA plates 
• 5.4ml MQ 
• 600ul sodium acetate buffer 
• 100ul TMB solution 
• 50ul urea hydrogen peroxide solution 

 
--------------------------------------------------------------------------------------------------------------------------------- 
 
Select appropriate serum concentration to measure complement inhibition by test molecules: 

• We need to select a serum concentration to use for each ELISA type (C3b and C5b-9), so we will 
perform serum dilutions to examine how highly each concentration absorbs after detection, and 
how well that absorption signal is inhibited by a known complement inhibitor control. 

• After running this ELISA, make note of the lowest serum concentration at which definitive 
inhibition has occurred [OD450 (serum) – OD450 (serum+inhibitor)] 

 
Day 1: 
 
Coat plates with LPS 
Prepare 20µg/ml LPS in 0.1M Na2CO3 buffer, pH 9.6 
Add 50µl of LPS (20µg/ml) to each well using multichannel pipette 
Incubate plate overnight at room temperature (16-18h) 
 
Day 2: 
 
Blocking: 

• Wash LPS-coated plates 3x in PBS-T 
• Add 80µl/well 4% BSA in PBS-T 
• Incubate at 37°C for 1h 

 
Serum dilutions: 

• Prepare a 2X stock of the inhibitor molecule (control) 
o Dilute inhibitor in GVBS-MgEGTA to two times the desired final concentration 
o Should choose a concentration that will surely fully inhibit alternative pathway 

• Test serum concentrations from 0-50% 
o Prepare 100, 80, 60, 40, 30, 20, 10, and 0% serum (in GVBS-MgEGTA) 
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• In a predilution plate: 
o Mix equal parts of 2X inhibitor (or buffer) with 2X serum dilutions (i.e. 30µl + 30µl) 
o Incubate for 15 mins at room temperature 

 
Serum incubation: 

• Wash blocked plates 3x with PBS-T 
• Transfer 50µl predilutions to each plate 
• Incubate at 37°C for 1h 

 
Antibody Incubation 

• Wash plates 3x with PBS-T 
• Prepare antibody: 

o Anti-C3-HRP (1:1000 in 1% BSA/PBS-T) 
o Anti-C5b-9 (1:1000 in 1% BSA/PBS-T) 

• Add 50µl of antibody to appropriate wells 
• Incubate at 37°C for 1h 

 
Detection 

• Prepare detection solution (as described above) 
• Add 50µl to all wells 
• Read OD450 after a few minutes (depends on the rate of reaction) 

 
 
--------------------------------------------------------------------------------------------------------------------------------- 
 
Test inhibitor candidates for inhibition of C3b and C5b-9 formation 

• Follow identical protocol as above, but perform serial dilutions of inhibitor rather than serum 
 
 
Inhibitor dilutions: 

• Prepare a 2X stock of serum 
o Dilute serum in GVBS-MgEGTA to two times the desired final concentration 

• Test inhibitor at different concentrations 
o If you know the approximate inhibitory range, prepare 2-fold dilutions around the 

midpoint of the inhibitory concentrations 
o If you are unsure, start with a high concentration (~200µM) and perform 3-fold dilutions 
o All dilutions should be prepared in GVBS-MgEGTA 

• In a predilution plate: 
o Mix equal parts of 2X inhibitor dilutions with 2X serum (i.e. 30µl + 30µl) 
o Incubate for 15 mins at room temperature 

 
Follow remainder of protocol as described for the initial ELISA 
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G.2 Erythrocyte Lysis Assay (also known as hemolysis assay or AP50) 
 
Stock buffer preparation: 
 
10x PBS  - 500ml final volume, store at room temperature 

• 2.28g NaH2PO4 (monobasic) 
• 11.5g Na2HPO4 (dibasic) 
• 43.84g NaCl 
• Dilute in 450ml MQ 
• Adjust to pH 7.4 
• Fill to 500ml MQ 

VBS (5x) – 250ml final volume, store at 4°C 
• 10.63g NaCl 
• 468.75mg sodium barbital 
• 468.75mg barbituric acid 
• Dilute in 200ml MQ 
• Adjust to pH 7.4 
• Fill to 250ml with MQ 

Mg-EGTA (10x) – 250ml final volume, store at 4°C 
• MgCl2    (0.05M)(95.21g/mol)(0.25ml) = 1.19g 
• 50 ml EGTA (0.5M) 
• Fill to 250ml with MQ 

 
 
Daily buffer preparation: 
 
PBS (1x) – 500ml (can store until used completely at room temperature) 

• 50ml 10x PBS 
• 450ml MQ 
• 250ul Tween 20 

VBS/Mg-EGTA 
• 8ml VBS (5x) 
• 4ml MgEGTA solution 
• 28ml MQ 

 
Additional supplies: normal human serum and rabbit erythrocytes (Complement Technology, Inc.),  
Costar 96-well round-bottom plates, Nunc Maxisorp 96-well plates 
 
--------------------------------------------------------------------------------------------------------------------------------- 
 
 
Select appropriate serum concentration to measure complement inhibition by test molecules: 

• We need to select a serum concentration to use for the lysis assay, so we will perform serum 
dilutions to examine how well lysis is inhibited by a known complement inhibitor control. 

• After running this ELISA, make note of the lowest serum concentration at which definitive 
inhibition has occurred [OD405 (serum) – OD405 (serum+inhibitor)] 

!
!
!
!
!
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Erythrocyte preparation 
• Calculate the number of cells needed for the whole experiment 

o Typically use 50µl of 1 x 107 cells/well (stock cells from CompTech are 5 x 108 cells/ml) 
• Wash cells 3x in PBS 

o Aliquot cells in 1ml microcentrifuge tubes 
o Centrifuge cells for 5 min, 2000rpm, 4deg 
o Remove supernatant and resuspend cells in 1ml PBS 
o Repeat 2x more 
o After final wash, resuspend pellets in 1ml VBS/MgEGTA 

• Measure cell concentration 
o Dilute 50ul cells in 950ul MQ - will lyse cells 
o Use MQ as blank, and then read OD405 of sample 
o If OD405 is > 1.23, dilute cells in more VBS-MgEGTA until OD405 ~ 1.23 

 
Serum dilutions: 

• Prepare a 3X stock of the inhibitor molecule (control) 
o Dilute inhibitor in VBS-MgEGTA to two times the desired final concentration 
o Should choose a concentration that will surely fully inhibit alternative pathway 

• Test serum concentrations from 0-30% 
o Prepare 90, 75, 60, 45, 30, 15, 7.5, and 0% serum (in VBS-MgEGTA) 

• In a predilution plate (Costar round-bottom plate): 
o Mix 50µl of 3X inhibitor (or buffer) with 50µl 3X serum dilutions 
o Include a few wells with 100µl MQ or 100µl VBS-MgEGTA as positive and negative 

controls for erythrocyte lysis 
o Incubate for 15 mins at room temperature 

 
Serum incubation: 

• Add 50µl rabbit erythrocytes (2 x 108 cells/ml) to all wells 
• Incubate at 37°C for 20 mins 

 
Lysis determination: 

• Centrifuge plate at 2500rpm for 10 mins 
• Transfer 50µl supernatant from each well to Nunc Maxisorp ELISA plate (do not disturb pellet) 
• Add 100ul MQ to each well in ELISA plate 
• Read OD405 

 
--------------------------------------------------------------------------------------------------------------------------------- 
 
Test inhibitor candidates for inhibition of C3b and C5b-9 formation 

• Follow identical protocol as above, but perform serial dilutions of inhibitor rather than serum 
 
Inhibitor dilutions: 

• Prepare a 3X stock of serum 
o Dilute serum in VBS-MgEGTA to three times the desired final concentration 

• Test inhibitor at different concentrations 
o If you know the approximate inhibitory range, prepare 2-fold dilutions around the 

midpoint of the inhibitory concentrations 
o If you are unsure, start with a high concentration (~200µM) and perform 3-fold dilutions 
o All dilutions should be prepared in VBS-MgEGTA 

 
Follow remainder of protocol as described for the initial erythrocyte lysis assay 
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G.3 Suppliers and catalog numbers for reagents 
 
Reagent Supplier Catalog Number 
Sodium bicarbonate (NaHCO3) Sigma-Aldrich S6297 
Sodium carbonate (Na2CO3) Sigma-Aldrich S7795 
LPS from Salmonella enteritidis Sigma-Aldrich L7770 
NaH2PO4 Fisher BP329-500 
Na2HPO4 Fisher BP332-500 
NaCl Acros Organics (Fisher) AC207790010 
Sodium barbital Sigma-Aldrich B0500-25G 
Barbituric acid Sigma-Aldrich 185698-25G 
MgCl2 Acros Organics (Fisher) AC22321-1000 
EGTA Fisher Q2783-100 
Gelatin Sigma-Aldrich G9391-100G 
Sodium acetate (CH3COONa) Sigma-Aldrich S8750 
3,3’,5,5’-tetramethylbenzidine (TMB) Sigma-Aldrich 860336 
Urea hydrogen peroxide Sigma-Aldrich 289132 
H2SO4 Sigma-Aldrich 320501 
Tween-20 Fisher BP337-100 
Bovine serum albumin Sigma-Aldrich A7906 
Rabbit erythrocytes Complement Technology B302 
Normal human serum Complement Technology NHS 
Goat anti-C3-HRP MP Biomedicals (Fisher) 0855237 
Mouse anti-C5b-9 (aE11) Abcam ab66768 
Goat anti-mouse-HRP BioRad 172-1011 
96-well round bottom plates Costar (Fisher) 07-200-105 
Maxisorp 96-well plates Nunc (Fisher) 12-565-136 
 
!
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