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I will discuss the development and application of hardware and software tools to study the

durability of both standard silicon and next-generation halide perovskite materials for applications

in photovoltaics (PV). Progress in PV is stymied by insufficient tooling or methodologies,

especially when experiments require various data streams to be merged. I introduce tools

developed to mitigate these difficulties, and provide a case studies demonstrating the value of

said tools in investigation of the durability of photovoltaic materials.

First, I develop Water Reflectometry Detection (WaRD), the first technique capable of

quantitative measurement of water content within standard silicon PV modules. Using WaRD,

we dissect various modes of performance loss within the modules that would typically have been

xv



lumped together in module-level studies, quantifying the impact of moisture on two industry-

standard types of photovoltaic modules.

Next, I discuss a ray-tracing method to recover spatial correlations in multi-modal

benchtop and synchrotron microscopy data of a single sample. In the raw data, these correlations

are reduced by the distinct probe-sample interactions and signal collection geometry of each

modality. As a demonstrative example we analyze structure-function correlations in sequential

microscopy data acquired for a Eu:CsPbBr3 halide perovskite thin-film crystal across three

distinct measurement modes.

Finally, I present the Perovskite Automated Solar Cell Assembly Line (PASCAL), a

robotic platform for the fabrication and characterization of halide perovskite thin films. PASCAL

improves fabrication throughput by two orders of magnitude compared to manual operators,

a critical capability given the immense composition and processing design space of halide

perovskites. We demonstrate this capability by screening the optoelectronic properties and

durability of thin films of 80 unique perovskite compositions in a cumulative 48 hours. This

screening provides a roadmap for tailored design of halide perovskite absorbers for perovskite-

on-silicon tandem photovoltaics.
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Chapter 1

Introduction

1.1 The Levelized Cost of Solar Electricity

Solar energy is a critical component in the sustainable energy infrastructure we require

to remove our reliance on finite and polluting fossil fuels. Roadmaps towards a decarbonized

worldwide energy infrastructure suggest that photovoltaics will account for anywhere between 20-

90% of total energy consumption. Even this large percentage feels small when we consider that

our Sun continuously provides our upper atmosphere with 174 petawatts of energy – four orders

of magnitude more power than the 18 terawatts consumed worldwide. [1, 2] To harness solar

energy and realize our decarbonized future, the penetration of solar in our energy markets must

be increased. To this effect, cost reduction is the strongest lever, and most effort in photovoltaic

research is ultimately focused on reduction of the cost per unit energy generated by photovoltaic

systems. The work contained in this dissertation attack this cost from two sides: making existing

photovoltaic modules more durable (ie last longer), and designing next-generation photovoltaic

modules with improved power conversion efficiency.

The cost of photovoltaic systems is measured by the levelized cost of electricity (LCOE),

or cents per kilowatt hour of power generated by the system. The United States Department of

Energy has set an LCOE target of 3 cents/kWh, the path to which relies on cost improvements in

all facets of photovoltaics systems (Figure 1.1). [3] The two greatest opportunities for LCOE

reduction lie in improvement of the operational lifetime and reduction in the cost of photovoltaic
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Figure 1.1. Pathway to 3 cents/kWh LCOE for utility-scale photovoltaic systems. [3] The work
in this thesis aim at reducing module price (red bar) through development of high-efficiency
tandem modules, and at improving operational lifetime (green bar) through understanding of
moisture’s impacts on module degradation.

modules. The efforts described in this thesis accordingly focus on these two areas.

1.2 Solar Absorbers, Old and New

At their core, photovoltaic cells consist of a semiconductor material in which photons

are absorbed to excite electron-hole pairs, which in turn are extracted to pass current to an

attached electrical load. A variety of semiconducting materials, referred to as ”absorbers”, can be

used to construct photovoltaic cells. Across all absorbers, however, the same goals of reducing

LCOE apply; improving the operational lifetime and power conversion efficiency remain primary

objectives in devlopment of any PV absorber.
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1.2.1 Silicon

Silicon is the most common photovoltaic absorber, with silicon-based PV making up 95%

of those sold as of 2016.[4] Silicon-based photovoltaic technology has seen rapid development

since the 1950’s; today, silicon modules are the clear incumbent photovoltaic technology, present

across rooftops and above parking spaces.[5] The success of silicon PV follows from a few key

properties. First, silicon has a bandgap of 1.12 eV, which is near the optimal bandgap for capture

of the solar spectrum into electrical power. Second, silicon possesses a long minority carrier

diffusion length, with charge carriers within the silicon being able to travel 100-300 microns

before recombining. This is a critical parameter, as photoexcited electron-hole pairs are of no

value to us if they recombine within the material – energy is extracted by extraction of the carriers

at electrical contacts of the PV cell. Third, silicon is the second most abundant element (after

oxygen), making the raw material for fabrication of silicon photovoltaics cheap and plentiful.

Finally, a great deal of technology, expertise, and infrastructure have been developed around

silicon as a semiconducting material owing to its critical role in integrated circuits.

The power conversion efficiency of silicon photovoltaic cells (record of 26.1% at the time

of writing) has approached its thermodynamic limits (roughly 30% for silicon, and 33% for any

single absorber material), quantified as a function of material bandgap as the Shockley-Queisser

limit. [6] The largest remaining improvements to the LCOE of silicon PV systems therefore

come in the form of extended operational lifetime. While silicon itself is highly resilient to

corrosion and degradation, the overall silicon modules suffer from a variety of degradation

modes. This will be discussed in more detail in the introduction to Part I, which focuses on study

of moisture-induced degradation of silicon photovoltaic modules.

1.2.2 Halide Perovskites

Halide perovskites are the new kid on the PV block, with the first photovoltaic cell being

reported in 2009. [7]. In the following 13 years, the power conversion efficiency of halide
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perovskite solar cells has seen a meteoric rise to a record of 25.8% at the time of writing. [8]

This rapid success is a result of the tunability and relative ”defect-tolerance” of halide perovskite

seminconductors.

Perovskites derive their name from the prototypical ABX3 perovskite crystal structure

[9], the family of materials which largely consists of inorganic oxide perovskites which contain

oxygen at the X-site. Halide perovskites instead contain elements from the halogen family at the

X-site. The A-, B-, and X- sites can each host a wide variety of elements, both as single species

or as mixtures; such variations to the material composition are strong levers on the optoelectronic

properties, such as bandgap, of the material. That said, the most successful halide perovskites

for PV consist of: a mixture of organic (methylammonium and formamidinum) and inorganic

(cesium) cations at the A-site, lead at the B-site, and a mixture of halides (iodine, bromine, and

sometimes chlorine) at the X-site. [8, 10]

While the power conversion efficiency of halide perovskite solar cells have surpassed that

of silicon with a projected great reduction in manufacturing cost, durability remains the achilles

heels of halide perovskite PV. Defects in the perovskite compound over time under exposure

to the illumination, electrical bias, and temeperature inherent to operation of photovoltaics.

[11, 12, 13, 14] A variety of approaches have been shown for stabilization of halide perovskites,

ranging from surface passivation with organic cations to compositional tuning at the A- site.

Further background is given in the introductions for Part II and Part III, which focus on our work

on halide perovskites.

1.3 Thesis overview

The goal of the research described hereafter is twofold: 1. to understand the factors rele-

vant to durability of photovoltaic absorbers and modules, and 2. to establish and make available

the tools (hardware, software, and data analysis frameworks) used to reach this understanding.

The discussion is broken into three parts. Each part tackles a problem in photovoltaics research
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for which proper study is limited by the existing toolsets. I establish each problem and the related

motivation for design of better tools, describe the tools we developed, and demonstrate the tools

in case studies.

In Part I, we explore the role of water in the degradation of silicon photovoltaic modules

with an emphasis on improving operational lifetime. Moisture ingress has been implicated

as a contributor to a variety of degradation pathways in silicon modules. Prior to our work,

however, the actual amount of water within modules was often a hidden variable. Quantitative

measurement of moisture content had relied on custom-fabricated modules or extrapolation

from measurements of individual module components. We developed an optical method for

quantification of water content within standard silicon modules, and designed hardware to

spatially resolve this water content within modules at high resolution. Armed with this capability,

we correlated local water content to local degradation within solar modules. Our study isolates

the contributions of distinct water-induced degradation modes on module-wide power losses.

In Part II, we study the interplay of material structure, composition, optoelectronic

behavior, and durability within a doped perovskite microcrystal using a combination of benchtop

and synchrotron-based characterization techniques. Each individual technique provides a new,

spatially-resolved dimension over which to evaluate the material. A simple pixel-to-pixel

comparison across the data generated by each technique is not possible as the data are convoluted

by unique factors arising from the physical mechanisms and the measurement geometry of each

technique. We establish a ray-tracing approach to recover the effective sampling volume of

each technique. Using these sampling volumes, we align the modalities to perform a faithful

correlation of the total data. This method, demonstrated on a study of europium doping in

CsPbBr3 perovskite, provides a general approach to account for sample-probe interactions in

scanning probe microscopy.

In Part III, we build the Perovskite Automated Solar Cell Assembly Line (PASCAL), an

automated experimentation platform which we use to explore a wide span of halide-perovskite

absorber compositions. The robotic platform improves experimental throughput and process
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precision, allowing for a broad screening experiment in spite of the narrow processing windows

presented by halide perovskites. In the process of building PASCAL, I developed software

tools that solve general problems in the deployment of automated experimentation platforms.

MixSol plans sequences of volume transfers to reach desired mixtures of stock solutions with

zero waste volume, a common step in design of solution-based experiments. Roboflo computes

job schedules for batches of experiments that require sequences of time-sensitive steps to be

executed on a heterogeneous set of hardware resources. PASCAL is demonstrated in a screening

experiment, in which ˜80 unique halide perovskite absorber compositions are fabricated and

characterized in under 48 hours. The screening results provide a roadmap for development of

halide perovskite solar cells in perovskite-on-silicon tandem photovoltaic modules.
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Part I

Water in Silicon Photovoltaic Modules
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Water is implicated in the degradation of photovoltaic modules by facilitating delami-

nation at interfaces [15], decreasing power output under potential-induced degradation testing

conditions [16], hydrolyzing encapsulants [17], enabling cation migration [18], increasing series

resistance via contact corrosion [19, 20], and reducing light absorption in the cell due to scatter-

ing effects [21, 22]. Although the negative effects of water have been inferred via performance

degradation metrics, no method is in use for directly observing water and its effects across the

full area of a standard module. This inability to characterize moisture in standard modules in

the lab or in the field limits our understanding of module degradation mechanisms and hinders

efforts to engineer modules with extended reliability in humid environments.

Previous works have established methods for determining water content in either stan-

dalone solar encapsulants or in purpose-made test modules. Infrared imaging techniques have

been demonstrated for moisture detection in photovoltaic materials, though they either rely

on transmission measurements (and are thus inapplicable in modules) or remain qualitative

[23, 24, 25]. Fourier-transform infrared spectroscopy (FTIR) and infrared transmission mea-

surements have been used to determine water content in solar encapsulants laminated between

two glass sheets, yielding quantitative data on moisture capacity and diffusivity of various

encapsulants.[26, 25] These transmission-based techniques are limited to use in test modules

constructed without solar cells. Raman spectroscopy has been used to detect degradation prod-

ucts in ethylene vinyl acetate (EVA) encapsulant in a module. [27] While this method can

imply the presence of water in degraded areas, it is unable to quantify the amount of water

present in the module. Implanted humidity sensors have provided direct measurement of water

content in test modules, though the invasive nature of this technique makes it untenable in

fielded modules.[28, 29] Additionally, the spatial resolution of module moisture measurement by

humidity sensors is inherently low, as it is limited by the number of sensors implanted within

the module. Finally, many previous studies of water in modules use finite element models to

simulate moisture ingress into modules under various environmental conditions.[30, 31] As our

understanding of the importance of moisture dynamics in solar encapsulant grows, so does the
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need for direct measurement of moisture in modules during normal operation.

Most studies of moisture effects on silicon PV durability fall under one of two categories

- macroscopic studies of entire modules under accelerated or outdoor testing, or ex-situ testing

of module components under conditions designed to simulate humidity exposure in the field.

Macroscopic studies often track the current-voltage (IV) characteristics in conjunction with one

or more imaging modalities to provide insight to local module degradation mechanisms during

environmental exposure. These modalities include photoluminescence to identify electronic

defects in cells, electroluminescence for crack detection, infrared thermography for hot-spot

detection, and ultraviolet fluorescence imaging to observe encapsulant degradation [32, 33, 34,

35]. Such correlative studies are lacking for module moisture content, which has remained a

largely hidden variable due to difficulty of measurement.

Ex-situ study of module components has been used to evaluate moisture affects in more

easily controlled environments where water content can be assessed. Encapsulants are among

the most heavily studied components, and the diffusivity and solubility of water, decomposition

mechanisms, and mechanical properties of standard materials are well understood [36, 17, 37, 38,

39]. These values are used to simulate moisture effects on module durability, including ethylene

vinyl acetate decomposition, moisture uptake rates, and predicted module performance[40, 36,

16, 41, 42, 43]. Investigation of this kind are attractive for their rapid cycle of learning (relative

to the ≥2000 hours typical of aging experiments), but cannot easily capture combined effects

that may arise in operating conditions.

We address these challenges by developing an improved method for measurement of

water content in standard modules. In Chapter 2, we present Water Reflectometry Detection

(WaRD), a method for determination of water content in standard modules by short-wave infrared

(SWIR) reflectometry which allows for direct measurement of modules in the laboratory and in

the field. We describe the method and its limitations, and show that it can be used for spatial

measurement of water content within a standard silicon photovoltaic module. In Chapter 3,

we use WaRD in conjunction with Photoluminescence-IV (PLIV) imaging to correlate local
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water content to local performance losses in representative photovoltaic modules subjected to a

variety of environmental test conditions. Specifically, we track water and performance in the

two industry-standard module designs (glass-glass and glass-backsheet configurations) over up

to 3000 hours of aging in temperatures and humidities ranging from room conditions to the

industry standard of 85°C, 85% relative humidity. While water does reduce the overall power

output of both module types, the mechanisms by which moisture drives cell degradation are

seen to vary between module type (cells in glass-glass modules crack in dry locations, cells in

glass-backsheet modules develop series resistance in wet locations). This conclusion could not

be reached without spatial quantification of water content, demonstrating the value of WaRD in

durability studies of photovoltaic modules.
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Chapter 2

Quantitative Determination of Moisture
Content in Modules by Short-Wave In-
frared Reflectometry

2.1 Introduction

Here, we demonstrate quantitative determination of water content in standard modules

by short-wave infrared (SWIR) reflectometry, allowing for direct measurements of modules in

the laboratory and in the field. Water has a distinct absorption band in the SWIR region due to a

linear combination of lower energy vibrational modes. [44] The encapsulants, anti-reflection

coating, and silicon cell in a typical module are largely transparent in this same optical region,

providing a window to clearly observe water’s optical signature. Additionally, the existing back

reflector of a solar cell is highly reflective in this region, allowing the reflected component of an

incident SWIR beam from the front side of a module to transmit twice through the encapsulant

layer. A calibrated Water Reflectometry Detection (WaRD) model for SWIR determination of

water content in both aluminum back surface field (Al-BSF) and passivated emitter rear contact

(PERC) modules is presented. Validation of WaRD is based on reflectance data from miniature

modules exposed to environments ranging from room condition to the standard 85°C, 85%

relative humidity (RH) accelerated test condition (schematic shown in inset of Figure 2.1).

To establish the water content in moisture-exposed modules, we first parametrize the
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Figure 2.1. Mini Module Schematic: A schematic of miniature modules used for development
of the Water Reflectometry Detection (WaRD) method is shown in the inset. The optical path
(shown in red) makes two passes through the top glass, top encapsulant layer, and the cell itself
due to strong reflectance at the cell’s back contact. No light is transmitted through the module.
(a) The absorbance contributions of each module component between 250-2300 nm. The glass
and silicon cell absorb strongly in the ultraviolet and visible regions, leaving an optical window
in the short-wave infrared region by which encapsulant and water absorption features can be
detected. (b) The attribution of SWIR absorbance present in an EVA-encapsulated PERC module
saturated at 85°C, 85% relative humidity. Attributions are based on optical measurements of
each layer. The region of (a) shown more closely in (b) is marked as a dashed rectangle.
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Table 2.1. Parameters for Water Diffusivity and Solubility in Solar Encapsulants

Cybrid POE-T 3M EVA9100 EVA from 2005 [45]

Ea (eV) 0.028±0.259 0.190±0.080 0.398±0.045
Do (cm2/s) 4.93×10−6 ±1.23×10−4 1.32×10−3±6.18×10−2 2.46±1.90×10−1

ΔHsol (eV) 0.110±0.021 0.194±0.020 0.170±0.034
Co (g/cm3) 0.033±0.495 2.226±0.498 1.612±0.286

diffusivity and solubility of water in contemporary encapsulants. We then expose miniature

modules to various damp heat conditions until the encapsulant moisture content reaches saturation.

The front-side module reflectance in the wavelength range of 1700-2000 nm is taken of samples

at each saturation condition. This dataset is used to form an empirical relationship between

encapsulant water content and module reflectance, which is shown to match the expected

relationship theoretically based on water’s infrared absorption. The resulting calibration curve

enables module water content measurement with a detection limit of 0.066 mg/cm3 and a

prediction error of 0.130 mg/cm3. In the case of EVA encapsulant, this detection limit corresponds

to extremely dry climates ranging from 4-6% relative humidity at temperatures between 25-40

°C.

2.2 Experimental

2.2.1 Diffusivity and Solubility of Water in Encapsulants

Parameterization of the diffusivity and saturation concentration of water in contemporary

encapsulants was done by a gravimetric study of water uptake in standalone encapsulant samples.

Two commercial encapsulants were tested - 3M EVA9100 ethylene vinyl acetate (EVA), and

Cybrid POE-T polyolefin (POE). Multiple sheets of solar encapsulant were vacuum laminated

under standard conditions (1 atm at 145°C) to form 2.3 mm thick samples of cured encapsulant.

Samples were saturated in varied temperature and relative humidity conditions, controlled by
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either an environmental test chamber or a water bath. Samples were periodically removed from

the environment, cooled to room temperature, dried, and weighed. Mass changes incurred due to

water uptake as a function of time were fit to determine the diffusivity and solubility of water in

the cured encapsulant according to Equation 2.1.

C(x, t) =

Cs −
4Cs

π

inf

∑
m=0

1
2m+1

sin
(2m+1)πx

lenc
e
−D(2m+1)2π2t

l2enc

(2.1)

Equation 2.1 is a 1-D diffusion model assuming no initial concentration of water in the

encapsulant, equilibrium water concentration Cs at the faces of the encapsulant sheet in the

bath, encapsulant layer thickness of lenc, and neglible diffusion from the edges (thickness <<

width). Solubility was calculated by the mass increase between the dry and saturated encapsulant

samples.

The equilibrium water content in the encapsulant is dependent on the partial pressure of

water vapor, which was controlled by environmental temperature and relative humidity. First, a

vacuum oven was used to fully remove water from modules. Environmental test chambers were

employed to control the damp heat conditions for saturation of our miniature modules. Tested

environmental conditions ranged from 23-85°C and 0-85% relative humidity. Encapsulated

samples were kept in the environmental chambers until reaching 99.5% saturation water content

as determined by Equation 2.1).

2.2.2 Optical Testing

SWIR reflectance measurements were performed on miniature (3 cm by 3 cm) EVA9100-

encapsulated modules (schematic shown in inset of Figure 2.1) with both passivated-emitter

rear contact (PERC) and aluminum back surface field (Al-BSF) cell architectures. Two module

structures were used - ”mini-modules”, which follow the typical module structure with a top
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glass layer (borosilicate glass purchased from McMaster-Carr) and a bottom backsheet layer

(Protekt HD purchased from Madico), and ”open-face modules”, with no top glass (the top

encapsulant layer is exposed) and a bottom glass layer. Reflectance was measured on a Perkin

Elmer Lambda 1050 spectrophotometer using a 150 mm Spectralon integrating sphere and a

Spectralon reflectance standard. Samples were oriented such that the beam is incident upon the

top glass and is normal to the sample surface. Sample reflectance was measured at both room

temperature and the temperature used during damp heat exposure. The elevated temperature was

employed to avoid observed optical effects from condensation of water within the module as

described below.

SWIR reflectance and transmission measurements were made of the individual module

components. The absorbance of EVA was determined at various temperatures via reflectance

measurement of an EVA9100 film laminated onto an aluminum mirror. Finally, SWIR reflectance

measurements of 3M EVA9100, Cybrid POE-T, and 3M EVA9110 (another commercial ethylene

vinyl acetate solar encapsulant) laminated on mirrors were taken at vacuum dry and 85°C

85% RH saturated conditions as a proof of concept for water reflectometry detection in other

encapsulants.

2.3 Results and Discussion

2.3.1 Diffusivity and Solubility of Water in Encapsulant

Our measurements for the diffusivity and solubility of water in contemporary EVA are

compared to those from previous work testing EVA from 2005 Figure 2.2. [45] EVA9100

holds about 40% less water than EVA of 2005, but has a slightly higher solvation enthalpy.

Water diffusivity is higher in contemporary EVA for temperatures below ˜50°C. As expected,

water solubility is found to be lower in POE than in EVA, reflecting the difference in polymer

chemistries. EVA contains polar vinyl acetate groups, whereas POE consists entirely of nonpolar

hydrocarbon chains. Water shows higher diffusivity in POE compared to all EVA formulations
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Figure 2.2. Solubility and Diffusivity of Water in EVA: (a) Solubility and (b) diffusivity of water
in EVA9100, Cybrid POE-T, and an EVA formulation from 2005 [45]. The water diffusivity
and solubility in EVA9100 and Cybrid POE-T were determined by gravimetric measurement of
water uptake in standalone encapsulant samples. Fitting parameters for solubility and diffusivity
in the three encapsulants are given in Table 2.1

Figure 2.3. Optical Signature of Water in EVA: The water and EVA absorption features of
interest in a module containing water are labeled in (a). The absorption spectra of an EVA9100-
laminated PERC module previously saturated with water at 85°C85% RH equilibrating to room
conditions are shown in (b). As the water concentration decreases due to outdiffusion, only the
˜1902 nm water combination band is affected, decreasing proportionally to module water content.
The effect of temperature on the absorbance of EVA9100 is shown in (c). The ˜1902 nm water
combination band and the ˜1730 nm EVA C-H stretching overtone are invariant with temperature,
making them reliable features to rely on across relevant test conditions. After baseline removal
from the absorbance spectrum, the ratio of these peaks is used to quantify module water content
(d).

for temperatures below ˜60°C. Fitted Arrhenius parameters for water diffusivity and solubility in

these materials are given in Table 2.1.
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2.3.2 Spectral Analysis

Figure 2.1 shows the absorbance contributions of individual module components to the

total absorbance in a front-side total reflectance measurement between 250-2300 nm. The silicon

cell, of course, shows strong absorbance in the visible region, while the top glass shows strong

absorbance in the ultraviolet and infrared regions. The encapsulant itself (EVA9100, in the case

of 2.1), has pronounced absorption features in the 1200-2200 nm region. Liquid water has two

absorption features in this optical region, located at 1450 nm and 1940 nm. [46] In the case of

water contained within EVA, we observe a water absorption feature at 1902 nm. Transmission

measurements of module components show that no light in the 250-2300 nm optical region

is transmitted through either a PERC or Al-BSF cell. This implies that any incident light not

reflected back to the integrating sphere has been absorbed within the module. A front-side

module reflectance measurement, therefore, is equivalent to a transmission measurement making

two passes through the glass, top encapsulant layer, and silicon absorber, enabling the conversion

of reflected intensity to absorbance by Beer-Lambert’s law (Equation 2.2).

Absorption features of water and the encapsulant are isolated from any broadband

optical features by baseline subtraction. These broadband optical features - namely, those from

absorbance in the glass, absorbance in the cell, and refractive index mismatch at interfaces - are

essentially flat in the 1700-2000 nm range as shown in Figure 2.1(a). The subtracted baseline is

estimated by smoothing the absorbance spectrum with a 102 nm wide first-order Savitsky-Golay

filter. [47] This subtraction isolates absorbance changes due to water uptake, and removes

architectural dependence on the absorption spectrum.

A =−log(R) (2.2)

Figure 2.3(a) shows assignment of the absorption features for EVA and water in the
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1700-2000 nm range. These are the strongest features present within the module reflectance

SWIR window and are used to determine the amount of water within the encapsulant, and

include Figure 2.3(b) shows absorbance spectra for an ”open-face” (no top glass) EVA9100-

laminated PERC module with various water concentrations. The ”open-face” module was

brought to a water-saturated state by environmental conditioning at 85°C 85%RH, then optically

measured at room conditions over time. Due to the lack of top glass, the water content in the

encapsulant continually decreases due to outdiffusion until the equilibrium water content of the

room condition has been reached. The influence of water content on front-side module SWIR

reflectance is clearly isolated to 1850-2000 nm. This spectral region contains a combination

band (1902 nm) from water and a vinyl acetate carbonyl stretching overtone (˜1940 nm) from

the EVA encapsulant.[44, 48] As expected, the absorbance at the water combination band is

positively correlated to module water content (Figure 2.3(b)). The strength and position of the

1720, 1760, and 1830 nm absorption features are unchanged with varied water content. These

features are attributed to higher order C-H and C-H2 vibrational modes in the nonpolar ethylene

units of EVA, which should not exhibit strong interaction with any neighboring water molecules.

Therefore, it is unsurprising that these features are unaffected by water content. The carbonyl

group of the vinyl acetate, being prone to hydrogen bonding with water, is affected by water in

the encapsulant. [49, 50]

The front-side reflectance signal is also affected by module temperature. Measurements

of dry EVA9100 at various temperatures are shown in Figure 2.3(c). The absorption intensities

for two ethylene vibrations (1760 nm C-H stretching overtone and 1830 nm combination band)

are seen to increase with temperature. The 1730 nm ethylene C-H streching overtone, the 1940

nm vinyl-acetate carbonyl stretching overtone, and the 1902 nm water combination band region

are unchanged with temperature. The difference in temperature-dependent behavior between

the two C-H stretching overtone peaks may arise from the mix of amorphous and crystalline

phases within the EVA. Ethylene groups within EVA exist in both amorphous and orthorhombic

crystalline phases, while vinyl acetate groups only exist in amorphous states.[51] Bonds within
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crystalline regions will experience a gradual change in vibrational freedom with increasing

temperature due to partial melting of smaller, less stable crystalline domains, and should exhibit

a change in absorbance behavior as a result. Prior work confirms this temperature-dependent

absorbance behavior in polyethylene. [52, 53] The temperature-sensitive absorption bands can

therefore be associated with the degree of crystallinity of the encapsulant.

In the context of SWIR water detection, the features of interest are the C-H stretching

overtone at 1730 nm and the water combination band at 1902 nm - these spectral regions display

consistent behavior across the relevant range of environmental conditions and provide a robust

basis for quantifying water content in modules.

By Beer’s Law, the magnitude of the water absorbance, A1902, is directly proportional to

the concentration of water in the optical path, which consists of two passes through the glass, top

encapsulating layer, and solar cell. To determine the water concentration, the optical path length

must be accounted for. Given that water is insoluble in the glass and cell, the relevant optical

path length for water absorption is taken to be twice the encapsulant thickness, tenc. This is also

the relevant path length for the 1730 nm encapsulant absorption feature, A1730, the magnitude

of which is proportional to the encapsulant thickness. By taking the ratio of water absorbance

to encapsulant absorbance, the effect of path length on absorbance can be removed without

prior knowledge of the encapsulant thickness. This treatment (Equation 2.3) yields a value

proportional to the water concentration (g/cm3) in the encapsulant by a constant factor of the

ratio of feature absorption coefficients, which can be accessed from the literature or calibrated in

test samples.
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A1902 = α1902[H2O](2tenc)

A1730 = α1730(2tenc)

[H2O] =
α1730A1902

α1902A1730

(2.3)

2.3.3 WaRD Calibration and Detection Limits

Figure 2.4(a) shows the calibration curve for WaRD, relating the ratio of the 1730 nm

EVA and 1902 nm water absorption features to the module water concentration as determined

by Equation 2.3. Each point contains measurements of 6-12 modules, half PERC and half

Al-BSF. The performance of WaRD is consistent across the investigated module architectures

and environmental conditions, with sample to sample variation of ±0.095 mg/cm3. The accuracy,

as determined by the root mean squared error, is 0.130 mg/cm3. The detection limit, as defined by

3.3 times the instrumental noise, is 0.066 mg/cm3.[54] Figure 2.4(b) shows the saturation water

water concentration in EVA9100 as a function of temperature and relative humidity. WaRD is

demonstrated for water concentrations representative of climate conditions ranging from extreme

terrestrial conditions, such as the Atacama Desert and Singapore, to the standard 85°C, 85%RH

test condition.

We observe optical effects from water condensation within modules conditioned at high

temperature and humidity but measured at room temperature and humidity. When the module

temperature is brought sufficiently below that of its previous environmental condition, the water

in the supersaturated encapsulant condenses into water droplets within the module. This effect

can be seen visually when edge-illuminating a module with condensation, as light scattering from

the condensed water droplets will generate a hazy appearance (Figure 2.4(c)). The red points in

Figure 2.4(a) represent measurements of high water content >2g/cm3) modules taken at room
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conditions, and demonstrate the effect of condensation on WaRD. When the same modules are

measured at their saturation temperature (blue points), the WaRD-extracted water concentration

matches the expected value. Upon cycling the temperature of a highly saturated module between

room temperature and the saturation temperature, the water content measured by WaRD will

decrease during cooling and increase during heating due to condensation and dissolution of water

within the encapsulant. An example of this is seen in Figure 2.4(d), in which a module saturated

at 85°C, 85% RH was subsequently measured at 10°C intervals while first cooling from 85°C

to 35°C, then reheating to 85°C. Samples were held at each temperature for 5 minutes before

measurement. The effect of temperature on WaRD is completely reversible, suggesting that

condensation within the encapsulant is reversible and kinetically favorable enough to occur on

the timescale of minutes.

The deviation between red and blue points in Figure 2.4(a) sets a maximum water

concentration when applying WaRD at room temperature: above expected water concentrations

of ˜2 mg/cm3, the module must be measured at elevated temperature to generate an accurate

value for water content. In practice, this limit will only be passed in aggressive laboratory damp

heat testing, as can be seen in Figure 2.4(b). Even at the highest recorded terrestrial dew point

(35°C in Dhahran, Saudi Arabia on July 8, 2003), module water content would be below ˜2

mg/cm3. [55] When testing EVA-encapsulated modules above 65°C, 65% RH should be carried

out at the saturation temperature to avoid condensation effects. At higher temperatures, light

scattering from water condensation must be considered. Preliminary results show that modules

saturated at 85°C 85%RH display an increased visible light reflectance when measured at room

temperature instead of the 85°C saturation temperature, suggesting that light scattering from

water condensation may reduce the short circuit current of damp heat tested modules by up to

3%.
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2.3.4 Spatial Mapping of Module Water Content

The WaRD method can be adapted to a mapping setup, enabling spatial quantification

of water content across a module. An example map is shown in Figure 2.5(b) and compared to

the expected concentration profile generated by finite element modeling of moisture indiffusion

into the module using the previously parametrized diffusivity and solubility values for EVA9100

(Figure 2.5(a)). The 3 cm by 3 cm EVA9100-encapsulated PERC module was exposed to 85°C,

40% relative humidity for 18 hours after being kept dry in a vacuum oven. The measured

concentration profile mirrors the expected profile quite closely, both in the position of the

indiffusion front and the range of water concentrations present across the module.

2.3.5 WaRD Feasibility in Other Encapsulants

The WaRD method should, in principle, be applicable to any encapsulant material that

satisfies two criteria. Firstly, the encapsulant should not have any strongly overlapping absorption

features with the water absorption feature of interest, ensuring that any change in absorbance

due to water can be clearly observed. Secondly, the encapsulant should have a characteristic

absorbance that is stable across the relevant range of temperatures and water contents by which

the optical path length can be estimated. While WaRD has been validated using 3M EVA9100,

preliminary measurements of dry and water-saturated 3M EVA9110 and Cybrid POE-T have been

made to probe their absorbance behavior. Laminated samples of each encapsulant were either

dried under vacuum at 50°C or saturated in a water bath at 85°C before optical measurements

were taken (Figure 2.6). The dry and saturated measurements show distinct absorption at the

water combination band with the 1730 nm C-H overtone remaining constant. Thus, 3M EVA9110

and Cybrid POE-T satisfy the two criteria laid out above, indicating that WaRD can be applied

to these encapsulants as well. Water content quantification in polyolefins is more difficult simply

due to their low moisture capacity (Figure 2.2(a), though this can be addressed by purpose-built

hardware.
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2.4 Conclusion

WaRD provides quantitative in situ measurement of water content within EVA encap-

sulated PERC and Al BSF modules with a prediction error of 0.130 mg/cm3 and a detection

limit of 0.066 mg/cm3. This ability is demonstrated across the relevant space of water con-

centrations, covering terrestrial conditions and the standard 85°C, 85% relative humidity test

condition. While the technique has been demonstrated in EVA encapsulant, the principle should

be generalizable to many other encapsulants. WaRD measurements have also revealed the optical

effects of condensation within moisture-exposed modules. After standard 85°C, 85% relative

humidity damp heat tests, condensation in the encapsulant leads to light scattering, presenting

a source of up to 3% error in short circuit current measurements after accelerated testing of

modules. Finally, WaRD enables quantitative mapping of water content across the module area.

Spatial resolution of water content in modules opens the door for correlated study of local water

content and module performance, and will enable direct study of the role water plays in module

degradation.
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Figure 2.4. WaRD Calibration Curve: The calibration curve for converting the ratio of water
and EVA absorption intensities to module water concentration is shown in (a). The calibration
trend is linear as predicted by Equation 2.3. The expected saturation water concentration as a
function of environmental condition is shown in (b). along with representative climates and test
conditions. The two figures share contour lines demarking water concentration in 0.5 mg/cm3

intervals, as well as a dashed line indicating the equilibrium water content expected in EVA at
record terrestrial conditions. Samples for which condensation was observed either visually or
spectrally are shown in red in (a), and are not included in the calibration fit line. These samples
were measured at room condition, such that the encapsulant is sufficiently supersaturated for
water droplets to nucleate within the encapsulant. (c) demonstrates visible condensation in a
room-temperature mini module that had been saturated at 85°C, 85% RH. The haziness is not
present in an identical sample that had been kept under vacuum to remove any water content
from within the encapsulant. (d) shows the effect of condensation on the water content measured
by WaRD. The front-side reflectance of the saturated mini module pictured at left in (c) was
measured at a series of temperature ranging between the saturation temperature (85°C) and near
room temperature (35°C). The measured water content returns to the expected value upon return
to the saturation temperature.
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Figure 2.5. First WaRD Map: The expected water concentration profile in a 3 cm by 3 cm area
EVA-encapsulated PERC module after 18 hours exposure to 85°C, 40% RH is shown in (a). (b)
shows the actual concentration profile in a test module exposed to the modeled environmental
condition, measured by applying the WaRD method in a 7 by 7 grid across the module (indicated
by the plotted grid’s intersection points. Values could not be taken at the edges of the cell due to
the large ˜1 cm spot size of the integrating sphere used for mapping. The area mapped in (b) is
indicated in (a) by the white dotted line.

Figure 2.6. WaRD Signal in Various Polymeric Encapsulants: (a) The absorbance curves of 3M
EVA9100, 3M EVA9110, and Cybrid POE-T encapsulants are shown. Samples were measured
in both dry (dotted line) and saturated (solid line) states. Dry states were achieved by drying in a
vacuum oven at 50°C, while saturated states were reached in an 85°C water bath. (b) The same
data is shown, focused on the spectral region containing the 1902 nm water absorption feature.
The region shown in (b) is marked in (a) by the dashed rectangle.
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Chapter 3

Glass vs Backsheet: Deconvoluting the
Role of Moisture in Power Loss in Silicon
Photovoltaics with Correlated Imaging
during Accelerated Testing

3.1 Introduction

Figure 3.1. Spatially-resolved damp heat workflow: (a) Schematic of the data flow in our study.
Each square represents a single spatially-resolved dataset. Local cell parameters and moisture
content are tracked for (b) glass-glass and (c) glass-backsheet modules at a range of temperatures
and humidities across 2500 hours of environmental exposure

Having established that we can accurately measure water content inside standard silicon

photovoltaic modules using WaRD (Chapter 2), we applied WaRD to evaluate the impact of local

water content to local performance losses. We combine WaRD with biased photoluminescence

imaging to correlate local water content to local cell degradation at millimeter resolution [56, 57].

The water concentration and performance of modules with glass-glass (GG) and glass-backsheet

(GB) bills of material (BOM) were tracked over 2500 hours of accelerated testing in conditions
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ranging across 25-85 °C and 0-85% RH. We find two dominant modes of performance loss, each

involving local series resistance - acute interruption of finger connections, and “background”

series resistance increase. Each mode shows a unique response between module types and

varied sensitivity to moisture. The interrupts, many of which are confirmed to be cracks, are

most prevalent in GG modules in dry conditions. Background resistance increases significantly

more in GB modules than in GG modules at high humidity levels, suggesting moisture-induced

degradation of the cell’s back contact. Our results suggest that in dry conditions, GB modules

are preferred for their low rate of finger interruption, while in humid climates, GG modules are

preferred to mitigate background series resistance losses.

3.2 Experimental Methods

3.2.1 Sample Preparation

All tests are performed on 4.9x4.9 cm mini-modules made with silicon aluminum back

surface field cells (Shenzhen Taihesheng Solar Energy Co., Ltd.). The cells are encapsulated into

either glass-glass or glass-backsheet modules (Madico Protekt backsheet), which vary only in

the bottom layer of the module stack (schematics in Figure 3.1b-c). All modules are laminated

with ethylene vinyl acetate (3M EVA9100) at 145 °C for 18 minutes.

Backsheet Ingress Sister Samples

Sister GB modules were fabricated with the cell replaced by strips of aluminum foil

spaced 10 mm apart. This allowed us to measure moisture concentration through the front glass at

the edge of the foil strips (using the Water Reflectometry Detection method as described below),

where the relevant diffusion path for moisture is directly through the backsheet. These sister

modules were saturated with water at 85 °C, 85% RH. Their water content was then mapped at

45 minute intervals over 48 hours while being held at 85 °C in room conditions.
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Samples for Study of Metallization Corrosion

Sister GB modules were fabricated with a strip of polytetrafluoroethylene (PTFE) em-

bedded at the edge of the sample between the front of the cell and the EVA layer. This PTFE

allows us to selectively delaminate the front cell/EVA interface with a 180°peel (0.5 kN Instron

load cell), exposing the front of the cell for testing.

3.2.2 Damp Heat Accelerated Tests

62 mini-modules are each subjected to one of seven environmental conditions - 0, 40, or

85% relative humidity (RH) at 65 or 85 °C, or 0% RH at 25 °C (Table 3.1. Dry environments

were maintained in either a nitrogen glovebox (0% RH) or a desiccator constantly purged with

dry air (≤3% RH). Samples are held in their environment for up to 3000 hours. Each module is

characterized by a suite of techniques ex-situ weekly until 2184 hours (13 weeks), after which

they are measured every other week.

Table 3.1. Mini-Module Samples Studied Under Damp-Heat Testing

Packaging Temp. (°C) Rel. Humidity (%) # Samples

Glass-Backsheet

25 0 2

65
0 3

40 5
85 5

85
0 4

40 5
85 5

Glass-Glass

25 0 3

65
0 4

40 6
85 6

85
0 4

40 5
85 5
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3.2.3 Current-Voltage Measurement

Standard current-voltage (IV) measurements are taken in a four-wire configuration under

1-sun illumination (Class ABA Newport solar simulator using either a Kepco BOP 20-20D-4866

or Keithley 2401).

3.2.4 Spatial Quantification of Module Moisture Content

We use Water Reflectometry Detection (WaRD) to quantify the water content within a

module’s front-side encapsulant layer by short-wave infrared (SWIR) reflectance [56]. Maps

of module SWIR reflectance were taken with a mapping spectrophotometer consisting of a

tunable laser (NKT Photonics Compact and Select), translation stages (Thorlabs LTS150),

integrating sphere (Thorlabs IS200), InGaAs detectors (Thorlabs PDA10DT), and a lock-in

amplifier (Stanford Research Systems SR830). Maps are acquired with 1 or 2 mm steps. All

samples are measured in room conditions except those exposed to 85 °C, 85% RH, which are

heated to 85 °C during measurement to avoid moisture condensation effects [56]. To reduce

mapping time to 45 minutes per module, we acquire reflectance at just 3 critical wavelengths

(at the 1730 nm ethylene vinyl acetate stretching mode, at the 1872 nm isosbestic point as

a baseline metric, and at the 1902 nm water combination mode) at each point. Additional

full spectra (151 distinct wavelengths) are acquired at 10 mm intervals in each direction. The

background spectra extracted from each full measurement are interpolated and scaled to intersect

the 1872 nm baseline reflectance at each 3-wavelength point. Using this approach, we find

that water measurements taken with the 3-wavelength method match those of the original full

151-wavelength sampling (R2 >0.95).

3.2.5 Spatial Determination of Cell Parameters

We employ photoluminescence current-voltage (PLIV) imaging to spatially resolve the

cell parameters of each mini-module using a two-diode cell model (series resistance, saturation

currents, and illumination current, no shunt) at a resolution of ≤100 µm [57]. All samples

29



are measured in room conditions. The top glass of each cell is cleaned with isopropyl alcohol

(IPA) immediately prior to measurement to avoid image artifacts from glass fouling. Images are

acquired by an InGaAs camera (FLIR A6251sc). A four-quadrant power supply (Kepco BOP

20-20D-4866) is used to apply bias to and measure current from cells during PLIV. A 15 watt 808

nm laser (Jenoptik JOLD-30-FC18) and optical diffuser are used to illuminate cells with >95%

homogeneity across the cell area. Samples are maintained at 25 °C during measurement by a

thermoelectric cooler (TE Technology CP-040HT). The short-circuit current (Jsc), open-circuit

voltage (Voc), and maximum-power point voltage (Vmpp) from the JV measurement are used to

determine PLIV measurement parameters. Images are acquired at all combinations of electrical

bias (in 100 mV steps from Vmpp to Voc) and incident photon flux (in steps of 0.2 suns from 0

to 1 sun equivalent illumination). 1-sun equivalent illumination is taken as the laser current at

which the short-circuit current generated by the cell under the laser matches that from the JV

measurement. An additional “background” image, taken with no illumination or applied bias, is

subtracted from all other images. PLIV is carried out at room conditions.

3.2.6 Identification of Finger Interruptions

Forward-bias electroluminescence at Voc (FBEL) images are acquired during the PLIV

routine. Local Otsu thresholding is used to binarize FBEL images, yielding an ”isolation

mask” where 1 represents electrically isolated regions of the cell [58]. A similar treatment

to a luminescence image at Voc and 1-sun illumination yields a ”finger mask” and ”busbar

mask”. The union of the finger and isolation masks yields an ”interruption mask” where 1

represents portions of fingers that are electrically interrupted from the busbar (interrupt mask).

The ”interruption mask” points with the shortest distance to the busbar are identified as finger

interruptions. Results were manually pruned to remove false positives (< 3%) from artifacts

such as camera obstructions or glass fouling. We note that, along an already interrupted finger,

subsequent interruptions further from the busbar will not provide additional contrast by FBEL

and are therefore undetectable in our scheme.
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3.2.7 Registration of WaRD and PLIV Data

Module orientation varies slightly from week to week and between PLIV and WaRD

hardware. In each image, the same four module corners are manually located and used to align

the image to a common orientation by rigid transformation. As maps of module moisture content

and cell parameters are acquired at different spatial resolutions, a nearest-neighbor approach was

used to relate the coarse WaRD maps to the PLIV data.

3.2.8 Raman Mapping of Contact Corrosion

The sister GB modules described in section 3.2.1 were exposed to 85 °C, 85% RH

for up to 1000 hours, then peeled to expose the front side of their cells. Raman spectra were

taken over the cell metallization near the center of the cell. Progress of corrosion reactions

were monitored by Raman spectroscopy mapping on samples that had undergone different

environmental exposures [59]. Raman spectra were taken from 0 to 1200 cm−1 by a Renishaw

Confocal InVia Raman system (backscatter geometry, 100 mW 532 nm laser excitation source,

50x objective, 1.5 µm spot size). A 1250 µm × 250 µm region above the busbar of each sample

was mapped with a step size of 50 µm. For each sample, these 125 spectra were normalized to

the intensity of the silver acetate vibrational mode (145 cm−1) and averaged [59].

3.3 Results

3.3.1 Moisture Saturates Rapidly at the Back Side of Glass-Backsheet
Modules

WaRD maps on GB test modules (constructed without a cell to allow WaRD measure-

ments to see water ingress through the backsheet) find that moisture content of the back side

saturates in under 24 hours at 85 °C. WaRD maps on standard GG and GB mini-modules show

that the front side reaches moisture saturation above the center of the cells after in about 500

hours at 85 °C. This rate of front side ingress is also representative of the back side in symmetric
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GG modules. Together, these experiments demonstrate that the back side of the GB modules

reaches saturation roughly 3 weeks earlier than the GG modules.

3.3.2 Finger Interruptions Form in Drier Regions of Glass-Backsheet
Modules

Through weekly FBEL and WaRD imaging of each sample, we extract the location,

timing, water concentration, and accumulated water dose at each interruption. (Figure 3.2a-b).

Water dose accumulated by time tn is defined by D(x,y, tn) = ∑
n
i=0 c(x,y, ti), where D, t, and c

represent dose, time in environmental exposure, and water concentration for coordinates (x,y)

on the cell area. We exclude “day zero” interrupts (present in the as-fabricated modules) from

our analyses of interrupt location and timing.

We evaluate the effect of local water concentration and dose on the formation of finger

Figure 3.2. Colocating finger interruptions and water content: Example pair of (a) electrolu-
minescence and (b) water content maps for a glass-backsheet module exposed to 85 °C, 85%
RH for 670 hours. (c) Water concentration and (d) dose are compared between the interrupt
location and the rest of the cell area across all environmental conditions. The dotted lines indicate
equivalent water content/dose, the solid lines indicate linear fits, and the shaded bands indicate
95% confidence intervals.
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Figure 3.3. Time of Interrupt Formation in Silicon Modules under Environmental Stress: (a)
Cumulative distribution of interrupt formations for glass-glass and glass-backsheet modules
at each environmental condition. Dashed lines indicate median times to interruption. (b) The
difference in median time (t̃) to interrupt formation between the two architectures at each
environmental condition. Asterisks represent statistical significance in comparison across the
two architectures at each condition (∗∗= p < 0.01,∗= p < 0.05,NS = p >= 0.05).

interruptions by comparing the water content in the immediate vicinity (within 2 mm) of the

interrupt origin to the average water content across the module. The local and module-average

contents are compared by linear regressions (Figure 3.2c-d) and Mann-Whitney U Tests [60].

GB modules formed interrupts in drier points within the module (p-value < 0.01, Fig. 3.2c). By

contrast, interrupt origins in GG modules are not drier than the rest of the module (p = 0.51).

Local dose did not differ from average dose within either module type (p = 0.90 for GG,

p = 0.70 for GB). Additionally, the local dose around interrupts did not differ across module

types (p = 0.41).

The accumulation of new interrupts over time in GG and GB modules is shown at each

tested environmental condition in Figure 3.3a, where each curve describes the rate at which the

total population of interrupts within each condition and BOM occur over 2500 hours of damp

heat testing. These populations of interrupt timings are compared across module types in two

ways: the median timings (shown by the dashed lines in Figure 3.3a), and Mann-Whitney U

Tests to evaluate whether these differences are statistically significant. GG modules interrupt

earlier than GB modules at our highest tested temperature of 85 °C, with statistical significance
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Figure 3.4. The spatial distribution of interrupts in (a) glass-glass and (b) glass-backsheet
modules across all environmental conditions.

at all humidity levels (Figure 3.3b). Interestingly, increasing humidity seems to delay the onset

of interrupts, as the median time to interruption is shorter in the driest samples. This is especially

the case in GB modules, and the gap between GG and GB times to interruption grows with

increasing humidity at each temperature.

Figure 3.5. Traditional contact corrosion is not occuring within the modules: (a) Evolution of
Raman vibrational modes indicative of silver contact corrosion at the busbar of GG modules over
1000 hours of exposure to 85 °C, 85% RH. (b-d) Representative high-resolution forward-bias
electoluminescence images at finger interrupt origins. Green arrows indicate cracks when they
are visible.

3.3.3 Glass-Glass Modules Form Interrupts at the Busbar

We find that finger interruptions in GG and GB modules form in different characteristic

module regions (Figure 3.4) . GG modules form interrupts along the busbar, often near the

module edge. GB modules, by contrast, tend to form interrupts mid-finger, away from the busbar

but not at the very edge of the module. The spatial distribution of interruptions within each
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Figure 3.6. Background Series Resistance Increases under Environmental Stress: Change in
series resistance for representative (a-b) glass-glass and (c-d) glass-backsheet modules after
exposure to 85 °C, 85% RH. The grayscale background depicts forward-bias electroluminescence,
while the foreground shows series resistance in the uninterrupted area. Increase in background
resistance as a function of temperature and saturated module water content for (e) glass-glass and
(f) glass-backsheet modules after 2500 hours of accelerated testing. The black crosses indicate
test conditions, while the adjacent circles denote Rs changes in individual modules at each test
condition. The color bar is shared between the contours and circles. The inset vector shows the
gradient of Rs change with respect to temperature and saturated module water content, and the
shading indicates 95% confidence bounds for the gradient vector. Simulated current-voltage
curves for (g) glass-glass and (h) glass-backsheet modules affected only by background series
resistance. (i) Isolated power loss from background resistance. The “offset” GG data is shifted
such that its moisture saturation time matches that of GB modules.

module type does not vary across time or environmental condition.

3.3.4 No Evidence of Contact Corrosion

Raman spectra taken over the metallization near the center of cells extracted from GB

mini-modules exposed to accelerated testing suggest that historical modes of contact corrosion

are not occurring in these samples. Previous literature has established that in the event that

the silver cell metallization is corroded by acetic acid generated from degradation of EVA

encapsulant, the SiO4 vibrational mode decreases in intensity while the C-O-Ag bending modes

increases in intensity [61, 62, 59]. These changes are attributed to corrosion of the glass frit by

acetic acid and the formation of silver acetate, respectively. We do not observe either of these
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changes in our modules after 1000 hours at 85 °C, 85% RH (3.5a).

High resolution FBEL imaging in the vicinity of interrupt origins shows at least some of

the interrupts to be caused by cracks in the cell. Absence of a visible crack here is not sufficient

to say that a crack is not present, as they may be too small for our camera to observe (the

highest resolution of our imaging hardware is about 30 µm) or positioned as to not affect the

metallization (on which the contrast mechanism of FBEL relies).

3.3.5 Background Series Resistance Increases More in Glass-Backsheet
Modules

Table 3.2. Background Series Resistance Response Surfaces

Glass-Glass Coefficient Std. Err. p-value 95% CI
a (constant) -0.253 0.273 0.362 (-0.811, 0.306)

b (temperature) 0.005 0.004 0.211 (-0.003, 0.014)
c ([H2O]) 0.083 0.055 0.143 (-0.03, 0.196)

Glass-Backsheet Coefficient Std. Err. p-value 95% CI
a (constant) -0.371 0.282 0.2 (-0.95, 0.209)

b (temperature) 0.006 0.004 0.152 (-0.002, 0.015)
c ([H2O]) 0.147 0.051 0.008 (0.042, 0.252)

Setting aside the regions of modules affected by finger interruptions, GB modules exhibit

a larger increase in series resistance than GG modules at all but 0% RH conditions. We leverage

the spatial characterization of cell parameters from PLIV and segmentation of finger interruptions

from FBEL images to evaluate the uninterrupted “background” region of modules in isolation

(Figure 3.6a-d).The grayscale background image in Figure 3.6a-d shows the raw FBEL image,

and the purple-yellow foreground image shows the Rs map from PLIV plotted only in the

“background” regions considered in subsequent analysis of background Rs. Degradation by

background series resistance in particular differs between GG and GB samples, with GB samples

suffering a greater increase in resistance at all but the driest conditions. To better quantify this
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difference, for each module type we fit a first order response surface

dRs = a+bT + c[H2O],

where dRs is the change in series resistance after 2500 hours of environmental exposure, T is the

temperature (°C), and [H2O] is the saturation water content (mg/cm3) in the module for a given

environment. Individual module changes in background series resistance and the fitted response

surfaces are shown in Figure 3.6e-f, and the numerical values and uncertainties of the response

surfaces are given in Table 3.2. Though some outlying samples render our parameter confidence

intervals quite wide, we see with statistical significance that higher water content leads to greater

background series resistance increases in GB modules.

We isolate the impact of background Rs on module power generation by simulating

their current density-voltage (JV) curves by the same shuntless two-diode cell model used in

PLIV fitting [57]. Cell parameters are initialized by fitting JV curves measured for each cell

prior to environmental exposure. The average background Rs increase from PLIV is then added

to the starting Rs while all other parameters are held constant, yielding simulated JV curves

affected only by this degradation mode. Representative simulated curves for GG and GB modules

over 2500 hours at 85 °C, 85% RH are shown in Fig. 3.6g-h, along with the power conversion

efficiency (PCE) extracted from such curves for all modules at 85 °C, 85% RH in Figure 3.6i.

By shifting the GG PCE trendline 500 hours earlier, we align the GG and GB data such that both

reach moisture saturation at the back contact at roughly t=0 hours. Still, the GB modules suffer

about twice the PCE loss from background resistance as GG modules. In a dry environment at

the same 85 °C temperature, the two module types show nearly identical increases in background

resistance.
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Figure 3.7. Dissected Power Losses of Silicon Modules under Environmental Stress: The
isolated impacts of finger interrupts and background series resistance on power conversion
efficiency are shown for each elevated environmental condition. The net loss in power conversion
efficiency is also shown.

3.3.6 Net Effects of Finger Interruptions and Background Resistance

The individual and net impacts of background Rs and finger interruptions were extracted

for each individual module, and are shown in Figure 3.7. Losses from background Rs are

calculated by JV curve simulation as discussed in section 3.3.5. The impact of finger interruptions

on PCE for each cell are estimated from the inactive area fraction seen via FBEL. The inactive

area is scaled to an equivalent PCE loss by PCEnorm = 1−0.467∗Areainactive. This relationship

was empirically determined by a linear fit (RMSE=3% PCEnorm) to observed inactive area and

normalized PCE (from JV curves) from our GG modules. We fit GG modules alone as we

observed the majority of their power losses to arise from finger interruptions, and a fit to GB

modules would include large background resistance effects.
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3.4 Discussion

3.4.1 Mechanical Properties of Module Packaging May Explain Finger
Interruptions

Our forensic analysis of finger interrupts suggests that their primary cause is cell cracking.

For many of our interrupts, these cracks are clearly visible in FBEL. For the others, the alternative

explanation of contact corrosion seems unlikely as we do not observe Raman signatures of

byproducts from corrosion of the metallization (at least within the first 1000 hours of exposure

to 85°C, 85% RH, by which point 70% of GG and 32% of GB finger interrupts had formed). We

speculate that the difference in location of interrupts between GG and GB modules may arise

from the mechanical properties of the module constructions. Previous studies found modules with

stiffer encapsulants to generate larger stresses within the silicon cell [63, 64]. Additional reports

find GG modules to generate larger stresses during lamination and thermal cycling than GB

modules [65, 66]. Our observation of a high density of interrupts near the ends of the busbars in

GG samples is consistent with reports of cracks formed during the interconnect soldering process

[67, 43]. Lamination and tab soldering processes generate mechanical stresses in modules from

coefficient of thermal expansion (CTE) mismatches between module components, and these

stresses are most acute in the immediate vicinity of the interconnects [43, 68, 69, 70, 64]. The

cause of mid-finger interrupts in GB samples is less clear, though we note that the combined

thickness of the backsheet and back side ethylene-vinyl acetate layers in our modules thins from

center to edge. Thicker polymer layers have been shown to reduce the fraction of total module

mechanical stresses imparted across the cell [64].

We see that interrupts form earlier in drier conditions, and that interrupts in GB modules

tend to form in drier parts of the module. Previous reports find the shear storage modulus of solar

encapsulants to lessen with moisture exposure, attributed to plasticization of the polymers[37].

Stiffer (and, accordingly, drier) encapsulants impart more mechanical stresses on the cell, which

would increase the chance of cracking [63, 71]. The magnitude of this plasticization effect varies
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dramatically across encapsulants. For EVA, a 63% increase in relative humidity is required to

match the reduction in shear modulus of a 1 °C temperature increase. Interestingly, the shear

storage modulus of polyvinyl fluoride-based backsheet (as used in our modules) was found to

be 16 times more sensitive to moisture than that of EVA (just a 4% RH increase is equivalent

to a temperature increase of 1 °C). Assuming that the finger interruptions we observe are from

mechanical cracks in the cell, the greater plasticization of backsheets may be a contributing factor

to the delayed formation of finger interrupts we observe in GB modules at high humidities. Future

studies aimed at colocation of module stresses and water content across environmental conditions

and bills of material should be undertaken to investigate this moisture-driven mechanism of

mechanical failure in modules.

3.4.2 A Mode of Series Resistance Increase Unique to Glass-Backsheet

Background series resistance increases in uninterrupted cell regions are nearly twice as

severe in GB modules than GG at the most aggressive humidity condition. Possible explanations

for this result include faster moisture ingress through the backsheet leading to earlier degradation

by the same mode, or a unique degradation mode between the backsheet and the cell which is

not present in the GG modules. The moisture content at the back side of GB modules reaches

saturation a full 500 hours earlier than GG at 85 °C. Even when accounting for this offset (for

example comparing GB week 3 to GG week 6) the series resistance of GB modules remains

higher, suggesting that the difference in time to water saturation is not a sufficient explanation

for this issue (Figure 3.6h). In fact, the series resistance of our GG modules does not show

much sensitivity to humidity at all, displaying essentially the same power loss from background

resistance in 0% RH and 85% RH conditions at 85 °C (Figure 3.6h). In all scenarios, the front side

of GB and GG modules should have identical moisture exposure. Together these observations

implicate moisture as a reactant in some form of back-contact degradation mode unique to GB

modules with Al-BSF cells. Future work is needed to check for a similar degradation mode in

passivated emitter rear contact (PERC) cells in GB modules.

40



3.4.3 Tailoring Module Packaging to Deployed Environment

The durability of the GG modules in this study is limited by finger interruptions, and the

durability of GB modules by background Rs issues at high humidities. The results would suggest

that GB modules would be preferred in drier climates, while GG modules would be best suited for

humid climates. This stands in contrast to the conventional wisdom that a ”breathable” backsheet

is preferred in humid environments to allow moisture and acetic acid generated from EVA

hydrolysis to escape the module [38, 19]. Modern cells with newer solder paste formulations

may be less susceptible to contact corrosion via acetic acid, as demonstrated by the invariance of

the Rs of the GG modules in this study to humidity and the absence of corrosion byproducts in

Raman measurements. This is encouraging, as the market share of GG modules is projected to

increase due to growing interest from grid installers in bifacial modules [72]. Further efforts to

reduce cracking in GG modules are needed. Given that the majority of GG cracks originate at

the busbar, technologies that aim to either reduce thermal stresses at the busbar during soldering

[73] or to implement interconnect that avoid busbars altogether could be of interest.

3.5 Conclusion

We have shown that moisture can be accessed as a dimension in correlative studies

of module durability. Two primary modes of cell degradation were tracked during durability

testing using correlative imaging - finger interruptions and ”background” series resistance.

Finger interruptions occurred earlier in glass-glass modules than in glass-backsheet, and at drier

conditions regardless of module architecture. Interrupts in glass-backsheet modules formed in

drier parts of the module.

Background series resistance shows a strong sensitivity to humidity in glass-backsheet

modules, in which raising relative humidity at 85 °C from 0 to 85% RH doubled the efficiency

loss attributed specifically to this degradation mode (from 4 to 8% relative after 2500 hours). In

contrast, we find that modern glass-glass modules are resilient to humidity-driven increases in
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series resistance. The performance of glass-glass modules is primarily limited by mechanical

failures in the cell. To improve the operating lifespan of fielded modules, it will be important to

understand the influence mechanical stress has on module durability.

Future WaRD-informed studies on fielded modules or in a fluctuating test environment

designed to generate moisture gradients within the module may reveal further local influences of

water on silicon module durability.
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Part II

Aligning Sequential, Multimodal, Spatial

Measurements of Anisotropic Samples
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Drawing correlations such as structure-property relationships is integral to the study

of materials. To this end, studies that combine spatially-resolved characterization by multiple

modalities can offer strong explanatory power, correlating physical or functional properties at the

local level. In particular, the growth in capabilities of and access to synchrotron facilities around

the world has enabled novel multi-modal studies on materials ranging from biological samples[74,

75, 76] to next-generation photovoltaic materials.[77, 78, 79, 80, 81, 82, 83] Extracting scientific

insights from these correlative datasets requires careful consideration of the mode-specific,

and often non-overlapping, sampling volume used in the correlative microscopy. Here we

describe a ray-tracing method that accounts for the finite extent and roughness of thin films and

nanomaterials, creating a first approximation of the probe-sample interaction for each modality

that tightens correlations in multi-modal nanoprobe characterization.

The correlations in multimodal microscopy data, e.g. generated by synchrotrons, can

be systematically reduced by geometric factors and local probe-sample interactions. For exam-

ple, matrix effects can alter X-ray fluorescence (XRF) measurements, where the path length

of both incident and fluoresced photons within the sample can selectively attenuate a given

element’s signal recorded at the detector. [84, 85, 81] Geometric factors can be significant in

the study of samples anisotropic in either morphology or composition, such as porous battery

electrodes[86, 87], catalysts [88, 89], standalone single-crystals [78], biological cells [90], or

patterned semiconductor devices [91]. Furthermore, these factors compound when relating

multiple measurements of a sample. Whether acquired in a synchronous correlative microscopy

approach or via sequential measurements, each mode of data is subject to unique geometric

effects determined by instrument geometry and sample properties.

Here, we encounter the problem of correlating sequential measurements in studying the

interplay of structure, composition, and optoelectronic behavior of europium-doped CsPbBr3

halide perovskite. Halide perovskites are an emergent class of materials potentially suitable

for most optoelectronic applications. Their intrinsic properties are commensurate with opto-

electronic figures of merit, as they exhibit large absorption coefficients with sharp onsets, high
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photoluminescent yields, tunable bandgaps, long carrier lifetimes, and low intrinsic trap densities.

[92, 93, 94, 95, 96] This, in conjunction with their facile, solution-based fabrication methods

and wide-ranging flexibility in chemical composition, has made perovskites attractive candidates

in the development of light-emitting diodes, lasers, phosphors, detectors, and indoor and outdoor

photovoltaic cells. [97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112]

Halide perovskite materials possess the ABX3 structure, where the chemical species

on each of the A-, B-, and X- sites can be varied and mixed (within the bounds of structural

formability guided by the Goldschmidt tolerance factor and related heuristics) to modulate the

material’s properties.[113, 114, 115] The composition of each site has been under investigation,

but typically consists of either an organic (methylammonium or formamidinium) or inorganic

(Cs) A-site, a divalent B-site (most often Pb), and a halide at the X-site (Br, Cl, I). Inorganic

halide perovskites, most commonly of composition CsPbX3, have been of particular interest for

their stability against environmental stresses. [110, 116, 109, 117] Variation of the X-site from

chlorine to bromine to iodine adjusts the bandgap across the visible spectrum while preserving

high photoluminescence quantum yields and narrow emission line widths.[118] The addition

of lanthanide ions to CsPbX3 perovskites improves the photoluminescent yields even further,

extends the possible emission range into the near-infrared, and in some cases enables new physics

within the material as a divalent 2+/3+ or aliovalent 3+ dopant at the B-site. [119, 120, 121, 122]

Of the lanthanide additives, europium has shown especially promising improvements

to performance of both organic and inorganic perovskites. Europium-containing inorganic per-

ovskite quantum dots display blue, green, and red emission with photoluminescent yields up to

90%, the red emission arising from quantum cutting between the host lattice and Eu3+.[123, 117]

Strong excitonic binding in these quantum dots makes their PL yield less sensitive to particle

size and morphology, allowing bright particles to be formed even within glass melts. [99]

Solar cells fabricated with europium additives to the hybrid MAPbI3 and inorganic CsPbI3

and CsPbI2Br perovskite absorbers displayed increased power conversion efficiency and sta-

bility under conditions ranging from exposure to ambient atmosphere to prolonged one-sun
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illumination.[121, 116, 124, 125] The improvement in stability has been ascribed to strain-

induced stabilization of the kinetically-trapped photoactive perovskite phase and the suppression

of ionic defects via “redox shuttling” between Eu2+ and Eu2+ ions. Existing literature has

established both the benefits of europium to perovskites, as well as proposed the mechanisms by

which some of these benefits are conferred. Incorporation of Eu onto the lattice in place of lead,

its mitigation of deleterious redox reactions, and its influence on microstrain have been attributed

to improving the optoelectronic and stability properties of perovskite devices.[121, 116] In the

following chapters, we leverage high-resolution mapping techniques to evaluate these hypoth-

esized mechanisms at the nanoscale. Once the various datasets capturing spatial microstrain,

composition, and photoluminescence are in hand, I develop a ray-tracing workflow to enable a

faithful correlation across datasets. Each of the raw datasets are subject to unique sample-probe

interactions and measurement geometries, making a simple pixel-to-pixel correlation innacurate

as the sampling volume at each pixel differs across datasets. The ray-tracing approach quantifies

these sampling volumes, with which we mutually convolve the datasets to compare equivalent

sampling volumes. This treatment improves the accuracy of fluorescence data and clarifies

relationships between microstrain, composition, and optoelectronics in Eu:CsPbBr3.
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Chapter 4

Europium Addition Reduces Local Struc-
tural Disorder and Enhances Photolumi-
nescent Yield in Perovskite CsPbBr3

4.1 Introduction

In this study, we use synchrotron nanoprobe X-Ray Diffraction (nXRD) and Fluorescence

(nXRF) mapping to investigate the nanoscale stoichiometry and microstructure of CsPbBr3

crystal films with nominal 5% Eu2+ addition. Using micro-photoluminescence, we correlate the

photoluminescence (PL) to local elemental composition and strain distribution. We find that

Eu addition clearly improves PL yield and line width with a minor blue-shift to the bandgap.

This improved PL is ascribed to a reduction in microstrain seen by nXRD, which along with

heterogeneity in europium content seen by nXRF indicates that the presence of europium changes

the crystallization process. Finally, the stability of CsPbBr3 under sustained hard x-ray dosage is

greatly improved with the addition of europium. Our work sheds light on the local influence of

europium on the structural and optoelectronic properties of perovskites, further supporting this

class of materials as an encouraging prospect for use in applications ranging from light emission

to high-energy photon detection.
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4.2 Experimental Methods

4.2.1 Sample Synthesis

Substrates were cleaned via a series of sonication and rinse steps as follows: sonication

in 2 vol% Hellmanex in DI water for 15 min, rinse with DI water, sonication in DI water for

15 minutes, rinse with DI water, sonication in IPA for 15 min, sonication in acetone for 15

min, rinse with IPA, then dried. 0.33 M precursor solution (molar ratios of 1:1 CsBr:PbBr2 for

CsPbBr3, and 1:0.95:0.05 CsBr:PbBr2:EuBr2 for Eu:CsPbBr3 samples) was made in DMSO

inside a nitrogen glovebox. The solution was heated to 120°C and mixed by vortexing until all

solids dissolved. The clean substrates were plasma-treated for 10 mins, in air at 200 mbar. The

PDMS stamps were preheated on a hotplate at 150°C. 40uL of precursor solution was dropped

on the substrate. The substrate was spun for 10 seconds at 500 rpm (accelerated at 500 rpm/s),

then put upside down on the PDMS and pressed with tweezer for 5 minutes. Then the substrate

was removed from the PDMS, flipped over and heated for another 2 minutes at 150°C.

4.2.2 Inductively-Coupled Plasma Mass Spectrometry

The relative molar ratios of Eu, Pb and Cs were measured using a Thermo Scientific

iCAP RQ ICP-MS. The as-grown crystals were scraped off the substrates and dissolved in 2%

analytical grade nitric acid in preparation for the measurement.

4.2.3 Benchtop X-Ray Diffraction

The XRD of the samples was acquired on a Rigaku Smartlab with 0.02 degrees per step

from 10° to 50° with 2mm slit in parallel beam mode. Samples were measured on directly on the

substrate they were synthesized on.

4.2.4 Synchrotron X-Ray Fluorescence and X-Ray Diffraction

Nano-XRF and nano-XRD were both acquired at the 26-ID-C beamline at the Center

for Nanoscale Materials and the Advanced Photon Source at Argonne National Laboratory,
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using a focused 10 keV x-ray beam. d-spacing was determined precisely by performing a

spatially-resolved rocking curve, where the incident and detector angles were held constant while

the sample theta was rotated. The 2D scattering detector was calibrated by measurement of a

powder silicon reference sample. This procedure enables complete reconstruction of the 3D

scattering vector at each point, which allows us to know not only the magnitude of the scattering

(d-spacing), but the direction of scattering (relative lattice tilt). Additionally, the peak width of

overall scattering intensity vs sample theta is fit to provide a measure of local structural disorder.

XRF readings were corrected for attenuation of both the incident and fluoresced x-rays, using

the nominal stoichiometry (5% Eu:CsPbBr3 or pristine CsPbBr3) and a density of 4.42 g/cm3

to approximate the X-ray attenuation coefficient of the sample. In addition to the attenuation

coefficient, the optical path length of both the incident and fluoresced photons was approximated

using a ray-tracing approach, where the incident beam and detector orientations are known

from the measurement geometry, and the 3-d sample morphology is approximated using the

white-light interferometry thickness map under the assumption that no voids exist within the

sample. This treatment, along with a detector calibration using NIST XRF standards (NBS1832,

NBS1833) normalizes the measured fluorescence to remove hardware and sample attenuation

effects and enable quantitative analysis.

4.2.5 Thickness Measurement

The topography of the crystals was measured with a Filmetrics Profilm3D in White Light

Interferometry mode with 50x magnification, at a nominal lateral resolution of 0.1 µm and a

vertical resolution of 0.1 nm.

4.2.6 X-Ray Photoelectron Spectroscopy (XPS)

XPS spectra were acquired using a Kratos Analytical AXIS Supra equipped with a

monochromatic Al K-alpha x-ray source at the UC Irvine Materials Research Institute. Measure-

ments were taken at 0° and 70° angles of incidence, acquired with a 20 eV pass energy at 0.1 eV
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steps with 100 ms dwell time. Spectra were background corrected using a Shirley background,

aligned in energy using adventitious carbon, corrected by the instrument and element specific

sensitivity factors (2.467 for Eu 3d, 8.329 for Pb 4f), and peaks were fit by Voigt line shapes to

find peak areas.

4.2.7 Micro-Photoluminescence

Photoluminescence maps were taken using a Renishaw Raman/microPL tool with a

514nm excitation laser, 600 mm grating, 0.5s dwell time and 0.05% power. The photolumines-

cence peak position, intensity, and FWHM were extracted by a single-Gaussian fitting of the raw

data.

4.3 Results and Discussion

We fabricated CsPbBr3 crystals with and without 5% EuBr2 (mol fraction with respect to

the B-site) added to the precursor solution on quartz substrates, using a previously-established

PDMS stamping method during annealing.[126] This fabrication approach results in isolated

thin-film crystals typically 1 -2 µm thick and 20-30 µm wide. Inductively-Coupled Plasma Mass

Spectrometry (ICP-MS) found the average Eu mol fraction in the Eu:CsPbBr3 samples to be

4.8%, near the nominal 5% (Table S1). Benchtop XRD confirms that both crystals with 5%

mol EuBr2 added (Eu:CsPbBr3) and pristine CsPbBr3 crystals form in the room-temperature

orthorhombic phase (Pnma, ICSD #97851) (Figure 4.1a). The Eu:CsPbBr3 crystals show less

texture than the CsPbBr3, as the benchtop diffraction pattern clearly shows the Eu:CsPbBr3

microcrystals exhibit a wider range of orientations. We do not observe a shift in the diffraction

peaks upon addition of 5 mol% Eu2+. This is not unexpected, as the ionic radii for octahedrally-

coordinated Eu2+ and Pb2+ cations are similar at 117 and 119 pm, respectively.[127]Previous

reports have shown europium to have varying effects on the lattice parameter of perovskites,

though there is consensus that europium can be incorporated into the perovskite crystal structure

at moderate loadings with little to no effect on the lattice parameter.[111, 121, 116] For example,
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Wang et al. showed that, in methylammonium lead iodide, increasing europium loading does

not affect the diffraction peak positions until 4.8 mol%, at which point they observe a peak shift

indicating an increased lattice parameter.

4.3.1 Nano-Diffraction Shows Reduced Structural Disorder

To better understand the crystals’ microstructure, synchrotron-based scanning nano-X-

Ray Diffraction (nXRD) measurements were carried out on select individual crystals from each

sample type. This technique rasters a 60-nm full-width half-maximum (FWHM) monochromatic

X-ray probe across the sample and uses a 2D panel detector to collect the scattering produced at

each point, generating a rich, nanoscale map of the structural properties.[79] nXRD is highly

sensitive both in terms of detection limit and spatial resolving power. Minority crystal orientations

and phases barely present or undetectable in benchtop XRD data can often be seen clearly in

nXRD, although the total area sampled is limited currently to several 100s µm2. Coupled with

supporting characterization, from nXRD we obtain unique insights into the microstructural

behavior of europium in CsPbBr3.

The nXRD reveals that, unlike the CsPbBr3, the individual Eu:CsPbBr3 “crystals” are, in

fact, multicrystalline, with crystallites diffracting from multiple orientations present across the

crystal area. Figure 4.1(b) shows a nanoscale map of microstrain in two exemplary crystals of

each type, showing the variation in d¬-spacing relative to the average value within the crystallite.

Only a fraction of the geometric area of the Eu:CsPbBr3 crystals diffract to a particular Bragg

angle. The Eu:CsPbBr3 remain fully crystalline, but other orientations account for the diffraction

from areas of the crystal in white in Fig 1 (b). In the case of the pristine samples, one orientation

is dominant and expressed across the entire crystal area (Figure 4.1b). This suggests that the

addition of europium to CsPbBr3 precursors alters the crystallization process and promotes the

formation of smaller crystalline domains. As can be seen from the scanning nano-diffraction, the

strain state varies substantially within individual domains, with much higher levels of microstrain

in the pristine CsPbBr3. The intensity of color in Figure 4.1b indicates the local deviation in
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Figure 4.1. Europium Reduces Microstrain in CsPbBr3: (a) Benchtop XRD patterns of CsPbBr3
and Eu:CsPbBr3 samples. Peaks are indexed to the orthorhombic phase, with peaks arising from
EuBr2 precursor (’o’) and Pt from the fiducial marks present on the substrate (’+’) indicated.
(b) Spatial distribution of relative d-spacing in two crystals of each sample type obtained by
synchrotron nano-XRD. (c) Overall distributions of strain, diffraction peak width, and out-of-
plane lattice tilt in the CsPbBr3 and Eu:CsPbBr3 samples, including all measured data (additional
data shown in the SI).

d-spacing relative to the average d-spacing observed across the crystal area. These deviations

contribute on aggregate to the microstrain seen in a benchtop measurement. The Eu:CsPbBr3

sample exhibits less microstrain than the CsPbBr3 sample. Furthermore, the gradient of d-spacing

(how fast the color changes in Figure 4.1b) across the Eu:CsPbBr3 crystals is lower in magnitude

than in CsPbBr3, meaning that the strain state is more homogenous across these samples with

smaller absolute values. This finding is summarized in the boxplots at the top of Figure 4.1c,

where the distribution of d-spacing variation is narrower for Eu:CsPbBr3. Note that while we

can confidently observe microstrain, we have not reported the absolute strain value. For the
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polycrystals, reporting an absolute strain by just one orientation may give an incomplete picture.

However, we see a clear reduction in the overall microstrain of crystals containing europium. The

Eu:CsPbBr3 crystals also display a lower degree of mosaicity, i.e., less tilting of the lattice across

each crystalline domain, and reduced rocking curve full-width half-maximum (Figure 4.1c).

The reduced rocking curve FWHM indicates reduced structural disorder within the nanoscopic

X-ray probe interaction volume. Peak broadening can signal multiple structural phenomenon,

such as lattice defects (dislocations, interstitials, etc.), mosaicity, varying strain state, or small

diffracting domains.[128] We do not expect much domain-size broadening here as the planar

area of our diffracting domains are tens of microns across, and the thicknesses associated with

domain-size broadening (¡100 nm) would imply unlikely domains with extremely high aspect

ratios. This leaves us to conclude that the broadening we observe consists of lattice defects and

the already identified mosaicity and strain variation in our sample. On the whole, the nXRD

paints an interesting picture of europium’s impact on the CsPbBr3 microstructure: we find

evident polycrystallinity and decrease in texture, indicating a reduction in crystallographic order

at long length scales (microns), but also improvement of short- to medium-range structural order,

including reduced structural defect density and mosaicity. Only small amounts of second phases,

which we attribute to unreacted precursors, can be seen via nXRD and are primarily located

around the perimeter of the crystals. We identify these as EuBr2 and PbBr2, though the proximity

of reflections from these phases in reciprocal space makes assignment in nXRD difficult. In

the Eu:CsPbBr3 samples, the benchtop XRD (taken before the nXRD) clearly shows EuBr2,

implying that this EuBr2 is unreacted precursor rather than a degradation product. In the case

of the europium-free CsPbBr3 samples we can confidently assign the precursor diffraction to

PbBr2.
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Figure 4.2. Europium is Heterogeneously Incorporated into CsPbBr3: (a) Implied europium
B-site occupancy as measured by synchrotron nano-XRF microscopy. The average is indicated
below each crystal. (b) Thickness images corresponding to the crystals above. Scale bar is shared
between (a) and (b). (c) Eu 3d and (d) Pb 4f XPS spectra, taken at normal (green) and grazing
angles of incidence (orange). (e) The ratios between Eu oxidation states, and between Eu and Pb
content, from the above XPS spectra.

4.3.2 Composition and Surface Chemistry of Eu:CsPbBr3 Crystals

Europium is Heterogeneously Incorporated

Nano-X-Ray Fluorescence (nXRF) microscopy reveals that the local B-site stoichiometry

varies spatially across all Eu:CsPbBr3 samples, from trace amounts up to local concentrations

of 10% Eu (Figure 4.2a). With detection of only minor amounts of EuBr2 in these samples

and no clear evidence of other impurity phases from benchtop or nXRD, we evaluate B-site

stoichiometry in terms of the implied Eu B-site occupancy MEu/(MEu+MPb), where M is the

areal molar concentration (mol/cm2) of the chemical species, and all europium and lead ions

are assumed to be incorporated into the perovskite lattice. Note that these values are in areal

concentration – nXRF provides compositional quantification integrated along the beam path, in

this case integrating through the vertical dimension of the film. Eu-occupancy peaks as high

as 10% at the crystal center, then decays to trace levels towards the crystal edges (Figure 4.2a).

The average content is about 2-2.5%, somewhat lower than the ICP-MS value of 4.8%. Unlike

nXRF, ICP-MS averages over the total contents of the substrate, implying that either our nXRF
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sample size is too small to capture the true average Eu-occupancy, or that residual Eu species

are present on the substrate outside of the perovskite after fabrication. The latter seems to be

true in our case given that we observe unreacted EuBr2 around the crystals by both benchtop

XRD and nXRD. This 2.5% measured Eu occupancy is consistent with our lack of any observed

diffraction peak shifts, as seen at similar concentrations in Eu:MAPbI3. [31] The Eu:CsPbBr3

crystals are thinner in the center, as measured by white-light interferometry (Figure 4.2b), with

larger concentrations of europium being present in these thinner regions. The CsPbBr3 crystals

do not have this thin-center morphology and are generally thicker than their europium-containing

counterparts.

The Crystal Surfaces are Rich in Europium

To better understand the chemistry and distribution of Eu in the crystals, we conducted

angle-dependent XPS measurements. The spectra were collected at 0° and 70° angles of

incidence to probe depth-dependent variations in chemical composition and oxidation state

within the first few nanometers of the crystal surface. The Eu 3d and Pb 4f spectra are shown in

Figure 4.2c-d. Focusing on the Eu 3d spectra, we see doublets corresponding to both Eu2+ and

Eu2+.[129] Notably, we introduce only Eu(II), whereas most previous reports introduce the more

common Eu(III). The chemistry in the thin film crystals is in the end similar to previous reports,

where we find a coexistence of Eu2+/Eu2+ oxidation states within the sample.[111, 121] The

population of Eu2+ may be slightly higher at the surface (Figure 4.2e) based upon the increase

seen when moving from normal to grazing incidence. We note that these peak ratios qualitatively

rather than quantitatively reflect the relative population of the species, given the unknown depth

distribution and the heterogeneity evident in the sample. The Pb 4f spectra in Figure 4.2d reveal

the appearance of a high-binding energy peak in the surface-sensitive 70° spectrum, consistent

with the native oxide of lead.[130] Figure 4.2e also shows that the implied Eu B-site fraction at

the surface is Eu-rich, reaching 80%, as derived from the XPS after accounting for the spectral

relative sensitivity factors (RSF). This evident surface enrichment, in conjunction with the nXRD
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identification of unreacted EuBr2 precursor primarily around the edge of the crystal, suggests

that at least a portion of the europium added during synthesis segregates to the outer crystal

surfaces. Even so, the numbers point to a significant degree of europium incorporation within

the bulk crystal. If the first 5 nanometers of the micron-thick crystals have 80% Eu-occupancy as

measured by XPS, the bulk crystal would still need to have an average 1.6% Eu-occupancy to

yield the thickness-integrated 2% value detected by nXRF. This presents just a 25% error in the

bulk europium loading determined by nXRF and maintains the observation that the bulk of the

Eu:CsPbBr3 crystals are rich in europium while maintaining the perovskite phase.

4.3.3 Photoluminescence Intensity Increases with Europium Addition

Figure 4.3. Europium Blueshifts and Brightens Photoluminescence in CsPbBr3: Photolumi-
nescence behavior. a) Maps of photoluminescence intensity, peak emission wavelength, and
emission full-width half-max for representative Eu:CsPbBr3 crystals (left) and CsPbBr3 (right).
b) Overall distributions of the fitted photoluminescence parameters from (a).

Eu:CsPbBr3 crystals display superior photoluminescence properties with respect to their

pristine counterparts. Figure 4.3a shows micro-photoluminescence maps of the intensity (top

row), peak wavelength of emission (middle row), and FWHM (bottom row) for the Eu:CsPbBr3

(left) and CsPbBr3 crystals (right). The Eu:CsPbBr3 crystals show brighter photoluminescence

(PL) on average, with roughly 2x higher intensity as seen in the summary box plot of Figure 4.33b.

The Eu:CsPbBr3 crystals show strong luminescence from much of the crystal area, while the
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CsPbBr3 crystals show strong edge-to-center variation with the edges being substantially brighter

than the central regions of the crystal. The emission spectra of Eu:CsPbBr3 are blue-shifted by

about 5 nm on average and have lower FWHM relative to CsPbBr3. These changes suggest that

Eu incorporation improves the optoelectronic quality of in the perovskite by reducing shallow trap

states that would serve to broaden the emission spectrum and reduce band-to-band recombination.

Where the Eu:CsPbBr3 crystals show relatively uniform emission spectrum across the area of

the crystal, the CsPbBr3 crystals show a chaotic distribution of red- and blue-shifted regions.

This varying distribution of emission point-to-point ( 4.6 nm standard deviation) echoes the

substantial variations in strain seen in the pristine crystals (Figure 4.1b). This is consistent

with our previously reported finding that local strain leads directly to luminescence peaks

shifts in CsPbBr3.[130] Both crystal chemistries display an edge-to-center variation in emission

wavelength, though the direction of these trends are reversed – the edges are redshifted in

Eu:CsPbBr3, but blue-shifted in CsPbBr3. The redshift towards the edges in europium containing

samples is further evidence that europium incorporation lowers the emission wavelength, given

that nXRF shows Eu-occupancy to decrease from center to edge.

4.3.4 Stability Under X-Rays

The incorporation of Eu dramatically improves the radiation hardness of the crystal, a

key criterion for application in high-energy particle detection or in extreme environments. The

structural stability of Eu:CsPbBr3 and CsPbBr3 crystals was examined under continuous 10 keV

hard x-ray exposure at 1.9 x 1021 photons/cm2 /s. Waterfall plots of the time-resolved diffraction

during X-ray exposure are shown in Figure 4.4a for Eu:CsPbBr3 (top) and CsPbBr3 (bottom). The

CsPbBr3 shows significant structural degradation. The strongest diffraction peak at 3.3Å-1 in the

CsPbBr3 sample shifts to higher diffraction angles during the beam exposure, a “lattice collapse”

mode of structural integrity loss we commonly observe when exposing sensitive perovskites to

high doses of focused hard x-rays.[130] Loss of crystallographic structure can manifest in peak

shifts, as severed atomic bonds cause d-spacings to change, and in peak intensity loss, as portions
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Figure 4.4. Europium Improves X-Ray Hardness of CsPbBr3: (a) Waterfall plots of diffraction
patterns of Eu:CsPbBr3 and CsPbBr3 crystals exposed to sustained focused hard x-rays for 5
minutes. Diffracting phases are indexed by tick marks above the plots. (b) Statistical correlation
over time between the images of the diffraction patterns collected by the area detector, corre-
sponding to the waterfall plots in (a).

of the diffracting domain become disordered. Pearson correlation of the time-resolved area

diffraction images to the initial image takes both of these degradation signatures into account

and shows that europium imparts much greater structural stability and radiation hardness to

the crystal (Figure 4.4b). Some minor instability remains even in the Eu:CsPbBr3 – we note

that a peak splitting of the 3.3Å-1 peak persists after 100s exposure (Figure 4.4a). Despite its

multicrystallinity, the reduced microscopic structural disorder in Eu:CsPbBr3 dominates overall

to improve x-ray hardness.

4.3.5 Discussion

Our results make clear that europium addition has a pronounced effect on the nucleation

and growth of CsPbBr3 crystals. Based on the heightened europium content at the crystal

centers it seems as though europium clustering may act as a seed for nucleation and encour-

age polycrystallinity. Additionally, XPS shows that europium is enriched at the surface. It is

possible that europium-rich surface layers are acting as a passivation layer for the perovskite

crystals. In looking towards device applications requiring charge extraction, such as photo-
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voltaics or optical sensors, the increased polycrystallinity concomitant with europium addition

may reduce device performance by hindering long range charge transport. If columnar grain

structures can be maintained, such devices may still produce enhanced performance. Various

literature reports, including successful solar cell fabrication with Eu:CsPbBr3, suggest that the

growth kinetics of europium in perovskites can be overcome to yield performant optoelectronic

devices.[111, 121, 124] As in our findings, europium-containing perovskite solar cells are con-

sistently reported to have reduced grain sizes and improved stability against illumination or

environmental stresses. Further work investigating the role of europium in perovskite synthesis

kinetics is needed to establish methods for increasing crystalline domain size while preserving

improved optoelectronic and microstructural quality. Finally, though we have investigated the

local role of europium in an inorganic perovskite, a wide range of halide perovskites incorpo-

rating lanthanides in quantum dots and thin films have been shown.[119, 122, 123] The bulk

behavior of devices under study is generally of greatest interest and the figure of merit, but may

overlook key aspects of local interactions between the ionic species of the additive and the host

lattice, whether from elemental segregation, microstrain, or simply deviation between nominal

and actual loadings of additives in strongly performing samples. Microscopic understanding

of the compositions and structure must be established to understand their true tradeoffs and

implications, especially for long-term device stability.

4.4 Conclusion

We investigate the microstructural underpinnings of the enhancements brought by eu-

ropium addition to perovskite optoelectronics. The electronic quality of Eu:CsPbBr3 is improved

to yield an increased fraction of band-to-band recombination and fewer shallow traps, as ev-

idenced by the increase in photoluminescence intensity and decrease in emission bandwidth.

We use scanning X-ray nano-diffraction to show that these improved emission characteristics

appear correlated to a reduction in microstrain at the nanoscale. Despite having a multicrystalline
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microstructure, the europium-added samples have less microstrain and exhibit less mosaicity

than pristine CsPbBr3. The reduced nanoscopic structural disorder corresponds with greatly

improved radiation hardness of Eu:CsPbBr3. The improved luminescence yield and increased

stability make Eu addition a promising strategy for the engineering reliable photodetectors across

the electromagnetic spectrum, including X-ray and gamma-ray detectors - an application for

which inorganic perovskites have shown significant promise.[131]
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Chapter 5

Accounting for Sample Morphology in
Correlative X-ray Microscopy via Ray
Tracing

5.1 Introduction

A variety of modeling tools are available for simulating the beam propagation to the

sample plane in synchrotron experiments built on top of ray-tracing solvers, of which SHADOW

(currently SHADOW3) is most widely used.[132, 133, 134] Though these tools give an accurate

estimate of the beam profile at the sample plane, a critical missing component for the experimen-

talist is simulating the propagation of this beam through a heterogeneous sample and subsequent

signal generation. No available tools to our knowledge address the issue of spatially-variant

probe-sample interactions. To address this challenge, we present a morphology-informed ray

tracing approach to simulate probe-sample interactions in raster scanning measurements, allow-

ing for a first approximation of matrix effects and spatial correlation of the data acquired across

scanning synchrotron-based and optical microscopy setups. As a demonstrative example we

analyze structure-function correlations in sequential microscopy data acquired for a Eu:CsPbBr3

halide perovskite thin film crystal [126] in three distinct measurement modes, each with its own

measurement geometry: nanoprobe X-ray diffraction (nXRD), nanoprobe X-ray fluorescence

(nXRF), and normal-incidence confocal micro-photoluminescence (µPL) [78]. First, we estab-
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lish a three-dimensional (3D) model of our sample with nanoscopic accuracy using 3D optical

profilometry. Next, each measurement geometry is defined for simulation by the orientation of

the incident photon probe, sample, and involved detectors. We then perform ray tracing of the

X-ray beam propagation within our sample, accounting for attenuation of incident and detected

photons within the sample. Ray tracing generates a “sample point-spread function” (sPSF) that

encodes the weighted contribution of sample volume to the signal recorded at the detector during

each mode of measurement (i.e., scattering and fluorescence). By accounting for local geometric

effects in our measurements, we correct the nXRF and nXRD data for attenuation and improve

the precision of the spatial correlation across our three modalities. Such precise assessment of

sampling volume and matrix effects in correlative measurements will be increasingly necessary

as the volume and complexity of multimodal studies increases at upgraded and next-generation

synchrotron facilities.

5.2 Methods

5.2.1 Synchrotron X-Ray Fluorescence and X-Ray Diffraction

Nano-XRF and nano-XRD were both acquired at the 26-ID-C beamline at the Center for

Nanoscale Materials and the Advanced Photon Source at Argonne National Laboratory, using a

focused 10 keV x-ray beam (beam waist ¡200 nm). Fluorescence maps (500 nm step size) were

acquired with the sample oriented such that the sample substrate normal is 20° off the incident

beam axis. The fluorescence detector, oriented 90° off the incident beam axis, was calibrated

using NIST XRF standards (NBS1832, NBS1833). Local d-spacing of the pseudocubic (600)

plane was determined by performing a spatially-resolved rocking curve (500 nm step size) in the

Bragg condition, where the incident and detector angles were held constant while the sample

theta was rotated in 0.25° increments. The 2D scattering detector was calibrated by measurement

of a powder silicon reference sample. This procedure enables complete reconstruction of the 3D

scattering vector at each point.

62



5.2.2 Defining the Simulation Volume

Figure 5.1. Generation of 3D Sample Volume from Profilometry Data: (a) Profilometry data of
our isolated Eu:CsPbBr3 crystal. False coloring indicates sample (green) and background (red)
regions. (b) The surface profile of the crystal (green) after removal of the background baseline
(red). (c) Three-dimensional solid body model of the crystal formed by extrusion of the green
points, along with the material properties and measurement geometry parameters required to
define the ray-tracing simulation.

The topography of the crystals was measured with a Filmetrics Profilm3D in White

Light Interferometry mode with 50x magnification at lateral resolution of 100 nm and a vertical

resolution of 0.1 nm. We construct a 3D model of our sample from this profilometry data

(Figure 5.1, detailed procedure given in the Supporting Information). The instrument geometry

is defined by the Euler angles of the incident beam and the detector axis with respect to the

sample. Our synchrotron measurements utilize a nanoprobe with a beam waist of ¡200 nm. As

such, we treat both the incident probe and signal photons as pencil beams propagating in the

directions defined by the Euler angles. The simulation mesh is generated by interpolation of

the sample model onto a mesh scaled to match the highest resolution dimension (in our case,
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the z-dimension), generating more points along the coarse lateral dimensions. The mesh is then

extended in the xy-plane to accommodate the lateral projection of the incident beam trajectory.

5.2.3 Ray Tracing

Algorithm 1: Trace an Incident Beam
Result: Beam intersection points for measurement at (x,y)

define lstep,θincident ,θdetector

z = zmax

incidenthits = [] ;

exithits = [] ;

while z ≥ 0 do

if (x,y,z) is in sample then

incidenthits.append([x,y,z]);

exithits.append(traceexitbeam(x,y,z));

end

x -= lstepcos(θincident)

z -= lstepsin(θincident)

end

return incidenthits, exithits
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Algorithm 2: Trace an Exit Beam
Result: Beam intersection points for exit ray spawned at at (x,y,z)

define lstep,θincident ,θdetector

msample = bool

exithits = [] ;

while z ≤ zmax do

if (x,y,z) is in sample then

exithits.append([x,y,z]);

end

x += lstepcos(θincident)

z += lstepsin(θincident)

end

return exithits
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Algorithm 3: Calculate Measured Signal
Result: Measured signal at (x,y) for incident photon energy Eincident and signal

photon energy Esignal

define lstep

Tincident = e−µ(Eincident)lstep

Aincident = 1−Tincident

Tsignal = e−µ(Esignal)lstep

incident = 1

signal = 0

for hit in incidenthits(x,y) do
incident *= Tincident

this signal = Aincident

for signalhit in hit do
this signal *= Tsignal

end

signal += this signal

end

return signal

For each lateral coordinate (x,y), a single ray is simulated starting from the top of the

simulation mesh (x,y,zmax). As this ray propagates along the incident direction with a step size

dstep, two events occur for each step where the ray intersects the sample: the intersection is

recorded, and a signal ray is spawned. The signal ray similarly propagates towards the detector

until z = zmax, and the total number of steps where the sample is intersected is recorded. A

schematic of one ray simulation is shown in Figure 1g. The full algorithm is formalized in

Algorithms 1,2, and3.
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5.2.4 Estimating Self Absorption

We approximate the X-ray attenuation coefficient µ within our sample for relevant

photon energies by the material’s density and nominal average elemental composition.[135] The

attenuation coefficient is applied to the intersection points tabulated during ray tracing, with

each incident ray starting with unit intensity and each signal ray starting with the intensity lost

from the incident beam in one step (Algorithm 3). The fraction of the “true” fluorescence signal

as measured for each lateral coordinate is taken to be the sum of all final signal ray intensities

at that coordinate. Measured fluorescence values are then divided by this fraction to remove

self-absorption effects. By separating the expensive ray tracing from the attenuation calculations

for each element’s signal, we quickly apply the ray tracing results to fluorescence data for

elements with different emission energies.

5.3 Results and Discussion

Correcting Fluorescence Data for Self-Absorption

We first validate our ray tracing approach by comparing simulated and measured X-ray

fluorescence signals acquired in two different sampling geometries. Simulated and measured

cesium XRF data collected from the same Eu:CsPbBr3 sample in Bragg nXRD and nXRF

geometries are shown in Figure 5.2a-f. Cesium XRF intensity is simulated by assuming that

the cesium concentration is constant across the volume of the microcrystal, a fair assumption

in our largely-single-crystalline sample.[78, 126] The simulations capture the crystal’s hopper

morphology [136] and, especially, the horizontal smearing by the beam projection in the shallow

Bragg geometry (Figure 5.2c,e). Sharper contrast in the simulated maps can be attributed to our

pencil beam assumption. This would be reduced by expanding the ray tracing model to account

for the angular distribution of incident photons defined by the zone plate numerical aperture,

finite tails of the probe shape, and the solid angle of collection of the detectors.

Ray tracing the incident and emitted photons in the X-ray fluorescence measurement
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Figure 5.2. Raytracing Simulation: Instrument geometries where nano X-ray fluorescence was
collected: (a) a correlative Bragg scattering configuration (a) and a geometry optimized for
only nano X-ray fluorescence signal, with respective simulated (c,d) and measured (e,f) cesium
fluorescence maps of the Eu:CsPbBr3 thin film crystal. (g) Single-ray example of the ray tracing
process showing the incident ray and all collected signal rays. (h) Distribution of raw, thin-film
corrected[13], and ray-trace corrected molar ratios measured in the fluorescence-optimized
geometry. The dashed vertical line shows the nominal composition ratio.

enables correction for self-absorption.[137, 138] The degree to which the raw fluorescence data

is affected by self-absorption depends on the sample composition and the path length of photons

within the sample (Figure 5.3). West et al. formalized an effective process for self-absorption

correction in planar thin-film samples, where these path lengths are well defined.[81] The

geometric assumptions made in their process do not apply to our rough, anisotropic crystal. By

raytracing, we extend the analysis of West et al., accounting for varying path lengths across the

sample. The molar ratios of the major components in our perovskite microcrystal converge to the
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Figure 5.3. Effect of Path Length on Self-Absorption Correction of Fluorescence Signal: (a)
The fraction of fluorescence signal transmitted through our perovskite sample to the detector
for optical path lengths ranging from 0.1 to 10 µm. Emission energies for the four elements
of interest in our sample are indicated. (b) A histogram of fluorescence signal path lengths as
recorded from ray tracing in the nXRF geometry. The three overlaying traces indicate the degree
to which molar ratios between majority elemental species in our sample are skewed in the raw
fluorescence data as a function of signal path length.

expected stoichiometry after correction by our ray tracing approach ( 5.2g). The distribution tails

are also reduced, as lateral variations in self-absorption (from the position of the fluorescence
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detector to the left of the sample) are corrected. We note that our quantification of bromine

content is made using the BrLα line, the low signal of which contributes to broad distributions of

molar ratios involving bromine.

5.3.1 Accounting for Geometric Differences via Convolution

Figure 5.4. Example Sample Point-Spread Function: Local sample point-spread function (sPSF)
for two points on the sample, marked in (a), are shown in (b) and (c).

Ray tracing returns not only the relative signal measured for each pixel in our spatial

dataset, but the points in the sample from which that signal is generated. The ray-tracing

simulation assembles a rank five tensor where each coordinate (x,y) holds the local sample

point-spread function sPSF(x,y,z), a sparse 3D mask encoding the weighted contribution of

each point in the sample to the total signal recorded at the detector for coordinate (x,y). As

the nXRF, nXRD, and µ-PL data are sampled only in the two lateral dimensions in the plane

of the thin film crystal (all signal generated in the dept of the sample is projected into 2D), we
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integrate the sPSF along the Z-direction. Examples of local sPSF’s from the nXRD geometry

are shown in Figure 5.4. In our case, we measured our perovskite crystal sequentially in three

mapping measurements: nXRD, nXRF, and µPL. sPSFs were determined for the nXRD and

nXRF geometries. The µPL sPSF sPSF was set to the identity matrix, as the optical path of

the confocal microscope used is normal to the sample and incurs no lateral projection. We can

use the resulting rank four tensor, which describes local 2D convolution, to better analyze the

correlations between our 2D mapping data from different modalities. Even perfectly registered

maps encode information from different sample volumes owing to the geometry differences and

the differing light-matter interactions at hand with the change in photon energies. The raytraced

sPSF enables a more precise comparison across multiple measurements with varied interaction

volumes.

All raw measured data can be thought of as a convolution of the true sample nature by

the sPSF. Deconvolution of the sPSF from the raw data would recover the map of the sample

properties at the highest sampling resolution. In practice, the noise level of experimental data

prohibits a deconvolution approach. This issue is further exacerbated by the spatially-variant

nature of our PSF. Existing algorithms for spatially-variant deconvolution hinge on finding

sections with multiple constant-PSF chunks, whether by recovering the image in sections with

constant PSFs and stitching or by decomposing the spatially-variant PSF into eigenfunctions

and continuously varying their eigenvalues across the image area [139, 140, 141, 142]. These

methods may be applicable for samples with periodic features and thus a small number of

unique local PSFs, but for general cases these algorithms may not suffice. A simpler (albeit less

satisfying) approach to reconcile sampling volume differences across datasets is to convolve each

dataset by the sPSF of the others (Figure 5.5a). Though the spatial resolution of each individual

image is reduced, the total data is now equivalently convolved and can be compared pixelwise.

Applied to our nXRF, nXRD, and µPL datasets, this forward convolution treatment reveals

local correlation of composition, microstructure, and optoelectronic quality across a microstrain

gradient observed in the nXRD (Figure 5.5b). Note that, applied to 2D data like ours, the sample
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Figure 5.5. Convolution of Measurement Modalities by Sample Point-Spread Functions: (a)
Convolution of each of the nano X-ray diffraction (nXRD), micro photoluminescence (µPL), and
nano X-ray fluorescence (nXRF) data by the sample point-spread functions (sPSF) from the other
data geometries yields equivalently convolved images. (b) Pixelwise correlation of the d-spacing
from nXRD and the µPL full-width half-maximum (FWHM) with the local europium content
from nXRF along the vertical lines in (a). Linear fits (solid lines) and associated R-squared
values are shown for each correlation both before (left) and after (right) convolution. The shading
represents 95% prediction intervals.

information is implicitly compressed into the two lateral dimensions despite rays being traced in

three dimensions. This shortcoming continues to wane as advanced techniques and dedicated

hardware capable of resolving material structure [143, 144, 145, 146, 147, 148, 149, 150] and
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composition [74, 90, 151, 152, 153, 154, 155, 156, 157] in three dimensions proliferate across

upgraded synchrotron facilities. These 3D techniques also carry unique interaction volumes that

must be considered in comparison across modalities, for which our approach can be employed to

mutually convolve the data modalities in 3D. Still, these techniques are not always feasible as

they require specific hardware, often incur large photon doses that prohibit sensitive samples,

and, in the case of tomography, may be difficult to apply to extended thin samples such as ours.

[158, 159] Regardless of the raw data dimensionality, the forward-convolution approach allows

for a morphologically informed comparison across modalities.

5.3.2 Caveats and Further Considerations

Our ray tracing approach does not take any secondary photon interactions into account.

The validity of this simplification depends on the sample under study. For large, highly crys-

talline samples measured in a Bragg condition, dynamical scattering may significantly alter the

transmission of x-rays through the sample. [135, 160] Samples of high-Z compositions may also

be subject to secondary fluorescence. [161, 162] Each of these phenomena will modify the sPSF

and the resulting convolutions of the data.

Self-absorption correction adjusts estimates of local composition, which in turn adjusts

the expected degree of self-absorption. This suggests that an iterative solver with alternating

updates to the composition and self-absorption factors could be employed to converge towards

the true local composition. In our specific case this approach is not required. We have high

confidence that in our high-quality crystalline sample (not a polycrystal), the local content of all

elements other than lead and europium (the dopant species) are constant, and self-absorption

differences between compositions at the extreme ends of our measured Pb and Eu stoichiometry

only generate a 1-4% difference in our molar ratios of interest (Figure 5.6). Development of

iterative composition solvers will be important for the study of samples with poorly constrained

composition, especially in dense correlative datasets as generated in diffraction-limited and/or

tomographic experiments at next-generation synchrotron facilities.
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Figure 5.6. Effect of Composition on Self-Absorption of Fluorescence Signal: Effect of sample
composition on molar ratios after self-absorption correction for points across the sample area.
The compositions are selected as the extreme ends of compositional variation based on measured
composition. The distribution of values results from the variation in path lengths across the
sample.

5.4 Conclusion

To realize the full power of multimodal correlative microscopy studies, the nuances

of each individual mode must be accounted for. Even in a simultaneous measurement with

multiple detectors, the data acquired at each detector is subject to different geometric effects

within the sample. We have shown that even a simple ray-tracing approach employing pencil

beams and Beer-Lambert attenuation can correct for self-absorption effects in X-ray fluorescence

measurements, allowing quantitative compositions to be extracted from highly anisotropic

samples. Ray tracing also generates a sample point-spread function encoding the local probe-

sample interaction volume for each pixel in spatially-resolved mapping or imaging measurements,
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which can be used to reconcile the sampling volume differences across datasets. We show that

jointly convolving the multimodal datasets with the sample point-spread function of each is a

simple yet effective way of bringing spatial data into the same frame for comparison. Future

development in flexible and noise-tolerant deconvolution algorithms, especially recent efforts

leveraging machine learning [163, 164, 165], may make deconvolution more tractable. The ray-

tracing approach described here can be improved in many ways, such as accounting for the shape

and angular range of the incident probe, the collection angle of the detector, and second-order

effects in modeling probe-sample interaction (e.g. secondary fluorescence). We envision future

tools for rigorous simulation of probe-sample interactions to be built on standard ray-tracing

engines like SHADOW [133] and incorporated into simulation platforms like OASYS [132] to

enable end-to-end simulation of multi-modal experiments from probe to detector that maximizes

the ability to make scientific inference from correlative microscopy data. The promising results

from our preliminary efforts prove that these tools will bring practical benefits to multimodal

studies, particularly when techniques involve long path lengths such as in X-ray and neutron

experiments.
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Chapter 6

The Perovskite Automated Spin Coating
Assembly Line (PASCAL)

6.1 Comparisons to Existing Work

Lab automation has seen the greatest market penetration in biology research, specifically

in drug discovery research. Liquid handlers are used at scale to prepare small-volume mixtures of

potential drug molecules and their targets at various concentrations to evaluate their interactions.

Most steps of the drug discovery pipeline are now automated, with sample preparation, heating

steps, filtration steps, and characterization steps being performed by automated tools. Many

efforts to automate research in other fields have begun with the arbitrage of mature components

from biological lab automation platforms. Liquid handling, therefore, is treated as a solved

problem for automation purposes. Still, materials science automation often requires tools and

processing windows outside those of biological experiments.

In the case of halide perovskite automation, there are two major differences from bio-

logical automation that drive hardware design: the film deposition process, and the use of solid

samples on glass slides instead of liquid samples.

The majority of halide perovskite thin films are fabricated using spin-coating, a design

decision that is carried through the two other perovskite automation platforms that exist world-

wide. [166, 167] Blade-coating, an alternative thin-film deposition method which may in fact

become more relevant to perovskite research as it is more amenable to production at scale, is
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not currently incorporated in any automation platform for halide perovskites. It is, however, the

central step of an automation platform at Argonne National Lab designed to fabricate and test

thin films [168]. In design of an automated platform for halide perovskite research, we must

construct hardware to fabricate thin films.

Regardless of the method chose for film fabrication, the samples will be made on rigid

slides that must be moved from one location to another. This necessitates the use of a robotic arm

with an end effector capable of carrying glass slides. There are numerous robot arm designs that

will be compared later, but the end effector design will generally fall into one of two strategies:

using fingers to clasp the edges of the sample, or using vacuum to attach to the surface of the

sample.

Beyond these two core components, hardware needs will depend entirely on the ex-

perimental parameters and potentially characterization that one wants to include. For halide

perovskites, some form of heating is necessary to anneal samples after spincoating, of which

both hotplates [167] and furnaces [166] have been employed in existing platforms. Character-

izations for halide perovskite materials primarily probe optical properties and film quality, so

spectroscopic and imaging methods are of interest.

6.2 Hardware Considerations

6.2.1 Liquid Handling

We chose to use an Opentrons OT2 liquid handler for our platform, primarily for cost

and ease of integration into the rest of the platform. First, the OT2 is an economical choice, with

total cost of ¡$10k as opposed to ¿$20k for competing platforms from industrial players like

Tecan and Hamilton. More importantly, the OT2 runs off of Python code and its operation can

be highly customized, which is critical for our custom application.
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Figure 6.1. The Perovskite Automated Solar Cell Assembly Line (PASCAL), with the various
hardware modules highlighted and labeled. The entire system is contained within a nitrogen
glovebox.

6.2.2 Spin Coater

Our spincoater consists of a hollow-shaft brushless DC motor, an ODrive brushless motor

driver, a machined aluminum base, and some 3D-printed parts (the spincoating chuck, the shroud

to catch solution spraying off of the substrate, and some mounting components).

Beyond the typical design considerations of a spincoater (pull vacuum on the chuck to

hold the sample, sufficient rotational top speed, acceleration, etc.), our application must satisfy

one major extra constraint: we must be able to rotate the chuck to a known orientation. This is

because our gripper lacks a rotational degree of freedom about the z-axis (ie a wrist), and it must

pick and place a square glass substrate on the chuck. Therefore, we must be confident that the

chuck starts and finishes in the same orientation such that the parallel grippers contact the slide

properly when picking up the sample. We satisfy this constraint by attaching an indexed rotary

encoder to the motor shaft. This design choice necessitated a ”closed-loop” motor controller

(such as the ODrive) which tracks the rotor position as opposed to an ”open-loop” controller

(like a typical electronic speed controller [ESC]) which tracks the rotor rotational velocity.
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The aluminum base has three major design objectives. First, it must hold the chuck

normal to the work surface, stably up to high rotational velocities. In practice, I simply had the

chuck machined out of a solid block of aluminum large enough to not worry about shifting from

vibrations at high rotational velocities. Second, it must provide an airtight path through which

to pull vacuum on the chuck. To do so, I had a channel machined to connect the center of the

motor’s mounting position to a 3/8N̈PT tapped hole on the side of the base. A shallow 1 cm

groove is positioned to fit a greased rubber o-ring between the flat base of the motor and the

aluminum base, completing the seal so vacuum does not leak at this joint. Finally, the base must

couple to the standard deck slots of our Opentrons OT2 Liquid Handler. This forces the block to

be slightly larger than required (footprint of 85.5 mm x 127.8 mm).

A later iteration of the spincoater implemented a 40x40 mm fan to constantly blow across

the brushless motor. We found that the motors would occassionally burn up under long operating

durations. I expect that this was an issue of overheating (ohmic heating, as the motor windings

carry amps of current under normal operation) melting the wire insulations, leading to shorts

that damage the motor. After the fan was installed, no motors burned out after even many hours

of spincoating with a 50% duty cycle.

6.2.3 Sample Transfer

For the transfer of samples on glass slides between stations, we need a robot (to move

the samples around the platform) with an end effector (to pick up and put down samples).

Motion

The robot arm design follows from both hard and soft constraints. First, the precision,

accuracy, and repeatability of our robot must be sufficient for our application. In our case,

we require precision and repeatability ¡0.1 mm to ensure that the glass slides are placed in

their expected positions. Accuracy is less of an issue since we will calibrate the coordinates of

each station in the platform, but once precision and repeatibility constraints are satisfied, the

81



accuracy generally follows. Second, we must be able to utilize the rectangular footprint inside

our glovebox, and be able to reach the robot into the liquid handler to move samples to and from

the spincoater. Third, the hardware and implementation should be as simple as possible, as this

system will be maintained by materials scientists and chemists who should not be expected to

have a working understanding of complicated robotic systems.

To satisfy these criteria, we opted for a cartesian robot (moves in x,y,z directions). The

three axes are driven by stepper motors. The x and y dimensions are direct-drive and employ

a belt, which allows for the motor to move the gantry along long distances defined by the belt

length. The robot does not support any load in the x or y directions, and does not need to

accelerate very quickly, so any loss in responsiveness or accuracy from belt stretching during

operation is not an issue. The z dimension, however, does need to support the load of the arm

and gripper, and therefore uses a lead screw. The gripper is mounted at the end of an arm

which extends for about 10 inches towards the spincoater and 10 inches towards the floor of the

workspace. The horizontal extension is to translate the accessible workspace volume into the

liquid handler, enabling the gripper to access the spincoater. The vertical extension enables the y

and z axes to be translated up, providing more space for the characterization and other hardware

while allowing the gripper to reach towards the floor of the workspace. Cost and complexity

aside, a six degree of freedom robotic arm on a linear track would have been a better choice

for our system. In fact, such arms are a growing standard in laboratory automation, and are

employed in the other perovskite automation platforms. Our robot, however, was constructed

for about $500 using hobby grade aluminum extrusion and electromechanical components and

3D-printed parts. Additionally our design was chose to simplify implementation and future

expansion or repairs. The cartesian control simplifies path planning algorithms (as opposed to

the inverse kinematics or radial controls required for robot arms with radial joints), which are not

a focus of our work or within the expertise of our lab. Our simple robot is controlled using an

off-the-shelf 3D-printer control board (Bigtreetech SKR Mini E3 v2.0), which has open-source

firmware and is controlled via G-Code.
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Gripper

Once our robot arm can reach all required points in the platform, it must be able to

manipulate the glass slides at these points. In doing so, we want to minimize the chance of

damage to or cross-contamination of the materials deposited on top of the individual slides,

which drove us away from a vacuum mechanism and towards a gripping mechanism. While

suction is a more consistent option for manipulating glass slides, it requires contact on one of

the flat surfaces (top or bottom) of the substrate. Contact from the top not possible after the

top is coated with material, and contact from the bottom requires an exposed bottom surface at

all points in the platform (as is the case in Ada at the Burlinguette lab [?]). All stations in our

platform have flat bottoms that enclose the entirety of the substrates, ruling out a vacuum-based

effector for our platform.

We opt for a parallel gripper, driven by a servo, with stainless steel fingers. The gripper

fingers are attached by springs which pull the fingers towards one another. To open the gripper,

the servo rotates, ensuring that the fingers are at the known open position as the outward force

from the servo horn fights the inward force of the springs. To pick up a sample, the gripper

is closed past the width of the sample (eg to pick a 10 mm samples, we set the gripper to put

the fingers about 8 mm apart). This transfers all mechanical load off of the servo and onto the

springs; servos under constant load are prone to overheating, at which point they do not operate

properly. In this scenario, the load (measured as the current draw) on the servo can be measured

to check whether a sample has been succesfully grasped, as this load should be near zero if the

sample is grasped (servo is not fighting the springs), or high if a sample is not grasped (servo is

fighting the springs). The fingers are made of stainless steel to be resilient to potential chemical

exposure, and to maintain rigidity when picking hot samples directly from the hotplates.

83



6.2.4 Heating

All heating is performed on custom-build hotplates. We opted to build our own hotplates

to improve space efficiency, improve temperature homogeneity across the plate, and to be

remotely controllable by Python scripts. These hotplates are 4” x 4” aluminum tops with

3” x 4” heating elements, raised from the workspace floor with 4” stainless steel posts. The

aluminum plates afford much greater temperature uniformity than the standard ceramic plates of

commercial hotplates, and the resistance to acids granted by ceramic is not required for typical

halide perovskite synthesis routines. Additionally, we separate the heating elements from the

control elements, the latter of which are mounted to the wall away from the workspace. This

improves the packing density of hot surfaces in the limited workspace.

6.2.5 Characterization

The PASCAL characterization train is designed to provide figures of merit for develop-

ment of halide perovskite photoabsorbing layers. We use spectroscopy to measure optoelectronic

figures of merit (material bandgap, photoluminescence intensity), and imaging to measure film

morphology (roughness, coverage, and pinholes and spincoating defects).

Optical Characterization

We employ transmittance and photoluminescence spectroscopy to characterize the optical

absorbance and radiative recombination behavior of thin films.

Both rely on a spectrometer to record light intensity across the visible spectrum. We

selected the StellarNet Silver Nova spectrometer because it is thermoelectrically cooled (higher

signal-to-noise ratio to detect faint luminescence), fiber coupled, and has a Python interface to

ease integration into the greater platform. The light is collected from above sample using a 1”

parabolic mirror, then passes through a plano-convex lens to be focused into a fiber optic cable.

This fiber optic passes through a free-space coupling (Thorlabs U-Bench with collimators at the

input and output ends) in which a filter slider has either an empty slot or a longpass filter. This
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longpass filter is only insterted during photoluminescence measurements to block the excitation

wavelengths from the spectrometer. to After the free-space coupling, the light is sent to the

spectrometer.

For transmittance measurements, we couple a broadband halogen lamp into a fiber optic

cable. This fiber optic terminates below the film, inline with the parabolic mirror above the film.

For photoluminescence (PL) measurements, one of two 0.9 mW lasers are shone onto

the sample to excite carriers within the film and generate luminescence. These low-power lasers

were selected to simplify the safety requirements of the setup; the lasers are rated as ”class 2”,

and any lasers of class 3 or higher require safety controls such as interlocks and completely

closed light paths that are not feasible in the constrained space of the glovebox allocated for

these PL measurements. The two lasers are used for different measurements. The first is an

unfocused red (635 nm) laser, which provides about 0.1 suns equivalent irradiance to the sample.

This is intended to measure sample photoluminescence while minimizing the chance of damage

or photoinduced changes to the sample. The first is a blue (405 nm) laser with a 2” focal length

plano convex lens to focus the laser to a fine spot aimed at the focal point of the collection

parabolic mirror. Focusing is not perfect, as the laser impinges on the sample at a decent angle

(about 40off normal) to accomodate the 1” parabolic mirror. The effective irradiance is about

4-5 suns. This laser is used to elicit photoinduced changes within the sample as a metric for

photostability.

Darkfield Imaging

We employ darkfield imaging for a measure of film morphology. This setup employes

a silicon CMOS camera (Thorlabs), a 10X microscope objective, and an LED ring light. The

ring light is positioned direcly below the sample (trans illumination), close enough such that no

light enters the microscope objective. This way, the only signal reaching the camera comes from

light scattered through the sample. Brightness in this image therefore represents morphological

features (cracks, roughness, pinholes, etc) in the film that scatter light into the microscope
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objective. The 10X objective provides an image with a pixel size of about 10 microns, making

the darkfield camera an effective probe for macroscopic film defects, but likely insufficient to

resolve nanoscopic pinholes in the film.

PL Imaging

The same darkfield imaging camera is used for photoluminescence intensity imaging as

well. A blue (405 nm) LED lamp (Thorlabs) is positioned above the sample to excite carriers and

generate photoluminescence emission from the sample. A 450 nm longpass filter (optical density

of 4) is placed between the microscope objective and the camera’s CCD to reduce signal from

reflectance of the excitation source from the sample surface. We also remove the infrared filter

from camera (these often come installed on RGB cameras by default) to allow greater sensitivity

in detection of deep red to near-infrared emission as is common in narrower bandgap perovskites.

The red channel of the RBG image is used for a qualitative metric of optoelectronic homogeneity

across a film. This metric is qualitative, as intensity on the camera conflates PL intensity and

wavelength by virtue of the wavelength-dependent sensitivity of the silicon CMOS detector.

Brightfield Imaging

A silicon CMOS camera and ring light (epi illumination) are used to take brightfield

images of the samples. These are standard images with about a field of view of about 1”, and are

used to check for dropped samples or poor film coverage.

6.2.6 Glovebox integration

All of the hardware discussed above is installed within a nitrogen glovebox. We strove to

move as much of the electronics outside of the glovebox to avoid corrosion from vapors released

into the glovebox during spincoating and annealing steps. This is achieved by adding as many

KF40 feedthroughs as possible, spread along the back wall and the ceiling to accomodate wiring

in different regions of the glovebox. The only electronics inside the glovebox are the control

board for the Opentrons liquid handler (a Raspberry Pi), the internal circuitry of the cameras, PID
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controllers for the hotplates, and the spincoater chuck encoder, and the motors for the spincoater,

gantry, and characterization stage.

All wiring to control the hardware is passed outside the glovebox through KF40 flanges.

A total of 6 USB cables and 8 BNC cables allow for expansion in the future. Three DB25 cables

carry data and power wires to control hardware. These include the endstops, encoders, and power

wires to the stepper motors powering the gantry and characterization axis. The power wires to

the spincoater are instead run through thick conductors (a three prong power extension cable),

as the high current used to drive the brushless motor would burn out the PCB traces within the

DB25 breakout cables.
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Chapter 7

Roboflo: A Job Scheduler for Automated
Experimentation Platforms

7.1 Motivation

Automation is becoming prevalent in laboratories across biology, chemistry, and materials

science research. Laboratory robotics improve research throughput while freeing researchers

from the burden of rote tasks. Further gains in throughput and efficiency of efforts is promised

by Automated Experimentation platforms, which combine robotics and artificial intelligence

to iteratively design, execute, and analyze experiments to achieve a research objective. [169]

Automation, however, ”isn’t automatic”; there are many hurdles in the implementation of

laboratory automation ranging from hardware design and integration to software tools for

experimental planning tools and data analysis. [170] These hurdles are exacerbated by the fact

that the skills they require lie outside of the domain of typical members of the laboratories

for whom the tools are being designed. Fortunately, many of these issues are fundamental to

lab automation, and general solutions will hopefully arise to ease the development of future

automation platforms. Our goal with Roboflo is to provide one such general solution to a critical

step in the automation pipeline – the scheduling of time-sensitive, coordinated tasks for execution

by a set of hardware with limited capacities.

Throughput and efficiency are the primary value propositions of AE platforms. At its core,

an AE platform consists of two components – robots to carry out experiments, and an artificial
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intelligence (AI) agent to tell the robots what to do. Much of the gain in throughput promised by

AE platforms lies in the efficient coordination of its robotic components, which alone can offer

many orders of magnitude improvement in throughput. For the AI agent, generation of a single

”datapoint” multiple experimental steps for the robots to synthesize and characterize samples.

Completing many ”datapoints” in parallel therefore requires the robots to juggle tasks across

stations and experiments to maximize hardware utilization while ensuring that experiments are

performed as defined by the AI agent. This is a classic optimization problem known as the ”job

shop problem”. Implementations of these approaches vary on a case by case basis, and are not

expected to be within the skillset of the primary users of AE platforms (ie domain scientists). The

difficulty of job scheduling compounds as we imagine platforms under demand from multiple

users. Such large-scale AE platforms, especially those set up at national user facilities, will be

available for remote users to schedule their own experimental queries akin to high performance

computing (HPC) resources available today. In this scenario, scheduling decisions must be made

in realtime at the edge to fit in remote queries without compromising on the queries currently in

progress.

Here we present Roboflo, a Python-based job scheduler tailored for AE platforms that

abstracts (to the level of the experimentalist) the definition and solution of the job shop problem .

Roboflo assumes that a set of independent workers act in concert to execute a set of tasks for a

given protocol, in the process passing a sample from one worker to another to perform tasks. To

use Roboflo, one needs to define: 1. a set of workers that can perform tasks, 2. a set of transition

tasks to move samples between the workers, and 3. sets of tasks that should be completed in a

certain order. Given these components, Roboflo formulates and solves a constraint-programming

problem to provide a feasible schedule to complete the tasks. Roboflo’s flexible, abstraction-

based definition of an AE platform allows for changes in hardware or capabilities to be easily

reflected in the job scheduling. Finally, Roboflo allows tasks to be started at an arbitrary time,

enabling tasks to be fit into an existing schedule as may be desirable in AI-driven closed-loop

experiments or for shared AE platforms. We believe that Roboflo fills a common need for AE
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platforms, and hope it can server as a standard backend for job scheduling.

7.2 Comparisons to Existing Work

7.2.1 The Job Shop Problem

The Job Shop problem is a classic problem in operations research. In this problem class,

we have a set of jobs that must be executed in a certain order. Each job must be executed using

some specific resource(s), each of which has a limited capacity. The objective of our solving

algorithm is to minimize the ”makespan”, or the total time required to complete all jobs while

respecting resource constraints. This problem is classified as NP-hard [171, 172, 173], meaning

that the exact answer (ie the shortest schedule) cannot be retrieved for all combinations of jobs

and resources. We can, however, retrieve approximations to this correct answer, which in practice

is sufficient for our use case – we can retrieve a schedule that is feasible (no resource constraints

violated) and has a reduced makespan than running all jobs in series (we get some parallelization).

The operations research literature has provided a variety of algorithmic advances to solve this

problem, making the solution of typical lab automation schedules problem not only possible but

tractable to solve in reasonable timeframes (seconds to minutes). [174, 175]

7.2.2 Constraint Generation

While tools to solve the job-shop problem are now well established – we use OR-tools,

an open-source package from Google [176] – the implementation of these tools can be tricky

and requires skills outside the domain of typical experimentalists. Roboflo employs Constraint

Programming Satisfiability (CP-SAT) to solve our lab automation schedules. [177] In the CP-

SAT paradigm, jobs and resource utilization must be reperesented as a set of variables linked by

linear equations and inequalities, with another variable representing an objective value that must

be maximized or minimized. In our case, variables represent the starting and ending times of

jobs, and inequalities force tasks to occur in desired sequences and resources to be used at or
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below their maximum capacity. The objective value is the latest ending time for a given task,

which we aim to minimize. The construction of this set of variables and constraints is highly

dependent on the specific nature of tasks and resources for a specific lab automation scenario.

Our goal with Roboflo is to abstract the CP-SAT problem construction step to the level

of the experimentalist. Problems are defined as experimental ”tasks” and hardware ”workers”

without concern for the specific equations of the constraints. These abstractions are constructed

with specific attention towards automation platforms where a physical sample is moved between

”workers” (eg fabrication and characterization stations) by another ”worker” (eg a robotic arm)

over the course of an experiment. The final output is effectively a Gannt chart of times at which

each task should be initiated and completed (Figure 7.2), given in machine-readable formats

amenable to an automation pipeline.

7.3 Algorithm

7.3.1 First-class components

To construct the job scheduling problem, we must first define the tasks to be executed

and the robotic components that will execute said tasks. In Roboflo, these are defined through

four classes: we define Protocol’s as a sequence of Task’s to be completed, and define a System

of individual Worker’s that can execute the Protocol’s. We must also define a set of Transition’s –

Task’s that function to move a sample from one Worker to another. Given these pieces, Roboflo

will construct and solve a constraint-programming problem to find a schedule to execute the

Protocol’s.

Roboflo assumes that: - each Task occurs with one Worker. While multiple Worker’s can

be required to complete a Task, the sample must reside with a given Worker for the duration of

the Task. - Task’s do not interact with one another. A given Worker can be defined to handle

more than one Task at a time (ie a hotplate can heat multiple Protocols at once), but multiple

Protocols will note collapse at any point (ie five Protocols to weigh powders cannot merge into a
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Figure 7.1. This figure demonstrates the components required to generate a single Protocol.
A sequence of Tasks is passed to the System, which consists of Workers and Transitions.
The System inserts any necessary Transitions to move samples between Workers for the Task
sequence, returning a Protocol that contains all machine instructions to execute the Task sequence.

single heating step).

The System

The System class is defined by a set of Workers and Transitions. For each individual

piece of hardware in the AE platform, we must instantiate a Worker, specifying a unique name

and work capacity (number of Task’s the Worker can complete simultaneously). In addition

to Worker’s, we define Transition’s, which are Task’s that move samples between a ”source”
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Worker and a ”destination” Worker. Together, the set of Transitions encode a finite state machine

describing the allowed paths a Protocol can take between Worker’s in the System. [178]

The Protocol

Each experiment executed on the AE platform is considered a Protocol. In Roboflo,

we assume that a physical sample will proceed from Worker to Worker over the course of a

Protocol, completing one or more Task’s at each Worker. A Protocol is defined by a series of

Task objects. Each Task is defined by a name, a set of Worker(s) required to execute the Task,

and an expected duration to complete the Task. Additional properties determine how to schedule

this Task with respect to other Task’s, both within the Protocol and across all Protocol’s. A Task

can be specified to be ”immediate”, which requires that it executes as soon as the preceding

Task within the Protocol is complete (for instance, moving a sample out of an oven to ensure the

heating time is controlled). Additionally, a Task can be specified as a ”breakpoint”, meaning that

it should be prioritized over later Task’s in all Protocol’s assigned to the System.

Once a worklist of Task’s are defined (ie the experimental procedure is codified into a

sequence of Task objects), we pass this sequence into the System to generate a complete Protocol.

Critically, this step inserts Transition’s wherever required in the worklist to move the sample

to the appropriate Worker for each Task. In this way, the user need only to define Task’s of

interest to the experimentalist (weigh this, heat this, etc), leaving the operational steps of the

Protocol (move from the weigh station to the hotplate, etc.) for Roboflo to figure out. The user

also defines the earliest start time of the Protocol, which defaults to zero to allow the constraint

programming solver maximum freedom to optimize the schedule; in the case of a Protocol being

added to an experiment in progress, this parameter can be used to ensure that the Task’s in this

Protocol execute at future times.
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7.3.2 Constraints Considered when Solving the Schedule

After the System is defined and all desired Protocol’s created, we are left with a set of

Task’s that must be scheduled according to the constraints defined during Task creation, and

to the constraints imposed by the capacity of each Worker in the System. We use constraint

programming to determine the start time for each Task. The ending time is implicit, as each Task

has a user-defined duration. Here, we outline how each constraint is represented mathematically

for the constraint programming solver.

Task’s within a Protocol must occur in order

For each Task, the start time must be greater or equal to than the ending time of the

preceding task. If a Task is specified to be ”immediate”, then its start time must be equal to the

ending time of the preceding Task. The start time of the initial task is set to be greater than or

equal to the user-defined earliest start time for the Protocol.

Worker’s must have enough capacity to complete each Task

For each Task, we have variables for the start and end times. From these we create an

”interval” variable, and collect the total set of ”intervals” for each Worker. For Worker’s with a

capacity of one, we enforce that none of these ”intervals” overlap (ie only one Task can happen

on that Worker at a time). For Worker’s with a capacity greater than one, we treat each interval

to have a weight of one, and enforce that the cumulative load on each Worker does not exceed

the Worker’s capacity.

Only one sample can reside on a unit-capacity Worker at a time

For Worker’s with a capacity of one, we construct additional ”intervals” between se-

quential Transition tasks to and from the Worker in each Protocol. Without this constraint,

Protocol’s with two or more Task’s occuring on a unit-capacity Worker in a row may collide if the

constraint solver opts to interweave the Task’s from each Protocol. In principle, better constraint
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structures exist to cover this scenario. We initially employed a ”reservoir” constraint structure

that increments Worker capacity when a sample arrives (marked by the end time of an incoming

Transition) and decrements when a sample leaves (end time of an outgoing Transition). While the

reservoir constraint better reflects the physical constraints of the AE platform, it presented much

greater computational complexity that rendered Roboflo unusable for even moderate quantities

(¿100) of Task’s. Our compromising solution prevents the failure mode of colliding Protocol’s

while still allowing schedules to be solved for large quantities of Task’s in acceptable time.

Maintaining Protocol Order

Often we do not care about the order in which each Protocol is executed, and each

Protocol should be defined assuming no interactions with another. Should the user opt to

preserve Protocol order (eg to preserve a randomized order that minimizes systematic errors

from the time of Protocol execution), we add a simple constraint that the starting time of the

initial Task of each Protocol must be greater than that in the preceding Protocol.

Breakpoints and Inserting Protocols During Runtime

Once a the start times have been solved for a set of Task’s, additional Task’s can be

added into the System and solved around the existing schedule. This comes in to play in two

scenarios: solving schedules with ”breakpoints”, and adding new Protocol’s into an existing set

of Protocols.

”Breakpoints” indicate Task’s which should be given higher scheduling priority than

others. Within a Protocol, multiple Task’s can be designated as ”breakpoints”, with priority given

to the earlier breakpoints. When solving a schedule for a set of Protocol’s containing breakpoints,

Roboflo will initially construct a schedule only with Tasks’s up to the first breakpoint in each

Protocol. Note that any immediate Task’s following the breakpoint Task will also be included

in this step. Once the start times for these Task’s have been solved, all Task’s up to the second

breakpoint will be included, and the schedule will be solved. This process repeats until start
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times for all Task’s are solved. Previously solved start times are set as constants in each iteration

of this process, such that new Task’s are solved around the existing schedule.

A Protocol added to an existing schedule is solved in the same fashion as a Protocol

with breakpoints. The Task’s from the new Protocol are added the total Task set in the existing

schedule, and the start times for the new Protocol’s are solved around the existing schedule.

Roboflo provides an option to ”flex solve” upon adding a new Protocol, in which case the start

times of all Task’s currently starting after the start time of the new Protocol are no longer treated

as constants. In practice, we have not seen a significant reduction in the total runtime of schedules

by ”flex solving”, though there may be scenarios where this approach is desirable.

7.4 Results and Discussion

Figure 7.2. (a) Schedule for ten identical protocols on a mock automated experimentation
platform with a robot arm to move samples between a storage tray, spincoater, hotplate, and
two characterization stations. Each horizontal line represents the duration of a Task, and each
color represents a Protocol. The Task’s are plotted in rows based on which Worker is considered
”home” during execution of the Task. The vertical dashed line indicates the time at which the
first protocol is completed. (b) Schedule compression factor solving time and schedule size. The
missing point represents a condition for which a valid schedule was not found.
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7.5 Integrating Roboflo into an Automated Experimentation
Platform

As an example, we imagine an AE platform for the fabrication and measurement of thin

films by spin-coating (Figure 7.1). This platform has six Workers (ie stations): a spincoater,

a hotplate, a camera, a spectrometer, a robotic arm to move samples between Workers, and a

storage Worker to hold samples before and after the Protocol. Following Section 7.3.1, a Roboflo

System is constructed for this platform by defining Workers for each piece of hardware, and

Transitions to move between the hardware. Once the System is defined, Protocol’s are constructed

by the System from lists of Task’s. In this example, a Protocol begins with spincoating a thin

film, follows with annealing of the thin film, and ends with measurements at the camera and at

the spectrometer. Accordingly, the user inputs four Tasks to the System (blue dots in Figure 7.1).

Each Task has a Worker as the ”location” at which it occurs. Based on these locations, the

System inserts Transitions between Tasks as necessary to move the sample between ”locations”

(gray dots in Figure 7.1) – an essential step for automation that is irrelevant to the experimentalist.

The total set of Tasks and Transitions constitute one Protocol. Once a set of Protocols have been

constructed, we tell Roboflo to solve the schedule, which can then be exported as a JSON file

and passed to the AE platform. [179]

7.5.1 Typical Schedule Solve Time

Solving times of 30 seconds or less are sufficient to approach the optimal schedule for

typical experiments. We demonstrate this with our mock spin-coating AE platform. Figure 7.2(a)

shows an example schedule for ten identical protocols following the steps described earlier and

shown in Figure 7.1. Each horizontal line represents the duration of a Task, and each color

represents a Protocol. The Task’s are plotted in the row of the Worker considered ”home” during

execution of the Task. The vertical dashed line indicates the time at which the first protocol is

completed (˜8 minutes).
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We evaluate the quality of a schedule by the ”compression factor”. The compression

factor is the duration of the schedule divided by the duration of a schedule in which all protocols

are run serially. For example, the schedule shown in Figure 7.2(a) has a compression factor of

about 0.25. Schedule compression factor is shown as a function of the time spent searching for

a solution (from 1 to 600 seconds) and the size of the scheduling problem (from 45 to 2250

Tasks) in Figure 7.2(b). A valid schedule was found for all trials except the largest problem at

the shortest search time. Once a schedule was found, however, additional solution time shows

diminishing returns in the compression factor. Larger schedules allowed for greater compression

factors, likely due to the greater degrees of freedom afforded with additional Tasks. The specific

values here are highly dependent on the Protocol’s and System of interest. Bottlenecks in the

System will raise the lower bound of the compression factor, though this simply reflects the

physical constraints of the System. Our results do, however, provide useful heuristics for use of

a Roboflo: tens of seconds of solution time should be plenty to find a valid schedule.

Note that all tests were performed on a consumer-grade laptop (M1 Macbook Air, 2020).

For large numbers of Tasks (over 103̂), our CP-SAT solver required exponentially more time

than specificed to find a valid schedule. Code profiling exposed that our solver was memory-

limited, suggesting that improved hardware may be required to solve larger problems. Thorough

benchmarking of our backend CP-SAT solver suggest that, with the proper hardware, performance

can scale sufficiently across a range of standard operations research benchmarks. [175]

7.5.2 Improved Throughput

The primary value proposition of Roboflo is to compress the total time required to run a

set of experiments on valuable automation hardware. Proper scheduling can provide a significant

increase in throughput with no additional hardware cost. We demonstrate this by a schedule

solved for an experiment consisting of ten identical Protocols on our simulated AE platform

(Figure 7.2b). The resulting schedule requires a total of 25 minutes to execute, whereas the same

experiment with protocols run in series would have taken 94 minutes. Even in this simple case,
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we see that proper job scheduling yields nearly a 4x improvement to throughput. The exact

degree of improvement will depend heavily on the nature of Tasks and degree of parallelization

possible for a given AE platfom.

7.5.3 Online Scheduling

In the previous example, we showed how ”offline” job scheduling can be used prior to

beginning an experiment. Roboflo additionally allows for ”online” scheduling, where Protocols

are inserted into an existing schedule. This is a key feature enabling closed-loop automated

experimentation, wherein new protocols are introduced mid-experiment by an AI agent based on

the results of previous protocols. [169] Online scheduling also allows multiple users to leverage

the same system simultaneously, as will be the case for advanced AE platforms at shared user

facilities. To insert a protocol to an existing schedule, we must only provide a minimum start

time for the new Protocol, after which point we solve the schedule as before. Under the hood,

this amounts to changing the minimum bound of the start time of the initial Task in the new

Protocol. In practice, this start time should be set slightly in the future from the current time

of the experiment to allow time to both solve the schedule and to integrate the results into the

AE platform’s task queues. Conveniently, the computational overhead of solving a schedule

with a few new Protocol’s is lower than solving a schedule from scratch. This arises from the

fewer degrees of freedom typical of these scenarios, where the majority of Tasks being scheduled

already have their start times fixed from a previous solution, and only the start times of Tasks

from the new Protocol(s) must be solved for.

7.5.4 Flexibility for New Hardware and Tasks

The abstractions present in Roboflo map one-to-one with physical hardware and tasks of

the AE platform. If a new piece of hardware is incorporated into the platform, one must simply

add a new Worker and corresponding Transitions to the Roboflo System. New Tasks are similarly

easy to incorporate, and in fact arbitrary Tasks can be scheduled into any Protocol given that
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they only use Workers present in the System. Codebases for homebuilt hardware tend to be

highly specific and fragile, and the high turnover in academic labs leads to upgrades and tweaks

being made by tool maintainers who may not have had a hand in the design of the AE platform.

While this point will not make headlines, we hope that Roboflo facilitates both rapid prototyping,

flexibility, and maintainability for AE platforms.
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Chapter 8

MixSol: Planning Volume Transfers to
Reach Arbitrary Mixtures From Stock
Solutions with Pipette Constraints and
Minimal Waste

8.1 Motivation

A common research goal is to evaluate how a system behaves given different ratios

and amounts of its constituent components. In these scenarios combinatorial experiments are

often employed to survey material behavior, such as the efficacy of treatment molecules in

drug discovery [180, 181, 182], the optical signature of colloidal nanoparticles [183, 184, 185],

and the crystal structure and capacity of battery electrodes [186, 187, 188]. Solution-based

approaches simplify the execution of such combinatorial studies, in that two solutions can simply

be mixed at controlled ratios to form intermediate solutions of interest. While the calculation

of the volumes required of the starting solutions to form a target intermediate solution is quite

simple, the complexity of such calculations grows with the number of starting and intermediate

solutions. Furthermore, the physical constraints of the hardware used to perform the volume

transfers (minimum pipetting volume, pipette precision, etc.) impose limits on mixing paths,

making some mixtures impossible without either generating intermediate dilutions or excess

volume of the target solution. We provide a mathematical framework and software tool to
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devise a sequence of volume transfers to reach from a set of starting solutions a set of target

solutions with target volumes. Our tool, MixSol, takes into account the minimum volume transfer

allowed per step to ensure that transfers are within the reliable range of the user’s pipetting

hardware. When a target cannot be achieved from the starting set while respecting this minimum

transfer volume, MixSol will attempt to use other achieved targets as intermediates to reach

the target mixture. Overall, MixSol enables programmatic generation of a sequence of volume

transfers to reach arbitrary mixtures with no waste volume, automating a critical planning step in

solution-based mixing experiments.

8.2 Algorithm

Planning the volume transfer sequence occurs over three major steps. First, we construct

from the total set of starting and target solutions the solution matrix

S = [s1, ...,sn]
t ∈ Rn×c

where s is the number of solutions and c is the number of unique solutes and solvents comprising

the set of solutions. Additionally, we define the availability set A ⊂ S as the set of solutions

si that are available to be mixed into other targets. A initially consists of a set of solutions the

user defines as ”stock solutions”, and grows as the algorithm proceeds. Second, the total set of

volume transfers is computed and in the transfer graph

T = [t1, . . . , tn]t ∈ Rn×n

where T is a directed acyclic graph for which Ti, j is the volume transfer from si to s j. Each row

ti is computed by non-negative least squares factorization to solve for ti in

StT
i = sT

i | ∑
j∈A

ti, j = 0
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If a valid ti is found, si is added to A. This process proceeds iteratively until either transfers

are solved for all targets, or all unsolved targets are deemed unsolvable. Finally, in the event

that all targets are solved, the graph hierarchy of T is computed by topological sorting [189] to

determine the sequence of volume transfers. These steps are now described in more detail.

8.2.1 Constructing the Solution Matrix S

To construct the solution matrix S, we must first represent the individual stock and target

solutions as vectors si. The user first defines each solution by its solute(s) and solvent(s). Given

the total set of stock and target solutions, we enumerate the set of unique solute and solvent

components C ∈ Rc. Each solution is represented as a vector si where element si, j is: for solutes,

the molarity of solute C j in solution si, and for solvents, the solvent fraction of solvent C j in

solution si. This distinction is made because while for solutes the absolute amounts matter for

mixture calculations, for solvents only the relative amounts matter; when one dilutes a solution

with the same solvent, the molarities of the solutes decrease accordingly, whereas the solvent

remains unchanged.

8.2.2 Constructing the Transfer Graph T

Given the matrix representation S of our solutions, the volumes ti of solutions S that

mix to yield a target solution si can be described as a solution to the linear system of equations

Stt
i = st

i with the additional constraint that all elements of ti are non-negative (we cannot mix

negative volumes). The general concept of using matrix math to solve for mixing fractions is

well described by Schrier et al. [190] In our framework, we have two other constraints: only

available solutions si ∈ A can be used, and the smallest element of ti must be greater than the

minimum allowed volume transfer (set by the user based on the pipetting hardware). Initially,

only the stock solutions are available. We iteratively attempt to solve for volume transfers

ti∀si /∈ A by StT
i = sT

i | ∑
j∈A

ti, j = 0
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using non-negative least squares (NNLS). At this point, some targets may be impossible to

reach. After each iteration, however, more solutions become available, ideally providing a path

to previously unreachable targets. If the size of the available set A does not increase after an

iteration, then the algorithm has reached a dead end and cannot find a solution, at which point

the user must adjust their target volumes, target solutions, or stock solutions to allow for a valid

mixing strategy. In the event that transfers ti are solved for all target solutions, the resulting

matrix T constitutes a valid directed acyclic graph where each element ti, j is the volume of liquid

to transfer from si to s j to yield all target solutions in S.

We note an additional step in the code implementation that improves accuracy when

mixing a solution with trace components. Prior to solving for ti by NNLS, the solution matrix S

is temporarily normalized such that the smallest value is equal to one. This is to avoid rounding

issues in the NNLS solver, which we found to be common when some elements of S were

very small (< 1× 10−4). Each solution from NNLS is corrected to undo the effect of this

normalization before proceeding.

8.2.3 Determining the Sequence of Volume Transfers

The transfer graph T is missing two critical components for generating a usable of

volume transfers. First, the sequence of volume transfers must be determined, as transfers for

some targets require that other targets have already been prepared. This sequence is implicit in

the structure of the graph, and the transfer ”generations” are recovered by topological sorting via

Kahn’s algorithm. [191, 189] Second, the transfer volumes were computed to yield exactly the

final volume desired of each target, which does not take into consideration any excess volume

required of targets to be transferred to other targets in later ”generations”. Once the sequence of

transfers is recovered, we backgprogagate volume requirements from the last transfer generation

up to the initial generation to determine the maximum volume of each stock and target required

to end with the target volumes.

The sequence of volume transfers is recovered using Kahn’s algorithm. [191] At a high
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level, the algorithm analyzes the number of incoming edges (ie incoming volume) into each node

(ie solution) of T to find ”generations” of nodes such that nodes of the first generation do not

have any incoming edges, and nodes of subsequent generations have incoming edges only from

nodes of earlier generations. Topological sorting requires that the graph T is acyclic, meaning

that there must be at least one node with no incoming edges. This is guaranteed in our scenario,

as our process begins with stock solutions whose nodes in T will not have incoming edges. Stock

solutions do not require any incoming volume transfers, and in practice our first generation will

always be the set of stock solutions. Within each generation, the sequence in which transfers are

made has no impact on the resulting mixtures.

Given the generational sequence of volume transfers, we can now determine the maximum

volume required of each target solutions such that, after the final generation of mixing has

completed, we retain the target volume of each target solution. This maximum volume is also

the initial volume we must produce of each solution – after the solution is mixed within its

generation, its volume will only be reduced to form dependent solutions in future generations.

We begin by row-normalizing the transfer graph T such that the total incoming flow to each node

(solution) sums to one, which we call T norm. We also define the initial volumes

vinitial = vtarget ∈ Rs, wherevinitial
i

is the initial volume to be prepared of solution si. The target volumes vtarget is an analogous

vector with the final volumes desired of each solution. We traverse the mixing hierarchy from

last to first generation. Within each generation, for each solution si we increment vinitial by the

incoming volumes for si, calculated as vinitial
i T norm

i . After the hierarchy traversal is complete,

the transfer volumes required to form si are computed by vinitial
i T norm

i .
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Figure 8.1. Covering a Component Space with MixSol: This figure highlights MixSol’s capa-
bilities in both offline and online settings. The upper right set of plots in (b) shows all points
in component space that can be reached in a single mixture of the four stock solutions (marked
with red arrows) under the constraints of a minimum pipetting volume of 20% of the target
volume and a precision of 1% of the target volume. The bottom left set of plots in (b) shows
a set of targets that can be reached from the same four stocks with zero waste solution. The
color represents the mixing generation at which each target can be reached.Along the diagonal
are distributions over each component dimension that are accessed per generation. (a) shows a
the directed graph of volume transfers, ordered from top to bottom by mixing generation and
colored to match the points shown in (b)

8.3 Using MixSol in Experiments

MixSol enables automation of the mixture planning process in both online and offline

experimentation paradigms. The majority of research happens in an offline setting, in which

the experimental design, execution, and analysis steps occur independently of one another. A

researcher who plans their experiment at their desk, runs the experiment in the lab, then analyzes

the data back at their desk is operating in an offline paradigm. In an online setting, analysis

results are parsed to automatically design and propose further experiments, closing the loop

between these steps. A robotic platform that continuously executes experiments, processes data,
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and plans new experiments via Bayesian Optimization is operating in an online paradigm. In the

offline setting, MixSol saves time and improves material efficiency. In the online setting, MixSol

is a necessary component to ensure smooth, unattended operation.

8.3.1 MixSol in an Offline Setting

In an offline setting, a user will define a set of stock solutions and target solutions they

would like to achieve. Solutions are each defined by the user in terms of solute molarities,

solvent fractions. For each target solution, the user additionally provides a desired target volumes.

Then, given a minimum volume transfer and threshold mixture accuracy, MixSol will attempt

to compute a sequence of volume transfers to yield the target solutions. The threshold mixture

accuracy is computed in terms of percent error of any single component (solute or solvent

fraction) – for example, with an accuracy of 0.001, all components must be within 0.1% of

the target value to consider a mixture successful. If successful, the results can be retrieved in

a variety of ways: a set of text instructions, a visual graph of volume transfers (Figure 8.1a),

or a set of machine-ready instructions in the JavaScript Object Notation (JSON) format. [179]

The text instructions and visual graph are intended for the human user, where the graph gives a

high-level overview of the mixing strategy and the text instructions can be printed and brought

into the lab for execution. A large segment of offline solution-based experiments leverage liquid

handlers to precisely execute a series of mixtures. The JSON format is chosen to facilitate simple

integration of MixSol into automation software, and can easily be restructured into the format

required for a given tool (for example, Comma-Separated Value (CSV) files are common inputs

for liquid handlers).

In some scenarios, MixSol will be unable to find a set of volume transfers that satisfy the

constraints imposed by the pipetting and desired volumes. A simple visual of this issue is given

in the upper corner of Figure 8.1b, which shows the regions of component spaces accessible

from a set of four stock solutions. Regions near the stocks themselves are not accessible, as the

minimum pipetting volume (in this case, 20 microliters) prevents such small fractions of the
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stock from contributing target volume (100 microliters). An user can address these issues in

three ways. First, the target volume of the target solution in question can be increased, such that

the minimum pipetting volume is a smaller fraction of the total volume; this enables one to reach

points closer in component space to the stock itsef. Second, an intermediate target solution can

be introduced to act as a stepping stone between the available stocks and inaccessible regions

of component space. Finally, the set of stock solutions can be adjusted to make desired regions

of component space more accessible. These steps are currently left to the user to apply, though

MixSol does identify exactly which targets are inaccessible to facilitate informed adjustment by

the user. Future work may focus on suggestion or even automation of minimum adjustments

required to make an infeasible set of stocks and targets feasible.

8.3.2 MixSol in an Online Setting

In an online setting, a user will have define a search space from which the automated

experimentation platform can select points to evaluate. For solution-based mixing online experi-

ments, some of these search dimensions will involve components (solutes or solvents) contained

within the stock solutions. From a purely mathematical standpoint, the stock solutions form a

convex hull in component space, and any target solution within this hull can be accessed via

mixing. In practice, however, the accuracy, minimum pipetting volume, and desired volume

of each target solution together place limits on the regions within the convex hull that can be

experimentally accessed. Given a set of stock solutions and the aforementioned constraints, Mix-

Sol can enumerate the total set of accessible targets (upper half of Figure 8.1b). The automated

platform can then select from this set without any risk of selecting points that may lie within the

convex hull of the stock solutions but are not experimentally accessible. The rest of the MixSol

workflow remains the same as in the offline setting.
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8.3.3 MixSol for Weighing Solid Reagents to Form Solutions

A subset of MixSol’s algorithm for volume transfer planning is equivalent to the algorithm

required to compute masses of solid reagents required to form a target solution of a target volume.

We treat the reagents as stock ”solutions” with solute components at molarities set to the molar

mass of the reagents. Then as before we use NNLS to compute the masses (instead of volumes)

of each reagent to be mixed to form the desired solution of a user-defined target volume. This

is a convenient feature to aid in the preparation of stock solutions for both offline and online

experiments.

8.4 Conclusion

Solution-based studies present a convenient and simple way to explore a continuum of

solutions, as a few starting solutions can be mixed to achieve desired target solutions. MixSol

automates the calculation of volume transfers that generate these target solutions from the

starting solutions. The automation of this step makes new types of experiments practical, whether

operating in offline and online formats. In offline operation, MixSol can provide significant time

savings in experimental planning for researchers who want to test mixtures with irregular spacing

across a component space. Additionally, MixSol deterimines sequences of volume transfers

that require no volume overhead, reducing waste and preserving potentially expensive reagents.

In online operation, the automation of this planning step has obvious value – an automated

experimentation platform has to determine all aspects of the experiment on the fly. Furthermore,

MixSol can enumerate the total set of targets that can be accessed from the starting solutions while

respecting the constraints of the pipetting hardware, ensuring that only possible experiments

are allowed in the design space. MixSol consolidates established mathematical approaches for

mixture calculation into a usable package tailor-made for solution-based experimental design,

providing a critical component of high-throughput, solution-based experimentation platforms.
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Chapter 9

Robotic High-Throughput Screening Iden-
tifies Durable Halide Perovskite Absorbers
for Tandem Photovoltaics

While significant and rapid development has been made in single junction perovskite

devices, the most direct path to commercial deployment is as a top cell in perovskite silicon

tandems [192]. Tandem photovoltaics present an attractive route due to their high theoretical

power conversion efficiencies (PCE) which can result in overall lower balance of system costs

[193, 194]. Perovskite absorbers are uniquely positioned to serve as tandem partners in photo-

voltaic given their relatively low production costs, tunable bandgaps, and sharp optical absorption

edges [195, 196, 93]. However, the implementation of wide bandgap perovskites suitable for

perovskite-silicon tandems (Eg > 1.6eV )[197, 198] has proved challenging; these absorbers typ-

ically suffer from phase segregation, especially under illumination, leading to large open-circuit

voltage (VOC) deficits and rapid degradation of device performance [199]. Adjustments to the

intrinsic properties of perovskite absorbers (carrier mobility/lifetime, bandgap, thermal/structural

stability, etc..) can be achieved through mixed perovskite absorbers [100]. For single junction

application, the so-called ”kitchen-sink” or ”triple cation” family of compositions has dominated

the best-performing and most-stable reports. There remain large, unexplored regions in the halide

perovskite composition space with several potentially viable candidates among FAPbI3-based

perovskites.
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With PASCAL, we fabricate and measure samples at a rate of up to 103 samples/day. As a

proof of concept, we fabricate and test films of 83 unique compositions in the

MAxFA0.78Cs0.22−xPb(I0.8−y−zBryClz)3 space in under 48 cumulative hours, evaluating the films

on bandgap, photoluminescence, and stability against intense illumination and thermal stress to

establish the tradeoffs made between these properties across the space. From these results we

divide the compositional space into four regions of durability behavior, and within each region

identify Pareto-optimal compositions which promise the highest potential open circuit voltages

with bandgaps closest to the 1.67 eV target for perovskite-on-silicon tandems. In summary, we

offer a list of promising absorber compositions for development of top cells on silicon bottom

cells, demonstrating the power of robotic screening for design of halide perovskites.

9.1 Motivation

9.2 Experimental Methods

9.2.1 Preparation of Absorber Stock Solutions

Eight ”endpoint” stock solutions were prepared to reach a nominal composition of

MAxFA0.78Cs0.22−xPb(I0.8−y−zBryClz)3, where, for (x,y,z), the solutions were (0,0.1,0), (0, 0.2,

0), (0,0,0.1), (0,0.1,0.1), (0.1,0.1,0), (0.1, 0.2, 0), (0.1,0,0.1), and (0.1,0.1,0.1). All solutions were

prepared at 1.2 M in a 3:1 volume ratio of DMF:DMSO using MAI (GreatCell), FAI (GreatCell),

CsI (Sigma, 99.999%), PbI2 (Sigma, 99.999%), PbBr2 (Sigma, 99.999%), and PbCl2 (Sigma,

99.999%). PbI2 was added in 9% excess to the nominal amount. Solutions were vortexed until

no solids were visible (15-20 minutes), heated to 85°Cfor 10 minutes, allowed to cool down

to room temperature, then filtered through a 0.20 micron filter. Finally, these eight ”endpoint”

solutions were mixed in a polycarbonate 96-well plate by an Opentrons OT2 liquid handler to

achieve the target compositions for the screening experiments. All steps were performed within

a nitrogen-filled glovebox.
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Figure 9.1. (a) False-colored image of the Perovskite Automated Solar Cell Assembly Line
(PASCAL) with the various hardware stations labeled. (b) Workflow for a typical experi-
ment.Schematics are shown for the characterization techniques present on the characterization
line.)

9.2.2 Film Fabrication

1x1 cm glass slides were cleaned via sequential sonication steps each with a duration of

15 minutes in the following order: 5 v/v % Hellmanax (Sigma) in DI water, DI water, acetone,

ethanol, and isopropyl alcohol. After drying with a filtered compressed dry air gun, the samples

were treated by UV-ozone for 20 minutes under an oxygen flow of 5 scfm. Upon completion, the
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substrates were immediately moved into the glovebox containing the robotic platform for film

deposition.

Films were fabricated by spincoating on the robotic platform. Specifically, 20 microliters

of absorber solution were dispensed statically, followed by spinning at 3000 rpm for 50 seconds.

80 microliters of methyl acetate was dispensed from 2 mm above the spinning substrate at a rate

of 100 microliters/second with 22 seconds remaining in the 3000 rpm spin step. After the spin

completes, the sample is immediately moved to a hotplate and annealed at 100°Cfor 30 minutes,

and is finally moved to an aluminum-floored sample storage tray to cool to room temperature.

9.2.3 Characterization

All characterization is performed at least 3 minutes after the glass slide has moved onto

the aluminum cooling tray. Once cooled, the sample is transferred to a linear stage, which carries

the sample through a series of stations.

Photoluminescence

Photoluminescence spectra are acquired using a 0.9 watt 632 nm laser as an excitation

source. Spectra are fit by single gaussians (cts vs eV) to extract PL intensity, center emission

energy, and full-width half-max.

Transmittance

Transmission spectroscopy is used to estimate the optical bandgap using Tauc analysis

[200, 201] assuming a direct bandgap material.

Photostability

Series of photoluminescence spectra are acquired at two second intervals using a focused

0.9 watt 450 nm laser as an excitation source. The focused power is equivalent to about four

suns intensity. Individual spectra are fit by single gaussians (cts vs eV) to extract PL intensity,
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center emission energy, and full-width half-max, and these extracted parameters are compared

over time to evaluate film stability.

Thermal Stability

A subset of the films are measured by transmittance and photoluminescence spectroscopy

at 1.5 hour intervals over the course of heating at 85°Con a hotplate in a nitrogen glovebox.

Films are moved to the aluminum storage tray for at least 5 minutes before each measurement to

cool to room temperature, measured, and then returned to the hot plate. While many samples are

tracked for over 16 hours, some were dropped as early as the 6 hour measurement by the robot

gripper in the course of the experiment. We therefore draw comparisons using only the first 4.5

hours shared by all tested samples.

9.3 Results and Discussion

9.3.1 PASCAL Workflow

PASCAL consists of five primary components: a liquid handler (Opentrons OT2) to

mix and spincoat solutions, an array of three hotplates to anneal samples and perform thermal

degradation tests, a characterization train to measure optical spectra and take images of each

sample, storage trays to hold substrates and completed samples, and a carterian gantry with a

parallel gripper to move samples between stations (Figure 9.1a). The spincoater was custom built

to fit in one of the liquid handler deck slots such that the liquid handler can pipette directly onto

it. All components are housed inside a nitrogen glovebox to enable work on halide perovskites,

which are sensitive to both oxygen and humidity exposure. The overall system is controlled from

one computer using a custom Python library. This library is publically available, but is heavily

tailored to PASCAL; some of the generally useful components, specifically those for planning of

mixtures between stock solutions and targets and for job scheduling for parallel job execution,

are available as standalone Python packages (MixSol and Roboflo as discussed earlier..

A typical compositional screening experiment begins with the interpolation of stock
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Figure 9.2. (a) Representative distribution of spincoating timings over 45 samples. The black
line represents the average recorded spincoating speed (rpm) vs time, with shading representing
the standard deviation in rpm. The kernel density plots represent timing distributions for the
steps performed by the liquid handler during spincoating, where each individual distribution is
normalized such that the area under the curve is equal to one. (b) histograms corresponding to
the timings of the solution dispense times in (a).

solutions into target solutions (Figure 9.1b). All compositions in our study were reached by

mixing eight ”endpoint” solutions that bound the compositional space, mixed in a 96-well plate

by the liquid handler. Next, a glass substrate is transferred to the spincoater chuck by the robot

arm. The spincoater chuck incorporates an indexed encoder such that it can be rotated to a known

position, which is necessary for the parallel gripper to pick up the square sample substrates.

During spincoating, PASCAL affords greater precision and recording of this critical step than

is possible with human operation. The dispense height and rate are precisely controlled, and

the dispense timing is repeatable to within 30 milliseconds (Figure 9.2). After spincoating, the

sample is transferred to one of three hotplates (depending on the set temperature), annealed, then

transferred to the storage tray to cool to room temperature prior to characterization. PASCAL’s

characterization line consists of cameras, LED and laser excitation sources, a halogen lamp,

and a spectrometer to allow for a variety of measurements to be made. Additionally, the

characterization line has a linear stage to carry one sample between the various stations, allowing

sample transfers between stations during characterization step (which can take many minutes) to

be decoupled from transfers between the fabrication steps (which can occur every ten seconds or

so when operating at maximum capacity). PASCAL works on many samples in parallel, with
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typical experiments requiring about 4 hours for fabrication and characterization of 45 samples

(example job schedule in Figure 9.3).

Figure 9.3. Typical job schedule for a compositional screening experiment of 45 samples. The
rows correspond to the independent hardware workers in PASCAL. Colored lines indicate the
duration of individual tasks on the, with each color representing a sample (note that colors repeat,
as this colormap has only 20 unique colors).

The remainder of this work is a case study demonstrating the capability of PASCAL. We

fabricate and test compositions over a compositional domain of interest for wide-bandgap solar

absorbers, with the eventual goal of developing perovskite-on-silicon tandem cells. The data

discussed were generated in two campaigns of 3-4 batches of 45 samples each. Each campaign

covered the same compositional space but with different meshes, leading to irregular sampling

of the total space. Nevertheless, these screening data allow us to evaluate absorber compositions

on a variety of dimensions of merit prior to investing the additional effort of cell fabrication and

optimization.

9.3.2 Photovoltaic Figures of Merit

Bandgap

The bandgap of thin films across our compositional space range from 1.55 to 1.72 eV

(Figure 9.4a). The dominant trends in bandgap arise, expectedly, from variations in the halide

composition at the X-site. [cite bandgap comes from B-X primarily] The bandgap widens with
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Figure 9.4. Photoluminescence (a) emission energy and (b) intensity for perovskite thin films
across the tested compositional space. The dashed lines indicate a change in trend along the
chlorine axis.
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increasing bromine fraction (moving towards the top corner of the ternary diagrams). With

increasing chlorine content (moving towards the bottom right corner), however, the bandgap

initially widens until chlorine comprises 7% of the halide content, after which the bandgap

redshifts (dashed lines in Figure 9.4a). This is consistent with previous literature reports probing

the solubility of chlorine in similar composition spaces where, past a certain percentage, chlorine

addition causes compositional segregation into lower and higher chlorine regions and a net

redshift in bandgap.[202] Interestingly, we observe this redshift in all 10% Cl compositions

except those with the highest bromine content (10% Br) regardless of A-site composition,

suggesting that the solubility limit of chlorine in this system is increased by bromine addition. The

composition of the A-site also affects the material bandgap. As we increase methyl ammonium

content (and accordingly decrease cesium content), the bandgap narrows slightly.

Photoluminescence Intensity to Approximate Relative Open Circuit Voltage

The photoluminescence intensity of films across the compositional space is shown in

Figure 9.4 b. Transmittance spectra show that absorbance at the excitation wavelength (625

nm) does not vary across samples [make SI figure], implying that the photoluminescence

intensity measured here is proportional to the external radiative efficiency (ERE) of the absorbers.

As higher ERE is proportional to the open-circuit voltage expected from a photovoltaic cell

[203], we use these photoluminescence data to rank compositions for future cell development.

Broadly, compositions with greater than 10% bromine content display poor photoluminescence

intensity, and compositions with greater than 7% chlorine display the greatest photoluminescence

intensity. [discussion on chlorine segregation -¿ passivation, chlorine contributes to crystallization

process/grain growth, etc]. Despite these broad trends, the actual data are rife with local maxima,

and it may be the case that narrow windows in halide composition space provide opportunity for

cells.
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Figure 9.5. (a) Example series of photoluminescence measurements and gaussian fits used to
evaluate emission photostability. (b) Shift in emission center after two minutes of exposure to
intense (4 suns equivalent) 405 nm illumination.

9.3.3 Absorber Durability

Photoinduced Degradation

We test the photostability of our thin films by recording changes in photoluminescence

spectra over 2 minutes of constant irradiation by a blue laser (405 nm), with power equivalent

to ˜4 suns. [4/27/2022: Different from methods section? - MK] From these spectra, we extract

the changes in both emission intensity and energy to evaluate a composition’s photostability

(Figure 9.5a).
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Figure 9.6. Distribution of normalized photoluminescence intensity change of films after two
minutes of exposure to 4 suns equivalent 405 nm light.
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Films across the composition space were seen to either “photobleach” or “photobrighten”,

with final photoluminescence intensities ranging from 10% to 200% of the initial intensity (Figure

PSa). We refer to this metric as photointensity. As with the PL data, the photo brightening

landscape is mottled yet still reveals broad compositional trends. Compositions with ¿10%

bromine mostly lose emission intensity under photoexposure. All but one photobrightening

composition contain chlorine, with the largest increases in emission intensity occurring in

compositions with ¿5% chlorine. As methylammonium loading increases, we see a slight

narrowing in the distribution of intensity changes (p=0.008 by the Brown-Forsythe test, Figure 9.6

[204]), suggesting that the A-site composition contributes to stability of emission intensity under

intense illumination[205].

Films were seen to either blueshift or redshift in emission energy under photoexposure,

with all but three films shifting by less than 25 meV in either direction (Figure 9.5b). Broadly, we

observe that compositions with higher chlorine fractions tend to redshift more after photoexposure

(by about -10 meV/%Cl, p = 0.011, Figure 9.7).

Thermal Degradation

We test the thermal stability of our thin films by recording changes in photoluminescence

spectra periodically during heating at 85°Cin a nitrogen environment. Photoluminescence

intensity reduces for all films, with the majority of the reduction occuring after the first 1.5

hours of heating (Figure 9.9a). At 0 and 5% MA content, the films with the highest bromine

fractions showed the most loss of photoluminescence intensity, dropping by up to three orders

of magnitude (Figure 9.10). At 10% MA content, however, there is no clear relationship

between halide composition and intensity loss. Averaging over all halide compositions, higher

methylammonium content leads to greater losses in photoluminescence intensity after thermal

degradation.

Emission energy is seen to either redshift or blueshift, with the rate of shift varying

across compositions as well (Figure 9.9b). Most films blueshifted, with those with 5% or higher
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Figure 9.7. (a) Linear fit of photoluminescence emission energy shift against chlorine fraction
for all films, and (b) fit statistics for the regression shown in (a). The points at each chlorine
loading vary in bromine, chlorine, and methylammonium content.
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Figure 9.8. Shift in photoluminescence emission energy for films after exposure to 85°C.

Figure 9.9. (a) Photoluminescence intensity and (b) change in emission energy for films of
various compositions undergoing thermal degradation at 85°C in a nitrogen environment.
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Figure 9.10. Normalized photoluminescence intensity of films after 4.5 hours of exposure to
85°C under a nitrogen environment. Darker red here represents a greater loss of intensity.

chlorine loading show the largest blueshift (up to 40 meV after 4.5 hours, Figure 9.8). Films

with over 10% bromine and under 5% chlorine slightly redshifted (up to 10 meV after 4.5 hours).

The methylammonium content was not seen to have an effect on emission energy shifts during

thermal degradation, likely due to the moderate 85°C temperature applied.

9.3.4 Parsing the Screening Data

Figure 9.11. Segmentation of the compositional space into four distinct behavior regions, labeled
on the colorbar. The broad behavioral trends for the four regions are labeled in on the colorbar:
the red, blue, and purple regions are distinct in their response to photo and thermal stress, whereas
the green region displays uniquely high photoluminescence intensity.
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Figure 9.12. Scatterplots representing the 4 durability dimensions on which K-Means Clustering
was performed to segment the compositional space into four distinct regions. Each point
represents a unique absorber composition and is colored by the cluster to which that composition
is assigned. The left plots display emission energy shifts under thermal and photo degradation,
while the right plot shows normalized emission intensity changes under thermal and photo
degradation.

Segmenting the Compositional Space into Regions of Distinct Behavior

The screening data provide multiple dimensions over which the tested absorber composi-

tions can be compared. We use K-Means Clustering (KMC) to segment the overall compositional

space into four regions of distinct behavior. Specifically, we select five screening metrics which

capture the durability and potential performance of the absorbers: thermal stability (by changes

in emission intensity and energy), photostability (by changes in emission intensity, and energy),

and the initial photoluminescence intensity (SI Figure 9.12). The number of clusters was selected

by trial-and-error – fewer than four clusters grouped disparate compositions together, while

greater than four clusters only divided clusters in spurious ways that were not meaningful in our

context of absorber screening. Note that the composition was not used for clustering, and that

KMC does not require clusters to be contiguous in the compositional space; that KMC naturally

partitioned the compositional space into four contiguous regions suggests that the total screening
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data vary smoothly as composition is changed.

From the clustering process, we identify four distinct regions of absorber behavior, two

of which are particularly interesting for tandem development. First, we see that many absorbers

with the highest (10%) chlorine content have sufficiently high photoluminescence intensity to

distinguish them from the rest of the compositions (green region in Figure 9.11). The remaining

three regions are distinguished not by photoluminescence intensity, but by absorber stability

against thermal and photo stressors. Compositions with over 4% chlorine tend to have a stable

emission center under photoexposure, but blueshift in emission under heating. At lower chlorine

loadings, the films have a stable emission energy under heating; of these compositions, some

are also stable under photoexposure (blue regions), while the others blueshift and brighten in

emission under photoexposure (purple regions). The purple regions exist at the boundary between

blue and red regions, suggesting that the photobrightening emission behavior is a transitional

property between thermally stable and thermally unstable compositions.

The methylammonium content on the absorber’s A-site plays a significant role in shifting

the boundaries of these four behavior regions. Most notably, the stable blue region grows

with increasing methylammonium (10%) content, reducing the thermally unstable red region

accordingly. The green ”bright photoluminescence” region does not move with methylammonium

loading, suggesting that this brightening effect is more a consequence of the halide fraction than

the A-site composition.

Pareto-Optimal Compositions Within Each Segment

Armed with a segmented compositional space, we use our two main photovoltaic figures

of merit – bandgap and photoluminescence intensity – to identify from each segment the most

interesting compositions for investigation in perovskite-on-silicon tandems. Specifically, we

select pareto-optimal compositions from each compositional segment, optimizing for proximity

to the target top-cell bandgap (1.67 eV) and photoluminescence intensity (which suggests the

potential open-circuit voltage of the absorber in a tandem cell) (Figure 9.13). The compositions
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Figure 9.13. Pareto front scatterplots for the four clusters. Crosses are the pareto optimal points,
and dots are the dominated points. The horizontal dashed line represents the target bandgap, the
distance to which we minimize in our pareto optimization.

we suggest for further exploration are given in Table 9.1.

9.3.5 Reliability of the Screening Data

One of the primary value propositions of robotics for lab automation is superhuman

precision and repeatibility. This is especially critical in the investigation of halide perovskites,

which suffer from repeatability issues due to a variety of factors. The processing window

for typical perovskite film fabrication is small, owing to the kinetic nature of the antisolvent-

based crystal formation process. Slight variations in the spincoating procedure, such as the

timing and rate of antisolvent dispensal, can significantly affect the behavior of resulting films.

[206, 207, 208] The solid precursors used to fabricate perovskite thin films vary in quality from

lot to lot, with potentially outsize influences on the performance of the films. [209].

These problems are avoided in our robotic workflow, in which are able to maintain

precise control over all aspects of fabrication (Figure 9.2) and complete all experiments with

small volumes of solutions generated from the same lot of precursors. Despite these factors,

128



Region MA I Br Cl Eg (eV) PL (a.u.)

Bright PL

0.1 0.867 0.033 0.1 1.582 6.450
0.1 0.85 0.05 0.1 1.616 5.268
0 0.85 0.05 0.1 1.618 4.806
0 0.8 0.1 0.1 1.654 4.639

Photo: Stable
Thermal: Stable

0 0.833 0.167 0 1.669 0.258
0.1 0.8 0.167 0.033 1.675 1.725

Photo: Blueshift,

Thermal: Stable

0.1 0.9 0.067 0.033 1.616 2.021
0.1 0.85 0.117 0.033 1.635 0.843
0 0.833 0.142 0.025 1.667 0.475
0.1 0.8 0.175 0.025 1.669 0.440
0 0.8 0.175 0.025 1.686 0.498

Photo: Stable
Thermal: Blueshift

0.1 0.9 0.033 0.067 1.603 2.800
0.1 0.833 0.067 0.1 1.639 1.826
0.1 0.8 0.125 0.075 1.669 1.556
0.1 0.8 0.133 0.067 1.683 1.627

Table 9.1. Pareto-optimal compositions within each durability cluster.

we still observe some variation in the films made by PASCAL. We evaluate repeatability by

the coefficient of variation (CV) in various measurements of five films each of six unique

compositions within our compositional space (Figure 9.14). Measures of material bandgap are

most consistent, with average CV of 0.1% for photoluminescence emission energy and 0.3% for

optical bandgap estimated from transmittance data. The intensity of photoluminescence varies

with an average CV of 10%; this greater variation is to be expected, as radiative recombination

rates within the films are sensitive to interfaces and defect states that do not affect the bulk

material bandgap. More variable still are the measures of photostability. The magnitude of

intensity or emission energy changes vary with CV’s of 20-30%, while the rates of these changes

vary with CV’s of 70-100%. We expect that these photostability measures are driven by the

nature of the film surfaces, as isolated tests of photostability before and after a surface treatment

with phenethylammonium iodide (PEAI) show the surface passivation agent to greatly stabilize

the film under photoexposure.

129



Figure 9.14. Distributions of coefficients of variation (CV) for features extracted from measure-
ments on the PASCAL characterization line. Each dot represents the CV for five films fabricated
and tested of a single composition. The box plots therefore show the distribution of CV for
each of the features labeled on the y-axis. Features between the dotted lines are extracted from
the same characterization mode. From top to bottom, the features are: 1) intensity, 2) emission
energy, and 3) full-width half max of the photoluminescence spectra. 4) normalized intensity
(I/I0), 5) rate of intensity change (k from an exponential decay fit I = I0e−k/T ), 6) change in
emission energy (E −E0), and 7) rate of energy change across two minutes of exposure to 4 suns
405 nm light. 8) bandgap of the films, measured from Tauc analysis of transmittance spectra. 9)
a metric of film roughness from the darkfield imaging.

9.4 Conclusion

Our experimental screening results lay the foundation for informed development of wide

bandgap halide perovskite absorbers for perovskite-on-silicon tandems. We confirm that chlorine

addition does widen the absorber bandgap to a point, identifying a solubility limit of chlorine

in our ”kitchen-sink” inspired compositional space. Many compositions are shown to have

suitable bandgaps for top cells, using addition of bromine, chlorine, or both to the prototypical

iodine perovskite. A small amount of chlorine addition greatly increases the photoluminescence,

implying that chlorine addition is important to maximize the open-circuit voltage of top cells. Too

130



much chlorine, however, reduces the thermal stability of the films. Using the photoluminescence

intensity, photostability, and thermal stability, the tested compositions broadly fall into four

regions of behavior, within each we have cooptimized bandgap and photoluminescence intensity

to identify the most promising absorber compositions for further investigation.

Beyond the screening results, our work shows the value of automation in investigation

of halide perovskites. The total data discussed in this work were acquired over about 48 hours

of machine time using about 10 milliliters of precursor solutions. The throughput, material

efficiency, and process precision afforded by PASCAL mitigate practical issues of variability in

precursors, degradation of stock solutions, and operator error that plague studies of spincoated

halide perovskites. These factors provide us with confidence that the trends identified by our

screening reflect composition-driven material behavior.

Figure 9.15. Example of a single photostability measurement. Each photoluminescence spectrum
plotted above is acquired in sequence for 2 seconds, totaling 60 spectra for 2 minutes of constant
illumination by the 4-suns 405nm laser degradation/excitation source. Gaussian fits to each
individual spectrum are used to extract the emission energy, intensity, and full-width half-max,
which are in turn tracked over the 2 minutes to gauge sample photostability.
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Chapter 10

Conclusion

This thesis consists of both technical and scientific contributions.

The technical contributions fall under three thrusts. First, I presented a nondestructive

method for quantitative mapping of water content within industry-standard silicon photovoltaic

modules (Chapter 2). This enables for direct measurement of moisture ingress, which has

otherwise remained a somewhat hidden variable during the accelerated environmental tests relied

upon by industry and academic researchers of photovoltaic durability. Second, I constructed a

ray-tracing method for the correlation of sequential spatially-resolved measurements of a given

sample (Chapter 5). This enables us to register multimodal microscopy data which are each

systematically corrupted by geometric factors and local probe-sample interactions, ultimately

enabling us to draw the correlations such as structure-property relationships that are integral to

the study of materials. Third, I developed a platform for automated fabrication and testing of

spin-coated optoelectronic thin films (Chapter 6). Beyond the hardware, I presented software

tools to enable facile use of the tool by experimentalists. MixSol plans solution mixing paths

from arbitrary sets of available solutions to target solutions, which has value to any researcher

or automation plaform that works on solution-based processes (Chapter 8). Roboflo creates

job schedules for materials automation platforms, improving the efficiency of said platforms by

allowing many experiments to be run in parallel (Chapter 7). Roboflo is designed and closed-loop

automation in mind, and is capable of scheduling new jobs around existing jobs. These steps are
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critical to realizing the potential of lab automation platforms in general. As such, the software

tools described in this dissertation are all publicly available and actively maintained on GitHub.

The scientific contributions also fall under three thrusts. In Chapter 3 I quantified local

correlations between moisture content and performance losses in silicon photovoltaic modules.

While studies of moisture on module durability are common, results are almost entirely evaluated

on overall module performance losses, which we show to arise from a set of distinct degradation

modes within a given module. Dissection of the local performance losses allows us to determine

the contribution of each mode to the overall module performance loss. Furthermore, we show

how these distinct modes present as a function of the temperature and humidity of the module

environment, and as a function of the module architecture. The results of this study should

inform choice of module architecture by deployment environment. In Chapter 4, I show the

interplay of structure, composition, optoelectronics, and stability in europium-doped cesium lead

bromide perovskite. These results show that europium addition reduces nanoscopic structural

disorder within the perovskite, improving luminescence and increasing the x-ray hardness of

the material – the combination of which shows Eu:CsPbBr3 to be a promising material for

construction of high-energy photon detectors. In Chapter 9, I experimentally screen a large

number of halide perovskite compositions for potential application as wide-bandgap top cells

in perovskite-on-silicon tandem photovoltaic cells. If halide perovskites are to be deployed

industrially as photovoltaics, this is the likely application. Our screening evaluates absorbers not

only on figures of merit for initial performance (photoluminescence intensity), but on measures

of stability to stressors expected during operation (illumination and heat). This combined set of

metrics is required to ensure that the downstream development from films to full solar cells – a

costly endeavor – is focused on compositions that are both stable and performant.
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