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## Chapter 1: Introduction

## Protein design

Protein design can be viewed most logically as an inverse of protein folding. With protein folding, the question rests with how can a three dimensional structure be selected that most realistically places a sequence of amino acids in a configuration which minimizes the energy of the entire polymer. Here, Levinthal's paradox helps frame the enormity of the space that could be searched. The inverse question, can a protein sequence be specified which adopts a desired amino acid backbone configuration, is a question we are only capable of answering in the light of protein structure. As more protein structures have been revealed, it has become apparent that specifying a protein that adopts a particular shape provides the rational means to control molecular processes in a capacity similar to the diversity of natural proteins. In the pursuit of this goal, it is particularly important to specify the atomic configuration with enough confidence that the resulting sequence accomplishes the functional goal. Even the smallest of atomic deviations can detract from the desired functional outcome.

As the number of protein structures available has increased so too has the ability to design new ones. Still, it remains difficult to exactly predict the outcome of a design with atomic precision ${ }^{1,2}$, especially in cases where dynamics of higher order interactions are involved, which constitute most of the functional roles proteins serve in nature. Most designs are quantified as successful based on root mean squared deviation (RMSD) ${ }^{3}$, however, differences between crystal and solution state structures from which design templates are made ${ }^{4}$, plus an incomplete grasp of the energetics and sampling trajectories to modeling full proteins from scratch, cause substantial deviations between design and reality. In the best-case scenario, these errors diminish total accuracy, however in most cases, designs fail completely. Given these difficulties, it is immensely more difficult to design two or more proteins which are
dependent on each other. Indeed, the success rates of multicomponent designs are far lower than independent monomeric designs ${ }^{5-8}$.

## Symmetry and self-assembly

To achieve success at large length scales, the most fundamental solution is to use symmetry. Using symmetric principles, large structures can be described using repetitive transformations of individual units. In this way, designing ultra-structured materials boils down to the design of a single unit and layering the unit upon a symmetric framework ${ }^{9}$. As the best practitioner of protein design to date, evolution routinely utilizes symmetric principles to generate many of the complex biological structures that organisms rely on for proper functioning. As far as finite structures, simple multimeric proteins rely on a few symmetric relationships. More complex biological assemblies-microtubules, nuclear pores, flagellar motors, and viral capsids—use multiple protein types often with individual symmetric properties to occupy highly specific functional roles.

Just as symmetry reduces the degrees of freedom in protein design, the driving reason for biological systems to utilize symmetry is the reduced genetic information to specify robust and intricate complexes. To compensate for the lost information, processes of self-assembly accompany symmetry which allow the same level of complexity to be realized from a single genetic origin. For example, at equilibrium, complexes are nearly completely dominated by the assembled species ${ }^{10}$ which results in no sacrifice in the overall functionality, yet allows a single gene to accomplish more with less. Key then to harnessing symmetry in protein design is strict adherence to self-assembly within the design specifications. As the intended complex can only result from complete assembly of individual monomers, assembly pathways that are inefficient or inadequately specified result in off pathway outcomes ${ }^{11}$. The designs must cooperatively participate and follow self-assembly kinetics if they are to achieve the thermodynamic stability of the end state ${ }^{12}$.

When it comes to creating assemblies of infinite bound, biology provides fewer examples as the nature of these extended materials create problems within the confines of a cell. A few biologic entities that contain symmetry operations consistent with 2D plane symmetry groups typically operate as surfaces or in closed topologies, including the bacterial S-layer ${ }^{13}$, shell proteins of bacterial microcompartments ${ }^{14}$, or the bacterial chemotaxis system ${ }^{15}$. As far as natural 3D lattices, the best examples result from applications where dense or stable storage is necessary such as metabolites ${ }^{16}$, signaling molecules ${ }^{17}$, or pathological agents ${ }^{18}$. Every instance follows a pattern using selective protein processing, either modifying protein shape, charge, and availability of ionic interactions to control ordered growth ${ }^{19}$. All of these steps require encapsulation to segregate the crystallization process from the dynamic cytoplasmic environment, except in cases where crystallization proves advantageous to an intracellular pathogen. In addition to the self-assembly processes which govern finite symmetric assemblies, lattice type assemblies involve a phase transition associated with the processes of crystallization.

## Crystallization based assembly processes

In understanding crystallization assembly dynamics, the thermodynamic and kinetic properties of both nucleation and growth processes must be considered. First, a nucleation center, which constitutes a critical mass of materials with orientational similarity, must reach thermodynamic stability. Nucleation constitutes that major kinetic barrier and stands as the limiting step governing the phase transition ${ }^{20}$. Various snapshots of nucleation have been captured from model proteins giving insight into the mechanism ${ }^{21-23}$. All models of crystallization depend upon supersaturation, however models typically delineate between classical nucleation theory, where molecules in solution overcome a phase transition barrier to assume a solid crystal nucleus, or nonclassical theories, which contain intermediate stages between the liquid and solid state such as liquid-liquid phase separation, oligomer formation, or aggregation ${ }^{24}$. The
core of the process is similar regardless of the precise physical state where the nucleation mechanism occurs. Upon supersaturation, dense solution conditions force molecules into confined intermolecular orientations. During random fluctuations in this dense state, the energy of the system is raised due to the limited diffusional mobility. However, increased energy can be relieved upon accumulating energetically favored intermolecular contacts which decrease the systems enthalpy through molecular packing and increase entropy by liberating first shell waters into the bulk solvent ${ }^{21}$. If formation of a sufficient number of similar contacts results in an orientationally preferred association, additional molecules can subsequently pattern onto this solid phase with the same underlying orientation, sacrificing rigid body degrees of freedom for improved intermolecular contacts. Formation of a bonafide crystal nucleus requires that a substantial energy minima forms whereby the surface area to volume ratio of the nascent condensate surpasses a critical size and the kinetics of association and dissociation, as well as solution concentrations, result in the inevitable descent down the free energy potential to perpetuate growth of the nucleus ${ }^{25}$.

During crystal growth, patterning of molecules off the nucleus grows the crystal into a size range amenable to structural characterization ${ }^{20}$. As the large entropic penalty of nucleus formation has been satisfied, this stage occurs rapidly as subsequently the molecules need only to adsorb to the solid in an orientationally specific manner. The decreased entropy in confining molecules to the growing crystal is more than offset by the gain in enthalpy from atomic interactions, and the increased entropy of the remaining molecules in the diluted solution, especially water ${ }^{25}$. The rate of growth largely depends on the rate at which the first molecule in a new lattice plane adsorbs to the crystal face. Subsequent molecules adsorb with fewer degrees of freedom due to supporting contacts provided by molecules on the current and internal layers. At this point, the process proceeds down the free energy landscape until an equilibrium with solution molecules is reached.

## Orientational dependence in protein design

To realize orientationally dependent protein components, the choice of designed connection has a large impact on the design outcome. Current research has demonstrated a number of methods to connect macromolecules in distinct ways, which can be separated into covalent and non-covalent interactions ${ }^{9}$. Generally, covalent connections between proteins form a single continuous protein. These unary strategies are exemplified by fusion of an $\alpha$-helical linker ${ }^{26,27}$ or a simple flexible linkers if the linkers contain multivalent contacts to tether multiple sites in an orientationally dependent way ${ }^{1}$. Unary fusion techniques are generally easier to implement as they only require the design of the connecting termini. However, the reduced degrees of freedom in selecting interacting protein termini reduce the number of suitable geometric dispositions. Further, any deviation from perfect geometry can lead to unforeseen deviations along the degrees of freedom which ultimately affect the design outcome ${ }^{27,28}$.

On the other hand, non-covalent interactions between two components do not readily assemble if one element is absent from the system. These types of binary design schemes are routinely used by biological systems to couple protein domains and typically form more stable designs as the number of contacting atoms in the interaction between components is increased. However, designing non-covalent interfaces involves greater uncertainty. As the hydrophobic effect is the primary means to drive interface energetics, protein surfaces must be endowed with significant hydrophobic substitutions. These alterations to the surface make this method prone to insolubility ${ }^{5,6}$. Either the protein fold cannot support the increase in exposed hydrophobics resulting in misfolding, or non-specific interactions and aggregation cause designed components to sequester from the soluble globule state ${ }^{29}$.

The choice of connection also has important implications depending on the chosen symmetry and connection topology. For materials that are governed by self-assembly, unary designs offer a more fool proof method to satisfy kinetic constraints. These designs undergo self-assembly with the rates of the oligomeric units from which they are based and thus are
subject to rapid and complete assembly given accurate orientational specification. With binary assembly, the strength of the non-covalent interaction can be a deterrent to complete assembly ${ }^{10}$. In the case of extended materials, the benefit of binary design is preferred even with the downfall of decreased designability. As previously discussed, self-assembly of unbound materials naturally creates adverse effects during production in the bounded environment of the cell. Methods of cell free protein synthesis (CFPS) may permit unary strategies to be explored, however, they are not preferred, given the scale of protein production in CFPS ${ }^{30}$ and the relative ease offered by cellular expression systems such as E. coli. As a binary paradigm allows separation between protein production and material assembly steps, and the biochemical determinants of crystallization are highly variable, working with a non-covalent design allows for finer control over the experimental variables.

Many considerations must be made into the nature of the non-covalent interaction. Ligand or metal mediated interactions are easily deployable, however, require introducing specific chemical linkers into the design or substitution of metal coordinating residues such as histidine or cysteine into interfaces. These methods require unique solutions for each symmetry combination ${ }^{31}$ and are prone to nonspecific interactions or unspecified material expansion ${ }^{32}$. More robust design frameworks generate redesigned protein interfaces upon alignment of a pair of components with the underlying symmetry operation. This methodology has driven the success of most recently designed cages, filaments, 2D layers, and 3D crystals ${ }^{2,5,6,33-39}$ specifically by using the Rosetta suite of computational tools ${ }^{40,41}$. Interface design is flexible for any shape or symmetry, however, generating strong non-covalent interfaces has typically leveraged large hydrophobic surfaces, which are prone to expression difficulties from insoluble protein. These interfaces also present issues specifically during assembly and expansion of infinite materials, as unsatisfied hydrophobic patches are present at each edge of the crystal. An alternative route for creating interfaces involves utilizing statistical sampling from the wealth of structures of protein complexes ${ }^{42}$ and guiding design through emulation of natural interfaces
${ }^{43,44}$. As nature consistently produces viable proteins, the odds of making biologically feasible designs increases the closer we get to emulating it. Indeed, in the successful crystal designs to date, the interfaces developed were free from extensive hydrophobic contacts. In the first implementation, a p6 layer was created by packing of $\alpha$-helices. Polarity was then engineered into opposite ends of helical termini. Assembly of p6 layers on top of one another expanded the material in the third dimension, generating a P6 crystal ${ }^{45}$. In the second implementation, symmetrization of interfaces enables greater packing with less use of hydrophobics ${ }^{38}$.

## Principles of specific and favorable interfaces

To more accurately model protein interfaces, studying the patterns which make natural interfaces possible is a good place to start. Protein interfaces can be divided into three groups from the observed interchain contacts in the PDB: those which belong to obligate oligomers which are nearly completely assembled globules, those of specific protein-protein complexes, which can range from nearly permanently to transiently associated, and those arising solely from crystal contacts ${ }^{43}$. Key in all of these interfaces is the extent and type of buried surface area (BSA) between the two subunits. For non-obligate and obligate protein interfaces, the mean BSA is around $2,000 \AA^{2}$ with a typical minimum of around $1,200 \AA^{2}$, while only $900 \AA^{2}$ seems sufficient to encode sufficient specificity. Within interfaces, there are distinctive sets of atoms that together make a stable o-ring contact pattern. Though definitions differ, the o-ring consists of core residues, whose atoms combine to have > $25 \%$ relative solvent accessible surface area (SASA) in the globule state, but are < $25 \%$ relative SASA upon burial in a complex, rim residues, whose atoms have relative SASA $>25 \%$ in the complex state and support residues, those that are $<25 \%$ relative SASA in the globule state, but contribute BSA to the interface ${ }^{46}$. Whereas core residues [also including support] make significant contributions ( $>2 \mathrm{kcal} / \mathrm{mol}$ ) to binding energy, rim residues make minimal contributions to binding energy and exist primarily to seal bulk solvent from the core ${ }^{42}$. When compared to the rest of the protein
surface, there are noticeable residue propensities, evolutionary sequence conservation, and means of interaction that arise, with slight differences between the core and rim depending on whether the interface is a protein complex or an obligate oligomer. Charged residues are noticeably absent, with the exception of Arg, while there is an enrichment in aromatic residues and certain aliphatics, especially in the core. Generally, amino acid usage biases towards more entropically favored side chains. Crystal contacts depart significantly from the above observations. At their interfaces, they have decreased BSA, hydrogen bonds, and residue propensity, lacking specific "O-ring" morphology, and contain far more ordered waters. Additionally, many more contacts exist between small conformationally limited side chains and backbone atoms ${ }^{43}$.

These properties are in stark contrast to the recent demonstrations of ultra-structured biologics using Rosetta de novo interface design which are significantly hydrophobic. Typically BSA hydrophobic propensity is not manifest in large patches on the protein surface. Instead, polar residues interspace most hydrophobic patches to thwart non-specific hydrophobic interactions and aggregation ${ }^{47,48}$. Comparison of protein complexes versus the corresponding atoms in the same monomeric structure, shows remarkably that $13 \%$ of interface atoms display SASA upon removal of the complexed protein which are completely buried in the monomeric state. This conformational diversity is unaccounted for in current design schemes and involves a number of backbone atoms, of which $\sim 20 \%$ of the interface is typically composed. Additionally, hydrogen bonding is present in significant amounts ( 1 H -bond/75 $\AA^{2}$ polar BSA, 1/190-210 $\AA^{2}$ BSA) and typically involves backbone heteroatoms. Although there is noticeable bulk water exclusion from the core, structurally significant waters occur in wet interfaces providing coordination and bonding specificity ${ }^{43}$. These additional interface characteristics are noticeably absent from computational design models, which until only recently have taken hydrogen bonding into effect ${ }^{8}$ while full prediction of water molecules in interfaces is not routinely utilized
or accurate. These shortcomings limit the ability to produce soluble, robust interfaces and need to be overcome to achieve higher success.
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# Chapter 2: Design of protein crystals in two space groups demonstrates kinetic implications towards the realization of ordered protein lattices 

Kyle Meador, Joshua Laniado, Todd O. Yeates

## Introduction

Once the domain of material scientists and chemists, designed proteins can now be utilized as the building blocks to synthesize biocompatible nanomaterials. Ever since their utilization to deduce the atomic structures of biomolecules ${ }^{1}$, crystalline materials have had a tremendous impact on the life sciences. To date, over 200,000 structures have been deposited in the Protein Data Bank (PDB), of which $\sim 90 \%$ have been solved using crystallography followed by x-ray diffraction. Despite providing the foundation for structural biology, current methods in crystallography have only predicted crystal formation a priori on a handful of occasions ${ }^{2,3}$. Crystallographers integrate molecular biology with principles of physical chemistry to force homogeneous solutions of concentrated macromolecules into ordered crystal assemblies ${ }^{4}$. The fact that crystallization has proven so valuable, despite the lack of understanding to which factors influence every novel crystallization trial, represents a large gap in our knowledge.

To address the gaps in our knowledge of crystallography and advance materials science applications, we set out to design and assemble 3D crystals from combinations of lower symmetry protein building blocks. The design process samples the spatial orientations of two different symmetric protein complexes in order to position their individual symmetry axis preferentially along a global symmetric reference frame which combine to create the full specification for patterning an infinitely repeating 3D lattice. We pursued two different space groups for crystal design, utilizing three different methodologies to stabilize the orientation between oligomeric components with sufficient rigidity to facilitate ordered crystal growth. During
characterization, we show through various methodologies that by kinetically controlling the assembly of the pairs of molecules, the choice of design methodology directly affects how likely the designs can realize the intended lattice. These efforts uncover design principles that relate the outcome of the phase transitions observed to the protein design technique used and provide unique insight into the nature of this complex problem. These discoveries, along with concurrent developments in the field ${ }^{3}$, should enable even more success on this frontier problem in the years to come.

## Results

## Space group considerations

Despite a general understanding of the thermodynamic processes at play, all crystal structures display varied nucleation and growth owing to the diversity of shapes and packing arrangements that chiral molecules sample. This aspect is what makes crystallization so difficult to predict. Given an unknown shape and orientation, there is no way to predict how effective packing will occur. However, as crystal nucleation is dependent on entropic factors, space groups which have more degrees of freedom (higher dimensionality) are favored during macromolecular crystallization ${ }^{5}$. Higher degrees of freedom provides more opportunities for a molecule to transition from a nucleation event, past the critical size, and towards crystal growth. As a sharp contrast to the random contacts formed during typical crystallization by unknown molecules, during design, the shapes and symmetries of the molecules are selected to favorably assume a lattice consistent with the symmetry operations of a predetermined space group. This knowledge allows the question of designed crystalline materials to largely remove the nucleation step from assembly and simplify to a model that only considers crystal growth via self-assembly.

With the numerous possibilities for crystalline materials that can be formed from combinations of symmetry ${ }^{6}$, careful consideration of the different space groups is necessary to
uncover the most favorable possibilities. Out of the 65 chiral space groups, there are 20 which can be recapitulated in SCMs. Of these, selection of the component symmetry operations is crucial in determining design potential. From the observation that nucleation favors higher dimensionality, $D$, where $D=S+L-C$, and $S$ is the unit cell degrees of freedom, $L$ is lattice degrees of freedom, and C is the minimal crystal contact order ${ }^{5}$, we can apply the inverse logic to reduce dimensionality and favor the designed crystal over other alternatives. As all SCMs require only a single new contact, the contribution of $C$ can be ignored during dimensionality considerations. Of the other two parameters, $S$ and $L, L$ is the only influential parameter as all 20 SCM space groups have $S=6$. Accordingly, minimal lattice degrees of freedom correspond to the cubic space groups where $\mathrm{L}=1$. Finally, the ring size $(\mathrm{R})$ establishes the minimum path to traverse from one molecule in the lattice, through a network of lattice contacts, back to the original molecule. Larger $R$ have more capability to collapse upon unforeseen flexibility ${ }^{7,8}$, leading to unintended design confirmations. Ring expansion is also possible, however entropically less favorable. Therefore, a minimum $R$ can be prioritized to limit alternative conformations from forming.

## Design and assembly of fused protein domains in topology F432:\{T\}\{O\}

Given geometric design considerations, the $\mathrm{F} 432:\{T\} O \mathrm{O}$ topology offers one of the most promising routes for crystal design. The F432 space group has favorable dimensionality, minimal $R$ value, and can be composed of highly symmetric point groups, T and O 2, 14 (Figure 2.1a). The designed interface lies between the vertices of the $T$ and $O$ point group when they are aligned upon a coincident three-fold axis of the space groups body diagonal and are oriented so the two-fold symmetry axis of T is parallel to the four-fold symmetry axis of O (Figure 2.1b). Using higher symmetry requires the least number of modifications given the large number of existing contacts. Additionally, the site where the point group symmetries interact occurs at a three-fold axis, allowing all design interactions to act in a multivalent nature (fig1d). For all
designs, we opted for a binary design strategy where protein sequences are engineered at the three-fold junction, utilizing an $A$ and $B$ group attached to both the $O$ and $T$ oligomeric units, respectively, allowing production of the O-A and T-B oligomers separately (Figure 2.1e). Our first strategy places an existing, structurally verified interface, on the three-fold axis between T and O oligomers. Cyclical three-fold (C3) symmetric assemblies made up of six chains total, three of type $A$, and three of type B (i.e $\mathrm{A}_{3} \mathrm{~B}_{3}$ hetero-hexamers) are modeled into the interface using fusion of one monomer of $O$ to one monomer of $A$, as well as fusion of a monomer of $T$ to a monomer of $B$ via flexible linkers. Representative designs have fusions of the affinity domain clustered around their three-fold vertices (Figure $2.1 \mathrm{f}, \mathrm{g}$ ). An additional strategy was to create affinity by splitting a portion of either the O and T assembly and fusing the smaller split peptide sequence onto the complementary oligomer. For example, a small isolated domain of O is removed and fused to the terminus of T . Upon mixing, the lacking residues of O will be satisfied

by the residues appended onto the T oligomer ${ }^{9,10}$.

Figure 2.1. F432 Design scheme and preliminary mixing.
a) Combining O (green cube) and T (yellow pyramid) symmetries in the outlined orientation gives b) the F432 unit cell with c) cubic dimensions. d) Magnified contact geometries of O, T where the distance ( h ) from the center of mass (open circles) of T , to center of mass of O is variable for each F432 design. e) Fusion of natural C3 symmetric interfaces (A3B3, blue/pink) along h connects O and T , to A and B chains, respectively, using flexible linkers. f) Example design components displaying engineered interface domain on the outside of T and g ) O oligomers. j) EM of T component, $\mathbf{k}$ ) O component, and $\mathbf{h}$ ) after crystallization attempt by overnight mixing. i) Magnification reveals a lack of apparent order indicating agglomerative assembly.

Twenty designs (comprising 20 individual T and O particles, where a pair of T and O represents one design) of the $\mathrm{A}_{3} \mathrm{~B}_{3}$ interface fusion type along with 8 designs of split interfaces were computationally designed. We created nucleotide sequences which code the fusions and split proteins, and cloned these for expression in E. coli. Expression of separate O and T oligomers indicated limited solubility, especially as both components from a design pair must be soluble to test the design hypothesis. This was a surprising result given the limited modification involved to each protein in the multi-domain fusion. The result may indicate the assembly pathways of the component oligomers are disrupted upon placing an additional multimeric interaction into the assembly process. The result for split proteins was not as surprising given the interior regions exposed can cause significant hydrophobicity given the multivalency of the oligomer ${ }^{11}$.

## Crystallization dynamics of soluble designs

Separately soluble components for one $A_{3} B_{3}$ design and one pair of split protein designs were identified. The individual components from the $A_{3} B_{3}$ fusion can be visualized as homogeneous distributions of particles under negative stain electron microscopy (EM) (fig j,k) as the result of purification using size exclusion chromatography (SEC). Soluble designs were mixed to attempt crystallization of the F432 lattice. After mixing, no microscale order was apparent, however EM studies revealed numerous amorphous aggregates which have no significant crystallinity (Figure $2.1 \mathrm{~h}, \mathrm{i}$ ). The interface in the characterized design displays less than 10 nM affinity ${ }^{12}$. Additionally, symmetry induced avidity lowers the effective $\mathrm{K}_{\mathrm{d}}$ even further ${ }^{13}$, likely into the picomolar range in our case. The effect of such strong interactions is in stark contrast to the interfaces that dominate crystals ${ }^{14}$, and although designs may have satisfied geometric search and certainly displayed affinity criteria compatible with crystal nucleation, kinetic traps along the assembly route led to agglomeration.

To understand how such agglomeration was occurring, we tested the hypothesis that catastrophic crystal nucleation was occuring as a result of the strong interfaces in our designs. Given the designs were binary, we could employ biochemical techniques to control the assembly process by modulating both physical and chemical barriers. However, even mixing of dilute concentrations of individual components, we could visually observe a phase transition moments after mixing (Figure 2.2a,b). We first attempted to probe nucleation kinetics by controlling the concentration of each component during mixing, in effect perturbing the supersaturation of nucleation. We mixed particles in a number of concentration ratios, however we observed that a $40: 1$ ratio ( $21 \mathrm{nM}: 0.5 \mathrm{nM}$ ) was required to limit solid phase formation to an extent that individual nuclei could be observed (Figure 2.2c,d). We additionally attempted a mixture regime where the O-A assembly (Figure 2.2 f ) was mixed with only the interfacial region $\left(B_{3}\right)$ of the T oligomer (Figure 2.2g). This mixing scheme is unable to form the designed crystal as it lacks oligomeric $T$ lattice contacts, however, the interface contacts ( $O-A: B$ ) can still interact. If this occurs in an ideal manner, all O-A monomers should be occupied by a single B, ideally with an entire $B_{3}$ complex occupying the vertices of the O-A octahedron. If this is not the case a number of alternative topologies could result (Figure 2.2h). We observed individual distributions of homogenous precursor molecules (Figure $2.2 \mathrm{k}, \mathrm{l}$ ), however, upon mixing an equal

stoichiometry of monomers, we saw larger agglomerates, similar to the prior mixing of the full
O-A and T-B particles.

Figure 2.2. Crystal nucleation and growth characterization.
a) Mixing dilute solutions of pure Tetrahedral and Octahedral components results in b) immediate precipitation. c) Precipitation is the macroscopic manifestation of agglomerates visible under EM and $\mathbf{i}$ ) is concentration dependent. $\mathbf{f}, \mathbf{k}$ ) Mixing Octahedral component with $\mathbf{g}, \mathbf{l}$ ) Tetrahedral interface domain alone reveals similar agglomeration $\mathbf{m}$ ) to full component mixing. h) Correct theoretical addition with no interface unbound compared to the incorrect reality. d) Solid phase crystal synthesis on EM grids facilitates imaging nucleation intermediates. Biotinylated sample is bound to streptavidin coated EM grids orienting the interface domain orthogonal to the grid surface, priming nucleation. Alternating application of symmetric components grows crystal nuclei, component by component. e) The result of one cycle of growth reveals numerous differences between theoretical geometry and $\mathbf{j}$ ) observed geometries.

## Solid phase crystal synthesis to image nucleation intermediates

The formation of higher order solid species upon addition of $\mathrm{B}_{3}$ alone, indicated that the geometric constraints of the engineered contacts were not adequate to specify the intended lattice. To understand how the engineered contacts were improperly situated, we performed experiments to characterize the binding geometry. We devised a controlled nucleation approach similar in concept to solid phase synthesis where growth is controlled via compartmentalized reactions ${ }^{15}$. Briefly, one of the components is immobilized on a solid support via covalent interactions; this molecule serves as the nucleation site. Excess unbound protein is washed away leaving a clean support equilibrated in the binding buffer. Next, incubation of the support with a second solution, containing only the crystal counterpart, results in complete stoichiometric binding between bound nuclei and the second component. Subsequently, the support is again washed of excess unbound protein. This process is repeated, alternating the identity of the protein in each additional step and washing to remove excess unbound protein. Given the interaction dissociation rate of the design is measured in days ${ }^{12}$, infinite dilution ideally leaves all molecules bound.

We performed this experiment using electron microscopy grids as a solid support medium whereby a single $B_{3}$ interfacial nuclei was attached to the grid through a biotinylated
handle that is site specifically attached to the non-binding surface of the $B_{3}$. This handle enables attachment to a 2D layer of streptavidin which was previously incubated with biotinylated lipids that coat the microscopy grid ${ }^{16}$. Given the three-fold nature of the $B_{3}$ and a single attachment to each monomer of B, this specifies a vertically oriented attachment with multiple points of contact which bestows the connection with more rigidity. The theoretical specification of one full round of solid phase crystal synthesis-application of each of the O and T oligomers once-leaves a single O-A particle bound to each support nuclei and subsequently bound T-B particles only present at sterically available sites. These positions include the A interaction domain at the vertice perpendicular, but opposite the support, and the vertices lying $70.5^{\circ}$ off this axis, whereby three identical sites, $120^{\circ}$ apart, create a characteristic geometric signature when viewed with the support perpendicular to the imaging plane (Figure $2.2 \mathrm{~d}, \mathrm{e}$ ). We observed a range of geometric outcomes for the initial nuclei (Figure 2.2 j ). Given the nature of this experiment has multiple assembly processes, all prone to slight deviations from the ideal, the most important conclusion was the non-uniformity of the visualized nuclei sites. Although some have characteristic three-fold addition, most deviate in angle or in stoichiometry. If any of these off target assembly geometries occur during crystal growth, which we hypothesize is the case given the data presented, lattice defects ensure. Further, if even one incorrect interface occurs in the 96 copy number unit cell, order at the lattice length scale is affected and crystal formation poisoned.

## F432 design conclusions

Given these results, it became apparent that our design was almost entirely decoupled from typical crystallization energetics which are dominated by the kinetics of nucleation and lattice growth ${ }^{17}$. We observe that under a regime of strong intermolecular contacts, nucleation was not dependent upon supersaturation. As the significant favorability of the interfaces overcomes the phase transition energetic barrier quite readily, we were confronted with quite the opposite problem. Rampant energetics caused lattice defects to become permanently
enmeshed in the growing solid phase, wherein dissociation rates of non-conforming molecules were completely overwhelmed by association rates and the entire design adopts significant disorder. Additional techniques to control this process include mutagenesis of interface "hot spot" residues to reduce affinity, which could provide valuable reductions in the overall rate of formation, however, general geometric flexibility in the O-A fusion may be too significant for any interfacial manipulation experiments to overcome.

## Applying lessons to design of P432:\{C3\}\{D4\} crystals

We applied the principles uncovered from F432 to inform on additional design methodologies that are needed to generate successful crystal designs. As our next target, we considered the cubic space groups F23, I432, and P432 which use various combinations of two symmetry components and demonstrate promising dimensionality characteristics ${ }^{5}$. These space groups have cubic lattices, however, sacrifice an increasing ring size as the result of greater degrees of freedom (Table 2.1 and 2.2). Such a tradeoff is inherent when reducing the symmetry order of the two components as less symmetry present in each individual component requires more symmetric specification be supplied in their relative orientation. Although there is no change in the number of engineered contacts for any SCM (only one), there is increased design difficulty when higher order symmetry is an emergent property of the design. As we demonstrated, errors in angles of association result in defects during growth. As more of these angles are not inherent to the components, they must be specified through design.

| Point Group | Number of oligomers |
| :--- | :---: |
| O | 49 |
| $T$ | 99 |
| C3 | 1164 |
| C4 | 217 |
| D2 | 1906 |
| D3 | 618 |


| D4 | 234 |
| :--- | :--- |

Table 2.1. Number of oligomeric building block structures for common crystal symmetries
Oligomeric counts accessed May 2019 according to $90 \%$ sequence clustering, expression in E . Coli, and 3.0 A resolution for x-ray crystallography PDB structures.

| Space Group | Symmetry Combination | Combinatorial Design Space | Degrees of freedom (DOF) | Total Design Space |
| :---: | :---: | :---: | :---: | :---: |
| F23 | C3 + D2 | 2218584 | 2 | 9E+06 |
| F23 | C3 + D3 | 719352 | 2 | 3E+06 |
| P432 | C3 + D4 | 272376 | 2 | 1E+06 |
| 1432 | C4 + D3 | 134106 | 2 | 5E+05 |
| 1432 | D3 + D4 | 144612 | 2 | 6E+05 |
| F23 | T + T | 9801 | 1 | 1E+04 |
| F432 | T + O | 4851 | 1 | 5E+03 |

Table 2.2. Degrees of freedom for two-component crystalline space groups
Symmetry operations, space groups, and total design space of favorable crystal designs using structural templates from the PDB. O-octahedron, T-tetrahedron, C-cyclic, D-dihedral.

Additional benefits arise when exploring crystals composed of lower order symmetries, primarily related to increased sampling of design candidates. First, the number of protein components in the PDB increases as the symmetry is decreased which means more pairs of designs can be sampled offering better solutions. Second, lower order symmetries offer greater designability from increased diversity of surface features at potential interface sites. Whereas high symmetry O and T oligomers have relatively smooth surface features, such as in F432 designs, using C3, C4, D2, D3, and D4 oligomers, there are greater surface features and thus generally improved shape complementary between molecules can be achieved. Third, these features allow interface design strategies to be employed which have demonstrated success in design of de novo interfaces ${ }^{18,19}$. Non-covalent interfaces are the primary way proteins
associate in biological systems and offer a flexible means to tune the ability of proteins to interact.

To access such surface features and interface design potential we required additional computational capabilities to specify orientations between oligomers, identify features, and specify sequences which create the desired interfaces. The result of these endeavors is outlined in chapter 3 of this work. Briefly, using a pool of oligomeric components, we use a three-step computational modeling scheme to find suitable design candidates. First, we sample pairs of protein components in configurations deemed feasible given the symmetric topology to create docked poses with no atomic clashes. Second, we examine the complementarity of their interfaces using natural protein complexes as interface templates and select for the most ideal properties. Third, we redesign the side chains present at residues in the new interface, bestowing them with atoms which are capable of producing viable interfaces. These methods rely on heuristics previously articulated with modifications that demonstrate promise in increasing success based on sampling statistically favorable interfaces from structurally characterized complexes rather than purely computational scoring.

We applied these docking and design principles to the production of designs in the P432:\{C3\}\{D4\} architecture. Designs with varying interface sizes and modeled interaction potential were chosen to span interface strength ranging from protein complexes, to crystal contacts ${ }^{20}$. In total, 48 designs were synthesized, each containing one C3 and one D4 component. We proceeded to characterize these designs by individual protein expression. Expression testing indicated that 15 designs demonstrated both components were soluble and therefore amenable to crystallization trials.

## Structural validation of alternative assembly pathway

We tested crystallization of the most robust construct (4E/10E) using both commercial and custom crystal screens. After purification of both components separately, the concentrations
of each were measured and adjusted for equal stoichiometry. We prepared a mix of the samples at concentrations of 50,5 , and $0.5 \mu \mathrm{M}$ immediately before crystallization trays were set up to prevent long incubation times outside of the crystallization experiment. After hours, many wells indicated formation of small pre-crystalline or microcrystalline species. Within three days, one well was identified to contain three crystal forms with cubic, rectangular, and needle-like morphologies. The condition contained crystals from both the 50 and $5 \mu \mathrm{M}$ mixing conditions. The biggest cubic crystals were extracted, mounted and frozen. We collected data at the APS synchrotron, beamline E which produced diffraction to $\sim 3 \AA$. Immediately, we could tell the crystal was not of the design given the deviating unit cell parameters and space group of 1422 . The structure was solved by molecular replacement and found to contain only one of the two designed components, indicating that it had preferentially crystallized even in a stoichiometrically equal mixture. The sequestration of one component from the other indicates that the interactions of this component with itself were preferred over the designed contacts with the complementary pair. Whether this was a consequence of the particular crystallization environment or an implementation detail of the design remains to be seen. However, it is hypothesized that the design contains a potential loop region that was unmodeled during design steps. We became aware upon examination and superposition of a homologous structure that this may be the case. If this is the case, potentially unfavorable clashes may prohibit the correct interface association, favoring the preferential self crystallization observed.

## Screening for crystalline assembly via high throughput methodologies

There exists a number of hurdles to test for assembly into the crystalline state, especially in a manner consistent with the scale necessary to find successful candidates. Two methods were examined with the aim of miniaturizing this process and enabling discovery methods past routine purification of binary components and crystallization trials. First, we subjected designs to cell free protein synthesis (CFPS) ${ }^{21,22}$ to enable characterization of two component systems in
amore unary fashion, where crystal growth occurs simultaneously with protein production, however, without the constraints of cellular inhibition and membrane encapsulation. Second, we conducted trials to investigate small angle x-ray scattering (SAXS) as a high throughput screening technique to identify designs which are capable of forming microcrystals ${ }^{7,23}$.

Through CFPS trials, it was discovered that the quantities of protein synthesis are variable depending on the quality of the CFPS mixture, the particular DNA used, and the method of detection. Through all attempts to characterize production, we couldn't obtain large enough yields to reliably visualize protein expression. This was independent of whether the protein expressed in cells, resulting in a high probability of false negatives. Although detection was difficult with SDS-PAGE and western blotting, radiography could be pursued to improve detection using C-14, which is typically used as the preferred method for such dilute samples ${ }^{24}$. We didn't pursue radiography due to issues of laboratory safety and hurdles establishing such workflows. Given these difficulties imposed significant problems with detection, we pursued alternative methods.

As an exploration into the potential for SAXS to discover crystallinity, we set out to understand the quantities of materials necessary to detect crystals of various sizes from regular buffer conditions. If conditions can be located which are favorable for microcrystal data collection, more experimental protein solutions could be used to screen for the presence of designed microcrystals. We set up batch crystallization trials of microcrystalline samples with known crystalline sizes ${ }^{25}$. By performing crystallization with either $12,10,8,6,4,3,2$, or 1 $\mathrm{mg} / \mathrm{ml}$ lysozyme, the size distribution and number of crystals is reported to vary. We were only able to visually confirm crystals in the $12-6 \mathrm{mg} / \mathrm{ml}$ concentrations. Next we performed a dilution series of these crystalline assemblies either with crystallization buffer or fixative solution to cross link crystals so that upon dilution, they stay assembled. Finally, crystalline suspensions of $15 \mu \mathrm{l}$ were subjected to capillary based SAXS experiments. We used incident x-rays of 11 keV and a
3.5 m sample-detector distance that enabled detection of characteristic Bragg peaks in the range of 0.0033 to 0.33 q , corresponding to the 0,1 , and 2 lattice indices.

Analysis of SAXS intensity versus radius demonstrated the expected Bragg peaks in only the most concentrated micro batch crystallization experiments (12, 10, $8 \mathrm{mg} / \mathrm{ml}$ ) and only in the undiluted and two-fold diluted samples. Scattering of these samples was independent of preparation in fixative. Through additional investigation it was discovered that many experimental details contribute to the successful data collection. For instance, as the crystals are quite large, they are subject to gravitational effects and each of the wells with more crystals were visually inspected to have crystalline precipitation remaining after autosampler injection. Although such experiments confirmed that concentrated solutions of microcrystalline samples could be viably characterized by SAXS, more dilute and potentially semi-ordered microcrystalline formations remain a much less likely prospect.

These explorations demonstrate the continued difficulty of characterizing such assemblies via more rapid and high throughput means. Development of techniques in SAXS to minimize sample size, improve autosampler retention, and improve detection exposure areas may enable more robust detection of such solid assemblies. Additionally for CFPS, if more robust preparations are utilized, either through commercial kits, optimized nucleic acid inputs, or improved quantification methods, CFPS offers the unique capabilities to screen for such assemblies ${ }^{22}$. It is likely that either of these techniques could also be complemented with micro electron diffraction (microED). Our attempts at utilizing electron microscopy were complicated by the lack of ordered assemblies produced. It's also expected that the dehydration of lattices with large unit cell sizes may be a particular constraint and cryogenic microED is a prerequisite for such studies of designed protein lattices. Given these experiments, it is believed that current discovery and characterization methods are best suited to separate binary production of proteins and controlled mixing using typically protein crystallization methodologies.

## P432 design conclusions

Though we have been unsuccessful in locating designed crystals in the space group P432, our experiments continue to reveal fundamental features of the design space and methods for uncovering successful candidates. The crystallization of a single component involved in the design revealed an unmodelled design consideration that may routinely result in the pursuit of such materials. As hydrophobic molecular interactions result in promiscuous, transient interactions, their explicit use in interface design of particularly crowded macromolecular structures, such as crystals, are a means by which such mutations could have unintended consequences in causing off-target interactions. For symmetric proteins, such as the oligomers which construct most crystalline morphologies, this appears to be even more so the case ${ }^{11}$. As there are multiple crystalline morphologies to choose from, as well as remaining uncharacterized P432 designs in the laboratory, there are certainly many more discoveries that await as we understand the complete boundaries of designed crystalline assemblies.
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#### Abstract

Theoretical and experimental advances in protein engineering have led to the creation of precisely defined, novel protein assemblies of great size and complexity, with diverse applications. One powerful approach involves designing a new attachment or binding interface between two simpler symmetric oligomeric protein components. The required methods of design, which present both similarities and key differences compared to problems in protein docking, remain challenging and are not yet routine. With the aim of more fully enabling this emerging area of protein material engineering, we developed a computer program, nanohedra, to introduce two key advances. First, we encoded in the program the construction rules (i.e. the search space parameters) that underlie all possible symmetric material constructions. Second, we developed algorithms for rapidly identifying favorable docking/interface arrangements based on tabulations of empirical patterns of known protein fragment-pair associations. As a result, the candidate poses that nanohedra generates for subsequent amino acid interface design appear highly native-like (at the protein backbone level), while simultaneously conforming to the exacting requirements for symmetry-based assembly. A retrospective computational analysis of successful vs failed experimental studies supports the expectation that this should improve the success rate for this challenging area of protein engineering.
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## Introduction

A range of emerging bionanotechnology applications rely on designing protein molecules to bind and associate with each other in a geometrically specific fashion. Among such applications, those aimed at creating novel, self-assembling symmetric architectures, such as protein cages and extended protein arrays, place especially strict demands on achieving atomically precise associations (Yeates et al., 2016). When such precision can be achieved by design, diverse protein-based materials with tailored spatial and biochemical properties can be produced. As examples, cubic and icosahedral protein cages (Padilla et al., 2001; King et al., 2012, 2014; Bale et al., 2016; Cannon et al., 2020a,b), as well as extended protein arrays (BenSasson et al.; Sinclair et al., 2011; Gonen et al., 2015; Suzuki et al., 2016), are finding wide ranging uses as biotherapeutics (e.g. for vaccines) (Brouwer et al., 2019; Marcandalli et al., 2019; Ueda et al., 2020), as scaffolds for enzyme organization or atomic imaging (Ernst et al., 2019; Liu et al., 2019; Heater et al., 2020; McConnell et al., 2020), and as nanoscale containers for
molecular encapsulation and delivery (Liang et al., 2014; Edwardson et al., 2020).

Owing to their complexity, as well as our incomplete understanding of their behavior, protein molecules present challenging subjects for design. In protein engineering studies, these challenges often manifest through unpredictable outcomes from mutagenesis, frequently leading to proteins that are prone to misfolding and aggregation. Improved computational methods are addressing those challenges, making it increasingly feasible to mutate the surface of two suitably chosen proteins to create a binding interface between them (Fleishman et al., 2011; Fallas et al., 2017; Pearce et al., 2019). Similar goals are being reached using de novo polypeptides as components (Chevalier et al., 2017; Chen et al., 2018; Adihou et al., 2020; Cao et al., 2020). Yet, despite exciting progress, relatively low success rates are still common in application areas where precision and predictability are essential, generally requiring many design trials to achieve a smaller number of correctly assembling protein designs. A
general view on the current challenges in designing novel protein-protein interfaces is that computational methods do not necessarily generate (prospective) interfaces that mimic native protein- protein interfaces (Stranges and Kuhlman, 2013). The difficulty of the task is heightened in design problems where additional spatial constraints must be met, beyond those required simply for binding. For the design of symmetric cages and regular arrays, for instance, the novel interface must bring the two component proteins together under exacting rules of symmetry; e.g. if each component is part of a naturally symmetric oligomer, then the interface must cause the symmetry axes of the separate components to intersect at a precisely prescribed angle. Such complex constraints confound the problem of designing optimal, native-like interfaces.

In addressing the problem of interface design in the context of symmetric assembly, the strategy introduced by King et al. (2012) prioritized the symmetric constraint part of the problem. There, oligomeric building blocks were docked by systematically sampling the rigid body degrees of freedom allowed by the point symmetry of the target assembly. As a result of the high dimensionality search space and the large number of different component oligomers con-sidered for docking, a rapid first-pass scoring was used to identify configurations that were potentially suitable for design: the number of $\mathrm{C} \beta$ contacts between the docked oligomeric building blocks. Naturally, only a minute fraction of candidate poses chosen under such coarse criteria present interfaces that are similar in atomic detail to those from natural protein-protein complexes. Subsequent amino acid sequence design and additional filtering steps were required to identify interfaces that might exhibit native-like properties. Newer protocols have shown the value of considering known residue pair interactions during docking (Fallas et al., 2017) and prioritizing interfacial hydrogen bonding during sequence design (Boyken et al., 2016; Chen et al., 2018; Cannon et al., 2020b).

The expansive database of known protein structures provides valuable empirical frameworks for evaluating proteins in terms of secondary structure motifs (Finkelstein and Ptitsyn, 1987; Guharoy and Chakrabarti, 2007; Gao and Skolnick, 2010; Xie et al., 2015; Zhou and Grigoryan, 2015). Recent exercises in protein design have begun to prioritize the consideration of secondary structure motifs and the atomic details of how they tend to associate in native proteins (Tischer et al.; Silva et al., 2019). For instance, threading helical fragments together produces novel fold topologies that retain features of observed tertiary motifs (Jacobs et al., 2016; Brunette et al., 2020). Further, sequence design using statistical models of tertiary structure segments has competed with or outperformed physicochemical energy functions in routine design tasks (Zhou et al., 2020). The growing focus on secondary structure associations motivates an attempt to bring those principles to bear on the class of design problems related to symmetry-based assemblies.

Here, we describe algorithms and software that expand motif-based design methodologies to symmetric docking applications-e.g. cubic cages and extended protein arrays. Our new program is parameterized to exploit recent theoretical work articulating the geometric rules for designing wide ranging
nanoscale materials built from combinations of oligomeric protein components-i.e. symmetry combination materials (SCMs) (Laniado and Yeates, 2020). Strategic choices are discussed for program optimization based on fragment-based lookup tables and separation of rotational vs translational subspace searches. Prospective novel designs are discussed, along with a retrospective analysis of successfully designed protein cages.

## Results

## Docking under symmetry constraints

The goal of the program developed here was to enable fragment-based docking for the design of self-assembling materials based on the principles of combined symmetries. The essential idea for building highly symmetric materials from simpler protein oligomers was described by Padilla et al. (2001), with diverse variations demonstrated in recent years (Bale et al., 2016; King et al., 2014; Lai et al., 2014; Cannon et al., 2020a). A complete articulation of all possible SCMs was recently completed (Laniado and Yeates, 2020); 124 different kinds of architectures can be created by introducing a new interface between two oligomeric components. In addition to various cage types based on the Platonic solids, 35 kinds of 2-D arrays and 76 kinds of 3-D arrays were identified as targets possible for design. Each of the distinct SCMs presents a different set of rigid body constraints, and complementary rigid body degrees of freedom, for sampling allowable arrangements of the two oligomers to be docked. For the present work, we have integrated the design rules for all possible SCMs within a new program, nanohedra.

We developed a general docking framework, applicable to all SCMs, that performs a search over multiple rigid body degrees of freedom relating two oligomeric building blocks (Fig. 1). The number of degrees of freedom depends on the symmetric system being constructed, ranging from a minimum of 1 to a maximum of 5 (Laniado and Yeates, 2020). Exploiting advantages of precalculation methods, we were able to factor the search problem for all scenarios into a search over rotational degrees of freedom (for cases where they exist), followed by direct calculation of optimal translational values by linear algebra methods, thereby avoiding the need to explicitly search translational degrees of freedom for each rotation. Identifying favorable docking arrangements within the allowable rigid body search space is made possible by precomputing common protein-protein fragment configurations from known structural data.

## Fragment-based elements

Focusing on short segments of protein structure makes it possible to reduce computational complexity with lookup or 'hash' tables. To this end, we chose to categorize local protein structure using 5-residue fragments. Heuristically, a 5-residue segment is long enough to capture secondary structures types, including $\alpha$-helical and $\beta$-strand conformations, as well as loop structures, while being short enough to model the allowable space of conformations with acceptable precision and coverage using a tractable number of representatives. Using a curated set of known protein-protein interfaces (see Methods), we
computed the most highly represented 5 -residue fragment types found at interfaces using nearest neighbor clustering (on C $\alpha$ RMSD) for a randomly sampled subset of fragments. We experimented with different similarity cutoff criteria and
settled on a $0.75 \AA$ cluster inclusion limit, which maximized fragment coverage, while ensuring stringent constraints on backbone geometry.


Fig. 1 Scheme illustrating two major aspects of the Nanohedra program for designing SCMs from two oligomeric protein components. The top panel shows examples of two SCM types (of 124 types possible), focusing on the geometric rules that must be satisfied when bringing the two different oligomeric components into specific contact. In each case, the red arrows indicate the rigid body degrees of freedom available, which must be explored computationally in a search for favorable docking configurations that would be amenable to amino acid sequence design at the emergent protein-protein interface. Nanohedra encodes the specific rigid body parameterization required for constructing all 124 SCM types (Laniado and Yeates 2020). The bottom panel highlights the use of protein fragment pair libraries as the essential feature for selecting favorable design poses for subsequent interface design. This allows nanohedra to generate native-like interfacial backbone arrangements for design. Program operation is made computationally tractable through various precalculation schemes. One of these involves the decoration of the first oligomer with 'ghost fragments' (based on a library of favorable fragment pair configurations), after which the search for suitable docking poses is reduced to a problem of identifying allowable oligomeric arrangements wherein surface fragments belonging to oligomer 2 overlap closely with ghost fragments covering oligomer 1.


Fig. 2 Interface fragment database. For each of the $25 i, j$ fragment pair possibilities, a single representative $i$ fragment is shown in gray and a subset of cluster representatives of the top 20 most populated clusters are shown in color for the spatially clustered $j$ fragments. N -termini are marked with black spheres. The total number of unique $i, j$ clusters is indicated in the top left corner of each frame.

As expected, different fragment clusters were populated to different degrees; those representing canonical $\alpha$-helical and $\beta$-strand conformations were much more densely populated than those representing different loop conformations, or cases where regular secondary structure transitioned into loops. The top five clusters were sufficient to represent $61.4 \%$ of the candidate fragments, with the highest observed cluster corresponding to an $\alpha$-helical conformation, followed by a $\beta$-strand conformation then three coiled conformations (Fig. 2). Rather than considering a larger number of clustered fragment conformations, we retained five cluster types in order to maximize statistical power in subsequent steps.

Following individual fragment clustering, a paired fragmentfragment clustering procedure was applied to interprotein contacts from the same protein-protein interface set. This problem was simplified by a form of coordinate reduction. A set of three 'guide coordinates', built on the C-alpha atom of the central residue of the 5 -residue fragment (Fig. S1), was associated with the representative fragment from each individual fragment cluster (see Methods); note that three $x, y, z$ coordinates (nine variables) are sufficient to specify 6D rigid body orientation and position in 3D space. This provided a generalized scheme for clustering the relative spatial
arrangement between fragment-fragment pairs. Briefly, for every instance where a 5-residue fragment (type $i$ ) from one protein was found in spatial contact with a 5-residue fragment (type $j$ ) from another protein, each fragment in the $i, j$ pair is assigned to one of the five individual fragment types. This allows placement of the representatives' guide coordinates onto the coordinate frame of the observed fragment pair. Next, the guide coordinate pair was transformed to put the $i$ guide coordinate set in a canonical setting (i.e. at the origin with internal axes along principle directions). The resulting $j$ guide coordinate set is then stored, providing a full representation of the relative spatial arrangement of the $i, j$ fragment pair instance. The $j$ guide coordinate sets were then used as the basis for a final nearest neighbors clustering step where the resulting cluster index, $k$, represents the different spatial modes that tend to be populated by specific $i, j$ fragment pairs (Fig. 2). Clustering at this pairwise stage was based on a relatively strict similarity criterion ( $1 \AA$ guide coordinate RMSD) to establish separate conformational and amino acid preferences for relatively finely discriminated fragment- fragment arrangements (Fig. S1). The resulting data structure is a triplet of ( $i, j, k$ ) indices, each carrying a 9D coordinate point that captures a frequently observed spatial relationship $k$, between a specific $i, j$ fragment pair type. In addition, owing to the cartesian nature of the embedding, a $9 \times 9$
covariance matrix (approximately rank 6) provides a quadratic description of the spatial variation for the given $i, j, k$ fragment pair cluster; that information can be used to analyze permissible deviations. Observed central residue amino acid frequencies are also stored for each $i, j, k$ cluster and can be used to guide subsequent sequence design steps. Ultimately, a total of $97935 i$, $j$ fragment pairs from observed structures were grouped into $4530 i, j, k$ clusters specifying geometrically defined 3-D fragment associations.

## Precoating by 'ghost fragments'

Having established common fragment pairing conformations in advance enables a precalculation protocol with important computational time savings. As a set-up to docking trials between two oligomers, one of the component oligomers (the first oligomer) is decorated with a large set of prospective 'ghost fragments' (Fig. S2 and Methods). These ghost fragments represent preferred interaction potentials based on the orientation of the fragments on the surface of the first oligomer. The precalculated database of representative $i, j, k$ fragment pairs described previously serves as the source for constructing this set of ghost fragments, which is intended to be inclusive for the backbone configurations of the second oligomer that might comprise frequently observed interactions with the first. Depending on the size of the first protein, the ghost fragments may number in the thousands. Once the ghost fragment set is calculated, the subsequent fragment-based docking scheme is reduced to a problem of identifying orientations that might bring surface fragments of the second oligomer into near coincidence with the ghost fragments decorating the first. The exploitation of preferred positions for noncovalent interacting groups bears similarity to other recent computational design applications (Zhou and Grigoryan, 2015; Fallas et al., 2017; Polizzi and DeGrado, 2020).

## Identifying favorable rotations and translations

The outer loop of the docking calculations applies candidate rotation values to the two oligomers, if those degrees of freedom exist. The symmetric construction schemes for SCMs provide a maximum of one degree of rotational freedom for each component oligomer (e.g. about the unique symmetry axis of a cyclic oligomer). For each choice of rotational values for the two oligomers, a calculation is performed to test which of the possible pairs of fragments (chosen from the surface fragments of 2 and the ghost fragments of 1) are in nearly equivalent orientations, as would be required for near-overlap under any choice of translation. This step involves a large number of possible fragment pairs to be considered, as well as somewhat complex numerical calculations for orientation comparisons. We found it critical to shorten this calculation with further precalculation methods and hash tables. We assign each fragment (based on its guide coordinates) to a set of three Euler angles describing its orientation, with the Euler angles discretized into $10^{\circ}$ bins. With a triplet of orientation indices assigned to each fragment, we are able to look up in a precalculated 6D Boolean (true/false) table whether or not the
sets of Euler angle triplets assigned to the two fragments are within a prescribed angular discrepancy (with an accuracy of roughly $10^{\circ}$ ).

The steps described above rapidly identify pairs of fragments (a surface fragment of oligomer 2 and a ghost fragment surrounding oligomer 1) that could be nearly coincident under the chosen orientation values and some translational values between the oligomers. It is critical, however, that the translational relationships conform to those that are prescribed by the particular symmetry rules of the SCM being constructed. Some SCM types have three translational degrees of freedom while some have as few as one. Importantly, our program encodes those translational restrictions for all SCM types, based on tables provided in Laniado and Yeates (2020). For every pair of candidate fragments that have compatible orientations, our program calculates the optimal translation for overlap, within the allowable space of rigid body translations for the given SCM type. This is performed using a linear least-squares calculation, with the error value based on RMS deviation between the two sets of guide coordinates as a function of translational degrees of freedom. We then store the translational parameters for cases where the RMSD for the optimal overlap is within a prescribed cutoff (e.g. $1 \AA$ ).

Ultimately, a suitable docking arrangement between the oligomers is one where multiple candidate fragment pairs could be brought into near coincidence for the same (or highly similar) choices of the rotational and translational parameters. For fastest performance, we found it efficacious to perform the docking analysis in a rapid first pass over a reduced set of candidate fragment pairs (e.g. requiring at least one helix-helix association), followed by a second pass wherein the translational values established in the first pass serve to restrict consideration of additional fragment pairs in the second pass, with an attendant reduction in CPU time.

We found the procedures described above critical for reducing the CPU times to levels that were compatible with docking large sets of candidate oligomer pairs. Other approaches could also be considered, though we emphasize that procedures that might appear beneficial for certain kinds of symmetric construction choices are sometimes problematic for other types of constructions, e.g. depending on the types and numbers of the rigid body degrees of freedom. The system we developed applies universally to all 124 SCM types.

## Heuristic scoring

For each satisfactory docking configuration, a nanohedra score is calculated based on the collection of favorable fragment pairs identified, with the goal of evaluating how well the docked interface is supported by the underlying fragment observations. To compute the nanohedra score, for each instance where a favorable surface fragment vs ghost fragment pair has been identified, a similarity score $(z)$ is first calculated by dividing the RMSD obtained between the surface and ghost fragments by the mean RMSD for member fragments comprising the ghost fragment's $i, j, k$ cluster (precalculated during fragment database creation), with a low value of $z$ indicating a close similarity. If $z$ is less than a prescribed threshold value (e.g. 2),
the inverse of 1 plus $z$ squared is taken to give a match score, ranging from 0 to 1 with 1 indicating a perfect match. This match score for each fragment is propagated to each of the five residues comprising the fragments on oligomers 1 and 2. In this way, each residue in the protein-protein interface might inherit multiple component scores, since each residue might belong to overlapping fragments participating in favorable fragment-fragment pairs. For each such interfacial residue, its assigned match score(s) are first ranked in descending order and are then weighted by $1 / 2^{\text {rank-1 }}$ (rank $>0$ ) for a final summation. This weighting scheme bounds the final score for each residue to a maximum of 2 . The weighted match scores are then summed across interfacial residues to give the final nanohedra score for the identified docking configuration.

## Program considerations

Nanohedra is a command line tool. It can be operated in one of three modes: query, dock or postprocessing. The docking mode executes the main procedures described in the present work. The user specifies the desired symmetry material outcome or SCM type, i.e. the specification of the two component symmetries and their resulting assembly type. Directory paths are input to specify the file locations for the oligomeric protein structures to be tested. The program output comprises pdb files with candidate docked poses in various forms (asymmetric unit within the final symmetry, docked oligomers and an expanded symmetry). Other information includes the final nanohedra score and the spatial transformation matrices mapping the canonically oriented coordinates onto the candidate pose. To guide subsequent design of the resulting interface, sequence information is output in the form of amino acid frequencies based on amino acid composition information tabulated from the fragment database (Fig. S3).

The computer time for execution depends critically on the size of the proteins (because larger proteins carry more surface fragments), the number of rotational degrees of freedom for sampling and the rotational sampling interval. Times on a single CPU core ( 2.5 GHz ) can range from 2 to 24 h , with typical applications exploiting multicore clusters. Computer memory requirements also depend on the sizes of the proteins and the size of the symmetry group generated by the final assembly. Requirements range from roughly 8 to 25 GB . The user can override various default settings, e.g. angular sampling in rotational searching (-rot_step1/-rot_step_2) or the minimum number of fragment-fragment pairs needed for a well-docked pose (-min_matched).

Query mode is an informational mode that helps the user understand different options and certain symmetry aspects of the material to be designed: e.g. what kinds of resulting SCM materials can be constructed from a given combination of components, and conversely what component oligomer types would be needed to construct different SCMs according to various target criteria, such as the dimensionality of the resulting material (cage vs layer vs 3D crystal), the underlying rotational symmetry or specific geometric features (like network properties) of the material to be designed. Different material properties will be advantageous in different experimental contexts, and this mode captures the full space of design types
recently articulated (Laniado and Yeates, 2020). A final postprocessing mode provides tools for ranking the output candidate poses, with options to sort by different criteria, e.g. according to the final nanohedra matching score or according to the numbers of fragment pairs identified in the match.

The program is implemented in Python with the exception of one routine that is written in Fortran (orient_oligomer). Python dependencies include biopython (Cock et al., 2009), numpy (Harris et al., 2020) and scikit-learn (the BallTree method is used to test for clashes) (Pedregosa et al., 2011). Nanohedra also uses the freeSASA program to calculate solvent accessible surface areas (Mitternacht, 2016). The program code has been made available on GitHub.

## Prospective SCMs

To demonstrate the universality of our fragment-based docking approach, we constructed prospective SCMs of six distinct types, with representatives from point (1), layer (2) and space group symmetries (3), based on component oligomer symmetry types ranging from C3 to tetrahedral (T). Nanohedra was run with default docking parameters, and for each SCM type, a search of the rigid body degrees of freedom inherent in each system produced numerous viable candidates with varied orientations and positions and different interfacial secondary structure compositions. Postprocessing revealed numerous poses with high nanohedra scores. One representative structure produced for each of the six SCM types tested is displayed in Figure 3. The results demonstrate the viability of the described method at producing assemblies conforming to a selected symmetric material.

In each example, the resulting interface exhibits native-like properties with respect to interfacial backbone-backbone associations. High structural complementarity between oligomers is apparent from the overlap between the ghost fragments of the first oligomer and the matched surface fragments of the second oligomer. The interfaces vary in the extent of regular secondary structure involvement, with each oligomer contributing at least one continuous
secondary structure element to the interface, and ranging from 8 ( $\mathrm{F} 23:\{\mathrm{C} 3\}\{\mathrm{T}\}$ ) to 20 (p222:\{D2\}\{D2\}) unique fragment matches (Fig. 3). Many of the docked configurations comprise extensive helical interactions, with interfaces containing anywhere from two to five helices (see F23:\{C3\}T\} and I432:\{C4\}\{D3\}, respectively). The contribution from $\beta$-strands is also apparent as both $\mathrm{T}:\{\mathrm{C} 3\} \mathrm{C} 3\}$ and $\mathrm{p} 222:\{\mathrm{D} 2\} \mathrm{D} 2\}$ designs have mixed $\alpha / \beta$ interface motifs, despite prioritizing helix-helix pairs in first-pass searching. Additionally, matched interface fragments are sometimes enhanced by fortuitous contacts involving coiled segments surrounding regular secondary structures. These characteristics are reminiscent of patterns observed in nature (Guharoy and Chakrabarti, 2007).

## Post facto analysis of designed protein cages

Prior work in designing protein assemblies has shown the challenges of generating computational designs that produce the desired exper-imental outcomes; success rates remain relatively low, as failures can manifest at many crucial


Fig. 3 Prospective SCMs. Six example SCMs generated by Nanohedra are shown: a finite tetrahedral cage (right column), two 2D layers (middle columns) and three 3D crystals (left columns). The top row illustrates the docked oligomeric building blocks that are required to construct the final material. Chains directly implicated in the docked interface are colored, while symmetrically related chains are in gray. Closeups of the interfaces are shown in the middle row. Oligomer 1 (blue) surface fragments (tan) and associated ghost fragments (pink) are shown. Ghost fragments are matched with secondary structure elements on the surface of oligomer 2 (green). The resulting symmetrically expanded materials are displayed in the bottom row. PDB accession codes used to generate the prospective materials shown are 1OSC and 1NQ3 for T: \{C3\}\{C3\}, 4050 and 1UAY for p222: \{D2\}\{D2\}, 1OSC and 1GTZ for F23: \{C3\}\{T\}, 2B34 and 3BBC for 1432: \{C4\}\{D3\}, 1VHC and 2A10 for p6: \{C3\}\{C6\}, 4XCW and 1DHN for P432: \{C3\}\{D4\}.
junctions. The favorable features of nanohedra-constructing designs based on native-like interfacial packing- will ultimately require experimental tests that are ongoing and not presented here. Nonetheless, the results of several recent design trials provide an opportunity to evaluate the prospective advantages of nanohedra ahead of new experimental trials.

For a retrospective analysis, we asked whether nanohedra could distinguish experimentally validated designed protein assemblies among a larger body of prospective computational designs that were unsuccessful. We focused on designed protein cages, for which there are more than a dozen successful cases validated in atomic detail, along with more than a hundred computational designs that led to experimental failure. We ran nanohedra on these designs to see if there was a difference in the generation of candidate poses that matched prior design targets between the two sets; this would argue that nanohedra has the capacity to generate computational designs that have improved experimental success rates. For each prior design (in both categories of experimental successes and failures), we took the two component oligomers in standard orientations (i.e. not corresponding to the previously designed configurations) and ran nanohedra to generate
prospective designs for symmetric cages of the desired symmetry. While nanohedra was able to recapitulate the target in nearly all cases, there were differences in the extent to which the design target was ranked favorably compared to other potential designs comprising the two oligomers. We clustered all poses in the top 2000 output, then examined the ranked output to see where in the list of candidate poses (if at all) we could find configurations closely matching the target that was experimentally tested in earlier work. For the group of experimental successes ( $n=14$ ), we were able to recapitulate $70 \%$ of the design targets within the top 12 scoring pose clusters for each combination of building blocks and $100 \%$ of the targets within the top 88 ranked poses (Fig. 4). In contrast, for the design set derived from experimental failures ( $n=138$ ), we were unable to identify closely matching poses for $25 \%$ of designs and had to search until rank 112 in order to recapitulate $70 \%$ of the designed poses. These calculations clearly show that, among earlier computational designs, those that went on to experimental success are much more readily recapitulated using nanohedra compared to designs that failed. This indicates that using motifs present in native interfaces leads to improved search heuristics for biologically confirmed


Fig. 4 Post facto analysis of designed protein cages. Three representative examples of successfully recapitulated poses (top and bottom left). The crystal structures of the target designs are shown in gray and Nanohedra predictions are shown in color. The iRMSD indicates the agreement, for atoms near the interface, between the docked pose and the crystal structure. The numerical value indicates the rank of the docked pose. The crystal structure of T32-28 ( 4 NWN ) displays a $0.71 \AA$ iRMSD with the first ranked pose (top left). The crystal structure of T33-15 (4NWO) exhibits a $1.48 \AA$ iRMSD with the fifth ranked pose (top right). The crystal structure of I53-40 (5IM5) shows a $1.06 \AA$ iRMSD with the third ranked pose (bottom left). The ROC curve for all successful and failed designs shows the percentage of targets recovered according to the number of clustered nanohedra poses considered (bottom right). iRMSD of $3.0 \AA$ or less was considered as a recovered pose. iRMSD-interface root mean squared deviation.
symmetric material designs. We further note that having to go to rank 12 to recapitulate most of the earlier experimental successes does not preclude that poses ranked higher by nanohedra could quite plausibly lead to successful experimental constructions, different in orientation from those validated earlier.

## Discussion

Until now, designing symmetric protein assemblies has remained challenging to new entrants, as the process requires somewhat expert knowledge about symmetric construction and intertwined issues of how to sample allowable degrees of freedom in the context of docking software. Previously successful studies in executing two-component symmetric docking have used the Rosetta TCdock protocol, which requires the user to specify the symmetry rules through the use of symmetry definition files (King et al., 2014). This is possible for symmetries already enumerated, but the majority of recently described SCMs (Laniado and Yeates, 2020) present a
remaining challenge for specifying allowable degrees of freedom in the context of existing design software. By enumerating the allowable degrees of freedom for each SCM in a comprehensive, facile framework, nanohedra will empower a broader group of users to explore the large space of possible symmetric designed materials. This should accelerate the development of novel designed materials by protein and biomaterial engineers.

Nanohedra harnesses the power of a recently established theoretical framework (Laniado and Yeates, 2020) to enable the construction of a universe of possible protein-based nanomaterials. In addition, nanohedra's docking algorithm implements a novel fragment-based approach for assessing whether docked solutions resemble biological interfaces. Importantly, the nanohedra score does not depend on commonly used heuristic simplifications (such as number of $\mathrm{C} \beta-\mathrm{C} \beta$ contacts) for rapid assessment of binding likelihood, as has been used in various docking studies (King et al., 2014; Bale et al., 2016; Fallas et al., 2017). Instead, its statistical representation of clustered secondary structure elements exploits empirical
knowledge of typical packing motifs found in native protein interfaces. The implications of this choice, as demonstrated in our retrospective analysis of successful versus failed designs, are notable. In agreement with previous findings, geometric packing alone captures many essential elements of protein interaction (Jiang et al., 2003). Furthermore, although nanohedra is geared for design of symmetric materials, our results point to potential opportunities for advances in macromolecular docking and interface design in other contexts.

This first version of nanohedra will admit future improvements along various lines, including GPU enhancements to increase speed. Additionally, Python3 compatibility and a seamless integration of all software dependencies would further lower the barrier to entry for non expert users. These developments are underway. Critical experimental studies will be needed to evaluate the most important assertions concerning the expected advantages of generating assemblies with native-like interfaces. We also emphasize that successful design requires judicious amino acid interface design as a final step. This subsequent design step is separate from the construction of native-like (backbone-level) poses provided by nanohedra, though as noted above, nanohedra provides valuable information about specific amino acid preferences favored in the fragment interfaces. This position-specific frequency information can be exploited by sequence design programs in the final step of design.

## Methods

## Fragment database generation

To generate the fragment library, all non redundant, biologically relevant interfaces from high-resolution structures were gathered from the PDB. For homomers, structure codes for biological assemblies referenced in the QSBio database (Dey et al., 2018) were used to extract all assemblies that were verified with a confidence ranking of 'high' or 'very high'. For heteromers, biological assemblies were identified using PISA (Krissinel and Henrick, 2007). The homo- and heteromer sets were next filtered to include only representative structures clustered at $90 \%$ sequence identity with a reported resolution $\leq 2.0 \AA$, experimental expression in Escherichia coli, no nucleic acids and no membrane proteins. For each identified structure, all unique interfaces between two separate chains were extracted excluding chains with less than 10 residues or fewer than $5 \mathrm{C} \beta$ atoms within $8 \AA$ of a second chain. From the resulting chain pairs, interchain $\mathrm{C} \beta$ distances were computed and residues that were $8 \AA$ or less apart were selected as residue pairs across the interface. For each residue in the interface residue pair, the preceding and following two residues (i.e. $i-2$ through $i+2$ ) were included in the observation and the resulting 5 -residue segments were stored, first as an individual 5 -residue segment (individual fragments), and second as a pair of 5 -residue segments across the interface (paired fragments). For residues with multiple conformations, the A conformation was chosen. Selenomethionine residues were not considered.

From the pool of individual fragments, a subset was chosen to perform all-against-all RMSD measurements followed by nearest neighbor clustering. The top five neighbor clusters were selected as the clustering population significantly
decreased after this point. From each of the top five clusters, the fragment with the most neighbors was selected as a cluster representative, centered on the origin and stored. Each of these five clustered fragments represents one unique type of individual fragment, and the instance with the most neighbors was chosen as the fragment representative. For the saved paired fragments, both fragments in the pair were queried for membership in one of the five individual fragment types according to a $\mathrm{C} \alpha$ RMSD threshold of $0.75 \AA$. If one of the fragments in the pair did not belong to an individual fragment type, the pair was discarded from further classification. Next, each fragment in the fragment pair was subjected to a structural superimposition on its corresponding matched individual fragment representative. This centered one fragment in the pair at the origin aligned to its structural representative, while maintaining the relative position of the partner fragment to this aligned fragment. Once in this orientation, a set of three guide coordinates was stored, one coordinate at the partner fragment's central $\mathrm{C} \alpha$ atom, the second displaced by a unit vector along the C-alpha to subsequent carbonyl carbon vector and the third displaced by a unit vector perpendicular to the previous vector and lying in the plane formed by the C-alpha atom, the subsequent carbonyl carbon and the preceding amide nitrogen. This guide coordinate set, stored for each fragment observation, describes the transformation of the partner fragment's central $\mathrm{C} \alpha$ atom, and its relative orientation with respect to the aligned individual fragment representative. In this way, each partner fragment provides a unique spatially encoded and secondary structure-dependent observation of the interaction potential surrounding each individual fragment type.

Finally, for each individual fragment representative, and for each set of secondary structure-dependent guide coordinates of that fragment representative, a subset of those guide coordinates was subjected to all against all RMSD calculations followed by nearest neighbor clustering. The resulting guide coordinate clusters were binned with a maximum of $1 \AA$ deviation, requiring at least four members in the cluster to be considered. From this set of guide coordinate clusters, all possible guide coordinates were subjected to membership in the resulting clusters by testing for the minimal RMSD to an established cluster. If a cluster with RMSD less than $1 \AA$ could not be located, the guide coordinates were disregarded as outliers. This procedure was applied for each partner secondary structure associated with each fragment representative.

For each $i, j, k$ fragment pair cluster, the cluster representative fragment coordinates and guide coordinates were stored. Additionally, the cluster size, mean guide coordinate RMSD and observed amino acid pair frequencies for central fragment residues were stored. The top 75\% most populated $i, j$, $k$ clusters were then chosen for our final fragment database.

## Docking prospective SCMs

From the set of 124 possible SCM types, we chose six as diverse representatives for presentation in this study; note that all 124 were tested for mathematical and computational correctness in our earlier study (Laniado and Yeates, 2020). For each of these SCM types, homo-oligomers matching the design criteria were
curated from the PDB by searching for the desired point group symmetry, X-ray resolution better than $2.5 \AA$, a helical content greater than 30\% and Escherichia coli as the organism used for protein expression. Structures containing membrane proteins or nucleic acids were removed. Biological assemblies were identified using QSBio (Dey et al., 2018), and representatives clustered at $70 \%$ sequence identity were then downloaded from the Protein Data Bank. A few candidate oligomeric building blocks were then selected for pair-wise docking with nanohedra using the default parameters.

## Design recapitulation

The dataset for the design recapitulation experiments was generated by selecting all successfully designed two-component tetrahedral, octahedral and icosahedral designs from previously published work (King et al., 2014; Bale et al., 2015, 2016; Brouwer et al., 2019; Cannon et al., 2020b; Ueda et al., 2020); these cases met the criteria of agreement between the model and an experimentally determined atomic model. Failed designs (e.g. described as insoluble or unknown oligomerization state) were also identified from earlier studies (King et al., 2014; Bale et al., 2016).

For each successful design, the two component oligomers used for docking were extracted from the deposited PDB structure of the protein cage. For the failed designs, the PDB structures of the native oligomeric building blocks were used. Default nanohedra docking parameters were used with the exception of a $2^{\circ}$ rotational sampling step instead of $3^{\circ}$ for each component oligomer. Docking proceeded until all rotational degrees of freedom had been sampled. For $4 N W N$, we had to modify the initial default helix-helix fragment search to strand-helix. Since the dimeric component is mainly composed of $\beta$-strands on its surface, suitable docked configurations could not be identified with the default initial helix-helix search. Only the default helix-helix fragment search was used for failed designs, and designs were not considered in rare cases where no helix-helix interaction was present.

The C $\alpha$ interface RMSD (iRMSD) was computed between the target design and each nanohedra output pose. For successfully designed structures, the coordinates deposited in the PDB were used as a reference. Models of the failed designs noted in earlier studies (King et al., 2014; Bale et al., 2016) were obtained from Neil King and Jacob Bale. For each design target, the 2000 docked poses with the lowest iRMSD to the design target were selected and nearest neighbor clustering was performed using all to all iRMSD calculations. Interfaces within $1 \AA$ iRMSD threshold were clustered, then each cluster was ranked according to the nanohedra score of the cluster representative.

## Amino acid frequency plots

The nanohedra program outputs amino acid frequencies for the central residue in the docked pose for each surface-ghost fragment match that has been identified. To calculate this frequency distribution, frequencies are retrieved from the fragment database for the corresponding $i, j, k$ cluster for each surface-ghost fragment pair. When multiple surface-ghost fragments are identified for the same residue, the frequency
distribution is a sum of the individual amino acid frequencies, proportionally weighted by the corresponding surface-ghost fragment match score. In this instance, the final distribution reflects the separate constraints of all identified fragments. Weighting the frequency distribution in this way provides a quantitative output for how well the amino acid identities from the fragment library fit within the specified docked conformation. To visualize these distributions, at each residue the resulting frequencies were transformed into multiple sequence alignments and sequence logos were generated using the WebLogo server (Crooks et al., 2004).

## Code Availability

The nanohedra source code is freely available at https://github.com/ nanohedra/nanohedra.

## Supplementary Data

Supplementary data are available at PEDS online.
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## SUPPLEMENTARY FIGURES



Fig. S1. Guide coordinates. An orthonormal three-atom system is constructed on the central Calpha position of a 5-residue fragment to provide a reduced representation of its position and orientation. The unit vector length for typical calculations in Nanohedra is set to $3 \AA \AA$.


Fig. S2. Example illustration of ghost fragments. Oligomer 1 (cyan) is shown with its surface fragments (tan) and associated ghost fragments (pink), which represent candidate fragment associations.


Fig. S3. Deduced amino acid preferences for prospective SCMs in Figure 3. For each case, the top and bottom diagrams indicate the preferences for the two oligomeric components, whose symmetry types are noted to the left of the participating residue numbers in the interface.

## SUPPLEMENTARY TEXT

PDB IDs and design names used for design recapitulation experiments

PDB IDs of the experimentally validated designs:
4NWN, 4NWO, 4NWP, 4NWR, 4ZK7, 5CY5, 5IM4, 5IM5, 5IM6, 6P6F, 6VFH, 6VFI, 6VFJ, 6VL6

Names of the 'failed' designs:
I32-01, I32-03, I32-05, I32-07, I32-08, I32-12, I32-13, I32-14, I32-15, I32-16, I32-17, I32-20, I3222, I32-23, I32-24, I32-25, I32-27, I32-31, I32-33, I32-34, I32-35, I32-36, I32-37, I32-38, I32-39, I32-40, I32-41, I32-45, I32-46, I32-49, I32-52, I32-53, I32-54, I32-55, I32-56, I32-60, I32-62, I32-

64, I32-65, I32-68, I32-70, I52-01, I52-07, I52-09, I52-10, I52-11, I52-12, I52-14, I52-17, I52-18, I52-20, I52-22, I52-23, I52-24, I52-26, I52-27, I52-28, I52-29, I52-31, I52-34, I52-35, I52-36, I5238, I52-39, I52-40, I52-41, I52-42, I52-43, I52-44, I52-46, I53-06, I53-09, I53-12, I53-15, I53-16, 153-21, I53-23, I53-25, I53-27, I53-28, I53-29, I53-33, I53-35, I53-37, I53-43, I53-48, I53-49, I5358, I53-61, I53-62, I53-63, I53-64, I53-67, I53-68, I53-70, I53-72, I53-74, I53-75, I53-79, I53-80, I53-82, I53-83, T32-02, T32-03, T32-06, T32-07, T32-08, T32-09, T32-11, T32-17, T32-18, T32-20, T32-24, T32-25, T32-26, T32-27, T33-01, T33-02, T33-03, T33-04, T33-05, T33-06, T33-07, T33-08, T33-11, T33-12, T33-13, T33-14, T33-16, T33-17, T33-18, T33-22, T33-23, T33-24, T33-25, T33-26, T33-27, T33-29

## Fragment database

For every fragment pair cluster in the fragment database, a PDB file containing the extracted and canonically oriented representative is stored in the GitHub repository in the following directory:
/fragment_database/Top75percent_IJK_ClusterRepresentatives_1A. Additionally, all of the PDB entries from which these fragment representatives were derived are listed below:

4bku, 2cwq, 2o16, 3l77, 4dyv, 3eei, 3ek3, 2bfd, 1qbz, 3g1t, 2d4u, 4ep4, 4cw4, 5vip, 2d8d, 3h7f, $3 \mathrm{ntl}, 311 \mathrm{n}, 4 \mathrm{p} 3 \mathrm{~m}, 1 \mathrm{~g} 0 \mathrm{o}, 4 \mathrm{wbd}$, 2fic, 1nkd, 2cxn, 2pbr, 4is2, 1vgm, 3mzv, 3frq, 1yxm, 3iso, 3b4w, 1hxh, 2gjl, 3b5n, 2c07, 2h8o, 4wec, 1g3k, 2yo3, 4od8, 3ucs, 5eck, 2x9g, 3osu, 4pz1, 3rr1, 3a5r, $4 j 07$, 115x, 3afn, 3svt, 1f4n, 3q1p, 3mms, 1d9c, 1vqu, 1ykd, 4f7u, 1pwb, 1pr9, 2ah6, 3hht, 3ged, $3 t 88$, $3 n 3 a, 3 m 3 h, 5 j g e, 2 p d 6,3 a 9 z, 1 t 6 o, 1 t 2 a, 4 w k 5,3 i s 3,3 n 9 t, 1 k 3 s, 1 a 7 w, 5 w 83,3 s h g$, 4mqb, 2hq1, 3cp1, 2wsb, 3pko, 1xuq, 1jq0, 1eye, 5nps, 4fc7, 1yib, 3m91, 3kxc, 2bgk, 4dn2, 3lxy, $1 \mathrm{n} 7 \mathrm{~s}, 2 \mathrm{dyo}, 4 \mathrm{ipi}, 4 \mathrm{~m} 89,1 \mathrm{zv} 8$, 4tkl, 2pr5, 5hvz, 3rwb, 2ieq, 1sum, 3wmi, 4kae, 3etn, 3w8e, 6cwp, 1orr, 3k31, 4qto, 2x02, 4is0, 3b09, 4dqx, 3wfv, 5jje, 1ybz, 3qk8, 1pn9, 4qfh, 4liw, 6ijf, 3f6d, 3v1t, 2 gdz , 2f22, 3uce, 2qyo, 4i0b, 6akl, 5omb, 4ni5, 1aj8, 4m8s, 5yl9, 4o9a, 1k04, 2z4v, 2ibl, 4oy3, $4 a v m, 3 o i d, 2 d u l, 3 o b i, 4 e 3 z, 3 z v 4,2 p 58$, 1g8e, $2 p 8 u, 1 x 1 t, 1 x s v, 2 h r z, 5 h 66,3 f r c, 3 h 7 a, 4 g i s$, $3 n 27,1 \mathrm{gco}, 4 n b w, 3 a h a, 4 x 7 y, 4 a t m, 2 a g 5,1 b k j, 2 z s i, 3 t l 3,3 c s x, 4 o u n, 2 p 8 c, 4 n 5 m, 4 q 04,4 h 15$, $4 x r 9,2 c v z, 3 a d o, 4 q 94,2 g u k, 4 j r o, 3 w p 8,4 b v q, 4 w z x, 4 h r g, 1 j 20,3 o 38,3 e t q, 1 v k e, 1 d u g, 2 h n g$, 4 msp , 3eer, $418 \mathrm{p}, 2 \mathrm{j} 9 \mathrm{u}, 4 \mathrm{cyd}, 3 \mathrm{~h} 6 \mathrm{p}, 4 \mathrm{kqw}, 1 \mathrm{vmg}, 2 \mathrm{i} 7 \mathrm{~g}, 4 \mathrm{fp} 4,4 \mathrm{nbt}, 4 \mathrm{nbv}, 4 \mathrm{wba}, 2 \mathrm{~g} \mathrm{i}, 4 \mathrm{hz2}, 3 \mathrm{f} 3 \mathrm{x}$, 1gg1, 4g10, 3bg2, 6fpg, 4g41, 2qib, 2hx5, 2for, 3ljk, 1nff, 3n0l, 2yva, 4mh4, 1wt6, 4i6r, 2pnf, 2yf9, 4p1m, 2zhz, 3qxz, 3npk, 3f6f, 4mso, 3bem, 4lls, 4wxg, 4wj9, 2oyc, 3ux2, 2pqq, 2o0r, 5mvw, 2nt8, 1mdo, 2pa8, 3f13, 4ps2, 3egw, 4muz, 3box, 1nwh, 3vtc, 4laf, 3gr4, 3qhq, 4aj9, 3sf6, 3r9p, $31 s 9,2 y b q, 4 o 47,1 b g 7,3 c n u, 3 t 7 c, 1 r 66,3 t t v, 3 h o 9,6 d e y, 1 i y e, 2 c h p, 3184,1 z m t, 1 z a v, 2 c f 7$, $2 e 1 z, 3 s b f, 4 k x v, 1 s 0 a, 41 s 6,3 e 60,2 e o 5,3 z w q, 3 s 46,1 \mathrm{gsu}, 2 c 3 f, 1 \mathrm{vef}, 3 a 2 v, 3 i j f, 2 y 2 z, 4 \mathrm{c} 1 \mathrm{l}, 3 \mathrm{tl} 2$, 2inc, 3m0g, 2ph3, 4csr, 3ond, 4duq, 4cv2, 4cy9, 1iOh, 1sff, 3q58, 3op4, 3wb9, 3eof, 4lsm, 2ae2, 3 vmk , 4one, 4pxo, 4iy7, 3m0f, 3k4i, 3ozf, 1vhw, 3o04, 4mow, 3tjr, 4grd, 3mpz, 2pzm, 2dtx, 1zsx, 3lrt, 2qae, 4fha, 3tw9, 4iel, 2iwz, 3mt6, 3rcy, 5fcf, 1lo7, 2f5g, 4ahq, 3pgx, 3imf, 2z98, 1fmc, 2fzv,
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# SymDesign align-helices: Automated pipeline for modeling protein fusions in hierarchical symmetric systems 
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#### Abstract

Modeling rigid protein fusion has become an important area in the domains of protein engineering as a means to create orientational dependence between two molecules. We present a computational tool to model helical protein fusions through an easy to use, yet customizable interface. We demonstrate how multiple protein conformations and local and global symmetry can be applied to this problem meeting biologically relevant systems with the necessary modeling capabilities. Importantly, new methods for modeling the inherent flexibility of the helix fusion allow us to sample important degrees of freedom to this design space. Together these features take into account all aspects of dynamics and assembly, allowing informed design of new molecules. This tool has already enabled development of new symmetric designs for imaging of small proteins and stands to immediately extend to other applications, including multienzyme materials and vaccine development.


Introduction
In protein engineering applications, it is often desirable to create orientational dependence between two or more molecules to impart novel functions. For instance, protein receptors can be specified to act on ligands in particular ways to create functional outcomes and colocalization can even be applied to create proteinaceous materials. In addition to non-covalent protein-protein interfaces, an established means to stably define the orientation of protein chains is through genetic fusion ${ }^{1-6}$. In applications where a predetermined orientation is necessary, a continuous alpha helix fusion can be a particularly attractive solution. As helices contain a predictable angular rise and pitch, these parameters can be used to vary the orientation of one protein to another, provided they contain helices with compatible directionality to create a single helical fusion between the respective pair.

Although methods of helical fusion have been employed for many years, access to novice protein designers is complicated by computational and logistical hurdles. Modeling two proteins is complicated by considerations such as whether each protein exists in a multicomponent system, local and global symmetry ${ }^{7}$, and stitching together a chimeric sequence from the original sequences at the new junction. In addition, computational fluency has been necessary to use protein design tools designed for command line usage ${ }^{8}$. Recent trends to reduce hurdles and improve community engagement include open source code ${ }^{9,10}$ and improving the access and usability of programming environments. A recent development has been the creation of sharable, interactive notebooks which pair documentation, visualization, and code simultaneously to improve user experience and engage users with the tools ${ }^{11}$.

To extend methodologies of helical fusion to the larger community, we present a tool, provided both as a notebook for online usage (such as Google Colab) and a command-line application, to conformationally model helical fusions in conformationally complex systems. The user can control a range of specific parameters to explicitly search outcomes or simply explore the entire design space by enumerating all the degrees of freedom. Importantly, considerations
for real biological environments such as multicomponent systems and local and global symmetry are inherently handled, reducing barriers to modeling complex hierarchical interactions. In addition, we define new insights into how helices bend, i.e. their inherent spring-like flexibility, and utilize these observations to augment the conformational search. Each of these features is performed in an automated pipeline to make modeling complex biological systems simpler, allowing users to focus on the biological relevance of design choices.

## Results

## Enumerating the space of helical fusions

The essence of using a helix to connect two separate protein entities lies in four steps. First, two molecular systems and their secondary structure elements are defined and compatible helical regions are selected from each component (Figure 4.1a,b). Second, pairs of helical elements are iteratively overlaid, varying the alignment and thus the helical pitch (Figure 4.1d). Third, candidate overlaps are checked for clashes of the resulting extra-helical atomic positions and if deemed structurally viable are genetically fused, removing extra segments and linking the remaining sequence/structure (Figure 4.1e). Finally, the contiguous structural domain should be modified with a sequence that can support the resulting junction of the once separate entities (Figure 4.1 g ).

For each of these design steps, the default parameters perform a complete enumeration of the least invasive fusion of any pair of helical N - and C - termini from two separate protein systems (specified with --target and --aligned), or multiple flags can be specified to parameterize the task on satisfying design objectives. Definition of the helices to be aligned can be achieved by selecting chains of interest (--target-chain, --aligned-chain), residue numbering specification (--target-start/ --target-end, --aligned-start/ --aligned-end), and/or termini of interest (--target-termini, --aligned-termini)
(Figure 4.1b). This parameterization allows the same search procedure to occur at helices located even in the middle of molecules. Additionally, the length to --extend the overlapping helix past the identified segments generates longer alignments based on ideal helical parameters allowing the exploration of different fusion geometries (Figure 4.1c). Finally, at each aligned point, the number of times to sample the helical --bend from a distribution of helical parameters can identify solutions which deviate within the observed space of helical conformational flexibility (Figure 4.1f). All configurations resulting from the alignment procedure that additionally pass atomic clashing criteria are noted as satisfactory alignments and serve as outputs from fusion. The user can optionally provide specified parameters to determine what atomic violations constitute clashes including --ignore-clashes, --ignore-pose-clashes, --ignore-symmetric-clashes, --clash-distance, or --clash-criteria to modify how atoms are measured for clashes.

Figure 4.1. Helical alignment
a) Two protein systems are specified as input, one is the target (green) which will remain fixed in space and the other is the aligned molecule (orange) which will be moved to the reference frame of the target. b) Methods of identification of alpha helices to be utilized in the alignment procedure. c) The identified helices can be extended to a specified number of residues with ideal helical parameters. Extensions are represented by transparent segments. d) The helical alignment procedure proceeds by performing a structural superposition at each successive index of the two identified helices. The sequence of the alignment serves as a reference for the structural location of the aligned helix which can be seen to move along the target helix as the alignment is exhaustively scanned. e) The various fusions that result from alignment and helical superposition colored by the structure of origin, with the overlap in yellow. The target remains fixed in space while the aligned adopts the conformation specified by the alignment onto the target. Non participating structural features are discarded and converted into a single
 protein entity with one corresponding sequence. f) During alignment the bend of the alignment can be varied. A demonstration of various aligned bends with the ideal helix in green. Red shifted helices bend to greater extent in one direction, while blue shifted helices bend the other. g) After fusion, the resulting side chains make new contacts and an amino acid sequence that supports the chimera can be designed.

## Symmetry aware molecular modeling

Creating an adequate computational representation of a biological entity requires that structural information be mapped to the genetic sequence which specifies its creation. In scenarios with a one to one correspondence, i.e. a monomer, sequence modifications are directly related to the structure and vice versa (Figure 4.2a). However, higher stoichiometries, as is typified by oligomerization as a result of molecular symmetry, requires mapping spatially distinct, but informationally identical copies to a single sequence (Figure 4.2b). Such a mapping allows propagation of sequence modifications, while spatial manipulations of the oligomeric ensemble are mapped to a single encoding sequence. Additionally, as molecules seldom exist in isolation, any conceivable multicomponent relationship must be addressable to allow accurate manipulation and description of the interactions between two or more entities, accounting for their respective symmetry states (Figure 4.2c). Such symmetric relationships account for an extraordinary amount of the observed protein complexity ${ }^{12}$. As such, explicit accounting of hierarchical symmetry in sequence-structure relationships enables modeling of biologically relevant molecules for engineering applications.

We apply symmetric principles to the task of protein fusion to enable the exploration of spaces with varied stoichiometry and multivalency. With or without symmetry, the number of distinct protein entities in either the target or aligned structure is flexible. Each respective entity from the target and aligned molecular systems will be fused creating one system with all members. If symmetric modeling is required, the target structure can span a wide range of --symmetry architectures which are automatically parameterized (see Symmetry input). The aligned structure can not be parameterized with symmetry for such a protocol, as a valid symmetric construction when two or more symmetric systems are combined requires strict constraints ${ }^{13}$. Deviation from these ideal geometries is anticipated to agglomerate biological assemblies into a dendritic solid phase ${ }^{14}$. As such, the target system's symmetry is accounted for when generating fusions and results in the aligned system being situated in the target
reference frame. This results in satisfactory alignments endowing the aligned system with the symmetric properties of the target entity to which fusion occurs.

To demonstrate the range of outcomes possible using symmetric environments, we aligned helices in each of five varying symmetric architectures (fig 3). As the aligned molecule, we selected the DARPin evolved to bind GFP (PDB entry 5 ma 8 ) as has been the subject of recent scaffolding works using alpha-helical fusion ${ }^{15,16}$ and performed alignment with default parameters to the targets: 1) the biological assembly of the human chromodomain Y-like protein (PDB entry 2gtr), a C3 oligomer (fig 3a), 2) Ferritin (PDB entry 6b8f), a single component octahedron (fig 3b), 3) the designed protein cage, T33-51, (PDB entry 5yc5), a two component tetrahedron architecture (fig 3c), 4) the crystal lattice of endo-alpha-N-acetylgalactosaminidase from B. longum (PDB entry 2 zxq ), which is capable of supporting guest molecules ${ }^{16}$ (fig 3d), and 5) a designed crystalline lattice (unpublished model), comprising a two component P432:\{C3\}\{D4\} architecture (fig 3e).


Figure 4.2. Symmetric sequence/structure relationships
a) A monomeric protein has one subunit and thus only one sequence copy. b) A dimeric protein has two subunits, therefore two sequences, however only one of which is unique. Modifications to the sequence or structure must be reflected through the sequence structure mapping. c) A T:\{C2\}\{C3\} Tetrahedron with 12 copies of each of two proteins (C2, green, C3, red). There are a total of 24 subunits and 24 sequences, only 2 of which are unique. The various protein-protein interfaces between each monomer of the C 2 and C 3 molecules, as well as between the C 2 and C3 require accounting for stoichiometry during structural mapping and relation of structural information to their genetic precursors.


Figure 4.3. Helical fusion of various symmetric states
a) A C3 trimer fusion (cyan) with the second chain of the aligned molecule, in this case GFP, symmetrized. The fusion endows the C1 symmetry of the DARPin/GFP complex to assume the symmetry of the C3 molecule and display 3 copies of GFP. b) Octahedral fusion (ruby) with the aligned GFP bound at all 24 positions on the assembly. c) Tetrahedral T:\{C3\}\{C3\}\{C1\} fusion complex. The fused entity (pink) is C3 symmetric, where it participates in interactions to make a two component tetrahedral ( T ) assembly. The second entity in the tetrahedron (orange) is also C3 and assumes a single molecular system with the fused entity. Finally 12 copies of the GFP (C1, green) are bound to the pink fusion and displayed on the surface. d) Lattice symmetry $\mathrm{Pb}_{5}$ demonstrating the fused molecule (brown) in a crystalline environment and the bound GFP (green) occupying every monomeric binding site in a crystalline pore created along the crystallographic 6 -fold screw axis ( 6 monomers/unit cell). The inset shows one monomer of the DARPin/GFP complex and the site of fusion in the lattice. e) Lattice symmetry P432:\{C3\}\{D4\}\{C1\} with two protein entities (C3 with fusion to DARPin, cyan) (D4, magenta) creating the lattice contacts. The GFP (C1 green) is observed at each of the DARPin fusions to the C3, however demonstrates an overall octahedral placement given the lattice symmetry. The
inset shows close up of the C3 fusion, D4, and GFP proteins (each monomer present in 24 copies/unit cell).

## Sampling helical bend

By expanding the degrees of freedom of the rigid body alignment search procedure, the space for fusion becomes vastly more useful. Though helical parameters can be articulated ${ }^{17}$, we sought a better understanding of the actual modes which deviations of helices are sampled in natural proteins (see Methods). Briefly, utilizing helical segments from high resolution x-ray crystallography structures from the PDB, we extracted seven residue alpha helical segments and for each, performed an alignment to the c-terminal residue of an ideal alpha helix. Next, we extracted the coordinates for the local reference frame of each residue in each aligned helical segment, where each local reference frame consists of three sets of three $x, y, z$ coordinate positions, each situated along a basis vector in the local reference frame. After collecting, flattening, and stacking the coordinates at each residue into a 9-D vector, we stacked each residue in each helical segment into a 9-D metric tensor. Using an eigenvalue and eigenvector analysis of the covariation present in the 9-D tensor, six principle components were identified corresponding to the six main modes of deviation available within alpha helices. We are unaware of previous treatments on this point.

We parameterized these modes of variation in order to sample a rotation matrix from a random gaussian distribution that describes how helices naturally modulate which we refer to as helical bend. The usefulness of such bending becomes apparent when engineering helical fusions. First, they provide a useful source of variation in the outcome of sampling, one that is based on the physical principles of these secondary structures in nature (fig 4a). Second, helical fusions serve as a connection between two larger domains which can move non-cooperatively and cause the helix to become a hinge point. Utilizing information about how this hinge bends can allow secondary contacts to stabilize such a fusion into a more rigid outcome ${ }^{18}$ or enable accurate modeling of such connection ${ }^{19}$.

To demonstrate how the combination of helical fusion, symmetric modeling, and helical bending, can be applied toward the engineering of larger function molecules, we demonstrate various modeling outcomes as these parameters are manipulated. An important aspect of design of symmetric proteins is that in the context of the full assembly, subunit interactions can exist between different symmetric copies that allow engineering additional contact points. Such contact points can stabilize a fusion junction (fig 4). These can provide further atomic stability to the resulting fusion and require symmetry aware modeling to accurately capture and further incorporate into design.


Figure 4.4. Helical bending and symmetric application of bending
a) The two-component asymmetric unit with subunit 1 and 2 acts as the target for helical fusion to a DARPin. Each of the different colored backbones signify one of 10 different bending models possible for the DARPin. The target remains fixed with respect to the global frame so that its orientation is consistent with any symmetry which is propagated to the aligned molecule. b) Full two-component tetrahedral assembly with focus on the 3-fold axis of symmetry. Cage subunit 1 (orange) is bound to cage subunit 2 (red), which is helically fused at the N-termini to the DARPin (purple), which is complementary to GFP (green). This particular orientation has additional symmetric contacts between the aligned DARPin as a result of symmetrization and modifications along the bending modes.

## Programmatic interface

The tool can be operated from either the command line or in a .ipynb notebook on a personal computer, such as with Jupyter, or through the web using Google Colab. The align-helices module from the symdesign molecular modeling program contains all the implementation features available from notebook implementations and is compatible with higher throughput workflows. We provide an implementation as an .ipynb notebook as well as a link to a Google Colab notebook which automatically handles aspects of computational environmental set up and dependencies. An example of the GUI used to specify parameters for the Notebook application is depicted in Figure 4.5 alongside the corresponding command line input. As all
command line flags occupy the same namespace as those exemplified in the notebook GUI, this should make further engagement and programming particularly accessible.


Figure 4.5. Programmatic implementation
a) Typical input tabs present in the Google Colab notebook. Protocol specific flags can be specified from the align-helices protocol. Additional options can be accessed in the tabs such as symmetry, residue-selector, and options.

## Sequence design

The last aspect of any fusion protocol is specifying the eventual sequence which should adopt the structural model. In the support of sequence design pursuits, all fusions can be explored further with the design module, accessible from the +module button from the protocol specification widget. For fusion, the default specification utilizes all residue locations of the entity fusion as well as any neighboring sites as designable positions using ProteinMPNN sequence inference. During design, the specified symmetry is respected and utilized towards sequence design calculations. Additionally, various programmatic flags exist to control which parts of a structural model are designable. This is particularly useful if the proteins of interest
have sensitive structural areas that are in proximity to the automatically identified fusion design positions using the default parameters. The flags include--mask-chain,--design-chain, and --require-chain, as well as the residue specific flags --mask-residues, --design-residues, and --require-residues.

## Methods

## Symmetry input

To properly define binary and higher entity number systems, symmetry must be accounted for locally, such as oligomeric relationships, and globally, such as inter-oligomeric relationships. A roadmap of possible binary relationships in symmetric assemblies and materials was laid out ${ }^{13}$ and subsequently defined programmatically ${ }^{20}$. Here, these methodologies are extended to programmatically manipulate and measure such systems. The requirements for processing a symmetric input file are either 1) a symmetric assembly or 2 ) an asymmetric unit that sits in a specific reference frame. Such a reference frame is defined where the major axis of symmetry is coincident with the $Z$ basis vector, and any minor symmetry axes are placed upon the $X$ basis vector. For example, in an assembly with point group symmetry $D_{4}$, the 4 -fold axis is coincident on Z, with one of the 2-folds coincident on X. For cubic symmetries such as octahedron (O), each equivalent 4-fold axis is placed upon each of the basis vectors, $\mathrm{X}, \mathrm{Y}$, and $Z$, situating a body diagonal 3 -fold axis coincident with a line drawn from $(1,1,1)$ to $(-1,-1,-1)$. In the case of a tetrahedron ( $T$ ) assembly, the 2-fold axis are equivalent to the 4 -folds of O . An additional exception to the highest symmetry situated on the $Z$ basis vector is for icosahedral symmetry, where the 2-fold axis is coincident with the $Z$ axis as in $T$. In this case, the highest symmetry 5 -fold is placed at a $31.72^{\circ}$ angle from the $Z$ axis on the $X Z$ plane and the 3 -fold axis is at a $20.91^{\circ}$ angle from the $Z$ axis on the $Y Z$ plane.

As every possible symmetric input is specified consistent with international tables of symmetry, the locations of sub-symmetric axes are defined and utilized to construct hierarchical relationships. To establish relationships between global, assembly symmetry, and local, oligomeric symmetry, global symmetry is searched for the presence of structural components at privileged positions which constitute member symmetric rotation axes of the global symmetry group. The presence of monomers in positions which simultaneously satisfy the global symmetry and local symmetry indicate which monomeric entities participate in an oligomeric entity, in which case the oligomeric entity meets the requirements to be a member of the global symmetry group. By only specifying the symmetry and ensuring the system frame of reference is available, we can flexibly and universally search for an such group member relationship regardless of the copy number and symmetric system; whether it be finite with only two monomers or infinitely many monomers from two or more biological entities.

## Defining design positions

The starting aligned molecule is queried against all molecules in the resulting fusion reference frame for Cb contacts within the default $9 \AA$. Symmetrically related aligned molecules and any target molecule copies which approach the aligned asymmetric unit constitute important design positions. Similarly for the target molecule, any non-self interactions as a result of the fusion are included with a default Cb contact distance. These specifications cover the majority of the fusion site, however, all regions occuring between the molecules such as the result of an extension are also included in the design selection.

## Description of alignment algorithm

Any input can have alignment performed given an adequate secondary structure of interest can be identified. By default, secondary structures are only identified at chain termini. Each of the termini are allowed to be trimmed back (default five residues) to find at the minimum, a five residue helix (parameterized with --alignment-length). Identified helices
are paired and for each overlapping five residue segment, helical alignment and positional clashing is performed. Alignment constitutes performing an RMSD superposition with the Kabsch algorithm and then applying the identified rotation and translation to the aligned molecule to put it in the frame of the target. Clash checking proceeds against the backbone and Cb atoms only, first the minimal asymmetric unit is checked then the asymmetric unit is checked in the context of the symmetric assembly. Any atomic approach of non-covalently bonded atoms less than $2.1 \AA$ are discarded as clashing conformations. Alignment and clash checking proceeds iteratively at each five residue frame along the identified secondary structure element until all pairs of alignments have been exhausted. At this point, the next available termini pairing undergoes the search procedure, which proceeds for each entity pair from the target and aligned molecule. Depending on the number of alignments from each pairing of secondary structures, alignment results in a combinatorial space of $N_{\text {target-entities }} \times N_{\text {align-entities }} \times N_{\text {alignments/pair }} \times$ $\mathrm{N}_{\text {termini avilable }}$.

## Linear algebra analysis of alpha-helix flexibility for domain fusions

We developed a linear algebra treatment to handle the modeling of alpha helix flexibility. Coordinates were extracted for a set of alpha helices from high quality protein structures in the PDB with X-ray crystallographic resolutions between 1.8 and $2 \AA$. Alpha helical protein segments were identified using the STRIDE program (ref). Segments of length 7 were analyzed; in order to avoid undesirable deviations at transitions from the ends of helices, we retained segments of length 7 after trimming the terminal residues from segments where 9 consecutive residues were classified as alpha helical. Then, all protein backbone segments were aligned by 3-D superposition of their N -terminal backbone atoms ( $\mathrm{N}, \mathrm{C}$-alpha, C atoms).

After this alignment, we analyzed the variation of the C-terminal backbone positions across the collection of segments. To regularize the linear algebra analysis, we set up an orthonormal reference frame on each instance of the C-terminal residue. Specifically, the
vectors were: (1) vector from the C-alpha to the $C$ atom, (2) vector in the plane of the $C$-alpha, C , and N atoms and perpendicular to vector 1 , and (3) the cross product between 1 and 2 . As a heuristic choice to balance the (otherwise affine or non-metric) consequences of rotational vs translational variations at the terminus, we chose the unit length of this reference frame to be 5 $\AA$; the general behavior of the treatment was found to not depend sharply on that choice.

We then analyzed the collection of vectors of dimension 9 specified by the $\mathrm{x}, \mathrm{y}, \mathrm{z}$, coordinates of the three positions defined by the orthonormal vectors above. The variation across these 9-D vectors captures the rigid body bending present in the set of backbone segments analyzed. We analyzed the variation in this 9-D space in the usual way, by constructing a metric tensor, ATA, where $A$ is formed from the set of 9-D row vectors. A description of rigid body motion of a body in three dimensions requires 6 dimensions or degrees of freedom, while the metric tensor is 9 dimensional. Because rotational representations are approximately linear for sufficiently small rotations (Goldstein, Mechanics), the matrix A should span (mainly) 6 dimensions, as long as the rotational bending within the collection of segments is not large. We extracted the principal modes of variation using an eigenvector analysis of the metric tensor. As expected, only 6 of the resulting 9 eigenvalues are substantially greater than 0 . These represent the 6 modes of flexible bending. The values of the 6 eigenvalues describe the magnitudes of the natural bending along 6 principal modes. Scaled to a sum of 1 in order to describe their relative magnitudes, those eigenvalues were: $0.424,0.318,0.161,0.055,0.025$, 0.016. It is remarkable that the variability is nearly fully captured by just 3 modes of flexing; the first 3 eigenvalues account for more than $90 \%$ of the variation. This reflects important natural properties of the alpha-helical conformation. For completeness, and to enable protein engineering calculations where the reference protein domain is fused to an additional domain in the reverse C-to-N sequential order, parallel calculations were also performed with helical segments aligned at their C-terminus, with variation at the N -terminus analyzed; the numerical values were similar, as expected.

With the modes of flexing identified, hypothetical instances of helical bending can be generated readily, in a fashion that conforms to the natural variation observed. For illustration, 6 random Gaussian values (centered on 0 with standard deviation of 1 ) can be chosen for the magnitudes to be applied along the six principal modes; those random values are first multiplied by the respective eigenvalues (unnormalized) and then by the eigenvectors, and then summed. The resulting 9-D vector produces an instance of the reference frame describing the end of an alpha helix with random bending introduced. From there, fusion of the subsequent domain and its alpha helix is straightforward.

## Extending and bending alignments with ideal helical parameters

By default, any identified helix is extended five additional residues to allow five additional frames of overlap (--extend 10 is used to extend 10 residues). This ideal helix is derived from ideal Watson-Crick helicity parameters. An important point to increase the sampling degrees of freedom comes from sampling from ideal helical bending modes. Using the --bend flag, say with an argument 10, each identified alignment can also have 10 randomly sampled transformations from a distribution of helical transformation modes applied to the aligned molecule. Each additional sample creates a slightly varied twist or curve that varies the positioning of residues downstream from the bend.

## Discussion

Herein, we describe the computational procedure used for engineering of helical protein fusions. We enable its exploration through a feature oriented experience to enable the design of fused helical systems of various types and locations. This tool is accessible both as a command line tool and as a distributable notebook. Additionally, the source code is maintained at github.com/kylemeador/symdesign and can be applied to accomplish various protein modeling tasks.

To ensure the tool is up to the task of modeling relevant biological molecules, we extended programmatic modeling of symmetric systems to account for higher order accommodations, asymmetric participants, and the varied relationships that result from association of multiple entities. Importantly all that is required for investigating such complex models is prior knowledge of the local symmetry present for each entity involved as well as the global symmetry of the entire system. We demonstrate that using these symmetric representations, the task of modeling helical fusions can be augmented.

By incorporating parameters that describe helical bend we show that additional confirmations can be sampled which can realize important design outcomes from additional contacts. The application of helical fusion, bending, and symmetry comes together in modeling helical fusions which establish multiple connection points as a result of the sampled fusion, the bend, and the symmetric system. Not only do we specify the generation of new protein backbones, but we incorporate ProteinMPNN sequence design directly after sampling steps ${ }^{21}$. In this way, both helical fusions and extra non-covalent contacts can be designed to favor the sampled state. The conformations, and their designed sequences can further be investigated using structure prediction with AlphaFold ${ }^{9}$ as well as symmetric outcomes with AlphaFold multimer ${ }^{22}$. We foresee that dissemination of this tool will have immediate benefits for protein design projects. Continued development and collaboration of these methods should find wide impact in expanding the capabilities of the protein design community.
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Cryoelectron microscopy (Cryo-EM) has enabled structural determination of proteins larger than about 50 kDa , including many intractable by any other method, but it has largely failed for smaller proteins. Here, we obtain structures of small proteins by binding them to a rigid molecular scaffold based on a designed protein cage, revealing atomic details at resolutions reaching $2.9 \AA$. We apply this system to the key cancer signaling protein KRAS ( 19 kDa in size), obtaining four structures of oncogenic mutational variants by cryo-EM. Importantly, a structure for the key G12C mutant bound to an inhibitor drug (AMG510) reveals significant conformational differences compared to prior data in the crystalline state. The findings highlight the promise of cryo-EM scaffolds for advancing the design of drug molecules against small therapeutic protein targets in cancer and other human diseases.
cryo-EM | small proteins | imaging scaffolds | protein design | cancer drugs
Cryoelectron microscopy (cryo-EM) is a rapidly expanding method for determining the atomic structures of large molecular assemblies. It is, however, problematic for determining the structures of small-to-medium-sized protein molecules. A size of about 38 kDa represents a likely theoretical lower limit (1), while about 50 kDa is a practical limit from current work (2). Accordingly, vast numbers of cellular proteins, including many of key therapeutic interest, remain beyond the reach of cryo-EM methods (3).

A potential workaround to the size limitation in cryo-EM is to bind a small protein of interest (the "cargo") to a much larger carrier (the "scaffold") in order to make it large enough to visualize readily. Ideas for scaffolding approaches go back several years (4-6). A key challenge is how to make the binding attachment between the scaffold and the cargo protein sufficiently rigid, as even minor flexibility in the attachment severely compromises the ability to reconstruct a high-resolution image of the bound cargo component. In addition, a general solution to the scaffolding problem calls for modular design, i.e., through the use of a scaffolding component that can be readily diversified to bind any given cargo protein of interest (7-10). Earlier work has explored the use of DARPins as the modular binding domain, genetically fused by way of a continuous alpha helical connection to self-assembling protein cages, to create large symmetric scaffolds for imaging (11-14). Diverse studies have made progress (2, 15-20) (SI Appendix, Supplementary Text), but further improvements are needed to develop a facile system for high-resolution cryo-EM of small proteins.

In the present study, we demonstrate a protein design advance that substantially rigidifies a cryo-EM scaffold based on fusion of a DARPin as the modular binding domain to a designed protein cage. Analogous to antibodies, sequence variations in the nonconserved loop regions of a DARPin protein can be selected in the laboratory in order to obtain a variant that binds nearly any protein of interest (21). To demonstrate utility in a critically important area of medicine, we have applied this rigidified cryo-EM scaffolding system to study mutant and drug-bound structures of the key oncogenic protein KRAS, which represents a major target for designing anticancer drugs.

## Results and Discussion

Rigidification and Testing of an Imaging Scaffold. A previous cage-scaffold design reached a resolution of about $3.8 \AA$ for the attached cargo protein $(11,12)$, but residual flexibility made it impossible to reach the higher resolution needed for reliable atomic interpretation (generally about $3 \AA$ or better). In the earlier design, the individual DARPin arms- 12 in total emanating from the tetrahedrally symmetric cage-protruded separately from each other, thus suffering from residual flexibility. To make further stabilizing contacts possible, we investigated alternative design choices for a scaffold. A different tetrahedral protein cage

## Significance <br> Cryoelectron microscopy (cryo-EM) is emerging as a major method for elucidating the structures of proteins in atomic detail. A key limitation, however, is that cryo-EM is applicable only to sufficiently large macromolecular complexes. This places a great many important proteins of smaller size, especially those of interest for therapeutic drug development, outside the reach of cryo-EM. We describe a protein engineering effort that overcomes the lower mass limit through the development of a modular imaging scaffold able to rigidly bind and display practically any small protein of interest, greatly increasing its effective mass. We show this technology can be used to visualize molecules, such as a key cancer protein, with important implications for drug design and biomedical research.
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known as T33-51 (22), when modeled with alpha helical linkers to DARPins, oriented the protruding arms to be in near-contact with each other; three DARPins come together at each of the four vertices of the tetrahedron (Fig. 1). Then, computational interface design methods were used to generate new amino acid sequences at the interfaces formed between three symmetry-related copies of the DARPin (SI Appendix, Fig. S1 and Materials and Methods). The designed interfaces between protruding DARPins were proposed to confer additional stability to these key binding components of the scaffold (Fig. 1). From 12 candidate sequence designs, five were validated by experimental tests to self-assemble into cage-like structures as intended (Materials and Methods).

Before employing the candidate cryo-EM scaffolds to image a protein target of major biological importance, we compared their performance in a test system, using the well-studied superfolder version of the green fluorescent protein (GFP) (23), 26 kDa in size, as the cargo protein. When bound to the imaging scaffold, the overall molecular weight of this complex is 972 kDa . As expected, experimental tests showed that all five scaffold candidates bound to GFP when the DARPin (genetically fused to the cage) was one previously established to bind GFP (SI Appendix). Initial cryo-EM datasets were collected on the five candidate scaffolds with GFP bound. Based on data processing of similar numbers of particle images from the five candidates, one design


Fig. 1. Rigidified modular cryo-EM imaging scaffolds. (A, Left) A scheme for a previously described scaffold (11, 12), based on a self-assembling protein cage, displayed protruding DARPin domains as modular binders via continuous alpha helical fusions. The cage subunits bearing the continuous alpha helical fusion are shown in yellow. The other subunit type in this two-component cage is shown in gray. DARPin domains are colored in salmon with their hypervariable binding regions highlighted in magenta. (A, Middle) A redesigned scaffold based on similar principles, but with protruding DARPin arms disposed to make additional protein-protein contacts with symmetric copies of each other. Designed surface mutations at the newly created interface away from the hypervariable region stabilize the DARPin domain, allowing high-resolution cryo-EM imaging of bound cargo. The Insets provide simplified geometric diagrams of the scaffold constructions. (A, Right) Composite cryo-EM map after focused refinements of GFP bound to a rigidified imaging scaffold. (B) Cryo-EM micrograph of the rigidified imaging scaffold bound to GFP (model shown in Inset) and 2D classes from selected particles. An FSC plot illustrates agreement between independent half-maps obtained after focused classification and 3D reconstruction, masked around the GFP protein (resolution = $3.1 \AA$ based on a correlation threshold of 0.143 ). ( $C$, Middle) A view of the final density map covering the DARPin and its bound GFP protein. Ribbon models of the two components are shown on the sides. ( $D$ and $E$ ) Focused views of the density map covering several GFP beta-strands and the GFP chromophore with its surrounding amino acid side chains.
(designated RCG-10; SI Appendix) appeared to offer the most rigid presentation of the bound GFP cargo protein. This scaffold was therefore selected for further analysis and cryo-EM data processing. Following data processing from $\sim 877,000$ particles obtained from 3,575 cryo-EM movies, a 3-D density map was obtained in which the resolution of the central core of the scaffold was $2.7 \AA$, with a resolution of 3.1 Å for just the GFP component (Fig. 1 and SI Appendix, Figs. S4 and S5). The level of atomic detail is illustrated by the density for the GFP chromophore and side chains from the neighboring amino acid residues (Fig. 1).

In order to assess issues related to coordinate precision and potential perturbances caused by binding to the scaffold, we compared the bound protein structure to crystal structures of GFP in an unbound form. The binding of GFP to the DARPin did not lead to meaningful differences in the backbone, though a different rotamer is seen for a tyrosine residue (Tyr39). The rms deviation for the GFP displayed by the imaging scaffold compared to a crystal structure is $0.59 \AA$. For data quality and model refinement statistics, see SI Appendix, Table S1.

While the significant improvement in resolution of the cargo (compared to the previous, unrigidified scaffold) also reflects various advances in cryo-EM instrumentation and software, analysis of the data shows that the scaffold redesign did lead to a dramatic reduction in the flexibility of the cargo attachment, as anticipated (SI Appendix, Fig. S12). The success of the rigidification plan is evident in the pattern of agreement between the atomic model and the cryo-EM density map; the agreement Q -scores decrease steeply with distance from the core-DARPin hinge in the old design but remain nearly uniform in the new design (SI Appendix, Fig. S12). Importantly, this supports the hinge as a principal cause of reduced resolution of the cargo in the old design and the reduction in hinge flexibility as a major cause of improvement in the new design.

Additionally, we compared the ability of the deep-learning program ModelAngelo (24) to build de novo atomic models into the cryo-EM density maps. For the earlier $3.8-\AA$ cryo-EM map, the program
correctly built only 93 residues (including sidechain atoms) of 156 DARPin residues, a roughly $60 \%$ completion for the DARPin. Only 65 of 231 residues could be built for the GFP cargo, corresponding to only $28 \%$ completeness. For the new 3.1-A cryo-EM map, ModelAngelo built all 156 residues of the DARPin domain correctly ( $100 \%$ success), including sidechains. For the GFP cargo, the program built 220 of 231 residues correctly ( $95 \%$ success), including sidechains. The missing residues are in loops (SI Appendix, Fig. S13).

Cryo-EM Structures of the Oncogenic KRAS Protein Bound to GDP. For biomedically relevant structural studies, we chose the KRAS protein as a target of high clinical importance. KRAS is a $19-\mathrm{kDa}$ GTPase involved in signal transduction in cell proliferation pathways. KRAS is among the most prevalent human oncogenes, with mutations in KRAS occurring in about $25 \%$ of all cancers (25). Some of the most clinically relevant mutations occur at amino acid residues Gly12 and Gly13. Drugs bound to a minor cleft region of the protein near that location are of key pharmaceutical interest, including covalent inhibitors targeting cysteine mutants (i.e., G12C or G13C) (26-29). We therefore undertook a series of structural studies on known KRAS mutants, focusing on the degree of atomic interpretability in 3D density maps obtained using the cryo-EM scaffold described above; a DARPin with loop sequences that bind the GDP-bound form of KRAS was already known from prior work ( 30,31 ), enabling the scaffold to be readily repurposed to image GDP-bound KRAS structures (Materials and Methods).
For imaging experiments, we investigated three different sequence variants of KRAS-single site mutants G12V, G12C, and G13C-in their GDP-bound forms. All three KRAS variants were found to bind with good occupancy to our cryo-EM scaffold (presenting the KRAS-specific DARPin). For mutant G13C, $\sim 665,000$ particles were obtained from 2,000 cryo-EM movies. Following similar data processing as before, we obtained a 3-D density map showing a resolution of $2.5 \AA$ for the entire particle and $2.9 \AA$ for the KRAS protein (Fig. 2 and SI Appendix, Figs. S7 and S8). Among


Fig. 2. Cryo-EM structure of KRAS on a rigidified imaging scaffold. (A) Cryo-EM micrograph of the rigidified imaging scaffold bound to KRAS (model shown in Inset) and 2D classes from the selected particles. (B) 3D reconstruction of a density map covering the DARPin and its bound KRAS protein. The GDP ligand is shown in orange. A ribbon model of the KRAS is shown on the left side. (C) Composite cryo-EM map after focused refinements of KRAS bound to a rigidified imaging scaffold. ( $D$ and $E$ ) Focused views of the density map covering the bound GDP ligand (orange density) and select regions of the KRAS structure. The $\mathrm{Mg}^{2+}$ ion is represented by a green sphere. ( $F$ ) An FSC plot illustrates agreement between independent half-maps, obtained after focused classification and 3D reconstruction, masked around the KRAS protein (resolution $=2.9 \AA$ based on a correlation threshold of 0.143).
other metrics of map quality, we assessed the ability of automatic protein model-building software to generate an atomic model for the protein without human intervention. Given the cryo-EM density map and the amino acid sequences for the DARPin and KRAS proteins, ModelAngelo (24) was able to build, de novo, a correct and nearly complete atomic model using default parameters (164 out of 166 residues for KRAS and 150 out of 157 for the DARPin). The amino acid sequence was correctly assigned throughout both KRAS G13C and DARPin molecules. Limited manual fitting was
sufficient to join breaks in the chain where the density was weak for mobile loops in the proteins. The success of the modeling exercise shows the utility of the cryo-EM scaffolding approach for an automated structure determination pipeline.
As imaged here by cryo-EM, the KRAS protein matches closely to known structures of KRAS-GDP reported in previous X-ray crystallography studies $(30,31)$. Our refined structure of the G13C mutant overlaps with a previous X-ray crystal structure with an rms deviation of only $0.5 \AA$ over protein backbone atoms.


Fig. 3. Structural and dynamical interpretability of cryo-EM maps of KRAS and single-site mutants. (A) A plot of refined B-factors-a measure of flexibility or dynamic mobility-for the KRAS structure. Agreement is evident between the X-ray crystal structure (pdb 5o2s) and the cryo-EM structure, which was built and refined de novo (after setting B-factors to a uniform starting value of $20 \AA^{2}$ ). The B-factors are averaged over individual amino acid residues and smoothed over a three-residue window, then normalized for direct comparison using the BAN $\Delta I T$ toolkit (32). The calculated correlation coefficient is 0.65 . ( $B-E$ ) Cryo-EM density maps around the single site mutations for KRAS G12V, G13C, G12C, and G12C bound to AMG510. A higher-than-average mobility of Cys12 is also reported by X-ray crystallography (pdb6oim).

The region around the bound GDP cofactor further emphasizes the atomic interpretability (Fig. 2). $\mathrm{A} \mathrm{Mg}^{2+}$ ion bound near the terminal GDP phosphate group is also clearly visible. An interpretation of protein flexibility and dynamics from the cryo-EM map also agreed well with prior data, as revealed by an analysis of B-factors (or atomic displacement parameters). When examined across the length of the KRAS protein sequence, the correlation coefficient was 0.65 for the atomic structure obtained by cryo-EM compared to an earlier structure reported by X-ray crystallography (Fig. 3A). This highlights that the resolution and map quality obtained by cryo-EM are high enough to provide detailed atomic interpretation as well as potentially important information about conformational flexibility.

Structures of additional KRAS mutants provided further opportunities to evaluate atomic interpretability. Following similar protocols as for the G13C mutant, for the G12V mutant, we obtained a final map reconstruction with a resolution of $2.4 \AA$ for the entire particle and $3.1 \AA$ around the KRAS protein (Materials and Methods). For the G12C mutant, the resolution was $2.2 \AA$ for the entire particle and $3.0 \AA$ around the KRAS protein (Materials and Methods). The maps and refined KRAS structures were all closely comparable, with significant differences in the maps occurring only at the mutated amino acid side chains, as anticipated (Fig. 3). As an assessment of coordinate precision, the rms deviation between the two most closely related cryo-EM structures (the G12V and G12C mutants) was $0.58 \AA$; this is slightly less than the differences when compared to previously reported X-ray crystal structure, which are between 0.73 and $1.1 \AA$ (SI Appendix, Table S2).

Conformational Variations and Drug Binding to KRAS G12C. A minor or "cryptic" cleft in the KRAS protein around residues 12 and 13 has been a site of intense focus for drug design efforts (27-29). Substantial protein conformational changes occur in that region upon drug binding; energetic and structural differences caused by drug binding stabilize the KRAS protein in its inactive form, which binds preferentially to GDP. Understanding the conformational and energetic landscape of the KRAS protein in this binding cleft region is expected to advance the discovery of new cancer drugs. Among drugs targeting clinically important KRAS mutations are a subset that form covalent bonds to cysteine mutants in that site.

As a test of our cryo-EM scaffold for analyzing KRAS drug binding, we determined the structure of the KRAS G12C mutant bound to the covalent inhibitor drug AMG510 [also known as sotorasib; (33)]. Following similar data processing protocols as
before, from a set of 69,949 particle images obtained from 2072 cryo-EM movies, we obtained a density map with a resolution of $2.2 \AA$ for the entire particle and $3.2 \AA$ around the KRAS protein bound to AMG510. The map revealed significant conformation changes in the KRAS G12C mutant protein upon binding the AMG510 inhibitor compared to the G12C structure without drug bound. This was anticipated based on prior X-ray crystal structures showing conformational changes in this key region upon drug binding (28, 34-37). Most notable, however, is that the AMG510-bound structure we obtained by cryo-EM differs in the drug-binding region from the structure of the same complex reported earlier by X-ray crystallography protein structure database (PDB 6oim). The nominal resolution in the cryo-EM map is lower than that reported for the X-ray crystal structure ( $1.65 \AA$ ) (33), but the density is sufficiently well resolved to derive a conformation for bound AMG510 that is different from that observed in the crystallographic structure (SI Appendix, Fig. S9), especially at the covalent attachment point (residue 12) and the loop residues 60-GQEEYSAM-67 (Fig. 4). The torsion angle at the covalent bond between Cys12 and the drug molecule AMG510 differs by about $100^{\circ}$ in the cryo-EM model from the conformation reported in a crystallographic model of the same drug complex (Fig. 4). A movement of $\sim 2.7 \AA$ is evident in regions of the drug molecule around the isopropyl pyridyl group, distal from the point of covalent attachment to Cys 12 . We assessed the confidence in our modeling of the AMG510 drug molecule in a test in which we refined atomic models separately into density maps produced using two independent half-datasets. For the drug molecule, the differences between the independent models were only 0.1 to 0.3 $\AA$. This is considerably smaller than the coordinate differences observed in comparison to the reported X-ray structure, which exceeded $2 \AA$, supporting the conclusion that meaningful differences are being revealed between the reported X-ray and cryo-EM conformations for drug binding (SI Appendix, Fig. S14).

Motivated by differences observed in the drug-binding pocket of the KRAS G12C mutant, we surveyed the PDB for examples of KRAS G12C bound to other inhibitors or drug molecules. An analysis of a set of 12 such structures (pdb 7a47, 6pgp, 6pgo, 8 dnj, 8 dnk, 8 dni, $7 \mathrm{a} 1 \mathrm{y}, 5 \mathrm{v} 9 \mathrm{o}, 5 \mathrm{v} 9 \mathrm{l}$, 4lv6, 4luc, and 4 lyh ), all elucidated by X-ray crystallography, highlights a substantial degree of conformational variability for the KRAS protein in the binding region. Some of this variation is clearly the result of differences in the chemical structures of the various bound drugs. But there are unexpected patterns. Interestingly, whereas the cryo-EM structure reported here for the AMG510 drug


Fig. 4. Cryo-EM structure of KRAS G12C bound to AMG510. (A) A refined atomic model ( $A$, Left) and a cryo-EM density map ( $A$, Right) covering the KRAS protein, with the AMG510 drug molecule bound. The GDP ligand is shown in orange, and the AMG510 drug is in green. (B) Comparison between the cryo-EM structure and a prior X-ray crystal structure of KRAS G12C bound to AMG510. (C) Conformational variation at the covalent bond between Cys12 and the AMG510 and an AMG510 analog in X-ray and cryo-EM structures. At the thioether attachment, the cryo-EM model resembles an X-ray crystal structure of a complex with an AMG510 analog.
complex differs from a prior X-ray crystal structure of the identical complex (as discussed above), it matches more closely to an alternative X-ray crystal structure of a complex with a slightly different AMG510 analog (Fig. 4C). In particular, we note that the covalent attachment geometry for AMG 510 derived by cryo-EM occurs as well in the context of different drug bound complexes of KRAS G12C.

The findings on AMG510 binding suggest a substantial range of apparently low-energy conformations for the drug molecules and surrounding segments of the protein. The particular conformation observed appears to be affected at least in part by other molecular interactions. In the X-ray crystal structure, the drug-binding region (residues 62 to 73 ) is at a crystal packing interface (SI Appendix, Fig. S15A); conformational changes imposed by crystallographic molecular packing have long been studied and proven useful in uncovering conformational states involved in molecular function such as catalysis (38). Likewise, it is notable that in the cryo-EM structure, residue Met 67 is in contact with one of the DARPin domains protruding from the scaffold (SI Appendix, Fig. S15B). The observed variation across structures provides potentially useful insight into the conformational landscape for drug binding.

## Conclusions

These initial structural findings serve as a starting point for deeper explorations of KRAS, and other small therapeutic protein targets, by cryo-EM scaffolding methods. Two immediate messages emerge. The first concerns feasibility. The rigidified scaffold described here provides a number of advantageous properties for cryo-EM structure determination-size, symmetry, and modular binding-making it suitable for future applications to many important systems. Second, the observation of conformational variability in drug binding emphasizes that cryo-EM approaches are likely to offer alternative structural views and distinct atomic frameworks for drug design efforts across broad areas of medicine.

## Materials and Methods

Conformational Sampling of Rigidified Scaffolds. The N-terminal helix of DARP14-3G124Mut5 (12) was spatially aligned to the C-terminal helix of each subunit from the T33-51 cage (22). Using local programs, superpositions were performed between the first five helical residues of the DARPin to five residue windows from the terminal helical region of the protein cage, with different choices for the alignment segment from the protein cage. Following superposition, each conformation was evaluated for detrimental, overlapping collisions, and potentially favorable contacts in the fully assembled symmetric environment using local programs as well as visual inspection. Promising conformations-those where multiple protruding DARPin arms came into close proximity-were subjected to further conformational exploration by allowing for minor helix flexing. Modeling of allowable deviations from ideal alpha helix geometry was based on natural deviations observed in a large set of alpha helices extracted from high-resolution crystal structures.

Interface Design Calculation. All calculations were performed in the context of tetrahedral symmetry. For each sampled alignment and helical bend conformation, the resulting pose was relaxed into the REF2015 score function (39) using the FastRelax mover (40). Then, residues in the aligned helical fusion as well as any residues located in cage subunits or other DARPins (excluding variable loop regions) within $8 \AA$ of the aligned DARPin were marked as designable. Further, all residues within 8 A of designable residues were designated as packable. Sequence design trajectories were performed with a coordinate constraint applied to backbone atoms using Rosetta FastDesign with the InterfaceDesign2019 protocol (41) and REF2015 score function. We collected interface design metrics to quantify the resulting design success as compared to native interfaces (42). After analysis of the global design pool, we removed entire poses from consideration
where the average design trajectory had a measured shape complementarity below 0.6 , leaving eight viable poses for sampling sequence variations. Next, we ranked the design trajectories from each passing pose by applying a linear weighting scheme to the normalized metrics from each pose. These consisted of favoring fewer buried unsatisfied hydrogen bonds, lower interface energy (between complexed and unbound forms), higher interface shape complementarity, and lower interface solvation energy. Each normalized metric was equally weighted and summed to rank each trajectory. Finally, by examining the sequence diversity of the top candidates from each pose, we removed redundant sequence mutation patterns and selected 12 individual designs for characterization.

Protein Production. The sequences of the imaging scaffolds used in this paper are listed below. DNA fragments carrying the designed imaging scaffold sequences were synthesized (Integrated DNATechnologies and Twist Bioscience) and separately cloned into the vectors $\mathrm{pET}-22 \mathrm{~b}$ (subunitB-DARPin) or pSAM (subunitA) (gifted from Jumi Shin, Addgene plasmid \#45174; http://n2t.net/ addgene:45174; RRID:Addgene_45174). The superfolder GFP V206A (sfGFP V206A) vector was previously described (12). DNA manipulations were carried out in Escherichia coli XL2 cells (Agilent). The proteins were expressed in E. coli BL21(DE3) cells (New England Biolabs) in Terrific Broth at $18^{\circ} \mathrm{C}$ overnight with 0.5 mM IPTG induction at an $\mathrm{OD}_{600}$ of 1.0 .

Upon collection of the cells, pellets were resuspended in buffer ( 50 mM Tris, $300 \mathrm{mM} \mathrm{NaCl}, 20 \mathrm{mM}$ imidazole, pH 8.0 ) supplemented with benzonase nuclease, 1 mM PMSF, EDTA-free protease inhibitor cocktail (Thermo Scientific) and $0.1 \%$ LDAO and lysed using an EmulsiFlex C3 homogenizer (Avestin). The cell lysate was cleared by centrifugation at $20,000 \times \mathrm{g}$ for 20 min at $4^{\circ} \mathrm{C}$; the resulting supernatant was recovered and centrifuged at $10,000 \times \mathrm{g}$ for 10 min at $4^{\circ} \mathrm{C}$ and then loaded onto a HisTrap column (GE Healthcare) pre-equilibrated with the same resuspension buffer. The imaging scaffold was eluted with a linear gradient to 300 mM imidazole. Upon elution, 5 mM EDTA and 5 mM BME were added immediately for designs $5,8,10,13$, and 14 . The eluted proteins were concentrated using Amicon Ultra-15 100-kDa molecular weight cutoff for the imaging scaffold and 3-kDa molecular weight cutoff for the GFP protein. The concentrated proteins were further purified by size exclusion chromatography using a Superose six Increase column, eluted with 20 mM Tris pH $8.0,100 \mathrm{mM} \mathrm{NaCl}, 5 \mathrm{mM} \mathrm{BME}$, 5 mM EDTA for designs $5,8,10,13$, and 14 and 20 mM Tris, pH 8.0, and 100 mM NaCl for design 33. Chromatography fractions were analyzed by SDS-PAGE and negative stain EM for the presence of the imaging scaffold. KRAS G12V and KRAS G13C proteins were prepared as previously described by Kettle et al. (43).
The DNA sequence encoding wild-type KRAS (1 to 169) was synthesized (Genscript) and cloned into a pET 28 vector with an N -terminal 6 xHis tag followed by a TEV site. The G12C mutation was introduced using site-directed mutagenesis and confirmed by sequencing. Protein was expressed in BL21(DE3) cells in LB at $16^{\circ} \mathrm{C}$ overnight, following induction at $\mathrm{OD}_{600}$ of 0.7 with 0.5 mM IPTG. After harvesting, cell pellets were resuspended in purification buffer ( 20 mM HEPES, pH 7.4, $300 \mathrm{mM} \mathrm{NaCl}, 0.5 \mathrm{mM} \mathrm{TCEP}$, and 5 mM MgCl$)_{2}$ ) supplemented with 1 x EDTA-free protease inhibitor cocktail and 400 units benzonase and lysed by sonication. Cleared lysate was loaded onto a 1-mL HisTrap column (Cytiva), washed with 20 CV purification buffer +25 mM Imidazole, and eluted using an imidazole gradient to 500 mM Imidazole. Peak fractions were pooled, concentrated, and loaded onto a Superdex 75 Increase size-exclusion column in SEC buffer (purification buffer excluding $\mathrm{MgCl}_{2}$ ). For AMG510-bound protein, KRAS G12C was incubated with AMG510 at a 2:1 molar ratio for 30 min and subjected to sizeexclusion chromatography (Superose 6 Increase). Peak fractions yielded a mixture of AMG510-bound and free KRAS G12C (see SI Appendix, Fig. S10, first lane).
Either KRAS G12C or KRAS G12C-AMG510 was mixed with the imaging scaffold at a 2:1 molar ratio, incubated on ice for 5 min , and complex formation was confirmed through size-exclusion chromatography (Superose 6 Increase).

Negative Stain EM. The concentration of a $3.5-\mu \mathrm{L}$ sample of fresh Superose six Increase eluent was adjusted to $\sim 100 \mu \mathrm{~g} / \mathrm{mL}$, applied to glow-discharged Formvar/Carbon 400 mesh Cu grids (Ted Pella Inc) for 1 min and blotted to remove excess liquid. After a wash with filtered MilliQ water, the grid was stained with $2 \%$ uranyl acetate for 1 min . Images were taken on a Tecnai T12, a T20, a TF20, and a Talos F200C.

Cryo-EM Data Collection. Concentrated imaging scaffolds ( 1 to $10 \mathrm{mg} / \mathrm{mL}$ ) were mixed with the GFP cargo or KRAS G13C/KRAS G12V/ KRAS G12C/KRAS

G12C-AMG510 to a molar ratio of $1: 2$ and diluted to a final concentration of 0.5 to $0.7 \mathrm{mg} / \mathrm{mL}$. The final buffer composition was 20 mM Tris, pH 8.0 , and 100 mM NaCl .

Quantifoil 300 mesh R2/2 copper grids were glow discharged for 30 s at 15 mA using a PELCO easiGLow (Ted Pella). A 1.8- to $3.5-\mu \mathrm{L}$ volume of sample was applied to the grid at a temperature of 10 or $18^{\circ} \mathrm{C}$ at $\sim 100 \%$ relative humidity, followed by blotting and vitrification into liquid ethane using a Vitrobot Mark IV Thermo Fisher Scientific. Cryo-EM data were collected on an FEI Titan Krios cryoelectron microscope equipped with a Gatan K3 Summit direct electron detector and on a Titan Krios G4 cryoelectron microscope (Thermo Fisher Scientific) equipped with a Falcon4 direct electron detector in electron event registration mode. With the Gatan K3 Summit detector, movies were recorded with Leginon (44) and SerialEM (45) at a nominal magnification of $81,000 \times$ (calibrated pixel size of 1.1 Å per pixel) for designs $5,8,10,13,14,33$ (G13C) datasets and at a nominal magnification of $105,000 \times$ (calibrated pixel size of 0.856 Å per pixel) for design 33 (G12V) dataset, over a defocus range of -1.0 to $-2.2 \mu \mathrm{~m}$. With the Falcon4 detector, movies were recorded with the EPU automated acquisition software at a nominal magnification of $155,000 \times$ (calibrated pixel size of 0.5 Å per pixel), for design 33 (G12C and G12C-AMG510) datasets, over a target defocus range of $-1.00 \mu \mathrm{~m}$ to $-2.25 \mu \mathrm{~m}$ with increment steps of $0.25 \mu \mathrm{~m}$ and a total dose of $40 \mathrm{e}^{-} / \AA^{2}$.

Fourier shell correlation (FSC) calculations are summarized in SI Appendix, Fig. S11. Plots showing dependence of resolution on the number of particles are shown in SI Appendix, Fig. S16

Cryo-EM Data Processing and Model Building. Motion correction, CTF estimation, particle picking, 2D classification, and further data processing were performed with cryoSPARC v.3.2 (46). An initial set of particles was automatically picked using a blob-picker protocol. The extracted particles were 2D classified after which an ab initio reconstruction was generated. This reconstruction was then used for the 3D refinements enforcing T symmetry. The 3D structure was used to generate 2D projections of the particles and then used to repick the particles from the images using a template picker. The picked particles were extracted from the micrographs and went through 3D refinements enforcing T symmetry. The symmetry was then expanded, followed by further focused 3D classification without alignments and focused refinements using a mask encompassing the density for one DARPin and one cargo protein, GFP or KRAS, respectively. The best-resolved classes from the focused 3D classification were focused refined (C1 symmetry) performing local angular searches with the fulcrum at the center of mass of the mask. For the GFP imaging scaffold, we obtained an overall resolution of $2.7 \AA$ A for the entire particle and a resolution of 3.1 A over the GFP protein, based on an FSC threshold of 0.143 . For the KRAS G13C imaging scaffold, we obtained an overall resolution of $2.5 \AA$ for the entire particle, and the resolution over the KRAS protein was $2.9 \AA$. We performed automatic de novo atomic model building into our KRAS G13C cryo-EM density using the program ModelAngelo (24) in the COSMIC ${ }^{2}$ platform (47). The structure of GFP was built de novo using the automated chain tracing program, Buccaneer (48). The other three structures reported here were built starting from atomic models of close homologs, as noted in SI Appendix, Table S1. Manual adjustments to the models were performed using $\operatorname{Coot}$ (49), and automated refinement was performed using Phenix (50). Figures were prepared using ChimeraX (51, 52) and PyMOL (Version 2.0 Schrödinger, LLC)
Refinement into Half-Maps. We used refinement against independent halfmaps (reconstructed from independent half-datasets) as an assessment of coordinate precision for the bound AMG510 drug molecule. Prior to independent real-space refinement, the molecules were subjected to computational simulated annealing-heating to $1,000 \mathrm{~K}$ and slow cooling to 300 K -in the program Phenix.
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#### Abstract

Designed protein cages and related materials provide unique opportunities for applications in biotechnology and medicine. In the present study, we apply new computational approaches to design tetrahedrally symmetric, self-assembling protein cages. For the generation of docked poses, we emphasize a protein fragment-based approach, while for de novo interface design, a comparison of computational protocols highlights the power and increased experimental success achieved using ProteinMPNN. In relating information from docking and design, we observe that agreement between sequence preferences for fragments and ProteinMPNN inference correlate with experimental success. Additional insights for designing polar interactions are highlighted by experimentally testing larger and more polar interfaces. In all, we report five structures for seven protein cages, along with two structures of intermediate assemblies, with atomic resolution in the best case reaching 2.0 A. The new cages add substantially to the body of available protein nanoparticles, and to methodologies for their creation.


## Introduction

Recent advances in protein design are making it possible to engineer self-assembling protein architectures of high complexity ${ }^{1-3}$. The seminal work by Padilla et al. in $2001{ }^{4}$ laid the foundation for creating novel protein cages and other extended materials by exploiting principles of symmetry. The key idea was that bringing two different symmetry elements together (exemplified by protein oligomers) in a precisely defined arrangement is sufficient to dictate formation of surprisingly diverse and complex assembly outcomes, broadly referred to as symmetry combination materials (SCM). Considering just two-component types, 124 different architectural forms have been articulated mathematically ${ }^{5}$. For each such symmetry form, the combinatorial space for pairs of oligomeric protein building blocks, leads to an extraordinarily deep space for design. Importantly, only a sliver of this design space has been explored experimentally to date. Large machine learning models are enabling far more efficient search of protein conformational space ${ }^{3,6-9}$ and effectively applying these tools to model protein materials will be key in the ultimate realization of their potential.

Recent achievements have demonstrated the potential of engineered protein cages and related types of SCMs towards applications in nanotechnology and medicine. Their biocompatibility as well as their size, topology, and multivalency have enabled the localization of target substrates ${ }^{10}$, molecular delivery ${ }^{11}$ or sequestration of payloads ${ }^{12}$, and scaffolding of antigens ${ }^{13-15}$, enzymes ${ }^{16,17}$, or binders for high resolution imaging ${ }^{18,19}$. Notwithstanding these promising demonstrations, new methods are needed to fully harness the rich functionality and dynamics that are possible with protein assemblies, as exemplified by naturally evolved systems ${ }^{20-25}$. Indeed, emerging efforts to mimic the complex behaviors of natural systems are leading to exciting new design prospects ${ }^{26,27}$.

Crucially, the predictable design of novel SCMs remains a challenge ${ }^{28}$. While the first approach for designing protein cages used genetic fusion ${ }^{4,29}$, subsequent work (introduced by

King et al. 2012) has increasingly relied on designed protein-protein interfaces. A critical factor for success in such cases is the specification of a geometrically precise de novo interface that is accessible and cooperative with the surrounding energy landscape ${ }^{30}$. The amino acids at the interface must encode sufficient information to drive the emergence of quaternary structure ${ }^{31}$, while preserving the energetics governing tertiary structure ${ }^{32}$. Importantly, diverse SCM's including cubic and icosahedral protein cages, can be created through the installation of a single interface type between candidate building blocks. Of course, only a minute fraction of possible protein pairs and orientations constitute suitable starting points, so identifying plausible docked positions (i.e. poses) is a critically important algorithmic consideration.

In the present study, we apply two computational developments towards the design of two-component tetrahedral protein cages. Addressing the challenge of generating protein interfaces resembling native complexes, we evaluate a protein fragment-based method that identifies poses with de novo interfaces exhibiting modes of association commonly observed in nature ${ }^{33}$. With regard to sequence design at the new interface, our first set of designs employed knowledge-based scoring functions. Spurred by those results, a second approach pursued a recently developed graph neural network to achieve greater success. Through biochemical and multi-state structural characterization, we validate a suite of novel protein cages. A comparison of design parameters across protocols (including prior efforts) with patterns of success or failure, offers insights into overcoming challenges in the design of protein interfaces. The new symmetric materials, design techniques, and accompanying software provide a foundation to explore a growing universe of protein materials.

## Results and Discussion

## Defining the target assembly

As a design target, we chose a tetrahedral architecture denoted T:\{C3\}\{C3\} (Figure
5.1a). In materials of this form, two trimeric protein oligomers $\left(A_{3}\right.$ and $\left.B_{3}\right)$, each obeying C3
symmetry, are oriented so their 3-fold symmetry axis are coincident with a body diagonal of a cube. Key to the accurate design of bonafide $\mathrm{T}:\{\mathrm{C} 3\}\{\mathrm{C} 3\}$ assemblies is the specification of a fixed connection between the trimeric building blocks to enforce a strict intersecting angle of the two C3 axes. Herein, a de novo protein-protein interface is used to specify the relative orientation of the pair of trimers. If the interface is accurately modeled - the trimers associate strongly and with the correct geometry - four copies of each trimer will assemble in an overall stoichiometry of $A_{12} B_{12}$ to form a mid-nanometer scale, protein cage.

In generating candidate poses consistent with tetrahedral symmetry we adopted the fragment-based docking approach implemented in the program Nanohedra ${ }^{33}$. This approach analyzes the surface-exposed segments of two proteins and systematically identifies poses that allow the two components to interact using arrangements of fragments commonly observed in known protein-protein interfaces (Figure 5.1c). We performed all-to-all pairwise docking between 84 different trimers from the PDB, generating $\sim 377,000$ candidate poses from 3,584 pairwise trimer combinations. To prioritize interfaces composed of more extensive tertiary motifs, we filtered for poses that utilize fragment observations from three or more discrete secondary structure elements in the interface, resulting in $\sim 45,000$ candidates. Finally, we gathered coarse energy and area metrics for the asymmetric unit (ASU) and retained poses with greater than $1,200 \AA$ buried surface area (BSA) in the interface, a negative calculated interface free energy, overall shape-based features (spike ratio), and less than $3 \AA$ root mean squared deviation (RMSD) between backbone atoms from the initially docked pose and an energy minimized model to arrive at 590 candidate poses (see scouting protocol).

## Interface design using fragments and knowledge-based hydrogen bond networks

We frame our interface design ideas around a three state model of protein folding and association ${ }^{34}$ (Figure 5.1a,b). The first state consists of protein monomers. In the second state, multiple protein chains associate to form one oligomer. Importantly, designs that reach the
discrete oligomeric state avoid multiple off-pathway states that together constitute solubility errors. Well-formed oligomers serve as the precursors for the third state, the protein-protein complex, where sets of oligomers are further associated in a specific geometry to form a higher-level architecture. Herein, the complex state constitutes a tetrahedral protein cage. When a complex is not formed successfully from viable oligomers, the result constitutes some type of design error, reflecting a failure to establish the intended interface. To ensure the experiment captures feedback from the interface design task, which is critical for improving de novo interface design techniques ${ }^{35,36}$, we aimed to limit solubility errors, e.g. by seeking to avoid undue hydrophobicity, and measure design errors.


Figure 5.1. A design framework for creating protein cages.
a) A diagram of assembly states for two protein components culminating with the tetrahedral cage outlined by a multi-colored stellar octahedron, where each color constitutes one tetrahedron. b) Off pathway solubility and design errors lead to interface design failure. c) Fragment Observations are depicted in gray segments and span between protein components with a single observation highlighted in pink. A Fragment Database stores the amino acid frequencies for every residue position, with an example residue indicated with a star. Every fragment observation at one residue contributes proportionally to the frequency distribution. The stack of all fragment residues constitute a Fragment Profile. d) The initial protein sequence is used to search for homologous sequences. At the starred position, a frequency distribution of amino acids is calculated and constitutes one residue of the Evolutionary Profile. e) The fragment observation superposition modulates how much the Tertiary Profile reflects fragment or evolutionary information at each residue.

Our fragment-based docking (Nanohedra program) includes statistical information on amino acid preferences for tertiary structure (fragment-fragment) motifs ${ }^{37}$. We therefore sought to utilize this information to bias amino acid selections during sequence design. We calculated position-specific amino acid frequencies for every fragment residue in the nascent interface, collectively referred to as the fragment profile (Figure 5.1c). Similarly, an evolutionary profile was calculated from position-specific amino acid frequencies observed from multiple sequence alignments (MSA) of homologous proteins (Figure 5.1d). These two profiles were combined into the tertiary profile, which represents an amino acid distribution conditioned on the tertiary structure of the nascent interface and the underlying protein folds.

Early in method development, we observed that hydrophobic amino acids tended to be favored during design owing to Lennard-Jones score terms ${ }^{38}$ and the default FastDesign ramping protocol ${ }^{39}$. As the fragment database utilized for pose identification contains motifs found in interfaces from native complexes, and those complexes typically demonstrate greater polar characteristics ${ }^{40}$, we hypothesized that explicitly sampling polar amino acids could reduce the prevalence of hydrophobic atomic interactions while retaining well-packed and complementarity tertiary motifs ${ }^{41}$. To utilize fragment information for design and sampling, we developed a modified HBNet protocol ${ }^{42}$, using fragment information to guide the HBNet search. We refer to this protocol as FragmentHBNet. Briefly, interface residues with fragment observations initiate the HBNet search for low energy hydrogen bond networks. In a subsequent step, the fragment profile is used to constrain amino acid sampling during packing and minimization at fragment residues around the hydrogen bond network residues. These dual searches effectively prioritize the most well packed cores that support low energy hydrogen bonding networks. Finally, the tertiary profile is used to guide sampling of the entire interface. Interface design trajectories with FragmentHBNet affected several key interface design metrics, including lowering contributions from hydrophobic BSA while increasing the number of hydrogen bonds.

The 590 candidate poses noted above were subjected to the FragmentHBNet protocol, producing a design model for the top 20 trajectories. All models were then filtered for shape complementarity $>0.68$, measured $B S A>1,000 \AA$, fraction of hydrophobic $B S A<65 \%$, buried unsatisfied hydrogen bonds $<3 / 1,000 \AA^{2}$ of $B S A$, and no residues with deviating Errat scores ${ }^{43}$. One design from each pose was prioritized and a mutation reversion protocol was performed (see Methods). From all reverted and original designs, we again prioritized one design per pose and finally manually inspected each design for missing segments near interfaces; poorly suited termini or unmodeled regions in the proximity of the interface were discarded. Lastly, poses
were clustered for similarity according to iAlign and 41 designs were selected for testing. We refer to this design set using the EragmentHBNet protocol as T33-fn.

## Characterization of T33-fn Designs

For biochemical characterization, we added a polyhistidine tag ('His-tag') onto an exposed terminus of one of the two components and synthesized codon-optimized genes for simultaneous expression of both components in Escherichia coli. With the His-tag attached to only one component, we expected to purify both components if the interface design was successful. SDS-PAGE analysis of the immobilized metal affinity chromatography (IMAC) lysates revealed 35 cases wherein both genes were well-expressed. In 10 cases, both components were in the soluble fraction after clarifying the lysate by centrifugation. Eight of the soluble designs demonstrated co-elution of both components, however with variation in relative abundance, typically with higher quantities of the His-tagged trimer (Figure S5.1a). For all eight, we concentrated fractions with both components present and isolated the assemblies using size exclusion chromatography (SEC). The chromatograms indicated significant assembly for one design, while the other seven revealed species expected for component trimers, some larger sized fractions containing both components, and limited amounts of assembly-sized species (Figure S5.1b).

For the most well-behaved design, T33-fn10, biochemical characterization revealed properties expected from the design model (Figure 5.2). SEC coupled to small angle X-ray scattering (SAXS) data provided an experimental radius of gyration $(\mathrm{Rg})$ of 5.55 nm which demonstrated excellent fit to the designed value of 5.53 nm (Figure $5.2 \mathrm{a}, \mathrm{b}$ ). Additionally, we obtained crystals that diffracted to modest resolution, with the best dataset reaching $6 \AA$ (structure summary in Table 5.1). A crystal structure was solved by molecular replacement using the design model revealing eight copies of each monomer in the asymmetric unit (ASU). Upon application of crystal symmetry operators, two separate tetrahedral assemblies are
recapitulated, confirming the designed interface (Figure $5.2 \mathrm{c}, \mathrm{d}$ ). Both instances of the assembly show excellent agreement to the design model with mean values of $0.8 \AA$ RMSD over all C-alpha atoms and a value of 0.99 for the assembly local distance difference test (LDDT) (Table 5.2).


Figure 5.2. Biophysical and structural analysis of T33.
a) SEC-SAXS of T33-fn10 giving a measured Rg of 5.6 nm for the assembled cage. b) A SAXS X-ray scattering plot averaged over the fractions corresponding to cage species (blue) and a theoretical plot from the designed model (black). c) A crystal structure of T33-fn10 colored according to component trimer type (PDB: 8UJA). d) A close-up view of the structure (green/purple) superimposed on the designed interface (gray), split into two regions where the diamond represents a two-fold symmetry axis between separate trimers. e-f) Micrographs of T33-fn10 at $1.2 \mu \mathrm{M}$ and 120 nM , showing disassembly upon dilution of particles. g) A comparison of design metrics for successful prior two-component SCM designs (top) and T33-fn designs (bottom) for design filters and h) protocol specific differences. Individual designs colored according to design outcome. i) Distribution of buried surface area (BSA) according to atomic polarity for two-component designs colored by publication. Markers indicate the design symmetry (triangle - Tetrahedral, pentagon - Icosahedral). j) A micrograph of T33-fn40 demonstrating cages after purification by SEC. All scale bars are 50 nm .

Table 5.1. T33-fn10 crystallographic data and refinement statistics

| Dataset | T33-fn10 |
| :---: | :---: |
| Data collection statistics |  |
| Diffraction source | APS 24-ID-C |
| Wavelength ( $\AA$ ) | 0.97918 |
| Temperature (K) | 100 |
| Detector | DECTRIS PILATUS 6M-F |
| Crystal to Detector distance (mm) | 600 |
| Total Rotation Range ( ${ }^{\circ}$ ) | 360 |
| Rotation per image ( ${ }^{\circ}$ ) | 0.5 |
| Exposure time per image (s) | 0.25 |
| Space Group | P2, 3 |
| Cell dimensions |  |
| $\mathrm{a}, \mathrm{b}, \mathrm{c}(\AA)$ | 225.63, 225.63, 225.63 |
| $\alpha, \beta, \gamma\left({ }^{\circ}\right)$ | 90.0, 90.0, 90.0 |
| Mosaicity ( ${ }^{\circ}$ ) | 0.283 |
| Resolution Range ( $\AA$ ) | 92.1-6.0 (6.15-6.00) |
| Rmerge | 0.17 |
| 〈l/б(I) > | 9.2 (1.1) |
| $\mathrm{CC}_{1 / 2}$ | 99.7 (38.3) |
| Completeness (\%) | 99.9 (100.0) |
| No. reflections unique | 18590 |
| Redundancy | 10.6 (10.6) |
| $R_{\text {ri.m. }}$ | 0.174 (2.174) |
| Overall B factor from Wilson plot ( $\AA^{2}$ ) | 382 |
| Atomic Refinement Statistics |  |
| Resolution range ( $\AA$ ) | 92.1-6.0 (6.31-6.00) |
| No. of reflections, working set | 9842 (1245) |
| No. reflections, test set | 986 (138) |
| $\mathrm{R}_{\text {work }}$ | 21.5 (33.1) |
| $\mathrm{R}_{\text {free }}$ | 24.8 (37.6) |
| Molecules/asymmetric unit | 16 |
| No. atoms | 21720 |
| Average B-factor, all atoms ( $\AA^{2}$ ) | 401.0 |
| RMSD Bond Lengths ( $\AA$ ) | 0.010 |
| RMSD Bond Angles ( ${ }^{\circ}$ ) | 1.02 |
| Ramachandran statistics (\%) |  |
| Favored | 97.31 |
| Allowed | 2.37 |
| Outliers | 0.32 |
| Accession code |  |
| PDB (model) | 8UJA |

Validation by negative stain transmission electron microscopy (nsEM) revealed that specimens prepared at $1.2 \mu \mathrm{M}$ of assembled complex appeared crowded but mostly homogenous, while specimens prepared at 10 -fold dilution lack clear evidence of cage-like assemblies (Figure 5.2e,f). The designed interface results in apparently intact assemblies at concentrations in excess of $1 \mu \mathrm{M}$, but with limited assembly at lower concentrations. Designs with unequal stoichiometry were more difficult to characterize. For one design, T33-fn40, nsEM captured assemblies resembling a projection of the intended model (Figure 5.2j), though heterogeneity was noted in SDS-PAGE of SEC fractions (Figure S5.1b).

## T33-fn interface design analysis

Notwithstanding the successful creation of T33-fn10, the low success rate, despite promising indications of soluble oligomers and evidence for their association (i.e. co-elution), indicated that most designs failed to assemble faithfully. To understand how design indications contribute to biochemical outcomes, we grouped the designs according to the classifications of Figure 5.1a, - solubility errors, design errors, and success - and compared these outcomes to metrics calculated for the design models after Rosetta refinement. We further separated design errors into three types: design errors, where both components are soluble yet don't interact, interface errors, where the components co-elute without higher order assembly, and assembly errors, where higher order species are observed, but no tetrahedral complex was observable. Finally, we included the successfully characterized two-component cage design models from King et al. 2014, Bale et al. 2016, and Cannon et al. 2020, to provide further understanding of design requirements.

Important interface metrics, including buried unsatisfied hydrogen bond density ${ }^{36}$, shape complementarity ${ }^{44}$, interface bound configuration energy ${ }^{45}$, and calculated free interface energy density ${ }^{46}$ indicated all designs were as favorable, if not more favorable than prior successful designs (Figure 5.2 g ). Areas of deviation highlight particular choices made in our design
protocol, such as the number of hydrogen bonds, fraction of polar BSA, and calculated solvation free energy density (Figure 5.2h). A notable observation concerns the total BSA in the T33-fn design set. Our initial solvent accessible surface area (SASA) measurement underestimated BSA by $\sim 2$-fold (see Supplement, BSA measurements). As a result, T33-fn had relatively large interfaces on average $\left(2,287 \AA^{2}\right)$, which were substantially polar in character, exceeding total BSA and polar BSA values of previously designed protein cages (Figure 5.2i). Interestingly, T33-fn interfaces utilized extensive loop/coil secondary structure elements, for which it appeared difficult to design adequate atomic interactions (Figure 5.2h).

Our design choices in this experiment were guided in substantial measure by a desire to minimize outcomes where unduly hydrophobic interfaces might lead to solubility errors. While designs were generally soluble, retrospective analysis suggests that T33-fn10 was the single design to possess a solvation free energy well within the range of prior successful designs. Though prior successes also had negative solvation energy values, where negative indicates that aqueous solvation (i.e. disassociation) is favored, T33-fn design choices manifested in negative energies overall (Figure S5.2a,b). Though numerous other factors are undoubtedly important, many designs likely lacked crucial hydrophobic contributions to drive interface formation. The challenges in optimizing parameter choices and protocols, clearly highlighted by this exercise, led us to incorporate machine learning techniques into a new protocol for designing protein cages.

## Fragment-guided protein cage design using machine learning

In a second set of designs, we revisited both docking and design methodologies, augmenting each step with recent developments in machine learning, where available. For docking, we improved upon techniques for building block input and search of the docking space. For sequence design, we implemented the message passing graph neural network (MPNN) algorithm ${ }^{47}$. Finally, in filtering, we prioritized agreement between fragment observations and
neural network outputs to prioritize sequences that agreed with native interface constraints and where AlphaFold ${ }^{6}$ predicted the intended oligomeric components.

As a first improvement, AlphaFold structure prediction was integrated into the design pipeline. In the early stages, we performed predictions to fill in unmodeled regions of the input oligomers; their absence in our earlier protocol led to uncertainty and tedious assessment of potential collisions. In a second step, we assessed whether designed sequences are predicted to fold into the oligomeric state. Both assessments improved confidence that selected designs would meet prerequisites for oligomeric and complex formation.

To improve identification of high-quality docked poses, we implemented three search heuristics in Nanohedra (see Methods). First, we searched for poses where the resulting interfaces had continuous fragment overlaps across multiple residues. This option only searches fragment pairs that participate in higher order relationships, i.e. a network of coordinating residues. Next, we clustered coarsely sampled poses into a smaller number of transformational groups, which reduced the search space while maintaining top docking candidates. Finally, each cluster was finely sampled along the rigid body degrees of freedom consistent within the symmetric architecture in order to identify poses with optimal docking metrics. With these improvements, we again docked poses in the $\mathrm{T}:\{\mathrm{C} 3\}\{\mathrm{C} 3\}$ architecture. From 55,611 pairwise combinations of 334 AlphaFold-curated trimers, a total of 72,419 poses, representing plausible backbone models for a novel two-component protein cage, were identified that contained more than four unique secondary structure elements (two from each interface).


Figure 5.3. Characterization of sequences and poses for T33 machine learning (T33-ml) design models.
a) ProteinMPNN model inference informs on different features of the sequence-structure relationship. Coordinates and sequence serve as input features to vary inference methods and therefore output features. Output features are used to measure cross entropy and profile loss to inform on the fit of inference to other distribution profiles. $\mathbf{b}$-d) Comparison of the ProteinMPNN structure profile and fragment profile cross entropy vs Nanohedra score (panel b); percent of interface with fragment observations (panel c); and fragment profile loss given the designed sequence (panel d). e) The distribution of ProteinMPNN scores for designed sequences compared with the number of residues chosen for design based on three selection protocols. f)

A stacked histogram of ensemble AlphaFoldlnitialGuess folding outcome for designed sequences grouped according to each input trimer PDB identifier. g) Box plots showing the distribution of T33-ml design metrics scaled according to z-value compared to T33-fn and prior successful protein cages.

For the task of sequence design, we utilized ProteinMPNN ${ }^{7}$. Exploiting ProteinMPNN's computational efficiency, we deeply explored the generative sequence space conditioned on each of the candidate poses, producing $\sim 3.7$ million sequences. We performed inference on the backbone coordinates of each pose in the fully symmetric assembly form, using three separate protocols for residue selection comprising all residues, interface residues, or interface residues and their neighbors (see Methods). Across the protocols, we observed the ProteinMPNN score, i.e the ProteinMPNN inference profile negative log likelihood (NLL, Profile Loss, Figure 5.3a), was dependent on the number of designed residues (Figure 5.3 e ), while increasing the number of interface residues had no observable effect (Figure S5.2c).

To explore how ProteinMPNN inference could be used to prioritize docked poses for experimental testing, we investigated the ProteinMPNN structure profile, i.e. the amino acid probability distribution inferred only from the pose backbone coordinates (Figure 5.3a). We compared this amino acid profile to the fragment amino acid profile for the pose (described above) calculating the cross entropy (CE, Figure 5.3a) between the two, with lower CE values equating to closer agreement between probability distributions. Lower CE correlated with a larger Nanohedra score (Figure 5.3b) and a higher percentage of the total interface represented by fragments (Figure 5.3c). Importantly, lower CE values correlated with lower fragment profile loss given the inferred sequence (Figure 5.3d). A lower value for the profile loss maximizes the likelihood that, for a single designed sequence, the sequence will encode the sequence-structure relationship captured by fragment-based data. The agreement between fragment information and ProteinMPNN inference identifies poses for which sequences are more likely to encode structures that are compatible with the de novo interface.

Given these trends, we filtered for poses with high quality fragment observations whose individual sequences exhibited a fragment profile loss < 5. Additionally, we filtered for sequences where all residues were designed, ProteinMPNN score < 1, and the retention of native sequence was $>=45 \%$. We also implemented filters to ensure sequences designed in the complex state remain compatible with the oligomeric, unbound state. We filtered for total ProteinMPNN score in the unbound state < 880 and an evolution profile loss (analogous to prior profile loss, but utilizing the evolutionary profile) < 2.5 to avoid aberrant placement of hydrophobic residues.

For each of the 4,241 poses that passed these filters, we chose the single best designed sequence according to ProteinMPNN score and subjected it to predictive (computational) structural validation. On one hand, we took the designed sequence and threaded it into the docked pose, mutating every residue to the designed amino acid and then evaluating structural features. On the other hand, using AlphaFold multimer, we performed folding predictions in the oligomeric state to assess how strongly each sequence specified the proposed trimer. We performed folding without MSA features and instead used the AlphaFoldlnitialGuess variant to bias folding on the pose coordinates ${ }^{48}$. We found many of the AlphaFold predictions recapitulated the intended trimeric forms in a sequence dependent manner. When grouped by building block identity, the majority of trimers ( $\mathrm{n}=107$ ) gave predicted oligomeric structures within $3.75 \AA$ (C-alpha RMSD) of the known structure (Figure 5.3f). Further, we found many trimers failed to satisfy this threshold for any designed sequence ( $n=93$ ), while few trimers folded correctly for every sequence analyzed ( $n=9$ ).

Following predictive structural validation, we selected designs with shape complementarity >= $0.65, \operatorname{BSA}>=1,500 \AA^{2}$, buried unsatisfied hydrogen bond density <= $2 / 1,000 \AA^{2}$, and interface solvation free energy density $>=-0.01 / \AA^{2}$. Finally, we applied two different filters using folding calculations. In the most selective case, we included designs where both trimers successfully folded to within $3.75 \AA$ RMSD ( $\mathrm{n}=248$ ), resulting in 17 designs. In a
more permissive case, we selected designs where only one component folded satisfactorily ( $n=1,438$ ), yielding 16 designs. To increase design diversity, we added three designs where both trimers folded while we relaxed shape complementarity to $>=0.6$ and tightened BSA to $>=1,800$ $\AA^{2}$. We additionally selected an equal number of sequences that were created either using the interface or interface + neighbors residue selection protocols. For the final 65 high quality designs, we subjected each structurally threaded model to thorough refinement in Rosetta and removed 26 designs based on deviating shape complementarity and solvation free energy density.

The resulting 39 T33-ml (machine learning) designs constitute a completely different set of sequences compared to prior work, including those from the T33-fn designs above (Figure 5.3 g ). Despite less stringent sequence design filters, in most cases the T33-ml metrics fell in ranges between those calculated for prior success and those from the T33-fn set (which were more polar). In most cases, the fraction (or percentage) of residues mutated was an order of magnitude higher than in past designs. Surprisingly, for calculated interface free energies, most designs had positive values, while negative energies indicate more favorable binding or subunit association (Figure S5.2d).

## Experimental characterization of T33-ml designs

As before, we appended a single His-tag to a surface accessible terminus and synthesized 38 bicistronic genes for expression in E. coli (one design failed during gene synthesis). After expression and IMAC purification, 35 showed both components expressed, while both components were present in the soluble fraction in 24 cases. From these, both components co-eluted from IMAC (Figure S5.3) in 17 cases. These were subjected to SEC wherein four designs demonstrated an unambiguous peak at the expected elution volume for the full assembly (Figure 5.4). For the other 13, more complex elution patterns showed intermediate assemblies and individual trimeric species (or monomers), among minor
populations of intact assemblies (Figure S5.3b,S5.4). Further, SEC-SAXS validated these observations for the best behaving designs (Figure S5.5a). Investigation by nsEM showed particles possessing the predicted size and features of complete assemblies for 6 of the designs, with 6 out of 38 representing an experimental success rate of $16 \%$.

Figure 5.4. Biochemical characterization of six tetrahedral cages produced using machine learning protocols (T33-ml).
a) SEC curves in blue, with SAXS measured radius of gyration (where available), in red. b) nsEM micrographs. c) 2 D projections of the design model and d) matching 2D cryo-EM class where possible. e) $\mathrm{T} 33-\mathrm{ml} 34$ demonstrates incomplete assembly by SEC, however, the IMAC elution visibly assembles under nsEM. The proposed assembly elution volume is shaded in purple.

We undertook atomic structure determination by cryo-electron microscopy (cryo-EM) for four designs that behaved robustly in solution to assess their accuracy with respect to the intended models. We acquired datasets where images demonstrated 2D classes matching model projections (Figure 5.4), and with sufficient orientational diversity to perform high-resolution 3D reconstructions (structure summary in


Table 5.3). In all cases, the reconstructions were consistent with the expected positioning of trimers in the tetrahedral designs. Beginning with computationally designed models, we performed refinement into the resulting density maps, enforcing $T$ symmetry. In Figure 5.5, we present the various cryo-EM structures alongside their respective design models to emphasize the close agreement between design and experiment.

Table 5.2. Structurally validated assembly statistics.

| Design <br> Name | Resolution <br> $(\AA)$ | Assembly RMSD <br> $(\AA)$ | ASU RMSD <br> $(\AA)$ | Assembly <br> LDDT |
| :--- | :---: | :---: | :---: | :---: |
| T33-fn10 | 6.0 | 0.75 | 0.45 | 0.99 |
| T33-ml23 | 2.0 | 2.37 | 1.26 | 0.78 |
| T33-ml23 | 3.9 | 2.60 | 1.45 | 0.73 |
| $\mathrm{~A}_{12} \mathrm{~B}_{9}$ |  |  |  |  |

Agreement between experimental structures and their respective design models. All structures are from cryo-EM except T33-fn10, which was from X-ray crystallography. RMSD was calculated between all corresponding C-alpha atoms in the structure model, which for the ASU, constitutes a single A-B pair, while for the assembly, it constitutes all symmetrically related copies of A and B. ASU - Asymmetric unit, RMSD - root mean squared deviation, LDDT - local distance difference test.

Table 5.3. Cryo-EM data collection, image analysis, modeling, refinement, and validation statistics.

| Dataset | T33-ml23 | T33-ml23 <br> $\mathbf{A}_{\mathbf{1 2}} \mathbf{B}_{9}$ | T33-ml28 | T33-ml30 | T33-ml35 | T33-ml35 <br> $\mathbf{A}_{\mathbf{9}} \mathbf{B}_{12}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Data collection |  |  |  |  |  |  |
| Microscope | Titan Krios | Titan Krios | Titan Krios | Titan Krios | Titan Krios | Titan Krios |
| Voltage $(\mathrm{keV})$ | 300 | 300 | 300 | 300 | 300 | 300 |
| Detector | K3 Summit | K3 Summit | K3 Summit | K3 Summit | K3 Summit | K3 Summit |
| Nominal | 105,000 | 105,000 | 81,000 | 81,000 | 130,000 | 81,000 |
| magnification | SerialEM | SerialEM | SerialEM | SerialEM | SerialEM | SerialEM |
| Acquisition software | 40 | 40 | 47.5 | 40 | 47.5 |  |
| Electron ose $\left(e^{-} / \AA^{2}\right)$ | 40 | 40 | 0.86 | 1.1 | 1.1 | 0.65 |
| Pixel size $(\AA)$ | 0.86 | 0.1 | 1.1 |  |  |  |
| Defocus range $(\mu \mathrm{m})$ | $[-0.50,-2.00]$ | $[-0.50,-2.00]$ | $[-0.50,-2.50]$ | $[-0.50,-2.50]$ | $[-0.50,-2.50]$ | $[-0.50,-2.50]$ |

Data processing

| Number of particles | $3,900,288$ | 47,115 | 857,483 | 7,114 | 54,116 | 66,561 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Symmetry imposed | T | C 1 | T | T | T | C 1 |
| Resolution $(\AA)$ | 2.0 | 3.9 | 2.7 | 4.2 | 2.9 | 4.4 |
| FSC threshold | 0.143 | 0.143 | 0.143 | 0.143 | 0.143 | 0.143 |
| Refinement |  |  |  |  |  |  |


| Map refinement | Global | Global | Global | Global | Global | Global |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial model (PDB codes) | in silico (4iyq, 5dii) | in silico (4iyq, 5 dii) | $\begin{aligned} & \text { in silico } \\ & \text { (5dii, 6t76) } \end{aligned}$ | in silico (5dii, 6vvr) | in silico (5hrz,6gdx) | in silico (5hrz,6gdx) |
| Protein residues | 3456 | 2904 | 3492 | 3528 | 2724 | 2364 |
| Non-hydrogen atoms | 27000 | 22100 | 26568 | 26196 | 21432 | 18615 |
| R.M.S. deviations |  |  |  |  |  |  |
| Bond lengths ( $\AA$ ) | 0.007 | 0.014 | 0.004 | 0.004 | 0.007 | 0.004 |
| Bond angles ( ${ }^{\circ}$ ) | 0.757 | 1.168 | 0.515 | 0.751 | 0.735 | 0.882 |


| Validation |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| MolProbity score | 1.22 | 2.17 | 1.33 | 2.07 | 1.35 | 2.06 |
| Clashscore | 4.48 | 21.07 | 3.09 | 18.38 | 6.39 | 27.72 |
| Poor rotamers (\%) | 0.43 | 0.47 | 0.90 | 0.0 | 0.55 | 0.0 |
| Ramachandran (\%) |  |  |  |  |  |  |
| Favored | 98.24 | 94.86 | 96.52 | 95.52 | 99.55 | 97.29 |
| Allowed | 1.76 | 5.14 | 3.48 | 4.48 | 0.45 | 2.71 |
| Disallowed | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Fit to map $\left(\right.$ CC $_{\text {mask }}$ ) | 0.79 | 0.65 | 0.80 | 0.80 | 0.87 | 0.77 |
| Accession codes |  |  |  |  |  |  |
| EMDB (maps) | 42181 | 42390 | 42286 | 42355 | 42381 | 42382 |
| PDB (model) | $8 U F 0$ | $8 U N 1$ | $8 U 12$ | $8 U K M$ | $8 U M P$ | $8 U M R$ |

We evaluated the LDDT of the resulting structures in the context of the design models as well as the RMSD over the entire assembly and over one A-B heteromer from the cage (Table 5.2). The best resolved design, T33-mI23, reached $2 \AA$ resolution, revealing atomic details such as holes in aromatic side chains (Figure S5.5b,c). Although the full assembly deviates from the design by $2.4 \AA$ RMSD, the cage demonstrated high stability and rigidity, which enabled outstanding imaging resolution. In contrast, for the worst-resolved design, T33-ml30, refinement reached a resolution of $4.2 \AA$ with a $3.6 \AA$ RMSD for the whole assembly. Interestingly, in all cases minor rigid body adjustments occurred along the allowed degrees of freedom. Overall, this resulted in slightly larger structures than designed, with an average radius of gyration increase of $1.5 \AA(3 \%)$.


Figure 5.5. Structural characterization of two-component cages by cryo-EM.
a) A view down the 3-fold axis of the reconstructed cryo-EM map for the designs T33-ml23, T33-ml28, T33-ml30, and T33-ml35 (PDB: 8UFO, 8UI2, 8UKM, and 8UMP respectively) with the first component colored green and second component purple. b) The structure superimposed on the design model (gray).. c) The reference frame is rotated $180^{\circ}$ to center the cryo-EM map and d) the design model, on the 3-fold axis of the second component. e) A close-up of the side-chains which participate in the de novo interfaces.

## T33-ml interface design analysis

Cryo-EM structures of our T33-ml cages showed overall deviations greater than $1.5 \AA$ from the designed models (Table 5.2), motivating a comparison of calculated interface metrics for the experimental structures vs the designed models. We found that the calculated interface energies were more favorable for the experimental structures, likely indicative of the atomic inaccuracies resulting from sequence based design models. We also noted that the values for calculated interface energies were mostly positive (tending to indicate dissociation) in contrast to energies typically prioritized by knowledge-based methods. Among other limitations of calculated energy values, protein concentrations, especially in situations where many components associate in a complex, are not adequately captured.

We classified the T33-ml designs according to biochemical outcome (discussed in T33-fn interface design analysis) to understand predictors of interface design success. We found that the ProteinMPNN score was not a strong predictor of design outcome (Figure 5.6b). When accounting only for soluble designs, the strongest predictor of biochemical outcome was a minimal fragment profile loss given the designed sequence ( $r^{2}=-0.59$, Figure 5.6 c ). That is, successful designs tended to be those for which the sequence inferred by ProteinMPNN maximized the likelihood of utilizing amino acids favored by fragment observations. This finding highlights the benefit of using fragment-based sequence-structure information to guide pose selection and improve experimental outcomes for de novo designed interfaces.


Figure 5.6. Understanding design outcomes.
a) Rosetta interaction energy vs interface energy for the structures and their design models presented in this work b) ProteinMPNN score per designed residue for biochemically characterized T33-ml designs grouped by residue selection protocol and colored according to design outcome. c) T33-ml designs grouped according to solubility outcome correlates with fragment profile loss.. d) Example of a hydrogen bonding interaction between residues (A:19 and A:96 and B:69:75 in T33-ml28) with C-beta distances greater than $8 \AA . e-h$ ) For all two-component cages from King et al. 2012, Bale et al. 2016, and this work, the distribution of polar buried surface area fraction (BSA) as a function of e) polar BSA, f) hydrophobic BSA, g) percentage of interface residues greater than $8 \AA$ (C-beta to C-beta) from opposing residues and h) percentage of loop/coil secondary structure (Coloring according to publication or

T33-fn/T33-ml). i) Interface comparison of T33-ml23 (dark purple/dark green) to T33-ml28 (purple/green). Cross-interface hydrogen bonds and salt bridges are indicated in blue for T33-ml28.

## Variations and plasticity at the interfaces of T33-ml cages

We noted several cases where the observed structures revealed conformational adjustments that could be interpreted, post-facto, in atomic terms. For T33-ml30, a pair of helices, with high fragment representation, interact across the interface, while peripheral strand and loop/coil sections participate in polar interactions. Though ProteinMPNN selected arginine residues to satisfy hydrogen bond donor/acceptor pairs at the periphery, the structure reveals the polar groups were ultimately unsatisfied by interactions with other protein atoms. Instead, their burial was avoided through a rigid body rearrangement around the helical fragments (Figure 5.5 e ) which maintain the highest LDDT values for the pose (Figure S5.6). The T33-ml35 cage provides another example of this phenomenon. There, a rigid body shift compared to the design allows space for W90 and R94 of component B to fit in the interface, while adjacent fragment residues maintain high agreement with the design and participate in tight hydrophobic packing and extensive hydrogen bonding (Figure 5.5e).

Two cages, T33-ml23 and T33-ml28, offer a particularly unique situation for comparison. The trimeric components that formed the basis for these two cages happen to be structurally homologous and docked similarly (Figure 5.6i). Both cages share one trimer, a tandem-BMC microcompartment protein (PDB: 5dii) while the other trimers are CutA protein family homologs (PDB: 4iyq, 6t76). Despite overall structural similarity ( $2.9 \AA$ RMSD overall assembly and $2.0 \AA$ for the A-B subunit pair), the two cages have rather dissimilar sequences. As both cages had all residues selected for redesign there is only $58 \%$ overall sequence identity between the two cages $(70 \%$ for 5 dii, $35 \%$ for $4 \mathrm{iyq} / 6 \mathrm{t} 76$ ), and only $44 \%$ over residues shared in the interfacial region. The interfaces also differ in overall character. For T33-ml23, the interface is more hydrophobic ( $75 \%$ ), while the $\mathrm{T} 33-\mathrm{ml} 28$ interface ( $60 \%$ hydrophobic) presents over 10 polar interactions between the two trimeric components. This comparison highlights a high degree of
sequence/structure degeneracy within the designed assembly space, an observation consistent with patterns of natural evolution in protein-protein interfaces ${ }^{49,50}$.

## Increasing polar interactions in designed interfaces

We analyzed interface metrics for T33-fn, T33-ml, and all 2-component SCM designs docked by King et al. 2014 and Bale et al. 2016. Unsurprisingly, we found that the amount of polar BSA positively correlates with the fraction of polar BSA ( $r^{2}=0.783$ ), however hydrophobic BSA was independent of the fraction of polar BSA $\left(r^{2}=0.095\right)$ (Figure $\left.5.6 e, f\right)$. For the surveyed designs, these relationships indicate that increased polar contributions are primarily obtained by increasing the total BSA rather than replacing hydrophobic atoms below some necessary minimum.

We next examined conformational features to understand how designs managed to bury polar atoms at their interfaces. The fraction of polar BSA positively correlated with the percent of interface residues whose C-beta atoms are separated by greater than $8 \AA$ (Figure 5.6 g ). In those cases, polar interactions come from side-chain to side-chain contacts (enriched at distant side-chain positions, Figure S5.7a), or through side-chain to backbone interactions, which can include C-beta distances up to $12 \AA$ (Figure 5.6d). We next analyzed the extent of loop/coil segments in designs, as they make up a significant proportion of interface secondary structure in natural complexes ${ }^{51}$ and inherently have more backbone polar atoms available for hydrogen bonding. The percent of interface loop/coil segments also positively correlated with the fraction of polar BSA (Figure 5.6h), which was independant fromthe percent of interface residues greater than $8 \AA$ away (Figure S5.7b). It is notable that utilizing backbone noise within ProteinMPNN design enabled backbone variation or uncertainty to be sampled. This approach offers an advantage for generating designs with increased utilization of polar interactions available to loop/coil regions.

## Structural analysis of partial assembly states

During processing of cryo-EM data for the T33-ml23 and T33-ml35 cages, $\sim 20 \%$ of particles were classified in conformations representing partial assemblies along the route to a full $A_{12} B_{12}$ cage. We performed 3D reconstruction using C1 symmetry and built models into 3.9 $\AA$ and $4.4 \AA$ density maps for $\mathrm{T} 33-\mathrm{ml} 23$ and $\mathrm{T} 33-\mathrm{ml} 35$ respectively (Figure 5.7). For each, the partial assembly structures were very similar to the intact cage, but with a single trimer absent from the reconstruction (Table S5.1).

A notable difference in the partial assemblies was the distance between equivalent backbone atoms across the missing trimer. For both intermediate structures, this distance increased by $1.0 \AA$ compared to the full assembly. We take these displacements to reflect the magnitudes of the atomic rearrangements that occur during the stepwise or hierarchical assembly processes. We note that in T33-ml23, the missing component is a BMC trimer. Several studies have highlighted the flexibility of BMC proteins ${ }^{52,53}$, and the observation of structural variation in partially assembled forms could reflect underlying flexibility of the components.

Figure 5.7. Structural comparison of intermediate and full assemblies.
a) $\mathrm{T} 33-\mathrm{ml} 35$ $\mathrm{A}_{9} \mathrm{~B}_{12}$ (green/purple, (gUMR) supermposed 8UMR) superimposed on the gray $\mathrm{A}_{12} \mathrm{~B}_{12}$ assembly which upon rotation shows $B$ components from $A_{9} B_{12}$ protrude into the site of the missing $A_{3}$ trimer. b) T33-ml23
$\mathrm{A}_{12} \mathrm{~B}_{9}$ (green/purple, PDB: 8UN1) superimposed on the gray $\mathrm{A}_{12} \mathrm{~B}_{12}$ assembly which upon rotation shows A components from the $\mathrm{A}_{12} \mathrm{~B}_{9} \quad$ intermediate relaxing away from the missing $B_{3}$ trimer.


At present, ascribing an underlying cause to the formation of partial structures is difficult. Such cases could arise when minor design defects (e.g. slight deviations from ideal angles between components) propagate, making addition of the last component dependent on substantial atomic movements (Figure 5.1a). Alternatively, partial assemblies could reflect kinetic traps, as has been discussed in the context of viral capsids ${ }^{54}$. Finally, for cages built from two (or more) distinct subunit types, one component could be depleted before the other during assembly. To this point, it is notable that many viral capsids that assemble from multiple subunit types employ a proteolytic mechanism to produce equally abundant subunit types from a longer polypeptide ${ }^{55}$.

## Conclusions

The present study demonstrates the successful design and structural validation of a new suite of nanoscale symmetric protein cages using protocols that prioritize fragment-based
sequence-structure relationships at de novo interfaces. These results elaborate on prior demonstrations of symmetric cages ${ }^{4,28,29,41,56,57}$ and fragment-based design ${ }^{58,59}$ by utilizing higher order positional relationships present in both fragments and graph-based neural networks to capture native protein properties.

For five of the new cages, we were able to determine atomic structures by X-ray crystallography or cryo-EM. Analysis of these cases generally confirmed the formation of intended tertiary motifs. Though non-helical motifs were employed in some cases, the designed interfaces were rich in alpha helical interactions overall. Differences between designed models and observed structures were generally small, but sometimes consequential in leading to unexpected, favorable atomic interactions.

From our studies, a comparison of different computational protocols - knowledge-based vs machine-learning - is complicated by the introduction of multiple different heuristic choices. Nonetheless, the high success rate (approximately 16\%) that we achieved using the latest graph neural network approaches is notable. Introducing complex, native-like, structural features by intentional design is a major computational challenge, and this is particularly true with regard to polar interactions such as hydrogen bonds, which rely on greater atomic precision than hydrophobic interactions. Our successful results, as well as contemporary reports ${ }^{60}$, indicate that machine learning methods are favorably suited for such complex tasks. Also notable for our design work was the allowance in machine learning for considerable backbone variation (e.g. by networks trained with backbone noise). In our study, this manifested in cases where important interfacial interactions were made between side chains in loop regions, which, in the absence of backbone variations in modeling, such as fixed backbone calculations, would not have been possible. The consideration of backbone variation - including in insertions and deletions - is an area of key importance in ongoing work on antibody design ${ }^{61,62}$. The machine learning approach also allowed a great deal of sequence novelty, i.e. design outside of the interface regions, while simultaneously improving success rates.

As a last point of interest, our studies also illuminated the structures of partially assembled cages, which are likely representative of intermediates in the multi-step assembly process for cage formation. Indeed, partial structures appeared to dominate in a number of our failed designs. Understanding partial structures and the events leading to them could be impactful in improving design successes in future work.
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## Code availability

All code is freely available and hosted at https://github.com/kylemeador/symdesign. To perform design as described in this publication, a Google colab document is available at https://bit.ly/symdesign-colab.

## Methods

All descriptions of computational processes are implemented in the symdesign repository https://github.com/kylemeador/symdesign. To perform design as described in this publication, a Google colab document is available at https://bit.Iy/symdesign-colab. Where applicable, functions or scripts that are indicated to perform the described procedures are indicated in italic and relative to the repository's main directory, i.e. path/to/symdesign. Flags and arguments for program operation are indicated in courier font.

## Structural preprocessing and docking

## Docking round 1 inputs

Each of the round 1 trimers (see Supplement) was retrieved from the Protein Data Bank (PDB) in July 2020 using the following filters: global symmetry symbol equal to C3, X-ray diffraction dataset with resolution $<=2.5 \AA$, helical content $>30 \%$, and $E$. coli as the protein expression organism. Entries with more than one protein entity or that contained nucleic acid entities were removed. Entries with a rcsb_polymer_entity_annotation.type containing the words OPM, mpstruc, MemProtMD, PDBTM, or MEMBRANE PROTEIN were removed. All structures were clustered using the $70 \%$ sequence identity threshold available from the PDB. The clustered representatives were then cross referenced against QSBio to select only high or very high confidence biological assembly predictions ${ }^{63}$, and the corresponding biological assembly was downloaded. 84 candidate oligomeric building blocks were selected for docking trials. Before docking, a monomer from the assembly was chosen and subjected to symmetric refinement into the REF2015 score function ${ }^{38}$ using the FastRelax mover and the suggested flags for pareto optimal refinement ${ }^{64}$.

## Docking round 2 inputs

Each of the round 2 trimers (see Supplement) was retrieved from the PDB in March 2023 using the following filters: global symmetry symbol equal to C3, but not symmetry type
dihedral, X-ray diffraction dataset with resolution <= $3 \AA$, E. coli as the protein expression organism, and $80<=$ number of residues <= 300. Entries with more than one protein entity or that contained nucleic acid entities were removed. Entries with a rcsb_polymer_entity_annotation.type containing the words OPM, mpstruc, MemProtMD, PDBTM, or MEMBRANE PROTEIN were removed. Additionally, if the entry title contained the keywords tail, fibre, shaft, head, spike, glycoprotein, ectodomain, or "receptor binding protein", it was removed. All entries that satisfied these selection criteria were input into the thermophilic prioritization, assembly confirmation, and sequence clustering protocol as described subsequently.

First, the list of all organism taxonomy IDs were collected from ThermoBase_ver_1.0_2022 ${ }^{65}$. These taxonomic ids were used to filter the selection criteria described above for only entries in which the source organism is one of the thermophilic ids. Each matching thermophilic entry ID was then subjected to the $30 \%$ sequence clustering service provided at the PDB. The sequence cluster groups returned entry ID's sorted according to resolution. Each subsequent ID was iteratively tested for a high or very high confidence biological assembly annotation from QSbio ${ }^{63}$. If a matching biological assembly entry wasn't located within the cluster group in QSBio, the PDB was iteratively queried until an assembly with both "author_defined_assembly" and "author_and_software_defined_assembly" annotations was identified. This procedure was repeated in order of decreasing resolution until a match was found or all cluster group members were exhausted. For each cluster group where a confirmed assembly was located, the group was removed from further selection and the entry identifier was saved.

After selection of proteins from thermophilic taxonomic ids proteins, all remaining entry IDs from the initial selection criteria that weren't found via thermophilic prioritization were again clustered according to $30 \%$ sequence identity from the PDB. Again, these non-thermophilic sequence clusters were subjected to the resolution sorting and assembly confirmation
procedure in the prior paragraph until all $30 \%$ clustered groups were either represented by a confirmed assembly or discarded when all members were exhausted with no confirmed assembly representative. Every entry that passed thermophilic prioritization, assembly confirmation, and sequence clustering had the corresponding biological assembly downloaded for docking.

Building blocks may be retrieved using this procedure from the PDB API using the script present at: symdesign/tools/retrieve_oligomers.py

## Modeling missing density

Each trimeric PDB entry was preprocessed to model missing density in internal loops and termini using AlphaFold. The reference sequence associated with the PDB entry was queried using hhblits (see Running hhblits) and the resulting multiple sequence alignment was parsed into a format corresponding to AlphaFold msa feature arrays. All subsequent inference occurred as described in AlphaFoldInitialGuess inference using the reference sequence as the sequence input and the biological assembly coordinates as coordinate input. The only exception was that the AlphaFold msa features processed here were provided to the AlphaFold feature dictionary instead of using a blank feature dictionary.

Of the AlphaFold predicted structures, the structure with the lowest RMSD to the input asymmetric unit (measured over all originally present C-beta coords from one protomer of the trimer) was structurally aligned to the asymmetric unit and selected as the disorder modeled trimeric representative. Each trimeric assembly was examined by eye for successful recapitulation of the input biological assemblies by AlphaFold. If the extent of modeled disorder was minimal, i.e. only few residues at the termini were added, the original trimeric biological assembly was used in place of the AlphaFold model. In rare cases, there were larger deviations present when comparing the biological assembly to the AlphaFold model by eye which may have indicated erroneous alignment of the prediction to the biological assembly given
alternatively modeled residues or a lack of evolutionary evidence for the trimer resulting in weak predictions around the oligomeric interface. In all these cases the biological assembly was chosen if there was no unmodeled density, otherwise the trimer was discarded from consideration. Finally, all trimers were visually examined for large protruding features which caused prolonged instead of compact structures. These were additionally removed.

Whether a building block was provided in a file or retrieved from the PDB, the flag --loop-model-input will specify loop modeling should occur while performing preprocessing for the nanohedra module.

## Generation of fragment observations

Fragment observations are identified as in Laniado et al. $2021{ }^{33}$. Observation proceeds by identifying interface residues for the pose, examining each residue for surface accessibility, and then matching surface exposed residues to a particular fragment type, where the fragment type is determined by structural match between neighboring residues of a specified interval (here +-2 residues) from the residue of interest (for a total of 5 residues) and corresponding fragments of protein structure from the fragment database (totalling 5 residues in length). The fragment type is similar to a secondary structure classification, however utilizes neighboring atoms for classification. Next, those surface accessible interface residues which match a fragment type are examined for potential fragment interaction by querying the identified fragment type against all unique fragment clusters from all fragment types. Fragment clusters constitute a spatially distinct observation of one fragment type with another and are clustered into dense, orientationally dependent groups by RMSD measurements. Fragments which do not clash with backbone or C-beta atoms constitute "ghost fragments" and represent each of the possible orientations between two fragment types which can potentially interact for the identified residues. Finally, ghost fragments are compared against another group of residues to match the other residue's fragment type to the ghost fragment, fragment type. A match is identified if the

RMSD between the other fragment and the ghost fragment is below a threshold, in this case 1 $\AA$. For the case of interface residue fragment observations, the grouping of other residues belong to the surface of another oligomer, which may be of the same or a different entity type.

## Nanohedra docking

All docking procedures can be performed using the nanohedra module from the provided git repository.

Nanohedra fragment based docking routines were used as implemented in Laniado et al. $2021{ }^{33}$. For T33-fn designs, docking was performed with the following parameters --minimum-matched 3 --initial-z-value 1 --match-value 0.5 . In lieu of providing a desired fragment type for docking search, a modification was made to automatically calculate the majority secondary structure type of all surface exposed residues. This secondary structure type was used as the source of initial fragment overlap searching.

For T33-ml docking, the following modifications were used. Input building blocks had their termini trimmed back to remove extended loop/coil segments that mainly arise as the result of preprocessing with AlphaFold. This trimming occurs through the flag --trim-termini. Fragment potentials, i.e. ghost fragments, were subjected to an additional search constraint that they must also initially match with another ghost fragment from the same protein component. We refer to this search technique and implement its usage through the flag --continuous-ghosts due to the use of multiple overlapping ghost fragments which overlap for a continuous region of the identified fragment potential. For instance, the residue $i$ and $i+4$ of component 1 have continuous ghosts if their ghost fragments occupy the same location. Such a scenario is more likely if they are members to the same secondary structure and that secondary structure's potential contacts consist of regularly spaced contacts.

## Transformational clustering, fine grained search of docked space

As our ideally docked protein-protein interfaces contain multiple fragment observations, the pose created by ideal overlap of any single fragment observation has the effect of creating multiple redundant docked observations with subtle variation in transformational parameters. In docking, typically an advantage of redundant observations can be realized through clustering. By grouping each similar pose into an ensemble of potential positions, a global analysis of ensemble density revealed positions with the highest potential. To both prioritize fine grained search within clustered ensembles and reduce the roughness produced by discrete sampling of the available degrees of freedom, we implemented a grid optimization procedure into the final stage of docking. Importantly, optimization proceeds within the available degrees of freedom (DOF), so each available transformational DOF is placed on a grid and combinatorially sampled. After any single round of optimization, those positions with the highest scores are selected and a new grid is sampled from the DOF until the optimization target function is achieved. In this work, we chose Nanohedra score as our optimization target function and sampled until the change in score from one round of optimization to the next fell below \%5 improvement or sampling new grid positions fell below the resolution of adequately describing a unique transformation. Unique transformations were binned into a six dimensional transformation hash, consisting of three translations and three euler angles, to describe the unique parameters that specify a transformation of the two rigid bodies with regards to one another.

## Metric calculation

## Residue types

Given a docked pose will have new amino acids specified at interacting residue positions, interface residues were defined as residues based on C-beta C-beta atom distances. For docking measurements, the distance to identify residues was $9 \AA$, while for design, $8 \AA$ was used. For all interfacial C-beta contact search procedures, residues are queried from a
heterotypic globular component. This criteria also includes residues from a symmetrically related, i.e. non-self oligomer, of the same protein entity. For measurements on designed structures, interface residues were identified by their contribution of BSA to the interface. In all cases where the residue is modeled with the amino acid glycine, the C-alpha atom is used to measure C-beta distances. Neighbor residues are defined as residues with a C-beta atom within 8 Å of another residue's C-beta atom. Interface fragment residues are defined as residue positions containing a fragment observation as identified by a fragment potential search. The interface core, rim, and support residues are defined according to ${ }^{31}$.

## Position specific profile calculation

Each profile constitutes a per-residue amino acid frequency distribution which is tabulated over all positions of the pose in question. All distributions are limited to the 20 canonical amino acids and positions where no information is present are discarded.

## Fragment profile

Every fragment observation is an association between a tertiary motif observed during modeling and a database of structurally clustered fragment observations. To represent the sequence preferences associated with a single fragment cluster, the amino acids observed from each member of the cluster are tallied to create a cumulative amino acid frequency distribution for each residue position in the fragment cluster. The resulting set of distributions represents the amino acid probabilities associating observed sequence preferences with the structural motif.

When fragment observations are identified for a pose, multiple fragments may be present at each residue. To capture the full sequence-structure probability from multiple fragment observations, each observation references the respective amino acid distribution at the corresponding structural position from the cluster. After collecting all participating distributions, they are combined to reflect the contribution of each fragment observation to the total fragment potential. This is accomplished through scaling every fragment observation
distribution by both a match score and an interaction weight to enable summation to a single distribution.

For the match score,m, the structural match of the pose fragment observation to the representative fragment from the respective cluster is calculated according to equation 1.

$$
m=\frac{1}{1+\left(R M S D_{\text {frag }} / R M S D_{\text {cluster }}\right)^{2}}
$$

Eq. 1
Where the RMSD $_{\text {frag }}$ is the RMSD between the fragment observation in the pose and the RMSD of the representative fragment from the cluster, and the $\mathrm{RMSD}_{\text {cluster }}$ is the average RMSD measured for all member fragments which belong to the cluster.

For the interaction weight, t - the interaction importance - each structurally aligned residue in a fragment cluster is measured for atomic contacts with the opposite fragment pair. In this measurement, the number of times that side-chain atoms from the residue of interest interact with atoms from the opposite fragment is normalized by the number of side-chain atoms in the residue. This normalization creates a relative interaction weight for this residue in this member fragment from the cluster. Finally, for every member of the cluster, the mean interaction weight of the same residue position is taken as the residue specific fragment interaction weight, $t_{r}$. Calculation of $t_{r}$ is defined by equation 2 .

$$
t_{r}=\frac{1}{M} \sum_{F \in C} \frac{\sum_{a_{r} \in r_{s c}^{\text {atoms }}} \sum_{p \in F_{p a i r e d}^{r e s} \text { idues }} \sum_{a_{p} \in p^{\text {atoms }}} 1 \text { if } a_{r}-a_{p} \text { else } 0}{\# r_{s c}^{\text {atoms }}}
$$

Eq. 2.
Where f is the fragment observation from the set of all fragment observations from the fragment cluster, C . Where p is a residue from the set of residues belonging to the paired fragment
structure, $\mathrm{F}^{\text {residues }}{ }_{\text {paired }}$. Where $\mathrm{a}_{\mathrm{r}}$ is an atom from the side-chain (sc) atoms of residue r and $\mathrm{a}_{\mathrm{p}}$ is an atom from residue $p$ and $M$ is the number of members in the fragment cluster, $C$.

Equation 3 defines the process for creating a resulting amino acid distribution for a single residue.

$$
P_{a a}=\sum_{a a \in A A} \sum_{F \in C} f_{a a}^{F} \times m_{F} t_{F} / m t_{\text {total }}
$$

## Eq. 3

Where AA is the set of all amino acids and aa is a single amino acid. Where $F$ is a single observation from the set of all fragment observations, C. $f^{{ }^{F}}{ }_{a}$ is the frequency of amino acid aa from fragment observation $F$. Where $m_{F} t_{F}$ is the match to the fragment cluster from observation $i$ multiplied by the interaction potential for the particular fragment index associated with the fragment cluster from observation F . Finally, $\mathrm{mt}_{\text {total }}$ is the sum of all $\mathrm{m}_{\mathrm{F}} \mathrm{t}_{\mathrm{F}}$ observations for the residue and creates the denominator for the scaling factor for each F observation by its overall contribution importance.

The total fragment profile for a pose reflects all amino acid frequency distributions, $\mathrm{P}_{\mathrm{aa}}$, calculated for each residue in the pose with fragment observations.

## Evolutionary profile

The hidden markov model written to the .hhm file extension was parsed and the model values for each amino acid at each residue were converted to amino acid frequencies. These values constituted the per-residue amino acid frequencies for evolutionary profile based calculations. All positions of an evolutionary profile that were generated based on a reference sequence, but were used in subsequent structural analysis were removed from the structure representation to keep the index of the reference residue aligned with the structure. This is important in adjusting disordered internal or terminal residues to have the proper profile alignment.

## Tertiary profile

The tertiary profile is the per-residue amino acid distribution calculated from a combination of the fragment profile and the evolutionary profile. The tertiary profile assumes the amino acid frequencies of the evolutionary profile for residue positions where there are no fragment observations, and therefore, no fragment profile. For positions where there is fragment profile information, the resulting distribution is weighted by the fragment profile distribution with a maximum weight of alpha (here 0.5 ) with the inverse, ( 1 - alpha), contributed by the evolutionary profile. If the fragment observations are deemed weak, according to the fragment match, $m$ and the fragment interaction, $t$, then alpha is reduced by a modifier which reflects the weakness. Such a modifier reduces alpha, and thus the fragment profile's contribution to the tertiary profile. The m and t value modifiers are calculated by comparison to the fragment database and cluster references, respectively. If the values fail to meet quality thresholds, alpha is modified by the proportion of the discrepancy.

During Rosetta design protocols, the tertiary profile specified which amino acids were available for sampling at each position. Those amino acids that had a frequency greater than 0 , through the flag -use_occurance_data, were available for design. For the HBNet protocol, those amino acids that had a frequency greater than 0 for the fragment profile were utilized for the design of fragment residues.

## Cross Entropy

The information required to represent one profile as a different profile was calculated by measuring the cross entropy between them. For all measurements, the following formula was used:

$$
\begin{equation*}
C E=-\sum_{i=1}^{N} P_{i} \times \log \left(Q_{i}\right) \tag{Eq. 4}
\end{equation*}
$$

Where for all residues i in a profile with length $\mathrm{N}, \mathrm{P}$ is the "true" profile and Q is the profile of interest. When cross entropy is mentioned in the text or figures, the "true" distribution P, is listed first while the measured distribution $Q$, is listed second.

## Negative log likelihood (Profile Loss)

The ability of information encoded by a sequence to capture the total information in a profile was calculated by measuring the negative log likelihood. For all measurements, the following formula was used:

$$
N L L=-\sum_{i=1}^{N} \log \left(P_{i}^{a a}\right) \mid S_{i} \rightarrow a a
$$

## Eq. 5

Where for all residues $i$ in a profile with length $N, P$ is the profile and $S$ is the sequence of characters at each measurement from that profile. The amino acid, aa, at each $S_{i}$ is the only value considered from the profile.

## Nanohedra score

Nanohedra score was calculated according to the procedure in Laniado et al. $2021{ }^{33}$ with the modification as the score was only tabulated for central fragment residues, not every fragment residue. For the Nanohedra score normalized, the Nanohedra score was divided by the number of fragment residues. This gives a maximum normalized value of 2 .

## Interface energy

All default energy terms from the REF2015 score function were calculated for each residue and residue neighbor in the interface and summed to yield various solvation energy measurement states. The interface energy complex is calculated on the full complex, while the bound version is calculated on the bound confirmation in the oligomeric state, and the unbound version is calculated on the minimized confirmation in the oligomeric state. To calculate the interface energy, the unbound is subtracted from the complex (complex - unbound), while to
calculate the bound configuration energy, the bound is subtracted from the complex (complex bound).

## Interface solvation energy

The energy terms, lk_ball_wtd and fa_solv were calculated for each residue and residue neighbor in the interface and summed to yield various solvation energy measurement states. The solvation energy complex is calculated on the full complex, while the bound version is calculated on the bound confirmation in the oligomeric state, and the unbound version is calculated on the minimized confirmation in the oligomeric state. To calculate the Interface solvation energy, the complex is subtracted from the unbound (unbound - complex), while to calculate the bound configuration energy, the bound is subtracted from the unbound (unbound bound).

## Interface bound configuration energy

To calculate the energy required to attain the atomic conformations utilized during interface complexation from the uncomplexed state (not including the process of complexation with the interface partner), the energy at each residue was captured for both states, the complexed conformation form of the oligomer and the oligomer after four rounds of atomic packing and minimization. Next, the energy difference between the individual residues in the bound conformations and the unbound conformations were taken with positive values indicating energy is needed to assume the bound conformation.

## BSA calculation

The atoms participating in the interface are measured for solvent accessible surface area (SASA) in both the complexed state and the uncomplexed state (no repacking). Next, the total SASA in the uncomplex state was subtracted from the SASA in the complex state to find the difference. For segregation of SASA by atomic polarity, only atoms that were deemed polar
had SASA summed, while for hydrophobic BSA only non-polar atoms were summed. All calculations were performed using the program FreeSASA ${ }^{66}$.

## SS calculation

The program Stride ${ }^{67}$ was used to calculate secondary structure for each residue. When secondary structure percentages were assigned to interface portions, the total number of interface residues was used as the denominator and the number of residues of a particular secondary structure type were the numerator

## ProteinMPNN scores

ProteinMPNN score was calculated as in Dauparas et al. $2022^{7}$, where the score was the average over all residues in either the complexed state, i.e. bound interface, or the uncomplexed state, i.e. the interface was separated/. For ProteinMPNN score for a particular subset of residues, only those residues were averaged. The total ProteinMPNN score reflects a total summation of the individual scores for all residues.

## Shape complementarity

Calculations were performed using the ShapeComplementarityFilter in Rosetta. During design calculations residues were selected based on 8 A C-beta C-beta interface residue membership. For calculations performed during retrospective analysis, residues were included if they were interface residues according to BSA involvement.

## Buried unsatisfied hydrogen bonds

The number of hydrogen bonds participating in the complexed interface state and the uncomplexed interface state (no repacking) were summed. The number of unsatisfied hydrogen bonds in the uncomplexed state was subtracted from the number of unsatisfied hydrogen bonds in the complexed state to find the difference.

## Local distance difference test (LDDT)

The LDDT score ${ }^{68}$ was utilized according to the original implementation to compare structures regardless of superposition technique. For cage assemblies, all reported values are the result of calculation of one chain that was perfectly symmetric.

## Root mean squared deviation (RMSD)

Calculation was performed using the Kabsch algorithm for finding an optimal overlap and calculating an RMSD.

## New hydrophobic collapse sites

The hydrophobic collapse index $(\mathrm{HCl})^{69}$ was calculated with the following modifications. Instead of the amino acid types FILV being classified as collapsable residues, the amino acid types were expanded to include FMILYVW. Additionally, the HCl threshold was modified to 0.48 from the reported 0.43 to maintain consistent overlap with observations of collapse ${ }^{69}$. The HCl was taken for both the designed sequence and the reference sequence, i.e. the sequence before sequence design occurred, and regions in the designed sequence which resulted in HCl larger than the HCl threshold, however, that were not larger than the HCl threshold for the reference sequence were determined to be new hydrophobic collapse sites.

## Interface composition similarity

The residue burial types in the designed interfaces were calculated according to classification of either core, rim, and support residues. To measure the similarity between designed interfaces and natural interfaces, the number of interface residues of each type were compared to the number of residues expected based on the size of the interface. To find the expected values of each residue burial type, lines of best fit reported in Levy $2010^{31}$, were used to calculate expectation, corresponding to: core $=0.01^{*} B S A+0.6$, rim $=0.01^{*} B S A-2.5$, and support $=0.006 *$ BSA +5 . For the calculated BSA, the difference between the expected number of residues and actual number of residues in each classification, R, was found. Next the
percentage of this difference from the expected value was subtracted from 1. After the expected difference is summed for each residue, the mean value was taken as the interface composition similarity as in equation 4. Values of 1 indicate exact similarity to the expected interface composition values and 0 indicates no similarity.

$$
\begin{equation*}
\text { similarity }=1 / 3 \sum_{R \in \text { core,rim,support }} 1-\frac{a b s\left(R_{\text {expected }}-R_{\text {measured }}\right)}{R_{\text {expected }}} \tag{Eq. 6}
\end{equation*}
$$

## Spike ratio

The spike ratio is defined here as 1 minus the ratio of two distances, where one distance constitutes the center of mass of one protein component from the center of mass of the cage compared to the same distance in another protein component. In this comparison, the larger distance takes the denominator of the ratio so 1 indicates the center of mass of each component is equidistant from the cage center of mass, and a ratio of 0.5 indicates one component is two times the distance from the cage center of mass as the other.

## Errat deviations

Each residue in a pose was subjected to measurement by Errat ${ }^{43}$, which measures atomic contact patterns for highly unusual distributions. Any position was considered deviating as judged by an Errat score at the residue greater than 2 standard deviations over defined thresholds.

## Pose selection

A weighting scheme was utilized to prioritize poses and designs based on evaluation of metrics calculated for each considered structure/sequence. Those poses or designs which demonstrated the largest weighted sum were selected, where the individual weighting terms are according to a provided weight and the normalized value of that pose/designs metric compared to all others considered.

590 candidate poses and prioritization of their designs for T33-fn characterized sequences

For selection of poses, the metrics, direction of prioritization, and weighting coefficient are as follows: shape complementarity of fragment residues, prioritize higher values, 0.3 weight; interface residue composition similarity, prioritize higher values, 0.4 weight; the percent of interface with fragment observations, prioritize higher values, 0.1 weight; and the percent of hydrophobic BSA, prioritize lower values, 0.2 weight.

For each set of designs from each filtered pose, the weighting scheme was applied similarly to select the best design, with the metrics, direction of prioritization, and weighting coefficient as follows: interface energy, prioritize lower values, 0.25 weight; interface bound configuration energy, prioritize lower values, 0.15 weight; atomic density of non-hydrogen interface atoms (following the local density metric ${ }^{40}$ ), prioritize higher values, 0.2 weight; the density of buried unsatisfied hydrogen bonds, prioritize lower values, 0.15 weight; shape complementarity of the interface, prioritize higher values, 0.1 weight; and the BSA to SASA ratio of the pose, prioritize lower values, 0.15 weight.

## 4,241 candidate poses for T33-ml

For T33-ml designs, in depth investigation occurred for 4,241 poses. These were selected according to the following filters. The type of residue selection protocol was all residues, there were no new hydrophobic collapse sites, the fraction of residues that were different amino acids from the original sequence, i.e. mutated positions, were less than $55 \%$, the ratio of fragment observations at each residue site (multiple fragment ratio) was greater than 2.5 , the number of fragment observations at the interface was greater than 20 , the total ProteinMPNN score in the unbound state was less than 880, the ProteinMPNN score in the complex state over all designed residues was less than 1, the profile loss of the sequence given the evolutionary profile was less than 2.5 (average of all residue positions), the profile loss of the sequence given the fragment profile was less than 5 (average of all fragment residues),

Finally, shape based features such as the spike ratio less than 0.5 , and the distance between the cage center of mass and the minimal atomic distance for each component which is less than three times the distance for the component which is displaced further.

Finally, from the selected poses, one design was selected according to the lowest ProteinMPNN score and characterized through computational structure prediction and threading.

## Design protocols

## Symmetry

All design methodologies are untaken in the presence of the entire symmetric system in question. For oligomeric state measurements, this was in the trimeric system, while for complex state measurements, either the entire Tetrahedron complex was created, or where applicable, the minimal contacting group of protein chains was constructed which contain the minimal information necessary to fully model all possible interactions present in the complex. All modifications made to the sequence of oligomeric components was maintained at a single protomer representative (the captain) and propagated symmetrically to all identical, but spatially separate, symmetry mates.

## Running hhblits

Per-residue hidden markov models were created using amino acid sequences submitted to hhblits 70 against the UniRef30_2020_02 database (retrieved from https://gwdu111.gwdg.de/~compbiol/uniclust/2020_02)/ and run with the following parameters -ohhm FILENAME.hhm -oa3m FILENAME.a3m -hide_cons -hide_pred -hide_dssp -E 1E-06.

## iAlign clustering

Clustering according to interface alignment in iAlign ${ }^{71}$ was performed. Where it was found that there were overlapping poses, the best pose was selected according to the weighting procedure described in 590 candidate poses and prioritization of their designs for T33-fn characterized sequences.

## Tertiary constrained FastDesign

Metropolis criteria Monte Carlo optimization was performed using the FastDesign mover in Rosetta. FastDesign is set up with a SequenceProfile TaskOperation which limits the residues available for packing to those residues specified by the provided position specific scoring matrix file ${ }^{72}$. The profile of interest for this protocol was the tertiary profile. Additionally, design (defined as amino acid sampling) is only allowed at interface residue positions, while interface residue neighbors are allowed to pack (defined as sampling of residue conformations such as backbone and rotameric states). Five rounds of FastDesign sampling is performed in the REF2015 score function and the resulting asymmetric unit is written to file.

The implementation of this protocol can be found at dependencies/rosetta/interface_design/design_profile.xml.

## Scouting FastDesign

Scouting constitutes a quick round of design where minimal residues are selected, few amino acid types are allowed for design, and all FastDesign is subjected to one cycle of design. The first set of residues designed constitutes the interface fragment residues and uses the FastDesign with protocol InterfaceDesign2019. The second set of residues set for design constitutes the remaining interface residues and uses the FastDesign protocol PolarDesign2019.

The implementation of this protocol can be found at dependencies/rosetta/scout.xml.

## FragHBNet

The combination of HBNet with fragment residue packing prioritizes extensive hydrogen bond networks for their ability to simultaneously support well packed, hydrophobic interactions. The method is a modification to the search procedure of the MCMC HBNet protocol (Maguire 2021). Importantly, the start_selector keyword in the HBNet Mover uses a residue_selector which includes all observed fragment residues identified for the pose. The residue positions which are available for HBNet inclusion include interface residues (of which fragment residues belong), and interface neighbors. During HBNet search for interface residues utilize the amino acid types available from the union of the fragment and evolutionary profiles, where a frequency above 0 (via the flag--use_occurence_data true) is included, while for interface neighbors, only the wild-type amino acid type is available. HBNet proceeds for 50,000 Monte Carlo runs and accepts all found networks less than -0.65 REU, containing three or more residues. After HBNet search, the top 250 networks are input to the MultiplePoseMover which performs one cycle of FastDesign sampling (with REF2015 score function and PolarDesign2019 weights) at FragHBNet residues, defined as an interface residue, an identified hydrogen bond network residue, or a neighbor of a network residue. MCMC sampling at interface residues utilizes the intersection of amino acids available from the fragment and evolutionary profile (--use_occurence_data true), while those outside the interface are only allowed to utilize amino acids available from the evolutionary profile (--use_occurence_data true). After each candidate network is briefly designed, the entire group of candidate networks is ranked and the top N network candidates are selected. In this work, we used the top 20 network candidates.

Ranking proceeds for the highest $\mathrm{N} * 3$ ( 60 in this work) candidates measured according to FragHBNet residue shape complementarity and the lowest $\mathrm{N}^{*} 3$ (60 in this work) measured heterotypic interface interaction energy per-FragHBNet residue. Finally, candidate poses that fall
within both of these rankings criteria are ranked in descending order according to the number of residues included in the FragHBNet. The top N (20 in this work) candidates are subjected to deeper sampling using 5 rounds of constrained FastDesign with HBNet participating residues restricted to repacking with an additional AtomPairConstraintGenerator utilized with sd=0.4 to minimize undesired loss of the identified hydrogen bond networks. This constraint was set up to mimic the energetic contributions of hydrogen bonds in REF2015 to allow HBNet residues to flexibly readjust as the remainder of the interface was designed.

The scripts for these design protocols are found at: dependencies/rosetta/hbnet_scout.xml, dependencies/bin/sort_hbnet_silent_file_results.sh, and dependencies/rosetta/hbnet_design_profile.xml.

## Reversion criteria

For each residue in a design, reversion utilized a fuzzy prioritization mechanism wherein mutations are made to the original amino acid and measured for their effects ${ }^{73}$. The prioritization filter accepted mutations if they resulted in a decrease in shape complementarity less than 0.02 units and resulting in a negative value for calculated hydrogen bonding energy. Subsequently all passing mutations were ranked according to highest shape complementarity, lowest hydrogen bonding energy, and lowest unsatisfied hydrogen bonds. The best scoring reversions were accepted followed by iterative testing of remaining reversions. Those remaining were combined with prior accepted reversions and again tested for their cumulative impact, accepting if the above filters passed.

The implementation of this protocol can be found at dependencies/rosetta/optimize.xml.

## ProteinMPNN

For sequence design, residues identified as designable by one of three protocols, all every residue, interface - interface residues, or interface+neighbors - interface residues and
their neighbors, were specified as positions available for ProteinMPNN sequence inference. All positions and coordinates were symmetrized including symmetrically tying positions and using the ProteinMPNN.tied_sample() method. In protocols where not all residues were used for designs, the remaining positions were input as their wild-type identities into the model and contributed to the encoding and decoding steps. The final sequence and probabilities were trimmed to only the minimal sequence representing the asymmetric unit. Resulting probabilities were transformed to represent an inference profile, representing the per-residue amino acid frequency distribution predicted as a result of inference.

For structure profile creation, symmetrized coordinates were used as inputs and the ProteinMPNN class was called. The resulting log probabilities were transformed to normal log probabilities to create the ProteinMPNN structure profile, i.e. the per-residue amino acid frequency distribution predicted for the protein coordinates alone.

## Rosetta refinement

To ensure that Rosetta energy calculations were carried out as accurately as possible, all designs were relaxed into Rosetta before metrics were acquired. Designs were input as an asymmetric unit, with symmetry set using symmetry definition files ${ }^{74}$. Symmetric refinement was performed into the REF2015 score function ${ }^{38}$ using the FastRelax mover. Additionally, the suggested flags for pareto-optimal refinement ${ }^{64}$ were included for five rounds of refinement including the flags:

```
-relax:ramp_constraints false
-no_optH false
-relax:coord_cst_stdev 0.5
-nblist_autoupdate true
-relax:bb_move false
-constrain_relax_to_start_coords
```

```
-use_input_sc
-relax:coord_constrain_sidechains
-flip_HNQ
-no_his_his_pairE
```

The implementation of this protocol can be found at dependencies/rosetta/refine.xml.

## Threading of ProteinMPNN sequences to the designed structure

For structural metric measurement of ProteinMPNN designed sequences, the amino acid identities at each residue position were mutated to the designed ProteinMPNN sequence. Threaded designs were then refined in Rosetta following the Rosetta refinement procedure. For threading however, refinement only used one cycle of refinement to sample the structural state.

The implementation of this protocol can be found at dependencies/rosetta/refine.xml.

## Refinement for structural analysis

For retrospective analysis of cage designs, all design models were subjected to an additional iteration of Rosetta refinement. In most cases, designs should be minimized after one round of Rosetta refinement. In T33-ml designs however, a higher fraction of amino acids were mutated and thus backbone rearrangements were expected. As a consequence, this extra refinement ensured further convergence to minimum energies.

## Structure Prediction

## AlphaFoldInitialGuess inference

For all inference performed using the AlphaFoldlnitialGuess model, the amino acid sequence was processed into arrays corresponding to AlphaFold sequence features, and structure coordinates were processed into arrays to be input as coordinate positions to the AlphaFoldlnitialGuess class which was derived from descriptions provided in Bennett et al. 2023 ${ }^{48}$. AlphaFold msa features were provided empty to the AlphaFold feature dictionary as described in ${ }^{75}$. All predictions were performed using AlphaFold multimer with the model
parameters multimer_v3. Residues that were missing in their entirety or had side chain atoms missing had atomic coordinates initialized at the origin (i.e. $0,0,0$ ). The structure coordinates were then input into the prev_pos feature to emulate a prior round of model inference, at which point AlphaFold was run having assumed these starting coordinates were a result of a prior round of prediction. Predictions preceded using for all five of the provided AlphaFold multimer model parameters unless satisfactory confidence metrics were achieved (pLDDT $\geq 85$ ), at which point prediction was terminated. After model inference, the most confident model was refined into the Amber scorefunction.

## Biochemical characterization

## Protein expression

Plasmids containing two genes of interest, but constituting a single design, were acquired from Twist Biosciences. Each plasmid contains a Kanamycin resistance gene for selection as well as a pET-Duet type interspatial expression cassette cloned between the genes of interest to enable bicistronic expression of the two proteins under the control of a LacO inducible T7 promoter. Plasmids were transformed into LOBSTR BL21(DE3)-RIL competent cells (Kerafast - EC1002) and always supplemented with $50 \mu \mathrm{~g} / \mathrm{ml}$ of Kanamycin during growth. First, cells were grown to saturation overnight in 20 ml of PG media ${ }^{76}$. The following day, 10 ml of saturated culture was used to inoculate 1 L ZYM-5052 cultures ${ }^{76}$ which was left to grow for either $\sim 66$ hours at $18^{\circ} \mathrm{C}, \sim 42$ hours at $25^{\circ} \mathrm{C}$, or 16 hours at $37^{\circ} \mathrm{C}$. Cells were harvested by centrifugation at $4,000 \mathrm{xg}$ for 10-15 minutes and quickly moved to freezing conditions at approximately $-80^{\circ} \mathrm{C}$. Pellets were transferred to $-20^{\circ} \mathrm{C}$ after 24 hours at $-80^{\circ} \mathrm{C}$.

## Immobilized metal affinity chromatography (IMAC)

Purification of proteins from cell pellets was performed with a 1:4 ratio of grams of pellet to milliliters of purification buffer (i.e. $10 \mathrm{~g}: 40 \mathrm{ml}$ ). Purification buffer contained 50 mM Tris- HCl , pH 7.5 at $4^{\circ} \mathrm{C}, 300 \mathrm{mM} \mathrm{KCl}$, and 30 mM imidazole, while lysis buffer (utilized during cell lysis)
was supplemented with 0.5 mM EDTA, $300 \mu \mathrm{~g} / \mathrm{ml}$ lysozyme, $100 \mu \mathrm{~g} / \mathrm{ml}$ benzonase nuclease, and one tablet of protease inhibitor cocktail EDTA-free (Thermo Scientific)/50 ml of cellular suspension. Pellets were resuspended in lysis buffer with end over end rotation for $\sim 30$ minutes at $4^{\circ} \mathrm{C}$ until no visible chunks of cell pellet remained. Lysis of cellular resuspension proceeded with three passes of high pressure homogenization in a EmulsiFlex C3 homogenizer (Avestin) pressurized to $>15,000 \mathrm{psi}$. Lysate was then clarified using centrifugation at $20,000 \mathrm{xg}$ for 30 minutes or $10,000 \mathrm{xg}$ for 45 minutes at $4^{\circ} \mathrm{C}$. The soluble supernatant fraction was collected and either incubated with 2 ml Ni-NTA resin/50 ml of soluble lysate (batch binding) or applied to a 5 ml HisTrap pre-equilibrated with purification buffer.

For batch binding, side over side rotation of the soluble lysate and Ni-NTA resin proceeded for 30 minutes at $4^{\circ} \mathrm{C}$, after which the solution was allowed to stand for five minutes at $4^{\circ} \mathrm{C}$, enough to separate the Ni-NTA resin and the supernatant by gravitational forces. Then, the supernatant was removed and the remaining Ni-NTA resin was collected and loaded into a filtered column where remaining soluble lysate was cleared from the Ni-NTA resin by gravity. The Ni-NTA column was washed by gravity flow with 10 column volumes (CV) of purification buffer supplemented to 60 mM imidazole (wash buffer). Finally, protein of interest was eluted from the resin with gravity flow using 9 CV of purification buffer supplemented with 250 mM imidazole (elution buffer).

For HisTrap binding, the soluble lysate was applied to the 5 ml column at $1 \mathrm{ml} / \mathrm{min}$ until all soluble lysate had passed through the column. Next, 10 CV of purification buffer were applied, followed by 2 CV of wash buffer and then a gradient from 60 mM imidazole to 300 mM imidazole (elution buffer concentration) was carried out for 3 CV . Finally, 10 CV of elution buffer was passed over the column.

Fractions corresponding to the lysate, the clarified lysate, the insoluble lysate, the unbound Ni-NTA supernatant (aka the flow through), the wash, and the elution were analyzed
by SDS-PAGE for bands at the hypothesized size for the proteins of interest and classified according to one of insoluble, soluble, or co-eluting based on the presence of both bands.

## Size Exclusion Chromatography (SEC)

After IMAC purification, fractions containing proteins of interest were concentrated using Amicon Ultra 10 kDa MWCO concentrators until the sample reached approximately $500 \mu \mathrm{l}$ volume or precipitation was visibly observed at which point concentration was immediately stopped. After concentration, the sample was clarified by centrifugation for 10 minutes at 16,900 xg to remove any precipitation from soluble protein. All chromatography was performed using the BioRad NGC HPLC system at $4^{\circ} \mathrm{C}$. Analytical chromatography was performed using a 10/300 gl size column with either Superose6 Increase or Superdex200 Increase resin with flow at $0.3 \mathrm{ml} /$ minute. For preparative scale chromatography, $16 / 60$ scale columns with either Superose6 or Superdex200 residue was used while flowing at $0.9 \mathrm{ml} /$ minute. Fractions corresponding to peaks in the chromatogram, observed by absorbance at $230 / 280 \mathrm{~nm}$, were analyzed by SDS-PAGE for protein species of interest.

## CryoEM specimen preparation

Purified samples of the designed assemblies were removed directly from SEC fractions if the fractions were deemed sufficiently concentrated ( $>0.5 \mathrm{mg} / \mathrm{ml}$ ) otherwise were concentrated to $\sim 1 \mathrm{mg} / \mathrm{ml}$ and stored at $4^{\circ} \mathrm{C}$ until specimen preparation. Upon freezing, QUANTIFOIL R $2 / 1$ Cu 300 mesh grids (Cat \# Q3100-CR1) were glow discharged for 30 seconds with a Pelco easiGlow glow discharger using 15 mA and a negative polarity. Immediately after glow discharge, grids were loaded into a Vitrobot Mark IV Thermo Fisher Scientific set to $100 \%$ humidity and blotted with 595 Filter Paper 55/20mm (Ted Pella Cat\# 47000-100) using 1 total blot with a 0 second wait time, -4 blot force, 4 second blot time, and 0 second drain time and vitrified into liquid ethane. All specimens were prepared using a protective plastic facemask and a surgical mask to avoid contamination.

The sample for T33-ml30/T33-ml35 mixed were measured with absorbance of 0.583 as measured directly from SEC were frozen in SEC buffer consisting of 20 mM Tris- HCl pH 7.5 at $4^{\circ} \mathrm{C}, 150 \mathrm{mM} \mathrm{KCl}$. The design T33-ml28 was diluted to $0.31 \mathrm{mg} / \mathrm{ml}$ using 20 mM Tris-HCI pH 8 at $214^{\circ} \mathrm{C}$ and 100 mM NaCl . The design T33-ml23 was diluted to $0.6 \mathrm{mg} / \mathrm{ml}$ using 20 mM Tris- HCl pH 8 at $21^{\circ} \mathrm{C}$ and 100 mM NaCl .

## Cryo-EM data acquisition and processing

Cryo-EM data were collected on Titan Krios cryo-electron microscopes equipped with a Gatan K3 Summit direct electron detector. Movies were recorded with SerialEM ${ }^{77}$ at a nominal magnification of $81,000 \times$ (calibrated pixel size of $1.1 \AA$ per pixel), $105,000 \times$ (calibrated pixel size of $0.86 \AA$ per pixel) and $130,000 x$ (calibrated pixel size of $0.65 \AA$ per pixel), over a defocus range of -0.5 to $-2.5 \mu \mathrm{~m}$ and a total dose of $40 \mathrm{e}^{-} / \AA^{2}$.

Motion correction, CTF estimation, particle picking, particle extraction, 2D classification, and additional data processing were performed with cryoSPARC ${ }^{78}$. An initial set of particles was automatically picked through the blob-picker method, extracted and 2D classified. Particles selected from 2D classes were used for ab initio reconstruction. This reconstruction was then used for the 3D refinements enforcing T symmetry. The 3D structure was used to generate 2D projections of the particles and then used to repick the particles from the images using a template picker. The re-picked particles were extracted from the micrographs, 2D classified and went through 3D refinements enforcing T symmetry. Particles were further classified using heterogeneous refinement and the best classes were used for 3D refinements enforcing $T$ symmetry. For the $\mathrm{T} 33-\mathrm{ml} 23$, we obtained an overall resolution of $2.0 \AA$, based on an FSC threshold of 0.143 . For the $\mathrm{T} 33-\mathrm{ml} 28$, we obtained an overall resolution of $2.7 \AA$, for $\mathrm{T} 33-\mathrm{ml} 30$ the resolution was $4.2 \AA$ and for T33-ml35, $2.9 \AA$. Subsets of particles missing one trimer were isolated from the heterogeneous refinement step. 3D refinement with C1 symmetry of these particles missing a trimer resulted in cryo-EM maps for T33-ml23 at $3.9 \AA$ and for T33-ml35, at
4.4 A. Model building was performed using $\operatorname{Coot}{ }^{79}$, and automated refinement was performed using Phenix ${ }^{80}$. Figures were prepared using ChimeraX ${ }^{81,82}$.

## Data processing

## Molecular replacement and refinement of T330fn10 in phaser

Molecular replacement was needed to solve for the phases of the T33-fn10 crystal. Search was carried out in phaser ${ }^{83}$ using the computationally designed $A: B$, asymmetric unit model of the cage. Initial hits suggested the $A: B$ model was present, however, low agreement was apparent. Models with increasing copy numbers of $A: B$ yielded improved results with the model containing eight copies of each of $A$ and $B$. Upon further inspections, pores in the lattice and omit maps indicated that additional molecules were present in the lattice. Another copy of the tetrahedral model was manually placed in the lattice and oriented in a non-clashing orientation. A final round of molecular replacement with the new model indicated as mobile and the old model fixed improved the fit even further as judged by omit maps without significant features.

Refinement of the initial molecular replacement model was carried out using phenix ${ }^{80}$. The refinement parameters that yielded the best fit with the smallest deviation between $R_{\text {work }}$ and $R_{\text {free }}$ included one round of rigid body refinement with grouped ADP. Next, all B-factors were manually set to 200 and another round of rigid body refinement was performed using a reference model as a restraint and subsequently refining by tls and grouped ADP. This resulted in an $R_{\text {work }}$ of 0.22 and $R_{\text {free }}$ of 0.25 .

## Cryo-EM map refinement

All maps were refined utilizing their corresponding design assembly model as the search model and the highest resolution map achieved from CryoEM data processing in phenix.real_space_refine ${ }^{84}$. First, the refine method run=rigid_body was used with resolution=4.2, weight=4, ncs_constraints=True,

```
ramachandran_restraints=True, c_beta_restraints=True,
```

target_bonds_rmsd=0.02, and target_angles_rmsd=2.0. Rigid body refinement was carried out for five macrocycles, and in some cases longer until the measured CC converged when the design and model had large deviations. Next, run=minimization_global+local_grid_search+morphing+adp was used to refine individual atomic positions with the same flags as for rigid_body. After the first round of individual atomic parameters were refined, the model and map were opened for manual inspection in coot ${ }^{85}$. Deviating side chains and backbone segments identified by visual inspection and validation tools were refined into the density with the Real Space Refine Zone, and model termini were built or removed depending on additional sequence added during formatting sequence for expression. Finally edits in the captain NCS chain were propagated to all mate chains symmetrically and the file was saved for additional rounds of individual atomic refinement.

In most cases, after rigid body phenix refinement, each chain demonstrated asymmetry when superimposed on symmetrically related copies and thus asymmetrically fit into the density. Extra measures were taken to find the best fitting individual chains, one for each protein entity, and then the representative chains were manually symmetrized to fit in the map. This procedure improved the overall fit and allowed individual atomic site modifications to reach the highest obtainable CC.

## SEC-SAXS

Initial processing of raw images proceeding according to the automated processing suite from SasTool which includes creating images with background subtraction, the calculation of 1D scattering intensity profiles, and radius of gyration measurements. Subsequent processing was performed to analyze the experimental results in the context of structural models. First, UV absorbance from SEC was used to identify peaks of interest for cage species. Next, SAXS
images representing radial scattering intensities from the central fractions of the corresponding SEC peaks were analyzed using PRIMUS from the ATSAS Data analysis software (version 3.2.1) ${ }^{86}$. The frames of interest were averaged together using the average tool to create average scattering intensities over the identified peak area. To calculate theoretical scattering profiles, the CRYOSOL model evaluation tool was used to convert .pdb files to scattering curves. Theoretical curves were superimposed on the scattering profile of the experimental frames and the scattering values were exported.
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a) IMAC purification gels for selected designs. Samples are presented to indicate the extent of solubility after centrifugation where clarification leaves insoluble material as precipitation. Further, purification reveals the extent to which species co-elute from IMAC. Each gel is labeled according to the following possible labels to indicate the time point in which it was taken. M molecular weight marker, L - lysate, I - insoluble lysate fraction, S - soluble lysate fraction, FT soluble lysate after flowing through a Ni-NTA column, W - wash of the Ni-NTA column with 60 mM imidazole, E - elution of the Ni-NTA column with 250 mM imidazole. Multiple fractions indicate time resolved fractionation of the indicated separation type. For each gel, the green bar indicates the experiment size of the component with a His Tag, while the purple bar indicates the experimental size of the second component. b) Chromatograms from SEC for selected T33-fn designs. The expected assembly size is overlaid in purple on top of the chromatogram.
c) SDS-PAGE gels corresponding to SEC runs presented in Figure 5.2. The design T33-fn40 indicates that multiple different species are present at fractions which are larger than trimers. For the designs $\mathrm{T} 33-\mathrm{fn} 40$ and T 33 -fn14, chromatograms and gels indicate species of assembled cages, intermediates, and trimeric species are present

## Alternative buried surface area calculations for T33-fn design filtering and selection

During T33-fn design calculations, programmatic assessment of buried surface area (BSA) was performed with the Rosetta SimpleMetrics based PerResidueSasaMetric which measures the solvent accessible surface area (SASA) on a per-residue basis. To define which residues which should be measured, ResidueSelectors including all interface residues (specified using a pair of Index ResidueSelectors, one for each side of the interface) were used. The measurement was performed on all residues in the unbound state as well as the bound state. To calculate BSA, for each of the two states the SASA values were summed across all residues in the state and next by subtracting the bound state from the unbound state. This procedure is analogous to the procedure described in the methods, with the only modification being the programmatic source used to calculate SASA values.

During retrospective analysis of T33-fn designs, it became apparent that the PerResidueSasaMetric based method was systematically lower than analogous measurements made using PyMol, FreeSASA ${ }^{66}$, and in comparison with values reported previously in the literature for interfaces measured using this technique. We estimate the different calculations resulted in approximately $2 x$ lower BSA using the

PerResidueSasaMetric than actually exists. In the text, when BSA is used to describe a filtering or selection step, the BSA values for T33-fn utilized the PerResidueSasaMetric, while for T33-ml designs, filtering utilized the FreeSASA based calculation as described in the methods. On the other hand, for all values reported in retrospective calculations such as Figure 5.2, 5.3 and 5.6, and Supplemental Figure 5.2 and 5.7 , we utilized the FreeSasa based method to perform analysis and report results.

Supplemental Figure 5.2. Design calculations of interface free energy and ProteinMPNN score for design models.

a) The calculated solvation free energy density values for T33-fn designs are mostly negative while the only design that demonstrates positive solvation energy, i.e. solvation is not favored, was T33-fn10, the best characterized design. b) For prior successful designs ${ }^{41,56,57}$, calculated solvation free energy density tends to be positive, while designs successfully form with negative calculated values. c) The ProteinMPNN score is plotted versus the number of interface residues within $8 \AA$ for each pose. Each datapoint for the ProteinMPNN score is indicated with the color corresponding to the design protocol that was used for the sequence inference. d) The interface energy was calculated for each T33-ml design and sorted according to increasing values. All designs have a positive calculated interface energy.

## PDB EntityID codes used for trimeric building block docking

## Each EntityID was parsed for the EntryID. Either the QSBio high or very high assembly,

or the PDB biological assembly 1 was used. All codes listed below were vetted for author defined assembly ensuring human annotation was utilized if QSBio annotations were not
available.

## T33-fn designs:

1df4_1,1ekq_1,1gu9_1,1hfo_1,1hwu_1,1ihc_1,1j2v_1,1lu9_1,1mr7_1,1nq3_1, 1o5j_1,1ode_1,1osc_1,1pd5_1,1v4n_1,1vfj_1,1vhc_1,1wdg_1,1wvt_1,1x25_1, 1zoi_1,1zvb_1,2cvl_1,2dj6_1,2ej5_1,2gdg_1,2gtr_1,2i9d_1,2pbq_1,2pd2_1, 2q0t_1,2rfr_1,2v81_1,2vky_1,2vx2_1,2yo2_1,2 $\mathrm{zhy} \_1,3 \mathrm{cp} 1 \_1,3 \mathrm{fwt} \_1,3 \mathrm{fwu}$ _1, 3hrx_1,3i82_1,3jv1_1,3l3s_1,3l7q_1,318r_1,3m6n_1,3mf7_1,3mjz_1,3n4h_1, 3oi9_1,3pac_1,3q98_1,3qc7_1,3qv0_1,3r0p_1,3tcr_1,3tf3_1,3wfv_1,3zmf_1, 3zo8_1,4d8m_1,4f47_1,4g9q_1,4glf_1,4gvr_1,4i61_1,4jcu_1,4jm7_1,4k2n_1, 4k3w_1,4kd6_1,4knp_1,4lk5_1,4m1a_1,4mi2_1,4mod_1,4myl_1,4n72_1,4nkj_1, 408u_1,40gg_1,4wcz_1,4xcw_1

## T33-ml designs:

1avq_1,1ca4_1,1dun_1,1gr3_1,1h9m_1,1hg4_1,1h17_1,1j31_1,1j1j_1,1jxz_1, $1 \mathrm{k} 4 \mathrm{~m} \_1,1 \mathrm{khx} \_1,1 \mathrm{kr} 4 \_1,1 \mathrm{w} 1 \_1,1 \mathrm{~m} 68 \_1,1 \mathrm{mvn} \_1,1 \mathrm{mww} 1,1 \mathrm{n} 2 \mathrm{~m} \_1,1 \mathrm{nkv} \_1,1 \mathrm{nxj} \mathrm{m}^{1,}$ 1og6_1,1otg_1,1p32_1,1pf5_1,1qre_1,1qwg_1,1rhy_1,1rj8_1,1s55_1,1sed_1, 1sg4_1,1td4_1,1u5z_1,1ui9_1,1v4n_1,1v6h_1,1v9o_1,1viy_1,1vl0_1,1w15_1, 1wck_1,1wp8_1,1wy1_1,1xho_1,1xx4_1,1ygs_1,1yox_1,1yq6_1,1yqf_1,1yx1_1, 1zcl_1,2a5z_1,2a7k_1,2ar3_1,2arh_1,2bcm_1,2c5q_1,2chc_1,2cu5_1,2d4n_1, 2dtt_1,2dyy_1,2ekm_1,2fbm_1,2flz_1,2fvh_1,2gvh_1,2h6l_1,2hqu_1,2i9d_1, 2ig8_1,2is8_1,2nmu_1,2ose_1,2p6h_1,2p6y_1,2pc5_1,2pd2_1,2q0t_1,2q35_1, 2q6o_1,2qg8_1,2qlp_1,2qs7_1,2r3u_1,2re9_1,2v2d_1,2ves_1,2vhe_1,2vx2_1, 2w5p_1,2wq4_1,2wr8_1,2x4j_1,2y77_1,2yw4_1,2yzj_1,2z5w_1,2zfh_1,3a76_1, 3ahp_1,3b64_1,3b8l_1,3c19_1,3c6v_1,3cyo_1,3dli_1,3dzv_1,3e99_1,3eat_1, 3eby_1,3ef8_1,3ejv_1,3fbq_1,3fd9_1,3fsc_1,3fuy_1,3fwu_1,3gdc_1,3gkb_1, 3gmj_1,3h5i_1,3hpd_1,3hrx_1,3htn_1,3hwu_1,3hyt_1,3i2b_1,3i3f_1,3i3u_1, 3i7t_1,3ifv_1,3io0_1,3irs_1,3jqy_1,3jv1_1,3k1s_1,3k93_1,3k9a_1,3ke5_1, 3 kjk _1, 3kwe_1,3l39_1,3l88_1,3l8r_1,3lao_1,3lke_1,3mae_1,3mc3_1,3mc4_1, 3mqh_1,3n79_1,3nhv_1,3nke_1,3o3w_1,3quw_1,3qv0_1,3r8y_1,3rf5_1,3soz_1, 3sti_1,3t5s_1,3ta4_1,3tcr_1,3tdt_1,3tjo_1,3tqf_1,3tyj_1,3ub1_1,3vbp_1, 3vnp_1,3wfv_1,3wia_1,3wv7_1,3x2y_1,3ziw_1,3zjb_1,4ad9_1,4b6r_1,4bfc_1, 4c82_1,4di1_1,4e38_1,4emh_1,4fur_1,4g9q_1,4gdz_1,4h6c_1,4hc8_1,4i61_1, 4isx_1,4iyq_1,4jcu_1,4jdn_1,4jf3_1,4jgs_1,4jj9_1,4jm7_1,4jpr_1,4jqs_1, 4kg8_1,4ki3_1,4kw2_1,41ho_1,4liy_1,4m17_1,4mej_1,4myo_1,4nrd_1,4nsm_1, 4ous_1,4r7t_1,4rfu_1,4tzu_1,4u5r_1,4uof_1,4usi_1,4wia_1,4wk3_1,4wrb_1, 4x3n_1,4xc5_1,4xcw_1,4xl8_1,4xqa_1,4y2l_1,4y6i_1,4you_1,5b2f_1,5bmo_1,

5cxd_1,5dii_1,5ds7_1,5ect_1,5eur_1,5fus_1,5h5p_1,5ha6_1,5hlj_1,5hpq_1, 5hrz_1,5ht7_1,5izs_1,5joq_1,5jru_1,5k21_1,5ka5_1,5kvb_1,5m62_1,5mvo_1, 5nz2_1,5034_1,5ucq_1,5uif_1,5un0_1,5v13_1,5vjy_1,5wfg_1,5xum_1,5y5q_1, 5ycq_1,5yhu_1,5z1q_1,5z81_1,6ard_1,6as5_1,6bj7_1,6cuq_1,6cv6_1,6gdx_1, 6its_1,6ive_1,6j3m_1,6l8p_1,6ln3_1,6lnl_1,6lr3_1,6mhh_1,6mmq_1,6ny9_1, 6ood_1,6p71_1,6p7o_1,6pnz_1,6qbw_1,6r5z_1,6t76_1,6tj2_1,6tjc_1,6ty6_1, 6u66_1,6u9c_1,6veh_1,6vvr_1,6vvw_1,6vw4_1,6we5_1,6wmg_1,6x7q_1,6xi6_1, 6xt4_1,6zmg_1,6zzm_1,7alg_1,7c1i_1,7cp2_1,7dda_1,7dph_1,7dsz_1,7fe6_1, 7kd9_1,717w_1,7m58_1,7ms9_1,7o1e_1,7045_1,704z_1,7obj_1,7okc_1,7p4v_1, 7pkw_1,7qrr_1,7r1m_1,7rgv_1,7s45_1,7std_1,7tbp_1,7te3_1,7uuo_1,7ywf_1, 8abw_1,8bro_1,8del_1,8e62_1

## AlphaFoldInitialGuess trimeric predictions

## Passing:

2zfh_1,3fwu_1,3k9a_1,3l39_1,5izs_1,6pnz_1,6vvw_1,7obj_1,8bro_1

## Mixed:

1lw1_1,1m68_1,1mvn_1,1mww_1,1n2m_1,1nkv_1,1otg_1,1p32_1,1qwg_1,1sg4_1, 1v4n_1,1v6h_1,1v9o_1,1wp8_1,1xx4_1,1yqf_1,2dtt_1,2dyy_1,2ekm_1,2flz_1, 2fvh_1,2h6l_1,2i9d_1,2nmu_1,2p6h_1,2pd2_1,2q35_1,2qs7_1,2vx2_1,2y77_1, 2yw4_1,3ahp_1,3b64_1,3c6v_1,3cyo_1,3dli_1,3dzv_1,3ef8_1,3ejv_1,3h5i_1, 3hpd_1,3i2b_1,3i3f_1,3i3u_1,3i7t_1,3io0_1,3jv1_1,3ke5_1,3kjk_1,3mc3_1, 3n79_1,3nhv_1,3nke_1,3quw_1,3qv0_1,3rf5_1,3tcr_1,3wfv_1,3x2y_1,4bfc_1, 4c82_1,4g9q_1,4i61_1,4iyq_1,4jf3_1,4jgs_1,4jpr_1,4jqs_1,4ki3_1,4lho_1, 4nsm_1,4usi_1,4wrb_1,4xcw_1,4y6i_1,5bmo_1,5cxd_1,5dii_1,5ds7_1,5eur_1, 5ha6_1,5hrz_1,5joq_1,5ka5_1,5kvb_1,5uif_1,5z1q_1,6as5_1,6bj7_1,6cuq_1, 6gdx_1,6j3m_1,6l8p_1,6ln3_1,6lr3_1,6mhh_1,6mmq_1,6qbw_1,6t76_1,6veh_1, 6vvr_1,6vw4_1,6x7q_1,7m58_1,7ms9_1,7te3_1,8del_1

## Failing:

1avq_1,1hl7_1,1j3l_1,1jlj_1,1jxz_1,1khx_1,1og6_1,1pf5_1,1rhy_1,1ui9_1, 1viy_1,1vl0_1,1yox_1,1yx1_1,1zcl_1,2a7k_1,2ar3_1,2c5q_1,2ig8_1,2is8_1, 2qlp_1,2ves_1,2vhe_1,3e99_1,3eby_1,3fsc_1,3gkb_1,3gmj_1,3hrx_1,3hyt_1, 3 irs _1,3k93_1,3kwe_1,3lao_1,3lke_1,3mae_1,3mc4_1,303w_1,3r8y_1,3soz_1, 3tqf_1,3ub1_1,3vbp_1,3vnp_1,3wv7_1,3zjb_1,4b6r_1,4di1_1,4gdz_1,4isx_1, 4kw2_1,4m17_1,4mej_1,4myo_1,4nrd_1,4r7t_1,4rfu_1,4uof_1,4wia_1,4wk3_1, 5b2f_1,5fus_1,5jru_1,5m62_1,5034_1,5ucq_1,5un0_1,5v13_1,5vjy_1,5wfg_1, 5xum_1,5z81_1,6cv6_1,6its_1,6ive_1,6lnl_1,6ny9_1,6p7l_1,6p7o_1,6tj2_1, 6ty6_1,6we5_1,6wmg_1,6zzm_1,7c1i_1,7cp2_1,7dsz_1,717w_1,7o45_1,7okc_1, 7rgv_1,7std_1,7tbp_1

Supplemental Figure 5.3. Immobilized metal affinity chromatography of T33-ml designs.

a) IMAC purification gels for selected designs. Samples are presented to indicate the extent of solubility after centrifugation where clarification leaves insoluble material as precipitation.

Further, purification reveals the extent to which species co-elute from IMAC. Each gel is labeled according to the following possible labels to indicate the time point in which it was taken. M molecular weight marker, L - lysate, I - insoluble lysate fraction, S - soluble lysate fraction, FT soluble lysate after flowing through a Ni-NTA column, W - wash of the Ni-NTA column with 60 mM imidazole, E - elution of the Ni-NTA column with 250 mM imidazole. Multiple fractions indicate time resolved fractionation of the indicated separation type. For each gel, the green bar indicates the experiment size of the component with a His Tag, while the purple bar indicates the experimental size of the second component. b) Chromatograms from SEC for selected designs classified as an assembly error. The expected assembly size ( $\sim 11-12 \mathrm{ml}$ ) is overlaid in purple on top of the chromatogram.

Supplemental Figure 5.4. Separation of T33-ml assemblies using size exclusion chromatography.

a) SDS-PAGE gels corresponding to SEC runs presented in Figure 5.4a and Figure S5.3b. The expected assembly fraction ( $\sim 11-12 \mathrm{ml})$ is overlaid in purple on top of each gel and lanes are indicated as: M - with a molecular weight marker, L - protein loaded to SEC, P - precipitation during protein concentration. The gel of T33-ml34 has been stitched together to reflect the ordering of the lanes in the SEC experiment. Despite robust co-elution, SEC results in many species, from assembled cages, trimeric species bound together and even monomers which are unbound. b) The designs $\mathrm{T} 33-\mathrm{ml} 3, \mathrm{~T} 33-\mathrm{ml} 5, \mathrm{~T} 33-\mathrm{ml} 8, \mathrm{~T} 33-\mathrm{ml} 10$, and $\mathrm{T} 33-\mathrm{ml} 37$ mostly elute from the size exclusion at the incorrect fraction, which is indicative of assembly errors that prevent full assembled cages from forming, while resulting in larger assemblies as a result of protein complexation.

Supplemental Figure 5.5. Validation of design models using small angle x-ray scattering and cryo-EM density.

a) Averaged experimental small angle x-ray scattering (SAXS) profiles for images acquired from SEC peak fractions corresponding to assembled cages. The SAXS profiles (blue) correspond to images 238-258, 239-255, 229-249, 239-256, and 235-241 for T33-ml23, T33-ml28, T33-ml30, T33-ml35, and T33-ml6, respectively. Each scattering profile is plotted alongside the theoretical scattering calculated from design models (black). b-c) For the design T33-mI23, the $2.0 \AA$ resolution allows aromatic side chains to be resolved. Example residues include component A Y85 (panel b) and W112 and F115 (panel c).

Supplemental Figure 5.6. Per-residue local density difference test for interface and interface fragment residues.


For the indicated designs, the local distance difference test (LDDT) was measured between the full cryo-EM assembly structure and the predicted design model. Values with greater than 0.8 (horizontal red line) indicate strong agreement. The location of interface residues (orange bar, upper segment; identified by $8 \AA$ C-beta C-beta distances) and fragment residues (red bar, lower segment) are highlighted to indicate the extent of agreement in the modeled de novo interface. Entity breaks separate the A and B chains in each assembly.

Supplemental Figure 5.7. Retrospective analysis of polar interactions and interface areas for two-component designed protein cages.

a) Histogram of atomic polarity by side-chain position. For each canonical amino acid ( $n=20$ ), the polarity of each atom in the side-chain (polar: $\mathrm{N}, \mathrm{O}, \mathrm{S}$; apolar: $\mathrm{C}, \mathrm{H}$ ) is plotted at the side-chain atomic position it occupies. Polar atoms more frequently occupy atomic positions distal to the alpha carbon (Ca). b) The distribution of polar conformational features for design models. The fraction of coiled residues is independent of the fraction of residues greater than 8 $\AA$ apart as measured by $\mathrm{Cb}-\mathrm{Cb}$ distance. c) Comparison of the interface area contributions from hydrophobic and polar buried surface area (BSA) interactions for 2-component designed cages considered in this analysis. The markers denote the symmetry of the assembly (triangle tetrahedral, pentagon - icosahedral) and are filled with color if the assembly is reported as successful.

Supplemental Table 5.1. Comparison of intermediate assemblies to complete assembly structures.

| Design Name | Assembly RMSD (Å) | $\begin{aligned} & \text { ASU } \\ & \text { RMSD (Å) } \end{aligned}$ | Assembly LDDT |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{T} 33-\mathrm{ml} 23 \\ & \mathrm{~A}_{12} \mathrm{~B}_{9} \end{aligned}$ | 1.27 | 0.93 | 0.76 |
| $\begin{aligned} & \mathrm{T} 33-\mathrm{ml} 35 \\ & \mathrm{~A}_{9} \mathrm{~B}_{12} \end{aligned}$ | 1.92 | 1.08 | 0.64 |

RMSD was calculated between all corresponding C-alpha atoms in the structure model, which for the ASU, constitutes a single A-B pair, while for the assembly, it constitutes all symmetrically related copies of $A$ and $B$. To facilitate accurate comparison to the intermediate assemblies, for both designs, one trimer was removed from the full, symmetric assembly structure before measurements were performed. ASU - Asymmetric unit, RMSD - root mean squared deviation, LDDT - local distance difference test.

## Designed sequences

T33-fn1-A
MKLIVAIVRPEKLYDVLRFLFHAGVRGLTLSRVQGHGGETERVETYRGTTVKMEFAEKVRLEIGVSEPFV EATVIAILIAARTGEVGDGKIFVLPVEKVYRIRTGEEDEAAVTPVQ

T33-fn1-B
MDAQSAAKCLTAVRRHSPLVHSITNNVVTNFTANGLLALGASPVMAYAKSEVADMAKIAGALVLNIGTLS KESLLAMTAAGLSANEHGVPVILDPVGAGATPTRTLAARFIIHAVRLAAIRGNAAEIAHTVGVTDWLIKG VDAGEGGGDIIRLAQQAAQKLNTVIAITGEVDVIADTSHVYTLHNGHKLLTKVTGAGCLLTSVVGAFCAV EENPLFAAIAAISSYGVAAQLAAQQTADKGPGSFQIELLNKLSTVTEQDVQEWATIERVTVSGHHHHHH T33-fn2-A

MSLDYTTQQIIEKLRELKIVPVIALDNADDIIPLALTLAAAGLSVAEITFRSEAAADAIRLLRKISPDFL IAAGTVLTAEQVHRAKRSGADFVVTPGLNPKIVKLCQDLNFPITPGVNNPMAIEIALEMGISAVKFFPAE ASGGVKMIKALLGPYAQLQIMPTGGIGLHNIRDYLAIPNIVACGGSWFVEKKLIQSNNWEEIATLVKEVI DIIK

T33-fn2-B
MHHHHHHSGAYRYRDIVVRKQDGFTHILLSTKSSENNSLNPEVMREVQSALSTAAADDSKLVLLSAVGSV FCCGLDFIYFIRRLTDDRYRESTLMALAIAYFVNTFIQFKKPIIVAVNGPAIGLGASILPLCDVVWANEK AWFQTPYTTFGQSPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIK ELASCNPVVLEESKALVRCNMKDELIQANVREALVLTKIWGSAQGMDSMLKYLQRKIDEF
T33-fn3-A
MSLSYTTQQIIEKLKRLGIVPVIALDNADDILPLADTLAKNGLSVAEITFRSEAAADAIRLLRANRPDFL IAAGTVLTAEQVVLAKSSGADFVVTPGLNPKIVKLCQDLNFPITPGVNNPMAIEIALEMGISAVKFFPAE ASGGVKMIKALLGPYAQLQIMPTGGIGLHNIRDYLAIPNIVACGGSWFVEKKLIQSNNWKEIAYLVLEVL IIIGE

T33-fn3-B
MHHHHHHSGMMTTSNAGAQQPNVEGRRFSPDQVRSVAPALEQYTQQRLYGDVWQRPGLNRRDRSLVTIAA LIARGEAPALTYYADQALENGVKPSEISETITHLAYYSGWGKAMATVGPVSEAFAKRGIGQDQLAAVEST PLPLDEEAEQQREDRVTRQFGSVAPGLVQYTTDYLFRDLWLRPDLAPRDRSLVTIAALISVGQVEQITFH LNKALDNGLSLDQAAEVITHLAFYAGWPNAMSALPVALAVKFKRHS T33-fn4-A

MSLSYTTQQIIEKLRELKIVPVIALDDYRDILGLAMVLAANGLSVAEITFRSEAAADAIRALRIFHPDFL IAAGTVLTAEQVVLAKSSGADFVVTPGLNPKIVKLCQDLNFPITPGVNNPMAIEIALEMGISAVKFFPAE ASGGVKMI KALLGPYAQLQIMPTGGIGLHNIRDYLAI PNIVACGGSWFVEKKLIKRNNGDEIARLVREVI DIIKE
T33-fn4-B
MHHHHHHSGDALVDYAGPAATGGNVARLTLNSPHNRNALSSALVSQLHQGLRDASSDPAVRVVVLAHTGG TFCAGADLSEAGSGGSPSSAYDMAVERAREMAALMRAIVESRLPVIAAIDGHVRAGGFGLVGACDIAVAG PRSSFALNEAAIGVAPAIISLTLLPKLSARAAARYYLTGSQFDAREAEEIGLITAAALIVLAQVLMLAGA VISGSPQGLAASKALTTAAVLERFDRDAERLAEESARLFVSDEAREGMLAFLENRAPNWFS T33-fn5-A
METVETSAAPKPDGPYSQAIKVGNTLYVSGQIPIDEQTNTIVDGDIATQTAQVLLNIMAIVLAAGFSLSD VAMAFVFLKDMNMFEDFNQTYALAFTDKPPARVTVEVSRLPKDALIEIAVICSKGSHHHHHH

T33-fn5-B
MAYRYRDIVVRKQDGFTHILLSTKSSENNSLNPEVMREVQSALSTAAKDSSKLVLLSAVGSVFCCGLDFI YFIRRLTDDRLTESRKMAEAIRNFVNTFIKFQKPIIVAVNGPAIGLGASILPLCDVVWANEKAWFQTPYT TFGQTPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIKELASCNPI VLKQSKILVRSNMERELEKANDLEAYVLSKIWASAQGMDSMLKYLQRKIDEF
T33-fn6-A
MAYRYRDIVVRKQDGFTHILLSTKSSENNSLNPEVMREVQSALRKAQADESKLVLLSAVGSVFCCGLDFI YFIRRLTDDRLDEAKKMAEAIRNFVNTFIQFTKPIIVAVNGPAIGLGASILPLCDVVWANEKAWFQTPYT TFGQSPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIKELASCNPG VLIVSKALVRSNMEMELEKANKLEAAVLLAIWALDDGMDSMLKYLQRKIDEF
T33-fn6-B
MHHHHHHGSLVRRIIFTDKAPDAIGAYSQAVLVDRTIYISGQLGMDPASGKLVPGGVIAETAQALLNILE ILRAAGCRMTNVVKATVLLADINDFLDVAIVIAGFHTRSFPARAAYQVAALPKGGRVEIEAIAVQGPLTT ASL
T33-fn7-A
MHHHHHHSGAYRYRDIVVRKQDGFTHILLSTKSSENNSLNPEVMREVQSALSTAAHDDSKLVLLSAVGSV FCCGLDFIYFIRRLTDDRSRESLKMAEAIRNFVNTFIQFDKPIIVAVNGPAIGLGASILPLCDVVWANEK AWFQTPYTTFGQSPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIK ELASCNPVVLEISKALVRTNMEEELEQANADECSSLAYIWGLAQGMDSMLKYLQRKIDEF
T33-fn7-B
MPMFIVNTNVPRASVREGFLRRLTNALAAYTGKHRQYIAVHVVPDQLMTFSGTNDPCALCSLHSIGKIGG EQNAALSAYLCILLSDDLKISPDRVYINYYDMNAANVGWNGDTFA
T33-fn8-A
MHHHHHHSGAYRYRDIVVRKQDGFTHILLSTKSSENNSLNPEVMREVQSALRTALYDDSKLVLLSAVGSV FCCGLDFIYFIRRLTDDRKRESTKMAEAIKKFVITFIFFAKPIIVAVNGPAIGLGASILPLCDVVWANEK AWFQTPYTTFGQSPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIK ELASCNPVVLKESKHLVRLNMLEELYKANERECEVLKKIWGSAQGMDSMLKYLQRKIDEF T33-fn8-B
MQWQTKLPLIAILRGITPDEAALHVAAVIKAGFDAVEIPLNSPQWEQSIPMIVAIYGEVALIGAGTVLKP EQVDALARMGCQLIVTPNIHSEVIRRAVGYGMTVCPGCATATEAFTALEAGAQALKIFPSSAFGPQYIKA LKAVLPSDIAVFAVGGVTPENLAQWIDAGCAGAGLGSDLYHQSLSLDATAKQALEFVEAYKRAVAL T33-fn9-A
MHHHHHHSGMKVVVQIKDFDKVPQALRSVANLYADIKDAEIEVVLHQSAIKALLQDSPTRDITSLLIKAN ILIVGCENSIRSQNLSHDQLQPGIKIVTSGVGEIVRKQSEGWIYLAL
T33-fn9-B
MPGMLPWTEQQFQLLGEIEEVELGRIQKRSGANLSRNWVMIPHVTHFDKTDITELEAFRKQQNEEAAKRK LDVKITPVVFIMKAVAAALEQMPRFNSSLSEDGQRLTLKKYINIGVAVDTPNGLVVPVFDDVNKKGIIEL SRELMTISKKARDGKLDTSEMVGGCFTISSIGGLGTTHFAPIVNAPEVAILGVSKSAMEPVWNGKEFVPR LMLPISLSFDHRVIDGADGARFITIINNTLSDIRRLVM T33-fn10-A
MKVVVQIKDFDKVPQALQSVLNLFLDLGNAEIEVVLHQSAIKALLLNSPTRSIIEELIKLNILIVGCEHS IRSQNLDHRQLIDGIKIVRSGVGEIVRKQSEGWIYLAL

T33-fn10-B
MHHHHHHSGMSLRLERDGAVARLLIDRADRRNAFSLDMWQRLPELLAEASGDDALRVLVVKSANGGAFCA GADIAELLANKDDAAFHLANQQAINRAQYELARFRLPTVAMVEGDCIGGGCGIALACDMRIAAPAARFGI TPAKLGLVYPLHDVKLLVDLVGPGQARRLMFTGGLIDANEAHRIGLVELLGESEDALVGQLATVSSFSTQ AIKSFVRRVLDGQVADDTLSLCVFASATLGADFREGTGAFLEKRPPVF
T33-fn11-A
MHHHHHHSGTDITANVVVSNPRPIFTESRSFKAVANGKIYIGQIDTDPVNPANQIPVYIENEDGSHVQIT QPLIINAAGKIVYNGQLVKIVTVQGHSMAIYDANGSQVDYIANVLKYDPDQYSIEADKKFKLIKQIEDKI QLILAAIASILRDLARIWKLIGE
T33-fn11-B
MSIDKLKHKLDDYAKDIKLNLSSITRSSVLDQEQLWGTLLASAAATRNKQVLADIKLDSTLYLDQREQHA ALGAAAIMGMNNVFYRGRGFLEGRYDDLRPGLRMNIIANPGIPKANFELWSFAVSAINGCSHCLVAHEHT LRTVGVDREAIFEALKAAAIVSGVAQALATIE
T33-fn12-A
MTDITANVVVSNPRPIFTESRSFKAVANGKIYIGQIDTDPVNPANQIPVYIENEDGSHVQITQPLIINAA GKIVYNGQLVKIVTVQGHSMAIYDANGSQVDYIANVLKYDPDQYSIEADKKFKLIKQIEDKIEKILAAIA HIEIDIALIKALIGE
T33-fn12-B
MHHHHHHSGDDPRLLSLFSAQREEDADIVIIGFPYDEGCVRNGGRAGAKKGPAAFRFFLQRLGSVENREL NVNASHLKLYDAGDITASTLEEAHEKLESKVFTVLARGAFPFVIGGGNDQSAPNGRAMLRAFPGDVGVIN VDSHLDVRPPLSDGRVHSGTPFRQLLEESSFDGSRFVEFACQGSQCGALHAAYVQANQGHLMWLSEVRKK GAVRALAEAFKITGKNTFFSFDVDSLKSSDMPGVSCPAAVGLSAQEAFDMCFLAGSISTVMMMDMSELNP LVEEYRSPRVAVYMFYHFVLGFATRP
T33-fn13-A
MTDITANVVVSNPRPIFTESRSFKAVANGKIYIGQIDTDPVNPANQIPVYIENEDGSHVQITQPLIINAA GKIVYNGQLVKIVTVQGHSMAIYDANGSQVDYIANVLKYDPDQYSIEADKKFKLIAQIEGHLEAIASVLQ SIINEIARIKKLIGE
T33-fn13-B
MHHHHHHSGDDPRLLSLFSAQREEDADIVIIGFPYDEGCVRNGGRAGAKKGPAAFRFFLQRLGSVNNLEL NVDASHLKLYDAGDITASTLEEAHEKLESKVFTVLARGAFPFVIGGGNDQSAPNGRAMLRAFPGAVGVIN VDSHLDVRPPLSDGRVHSGTPFRQLLEESSFDGRFFVEFACQGSQCGALHAQYVRDHQGVLMWLSEVRAL GAVKALRLAFTLTGANTFFSFDVDSLKSSDMPGVSCPAAVGLSAQEAFDMCFLAGKTPEVMMMDMSELNP LVEEYRSPRVAVYMFYHFVLGFATRSKPKAEN
T33-fn14-A
MTDITANVVVSNPRPIFTESRSFKAVANGKIYIGQIDTDPVNPANQIPVYIENEDGSHVQITQPLIINAA GKIVYNGQLVKIVTVQGHSMAIYDANGSQVDYIANVLKYDPDQYSIEADKKFKLIKQIEDKIQQILEKIA IIFRQLARIAKYIGE
T33-fn14-B
MHHHHHHSGMSLRLERDGAVARLLIDRADRRNAFSLDMWQDLPKLLAEARSDSALRVLVVKSANGGAFCA GADIAELLANKDDALFHEENQEAINRAQYELARFRLPTVAMVEGDCIGGGCGIALACDMRIAAPAARFGI TPAKLGLVYPLHDVKLLVDLVGPGQARRLMFTGGLIDANEAHRIGLVELLGESEDALVGQLATVSSFSTQ AIKSFVRRVLDGQVADDAHSLNVFHLAFMTDDFREGTGAFLEKRPPVF

T33-fn15-A
MPFLQTIVSVSLDDQKRARLSLFYGMLCRKTLGIPGDQVMTAFSDKTPISFNGSTAPAAYVRVESWGEYA PSKPKEMTAAIAAAIYAECGIPPERIYVFYYSTKHCGWNGHNF
T33-fn15-B
MHHHHHHSGAYRYRDIVVRKQDGFTHILLSTKSSENNSLNPEVMREVQSALSTAAADSASLVLLSAVGSV FCCGLDFIYFIRRLTDDTKRESFKMAEAIRNFVNTFIQFQKPIIVAVNGPAIGLGASILPLCDVVWANEK AWFQTPYTTFGQSPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIK ELASCNPAVLRESKFLVRCNMKMELEQANEREAAHLKFIHAHAQGMDSMLKYLQRKIDEF
T33-fn16-A
MPFLQTIVSVSLDDRKRALLSTAYLYICREELGLALDSVMTAFSDKTPISFDGSTEPAAYVRVESWGEYA PSKPKMMTPRIAAAITKECGIPKARIYVFYYSTKHCGWNGTNF
T33-fn16-B
MHHHHHHSGDALVDYAGPAATGGPVARLTLNSPHNRNALSSALVSQLHQGLRDASSDPAVRVVVLAHTGG TFCAGADLSEAGSGGSPSSAYDMAVERAREMAALMRAIVESRLPVIAAIDGHVRAGGFGLVGACDIAVAG LESSFALYEARIGVAPAIISLTLLPKLSARAAARYYLTHEKFDARRAEEIGLITMAAEDVDLLVALLVLA VGSGSPQGLAASKALTTAAVLERFDRDAERLAEESARLFVSDEAREGMLAFLEKRLPNWFS T33-fn17-A
MHHHHHHSGMVLKERQDGVLVLTLNRPEKLNAITGELLDALYAALKEGEEDREVRALLLTGAGRAFSAGQ DLTEFGDHIPQYEDHLRRYNRVVEALSGLNKPLVVAVNGVAAGAGMSLALWGDLRLAAVGASFTTAFVRI GLVPDSGLSFLLPRLVGLAKAQELLLLSPRLSAEEALALGLVHRVVPAEKLMEEALSLAKELAQGPTRAY ALTKILLLETYRLSLTEALALEAILQGFAGLTKDHEEGVRAFREKRPPRFQGS
T33-fn17-B
MIVQQQNNLLRAIEAQEALLQLTVIGI KRLQARSGGRGGWETLERLIKKYTSTIASLIAESQNQQEK
T33-fn18-A
MHHHHHHSGMVLKERQDGVLVLTLNRPEKLNAITGELLDALYAALKEGEEDREVRALLLTGAGRAFSAGQ DLTEFGDHHPRYGSHLQRYNRVVEALSGLEKPLVVAVNGVAAGAGMSLALWGDLRLAAVGASFTTAFVRI GLVPDSGLSFLLPRLVGLAKAQELLLLSPRLSAEEALALGLVHRVVPAEKLMEEALSLAKELAQGPTRAY ALTKKLLLETYRLSLTEALALERLAQAIAGMSQDHEEGVRAFREKRPPRFQGR
T33-fn18-B
MPLIRIDLTSDRSREQRRAIADAVHDALVEVLAIPARDRFQILTAHDPSDIIAEDAGLGSDKSPSVVIIH VFTQAGRTIETKQRVFKAITLSLLPIGVMDADVFIAITENAPHDWSFAGGQNQYVQGELAIPATGAA T33-fn19-A
MVLKERQDGVLVLTLNRPEKLNAITGELLDALYAALKEGEEDREVRALLLTGAGRAFSAGQDLTEFGDRK PDYEAHLRRYNRVVEALSGLEKPLVVAVNGVAAGAGMSLALWGDLRLAAKGASFTTAFVRIGLVPDSGLS FLLPRLVGLAKAQKLLLDSLKLSAEQALKLGLVHGVVKAHALMLEALLIARRLAQGPTRAYALTKKLLLE TYRLSLTEALALEAVLQGQAGQTQDHEEGVRAFREKREPRFQGR
T33-fn19-B
MHHHHHHSGMTQTAPAAVAYSVNHAGVAAIVLDRPDASNALDEHMKTELLQALLAAGGDPAVRAVVMSAA GKNFCVGQDLEEHVERLDDDPAHAMDTVREHYNPVLEALDAI KVPVVVAINGACVGAGLGLALGADIRIA GQRAKFGTAFTGIGLAADSALSASLPRLIGASRATAMFLLGDTIDAPTAHTWGLVHEVVDEGSPADVANS VAGRLAGGPTAAFSEVKELLRRNAVAPLGDVLEREASAQQRLGASVDHSAAVLAFEAKDKPIFYGD T33-fn20-A

MAVSDQRLSEATKRELQDELQRAGHPQAPVIPDGWRMDFELGVTHFTMRKSHGDEEIILQLTGEDRSNEE ITRTLDVLVVNGGKALVFGMSVEDGEFVINNVCFRHDGKLALDTSAEAQFQKSQLYMGPDLADLEDHLVD SFTSYLSARGVNDTLANFIDQASLVFEQQNYLAWLLAINLFVS
T33-fn20-B
MLSVNEIAAEIVEDMLDYEEELRIESKKLSTGAIVVDCGVNVPGSYDAGIMYTQVCMGGLADVDIVVDTI NDVPFAFVTEYTDHPAIACLGSQKAGWQIKVGKYFAMGSGPARALALKPLETMARIEYMDDARVAVIALE ANQLPDDRHMTYMAIECFVRLENVYALVAPTASIVGSVQISGRIVQTAIFKMNEIGYDPKLIVSGAGRCP ISPILENDLKAMGSTNDSMMYYGSVFLTVKKYDEILKNVPSCTSRDYGKPFYEIFKAANYDFYKIDPNLF APAQIAVNDLETGKTYVHGKLNAEVLFQSYQIVLEEGSHHHHHH
T33-fn21-A
MADADQVLSAATQLELAIERTRAGLPEKPEIPPGWEIDRKPGVTHFTMRKSHGSETIILQLTGEDRSNEE ITRTLDVLVVNGGKALVFGMSVEDGEFVINNVCFRKDGKLALDTSAEAQFQKSQLYMGPDLADLEEYLVD SFTSYLSARGVNDTLANFIDQFSLWSEQADYEEWLESINQFMS
T33-fn21-B
MHHHHHHSGMSLRLERDGAVARLLIDRADRRNAFSLDMWQRLPELLKEASGDDALRVLVVKSANGGAFCA GADIAELLANKDDAAFHAANTAAILLAMAELASFRLPTVAMVEGDCIGGGCGIALACDMRIAAPAARFGI TPAKLGLVYPLHDVKLLVDLVGPGQARRLMFTGGLIDANEAHRIGLVELLGESEDALVGQLATVSSFSTQ AIKSFVRAVLDGQIIDTAKSFAVFASAFEGADFREGTGAFLEKRPPVF T33-fn22-A
MSLSQDGTLEQRQGDGVLTLTLGRAPAHPLSKETLARLKAALEWAMGDDSVHVLVIHGPGRIFCAGHDLK EIGRHRADPDEGREEVTILFEECSALMLDLAHCPKPTIALVEGIATAAGLQLMAACDLAYASPAARFCLP GVQNGGFCTTPAVAVSRVIGRRAVTEMALTGATYDADWALAAGLINRILPEAALATHVADLAGALAARNQ APLRRGLETLNRHLELPLEQAYALATPVMVEHFMDPGRRHLDWID
T33-fn22-B
MHHHHHHSGSAVQPSFIRTNIGSTLRIIEEPQSDVYWIHMHADLAINPGRACFSTRLVDDITGYQTNLGQ RLNTAGVLAPHVVLASDSDVFNLGGDLALFCQLIREGDRARLLDYAQRCVRGVHAFHVGLGARAHSIALV QGNALGGGFEAALSCHTIIAEEGVMMGLPEVRFDLFPGMGAYSFMCQRISAHLAQKIMLEGNLYSAEQLL GMGLVDRVVPPGFGELEIAKHIQKSQLTPHAWAAMQQVREMTTAVPLEEMMRITEIWVDTAMQLGEESLR TMDQIVRKQSRRSGLDAG
T33-fn23-A
MKKIHTKNAPAARGPYVQGKIVGNLLFASGQVPLSPLSGKVIGTTIEEQTRQVLANIAAILGAAGTDFDH VVKTTCFLSDIADFLPFNEVYADQFKSDFPARSAVEVARLPKNVKIEIEVIAELI
T33-fn23-B
MHHHHHHSGMMTTSNAGAQQPNVEGRRFSPDQVRSVAPALEQYTQQRLYGDVWQRPGLNRRDRSLVTIAA LIARGEAPALTYYADQALENGVKPSEISETITHLAYYSGWGKAMATVGPVSEAFAKRGIGQDQLAAVEST PLPLDEEDERAFATRVRNMFGDVAPGLVQYTTDYLFRDLWLRPDLAPRDRSLVTIAALISVGQVEQIYFH LNKALDNGLSEEQAAEVITHLAFYAGWPNAMSALPVAKDVFKARRK
T33-fn24-A
MTTTVQNLIADINSLTSHLHEKDFLLTWEQTPDELKQVLDVAAALKALRADNISTKVFNSGLGISVFRDN STRTRFSYASALNLLGLAQQDLDEGKSQIAHGETVRETANMISFCADAIGIRDDMYLGAGNAYMREVGAA LDDGYKQGVLPQRPALVNLQCDIDHPTQSMADLAWLREHFGSLENLKGKKIAMTWAYSPSYGKPLSVPQG IIGLMTRFGMDVTLAHPEGYDLIEEVVLIAQAAAGHSDGHYKQVTSMEEAFKDADIVYPKSWAPYKVMEE

RTELLRANDHEGLKALEKQCLAQNAQHKDWHCTEEMMELTRDGEALYMHCLPADISGVSCKEGEVTEGVF EKYRIATYKEASWKPYIIAAMILSRKYADPGALLEQLLKENQPRVK
T33-fn24-B
MHHHHHHSGAYRYRDIVVRKQDGFTHILLSTKSSENNSLNAEVMKEVLDALHTADKDDSKLVLLSAVGSV FCCGLDFIYFIRRLTDDRKRESSLMALAIRATAAFYAAFSKPIIVAVNGPAIGLGASILPLCDVVWANEK AWFQTPYTTFGQSPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIK ELASCNPVVLEESKALVRCNMKMELNQAIERECEVLKKIWGSAQGMDSMLKYLQRKIDEF

T33-fn25-A
MTGAGRSNDTGIVLQQAMLLMAIEAQQHLLQLTVWGIKQLQTRVLGGGGRWMQWDKEISNYTNTVYQILK GAQSQQRKNKFDTLSL
T33-fn25-B
MHHHHHHSGSIEVLKAALSEYAKDIKLNLSSITRSSVLDQEQLWGTLLAASAAATRNEQVLAMIAYQALDH LSGGQFAAALGAAAIMGMNNVFYRGRGFLEGRYDDLRPGLRMNIIANPSIPKANFELWSFAVSAINGCSH CLVAHEHTLRTVGVDREAIFEALKAAAIVSGVAQALATIEALSPS

T33-fn26-A
MAGAGQSNDSGIVQQQSNLLRAIEAQQHLLQLTVWGIKQLQTRVLGSGGAWGLWRGFIYKYTATVKRLLE ESQNQQERNEKDLLALA

T33-fn26-B
MHHHHHHSGAYRTRDIVVRKQDGFTHILLSTKSSENNSLNPEVMRLVISSLSKAATGDSKLVLLSAVGSV FCCGLDFIYFIRRLTHSRQLTSEQMARAIRIFVNTFIQFSKPIIVAVNGPAIGLGASILPLCDVVWANEK AWFQTPYTTFGQTPDGCSAVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIK ELASCEPAALMATKHAVWANMKMELEQANEIECEALKVRWGSAQGMDSMLKYLQRKIDEF T33-fn27-A
MTDAGRKLDSIIVQQQANLLRAIEAQQHLLQLTVWGIKQLQTRVLGGGGRWMQWDKEISNYTNTVYRLLE DSRYKQAALKLALKALA
T33-fn27-B
MHHHHHHSGAYRYRDIVVRKQDGFTHILLSTKSSENNSLNAEVQLEVQSALSTAAQDDSKLVLLSAVGSV FCCGLDFIFFIRLLTRDREETSTTQAGADAGFVATFIQFKKPIIVAVNGPAIGLGASILPLCDVVWANEK AWFQTPYTTFGQSPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIK ELASCNPVVLEESKALVRCNMKMELEQANIREAQVLEKIWGKAQGMDSMLKYLQRKIDEF T33-fn28-A

MTGAGFLNDWGIVQQQSNLLRAIEAQQHLLQLTVWGIKQLQTRVLGGGGRWMQWDKEISNYTNTVYRLLE ESQNQQEINEHLLRHLA

T33-fn28-B
MHHHHHHSGAYRYRDIVVRKQDGFTHILLSTKSSENNSLNEQVMLYVRSALKKAATDDSKLVLLSAVGSV FCCGLDFIYFIRRLTDDRDRESRFMAIAIREFVNTFIQFKKPIIVAVNGPAIGLGASILPLCDVVWANEK AWFQTPYTTFGQSPDGCSTVMFPKIMGGASANEMLLSGRKLTAQEACGKGLVSQVFWPGTFTQEVMVRIK ELASCNPVVLEESKALVRCNMKMELEQANERECEVLKKIWRSKQGMDSMLKYLQRKIDEF
T33-fn29-A
MPHLTLEYTDNLPEPQIRHLLFLLNGALLSRPEIFPVGGIRARAYRLSEYALADGSEPSDAFVHLRLQIG AGRSDEQKKKTGDILFLILVAHFRAEFSQRGLMLSAEISEFSDKGTWKKNNIHARYRK T33-fn29-B

MHHHHHHSGDDPRLLSLFSAQREEDADIVI IGFPYDEGCVRNGGRAGAKKGPAAFRFFLQRLGSVNNLEL NVDASHLKLYDAGDITASTLEEAHEKLESKVFTVLARGAFPFVIGGGNDQSAPNGRAMLRAFPGDVGVIN VDSHLDVRPPLSDGRVHSGTPFRQLLEESSFDGQRFVEFACQGSQCGALHAQYVRDHQGILMWLSEVRKL GAYQALLIAFALTGSNTFFSFDVDSLKSSDMPGVSCPAAVGLSAQEAFDMCFLAGSDEQVMMMDMSELNP LVEEYRSPRVAVYMFYHFVLGFALRSKPKAEN

T33-fn30-A
MHHHHHHSGEQLPQCETLILEKQGPTLVITINRPDVRNAMSLQMVAELSTIFSEIENDISIRAAVLRGAG GHFCAGGDIEDMLEARAQKAGEGRDDPFYKLNRAFGQMIQQVNESSKVVIAITEGAVMGGGFGLACVSDL AIAGPTAKFGMPETTLGVIPAQIAPFVVERIGLTQARRLALLGLRIDATEACKLGIVHQVAESEEQLSDM LNQALERVRLCAPDATAETKALLHRVGHEAMAGLLDDAAEKFAAAIRGPEGAEGRMASLQDREPKWAELP NQ
T33-fn30-B
MTQTAPAAVAYSVNHAGVAAIVLDRPEASNALDRTMKTELLQALLAAGGDPAVRAVVMSAAGKNFCVGQD LAEHVEALRDDPANAMKTVEEHYNKVLEALDAIKVPVVVAINGACVGAGLGLALGADIRIAGQRAKFGTA FTGIGLAADSALSASLPRLIGASRATAMFLLGDTIDAPTAHTWGLVHEVVDEGSPADVANSVAGRLAGGP TAAFSEVKELLRRNAVAPLGTVLLKETIAQLRLGSSRDHSAAVEAFLAKDKPVFVGR
T33-fn31-A
MHHHHHHGSNDVLFSNHGRVAVITLNRGDRLNAWTTPMRETIIDALERFNRDPEVAAIIMTGKGREAFSA GQDLSEAHDFDGERAVAWVKEWQRYYTALRSLSKPLVMALNGTAAGSAFQVALLGDIRVGHPGVRMGQPE INAGIASTTGPWIMNAMLGMSRTIELTLTGRLMPADHCHRIGLIHVLTSEDLVFDEALLIATELAAKPPV AMRLDKQRFREMTEPGFIDCIEAGERIQREAYDSGEPARMMEEFFSKRAK
T33-fn31-B
MSGIDTKQQNNLLSAIIAQQHLLQLTVWGIKQLQARSGGRGGWMAWDRHINNLTSIIHSHIKESLDQQEK T33-fn32-A
MHHHHHHGSNDVLFSNHGRVAVITLNRPDRGNAWTTPMRETIIDALERFNRDPEVAAIIMTGAGNDIFSK GQDLSEAHDFDGERAVAWVKEWQRYYTALRSLSKPLVMALNGTAAGSAFQVALLGDIRVGHEATFMGQPE INAGIASTTGPWIMNAMLGMSRTIELTLTGRLMEAEECHRIGLIHLLVHESQVFDMALIIATNLAAKPPV AMRLDKQRFREMTEPGFIDCIEAGERIQREAYDSGEPARMMEEFFSKRAK
T33-fn32-B
MILVYSTFPNEEKALEIGRKLLEMRLIACFNAFEIRSGYWKDGRIVQDKEWAAIFKTTEEKEHDLYEALR LLHPYEFPAIFTLKVENVLEEYMALLRASVS
T33-fn33-A
MHHHHHHSGFQSMSNDVLFSNHGRVAVITLNRPERLNAWTTPMRETIIDALERFNRDPEVAAIIMTGAGQ DAFSAGQDLSEAHDFDGERAVAWVKEWQRYYTALRSLSKPLVMALNGTAAGSAFQVALLGDIRVGHKHVR MGQPEINAGIASTTGPWIMNAMLGMSRTIELTLTGRIMPAKECHRIGLIHYLTHESTVFDVALLIAEILA RKPPVAMRLDKQRFREMTEPGFIDCIEAGERIQREAYDSGEPARMMEEFFSKRAK T33-fn33-B
MPHIRVRGAEKEKVRDFTAGLADILGRAASDTASAFTFEYVETTFFFDGKEDDGLVFIEVLWFDRDSETR ATIALLFTLKWKRITDKIVTIVFNPLIENMYYVDGKRF
T33-fn34-A
MHHHHHHSGPSSAIATLAPVAGLDVTLSDGVFSVTINRPDSLNSLTVPVITGIADAMEYASTDPEVKVVR IGGAGRGFSSGAGISADDVSDGGGVPPDTIILEIERLVRAIAALPHPVVAVVQGPAAGVGVSIALACDVV

LASENAFFMLAFTKIGLMPDGGASALVAAAVGRIRAMQMALLPERLPAAEALAWGLVTAVYPADEFEAEV DKVIARLLSGPAVAFAKTKLAINAATLTELSPALQRESLGQSVLLKSPDFVEGATAFQQRRTPNFTDR T33-fn34-B

MI IVYTTFPDWESAEFVVKQLLLARMIACANLREHRAFYWWSNSIEEDKEVGAILKTRESLWRDLKEAIK QLHPYDVPAIIRIDVDDVNNGYEEWLIEETQK

T33-fn35-A
MHHHHHHSGTQTAPAAVAYSVNHAGVAAIVLDRPEASNALDRTMKTELAAALKKAAGDESVRAVVMSAAG KNFCVGQDFTEHAVALARDPRHAMDTVREHYNPVLEALDAIKVPVVVAINGACVGAGLGLALGADIRIAG QRAKFGTAFTGIGLAADSALSASLPRLIGASRATAMFLLGDTIDAPTAHTWGLVHEVVDEGSPADVANSV AGRLAGGPTAAFSEVKELLRRNAVAPLGDVLEREASAQQRLGASRDHSAAVKAFLAKDKPVFVGR T33-fn35-B
MQWQTKLPLIAILRGITPDEALAHVGAVIDAGFDAVEIPLNSPQWEQSIPAIVDAYGDKALIGAGTVLKP EQVKALADMGCQLIVTPNIHKEVIVAAVAFFMTVCPGCATATEAFTALEAGAQALKIFPSSAFGPQYIKA LKAVLPSDIAVFAVGGVTPENLAQWIDAGCAGAGLGSDLYRAGQSVERTAQQAAAFVKAYREAVQL T33-fn36-A MIVDYSVNHAGVAAIVLRDAKNSNALDDGAKTELLHALLKAGGDPAVRAVVMSAAGKNFCVGQDLREHWI ATAKDPAHAMDTVREHYNPVLEALDAIKVPVVVAINGACVGAGLGLALGADIRIAGQRAKFGTAFTGIGL AADSALSASLPRLIGASRATAMFLLGDTIDAPTAHTWGLVHEVVDEGSPADVANSVAGRLAGGPTAAFSE VKELLRRNAVAPLGDVLEREASAQQRLGASKDHRAALLAFMNKDKPVFVGR

T33-fn36-B
MHHHHHHSGSAVQPFIRTNIGSTLRIIEEPQRDVYWIHMHADLAINPGRACFSTRLVDDITGYQTNLGQR LNTAGVLAPHVVLASDSEVFNLGGDLALFCQLIREGDRARLLDYAQRCVRGVHAFHVGLGARAHSIALVQ GAALGGGFEAALSCHTIIAELAGSYGLPEVQNDLFPGMGAYSFMCQRISAHLAQKIMLWGNLFSALQLLG MGLVDAVVSEGSGVDMVEFVIFISKRTPHAWAAMQQVREMTTAVPLEEMMRITEIWVDTAMQLGEKSLRR MDELVKADSRRSGLDAG

T33-fn37-A
MHHHHHHSGMTQTAPAAVAYSVNHAGVAAIVLDRPEASNALDRTMKTELLQALLAAGGDPAVRAVVMSAA GKNFCVGQDLAEHVEALREDPSNAMATVREHYNPVLEALDAISVPVVVAINGACVGAGLGLALGADIRIA GQRAKFGTAFTGIGLAADSALSASLPRLIGASRATAMFLLGDTIDAPTAHTWGLVHEVVDEGSPADVANS VAGRLAGGPTAAFTFVKYALRMNAVAPLGVVLDIEATFQQFLGASRDHSAAVEAFLAKDKPVFVGR T33-fn37-B

MAGAGQSNDSGIVQQQSNLLQAIQRQLHLLELTVKGIKQLQTRVLGGGGLWTAIDLQISFMTEAVKRLLR EAQEQQDRNEKDLLALA

T33-fn38-A
MHHHHHHSGTQTAPAAVAYSVNHAGVAAIVLDRPEASNALDRTMKYELLKALLLAAANLDVRAVVMSAAG KNFCVGQDRDEHIEALRDDPKNAMDTVREHYNPVLEALDAIKVPVVVAINGACVGAGLGLALGADIRIAG QRAKFGTAFTGIGLAADSALSASLPRLIGASRATAMFLLGDTIDAPTAHTWGLVHEVVDEGSPADVANSV AGRLAGGPTAAFSEVKELLRRNAVAPLGDVLEREASAQQRLGASRDHSLAVKAFMADAKPIFVGR T33-fn38-B
MTSTAVEITVKNAADIAIIGGSGLYQMQALTNKRSVRIATPYALPSDDIVLGELNGVTVAFLTRHGQGHR LTPSEVPYRANIYALKSLGVRYIVSVSAVGSLQETLKPLDMVIPDQMIDMTKQRVSTFFGDGAVAHVSMA DPLCPEVADILIRAYDNADIADGQCHAKATYVCIEGPQFSTRAESHWYRQMQADIIGMTNMPEAKLAREA

SIAYATLALVTDFDCWHPNEQAVSADYAIQNLMKNADNAQQVIKQAVALIASEQPKSIAHTALTQALVTP VEAMSEETKLRLFALLP
T33-fn39-A
MTQTAPAAVAYSVNHAGVAAIVLDSPRNSNALDDEMKTELLQALLAAGGDPAVRAVVMSAAGKNFCVGQD LFAHFAELRRDPAHAMDTVREHYNPVLEALDAIKVPVVVAINGACVGAGLGLALGADIRIAGQRAKFGTA FTGIGLAADSALSASLPRLIGASRATAMFLLGDTIDAPTAHTWGLVHEVVDEGSPADVANSVAGRLAGGP TAAFSEVKELLRRNAVAPLGDVLEREASAQQRLGASRDHSAAVEAFLAKDKPVFVGR

T33-fn39-B
MHHHHHHSGMSLRLERDGAVARLLIDRADRRNAFSLDMWLRLPELLAEASGDDALRVLVVKSANGGAFCA GADIAELLANKDDGAFHDANQMAILRAQLELARFRLPTVAMVEGDCIGGGCGIALACDMRIAAPAARFGI TPAKLGLVYPLHDVKLLVDLVGPGQARRLMFTGGLIDANEAHRIGLVELLGESEDALVGQLATVSSFSTQ AIKSFVRRVLDGQVAMDADAAHVLASAYEGADFREGTGAFLEKRPPVF

T33-fn40-A
MSDLRLERDGAVARLLIDRPQNNNAFDTQMWQNLPVLLADASGDDALRVLVVKSANGGAFCAGADEHLLL TRMLDDDWHAENQQAINRAQYELARFRLPTVAMVEGDCIGGGCGIALACDMRIAAPAARFGITPAKLGLV YPLHDVKLLVDLVGPGQARRLMFTGGLIDANEAHRIGLVELLGESEDALVGQLATVSSFSTQAIKSFVRR VLDGQVADDADSLRVFASAFKQKDFMEGQLAFAQNRPPVF
T33-fn40-B
MHHHHHHSGMYETIRYEVKGQVAWLTLNRPDQLNAFTEQMNAEVTKALKQAGADPNVRCVVITGAGEAFC AGEDLSGVTEEMDHGDVLRSRYAPMMKALHHLEKPVVAAVNGKAAGAGMSLALACDFRLLSETASFAPAF ISVGLVPDAGHLYYLPRLVGRAKALELAVLGVRVTALQAAKLGLATAVIPKHLWELAVKAYASALSNMPT KAIGLIKRLLRESEETTFDRYLEREAECQRIAGLTSDHREGVKARNESRKPLFQGN T33-fn41-A
MHHHHHHSGMSLRLERDGAVARLLIDRADRRNAFSLDMWQRLPELLKEASGDDALRVLVVKSANGGAFCA GADIAELLANKDDAAFHAANQDAINYAQYELARFRLPTVAMVEGDCIGGGCGIALACDMRIAAPAARFGI TPAKLGLVYPLHDVKLLVDLVGPGQARRLMFTGGLIDANEAHRIGLVELLGESEDALVGQLATVSSFSTQ AIKSFVRRVLDGQVADDKQSLLYFAAAYHHADFREGTGAFLEKRPPVF T33-fn41-B
MNDFLNSTSTVPEFVGASKIGDTIGMVIPNVDQQLLDKLHVTKQYETLGILSDRTGAGPQIMAMDEGIKA TNMECIDVEWPRDTKGGGGHGCLIIIGGDDEKDARQAIRVALDNAARTFGDVYNAKAGHLELQFTARAAG AAHLGLGAVEGKAFGLICGCPSGIGVVMGDKALKTDGVEPLNFTSPSHGTSFSNEGCLTITSAAAAVLTA VLAGRRVGLKLLSQFGEEPKNDFQSYAK

T33-ml1-A
MYPVDLHMHTIKNDASFSTLSDYIARAKEKGIKLIAITDHGPSHPIAPHPEYYVRMKELPDVVDGVGVLR GVEANILDTNGNIDVTPEMEKSLDLILAGLYESVYPPQSRAENTKALINAIASGKVHVISHPADPRYPVD YRALAGAAAVAGVALEITEHAFGEEFPGAEPRARELARAVKEAGGYVALGSDAHHAWHLGRFEHAERVLR EVGFPEERVLNRSPEKLLAFLESRGVPKKPAFADLGGSHHWGGHHHHHH

T33-ml1-B
MSISYRKLDIALSADGEEVLVEGFVLPTKFFENVIVTTMLNAAGTDEENINALLADVHAAGLDVSNYGKA SEIYAKGDPEKRAEAEARRAEAEARRAELAAELSTPEAQAEAKKEKVLEAAELAARFGPAGVKAGL T33-ml2-A

MHHHHHHGGSHHWGGKLLLAATGSPAARFFGELAKQFVPHFEVRAVLTEGALEFVDLSSLPAEVPVYTDE DMRAAFKKEGDVILHIELADWADVLLIAPASINTIAEIASGLAPNLLLRIFAGWDLSKPVFIAPAMSQRE YDNPATKENLKKLEERGVIIIPPVKGRGADGSVGNGVMAPPEKIADAVLGYLEARKALKKVVTS
T33-ml2-B
MNMAETYYEIGKKFEKTGAYDAAIHAYLAALAEDPNNAEAWYNLGKAYEKLGKYKEAIEAYKKALELDPK NAEAWYNLGKAYEKLGDYKKALEEYLKSLELDPFNEEAKKNAKEAGKKGVLE
T33-ml3-A
MKLPNKVSLVAGTAEGATPENALHGARLNAGIGDVNLVPVSGIAPAGAEIVPLPELPPGALLPTAEASIV SDVPGKTIAAAVAVGIPKDPSLPGIIATYAGEMSAEEARRRVELIVIEQFLQRGWELESIHSVAVEHTVK RLGAALAAAVLWYKGGSHHWGGHHHHHH
T33-ml3-B
MTAEGETAVAIALLGDEDPHVRAEAAKKLGKIGDKEAVKPLIEALGDEDPAVRAAAALALGKIGDKEAVP PLIGALLDEDPAVRVAAALALGKIGDKEAVPALILALLDEDEAVRVAAAVALGKIGDKEAVEPLVKALEK EEGLVRKAAAIALEKIGGEEVKKAAEELAKKGEGEARKAAEEYLKKHKLE
T33-ml4-A
MLDEIAFADARILTPFTEADIERLLDALELEPGTRVVDLGCGTGYFLVLGAERKGITATGIDISELAIEK ARELARERGVEDRVEFIHGDVSTYVAEEKVDVAACIGAEAYFGGIEGALKALEKSLKEGGIILLGVPYWR TRPATEAEARACGFDSIDDLDTLAETVAKLEALGYRVIQIVLADEHGMEELYYGRLVQLDRWLREHPDHP FAPALEAELATLAARYEKYVRRHLGYGVFALRKRLEGGSHHWGGHHHHHH

T33-ml4-B
MIVVLITVPSEEVARKIARAAVEGGLAAEVLIIPALTLYYRENGKVVERPVYLLLVLSTESKFPALLALV KALHPEKVPLIVALPVVDGNPEYLRWVKLNTG
T33-ml5-A
MPMVIFECSDNIREEAKFEELFARLNPALASTGLFPLEEIVGRVHWVDTWQFADGQHDYAFVHVTIDVPA GLSEEDRLLVLNGVFALLLGHLEPLMKEHLLYLSLELRVLPATLSRRWNNAIELFKGGSHHWGGHHHHHH T33-ml5-B
MSVKIDVIRVEIPEGTWVIIGQSHSRSIVFDLSQTLQSASGRLRFGIAYCEASGKRLILHDGNDPALVEL AKETALKIGAGHTFVIYIRNGRPEDILNRIKNIESVVRIFAATANPLQVLVAETDQGRGVIGVVDGYTPL GVATAEDRAALAAALRAEGYKR
T33-ml6-A
MTAVFAAIVGFLDKKIEELKKIQKHKTLPKMSGGWELELNGTEAKLVREVDGYKVTVTFNINNSIPPTFD GEEEPSQGQPVEEQPPELTSTPNFVVEIVKASQPDTALVFDCYYPEDEVGQEEEEEKPLFEIKEVSFQST GESEWKDTNYTLNTDNLPEDLLLAFYALLAALGVDNDFAKELIELSTALEHQERITFFEQLRDFIA
T33-ml6-B
MNLAEKMYEAGKYFAAQGNYELAIIAYTLLALLKDPNNAEAWYNLGKAYAALGKYEEAIEAYKKALALDPN NAEAWYNLGGAYAGLGKYEEAIEYLEKALALDPNNELAKLMLKFAKLQLELEGGSHHWGGHHHHHH T33-ml7-A
MHHHHHHGGSHHWGGMLFSFLHEEKKLGKIIVVDKGSGPEHVRSQLKTCGDYIDYVRFAGKTAAQMPAEV VKEKIAIYHEKGIKVFPGASLFEEAVKKGKEDEFLAECKAAGFDAVEIGNLNINLSDEELEALIKKAKAA GFEVFTVVGRADPKVDKLLSVSDIVRRIRRFLEAGADYVIIYGGSTGKGKGLYDENGNLKEEDLDYIKEN VPMEKIIFEAPLEKQQKQLIEKFGPSVNIAEISFSDVITVANLRSGLRGDTFGKV
T33-ml7-B

MKERQISLLETLLSLYIDLLEVMADMAGKSGKYVLLDVREDLKFVEKNKIPGAIWLPVSLLEERIDELDP SKTYVVYDYKGHSTNSYRALLILLKAGFEAYILSGDPKLLLG
T33-ml8-A
MLAFEFLHEEKELGKIIVVDTGTSPHHLKGQLETVGDFIDYVKFAGMTAAVMPKKVVCEKILIYHKHGIK VMPGGTLFEKAVSKGKEKEFLLECRELGFDAIEISDLNIDLSDEELKKLIKMAKEEGFEVFTKVGRADKE RDAKLTVEDIIAKINFYLEAGADYVIIYGGASGKGIGLYDENGKLKKEWLDEIKKNVDMSKIIFEAPLPE QQKELLDKFGPSANLAEISLHDVARLAEMRYGLRGDTFGKV
T33-ml8-B
MHHHHHHGGSHHWGGGMAQAQTQGQEEEQKKKIVIIIRHGPEEPIYCVTPLRLAVVAAEQGYETTIVFTE LGPELLNKLYWIEEMAKGGNPVTKYLLKAREKGVKIYVCEWSLEEICKLKKEDIIPGVEIIDDKDIIKLM LEADVVIFF
T33-ml9-A
MHHHHHHGGSHHWGGMKAFEFLYEDFQRGLTVVLDKGLPPKFVEDYLKVCGDYIDFVKFGWGTSAVIDRD VVKEKINYYKDWGIKVYPGGTLTEYAYSKGKFDEFLNECEKLGFEAVEISDASIDFSMKEMIDMIRKAKA NGFMVLTLVGRKDPAKDAELTIVERVIRITAYLDAGADYVIIYGRESGKGKGLFDKEGKLKLDDLDILAS SVDMSKVIFEAPQKSQQVALILKFGSSVNLANIAFDEVISLETLRRGLRGDTFGKV
T33-ml9-B
MSKTTVIYPGSFDPIHKGHVDLIERASKMFPRVVVAVVKGHHKKHTFSIVERLLLVEAAVGHLPNVEVRA VDGLLVNVFKELKATAVLRGLRAVSDFEYEFQLANMNRQLDPHFEAVFLTPSEQYSFISSTLIQKLAANG GDISQFVPPVVVAAFKALKGKGW
T33-ml10-A
MPLVVLVTVPSEEEARRIARALVERRLAAQVNIVPGLTSIYRRDGEVVEDQELLLLVFTTELRFPLLREL
VRSLHPEATPMIVALPVVDGNTDYLLWLLENTG
T33-ml10-B
MPFEKALYFLTYLSYTIDIAELSILIKKGDKSIIIVDVRDAEAYKECHIPTAISIPGNKINEESTKDLPK DKTIITYCWGPACNGATRASRKFAELGFDVKRLIGGIEYWRKENGEVEGTLGAKADLFWNMKKESLEGGS HHWGGHHHHHH
T33-ml11-A
MFSNKRVLVEKEGEAGIAVMKFKNPPVNSLSLEFLTEFVISLEKLENDKSIRGVILTSERPGIFSAGLDL MEMYGRNPAHYAEYWKAVQELWLRLYLSNLTLISAINGASPAGGCLMALTCDYRIMADDDGYTIGLNESL LGIVAPFWLKDNYVNTIGHRAAERALQLGTLFPPAEALKVGLVDAVVPPEAVLAAAKGTLAEWFQIPDHS RQLTKSMMRKATADNLIKQREADIQNFTSFISRDSIQKSLHVYLEKLKQKKG
T33-ml11-B
MHHHHHHGGSHHWGGSSGLVPAGSHMRLTPHEQERLLLSYAAELARRRRARGLRLNHPEAIAVIADHILE GARDGRSPGELAAAGQTVLGRDDVVGGVPEMLAEVQVEATFPRGTMTVTVERPIA

T33-ml12-A
MMSGWFPVKTTEELEVIDITPLVEAALKGAGLKNGLVLVYVPDVDAAI IVNTADPELLEDIVRHLRTLCD PEGDWAYNKVEPNAHAYLGTALVGNSVVIPVRNGKLDLGKEQKVLFIDMDGPDTYTVKLMALEE
T33-ml12-B
MIKKPEFGLMQPPKKRVRQELSSVAEETIEAAFDFFDVDGDGKINKEELKKALHALGFAVNDMQIEALMA AYDKDGDGYINKEEFKEIVELLRKNGGSHHWGGHHHHHH
T33-ml13-A

MNAVVQRTELGNGVVQITMKDESSRNGFSPSIVAGLKAALDAVIDDSSVKVVILTGYGNYFSSGASKEYL LALTKGEVGVLNLVPLILDCPVPVIAAMQGHSFGGGLLLGLACDFVVFSQESVYATNESKYGFTPYAAAR LILRRKLGSELAQEMLYTGENYRGKELAERGIPFPVVSRQDVLNYAQQLGQKIAKAPRLTLILLNIDARA DLRAAYPAALRRELGLFSLTFSQPEIPERIQQEF
T33-ml13-B
MRRGLLPNDVWQADICEYKYKKYKYCLHIVVDTFSGAMSVSCKKKKTPLETIEALLQAISLLGRPKKIIS DHDPAFRHGLTKAFCLSSGIELESYTPGDPSSSALVDAACKELKALLDRYLTENPELPLDNAINLALWEH NQLKVVEPYGKTPWQLHHSGGSHHWGGHHHHHH
T33-ml14-A
MHHHHHHGGSHHWGGSELTVNVINGPNLRMLGFREPAVYGGTTFSELVELIEREAAELGLKAVVRQSDSE AQLLKWIHLAALMAEPVILNAGGLTHTSVALRDACAELSAPLIEVHISNVHAREEFRRHSYLSPIATGVI VGLGIQGYLLALRYLAEHVGT
T33-ml14-B
MPMFIVNTNVPRASVPDGFLSLLTRLLALLTGKPEKYIAVHVVPDQLMAFGGSSEPCALCSLHSIGKIGH EQNRSYSKLLCTVLAQRLRISPDRVYINYYDMNPENVGWNNSTF
T33-ml15-A
MSLKDKKILIVEDSLEQAITIGLILVKYGYEVIIAGTGEQAVEYVSGGEYPDLILMDIELGEGMDGVQTA LAIQQISELPVVFLTAHTEPAVVEKIRSVTAYGYVMKSATEQVLITIVEMALRLYEANVHANEG T33-ml15-B
MHHHHHHGGSHHWGGGRSLVVIVNDRTAHGDQDKSGPLVVGLLRAAGFVVDGVVVVENDLSEIQNAVNTA VIGGVDLVVTVGGTGVTPRDVAPEATQPLLDRELLGIAEAIRSSGLAAGVTEAGLSRGVAGISGSTLVVN IAGSQEAVLVGLKTLLPMAIQIIEQLSSLEI
T33-ml16-A
MAEVSIKTKIKAKHRLYSKNLSEEENKMLFGSAAKKGGHEHNYTITVTVKGEIDPTTGLVINGTDLRIWI EKAIILPLDNKNLNEDVPYFKTNVPTTENIAKYIKENLEKVLPKGLLSKVVVEETEEHKVTIKGEGGSHH WGGHHHHHH
T33-ml16-B
MPAIILTTTPTEADARALAEGLLEKRLIAEAIITPNVTRIYLENGEIKSEKVVRMELYTVEEKVEAAMTY IEAHHPDPIPPIIVIKPDKVSPKYKKWILEQTAL
T33-ml17-A
MAPTMTEFVGTAGGDTVGLVIANVDSLLHKHLGLDNTCRSIGIISARVGAPAQMMAADVAVQTTNTEVAT IELPRDTKGGAGHGIFIVLKAADVSDARRAVEIALAMTDEYLGDVYLCDAGHLEVQFTARASLIFEKAFG APSGQAFGIMHAAPAGVGMIVADTALKTADVKLITYGSPTNGVLSYTNEILITISGDERAVLKSLDAARK AGLSILKDMGEKPVSMSEPTF
T33-ml17-B
MPLIRIDLTSTRSRLQRQLIAQAVHDALVEVLAIPARDRFQILTAHPISDIIAEDAGLGFTRSPDVVIIH VFTQAGRTIETKQRVFAAITESLAPIGVAGSDVFIAITENAPHDWSFGFGSAQYVTGELAIPATGAAGGS HHWGGHHHHHH
T33-ml18-A
MKILIVVTHGPEDLDRTYAPLFLAVVAAERGYKTSVFFMIKGPLLLNRDYIAKVALEGGNPYLEYLYKAK QLGVEIYVCVQSLRDMCHLKEEDIIGGVKLVGGSTLIDLTLEADRTLFF
T33-ml18-B

MNLAEKMYKAGNAMYRKGQYTIAIIAYSLALLLDPKNAEAWYNLGNAYYAKGEYDDAIKAYEKALMLDPN NAEAWYNLGNAYYAKGDYESAILAYQLALKLDPNNAEAKQNLANAKQKLALEGGSHHWGGHHHHHH T33-ml19-A
MPMVTIRTNLPASEVPADFAAELTALLSKTLGVPADRIAVEVLPGVDLTFGGSREPVALITVESIGNLTP EQTNLLTLQLTLLLQLRLGLPEDRVLILFHDLPASQVGRDGRTEAAA
T33-ml19-B
MHHHHHHGGSHHWGGSPSDPPRPALLMLELRSYALGLAVADAALRAAPVRLLLARPVEPGKALILLTGEE EACRAALEAALRVAREGSGNLLDSVFIPAIHPQLLPFLLEEVAAPPLADPDEAVLVAEVRTPAAAIRAAN AALEAAPVRLTRMRLAEHIGGKAYFTLTGRREDVLRAAQVIAEVAGEDLIDLRLIPRPHAALRGREFF T33-ml20-A
MHHHHHHGGSHHWGGGMKVTFLGAAVVLIEGKKNIIIDPFISGNPVCPVKLEGLPKIDYILVTHGHGDHL GDAVEIAKKNDATVISNYEICHYLGKKGVKTHAMHIGGSYLFDFGRVKMTPAVHGSGILDGDSMIYGGNP SGFLIEIDGKKIYHAGDTGLTREMELLAEENVDVAFLPIGGNFVMDVKDAIKAAKMIKPKKVVPMHYGTW ELIFADVEAFKAGVEAIGVECVILEPGESLEL
T33-ml20-B
MPVITVNTNVAEKSIPVFFQAALTNMMSKLLDVGKERMFVDLRSGANIMMGGDRNPCVFATVECIGRLNP GSCALMAQEMEKMFIEHLNVRRERIVIRFIPVPAEFCSFNGKLHDVKEERDEYLE
T33-ml21-A
MTVPEFVGASEIGDTIGMVIPRVDQQLLDKLHVTKQYKTLGILSDRTGAGPQIMAMDEGIKATNMECIDV EWPRDTKGGGGHGCLIIIGGDDPADARQAIRVALENLPRTFAGVFNAKAGHLEFQWTPRAAGAAHLGLGA VEGKAFGLICGCPSGIGVVMGDKALKVAGVEPLNFTSPSHGTSFSNEGCLTITGDPRAVLAAVMAGAEVG LKLLSQFGEEPVD
T33-ml21-B
MPLIRIDLTSDRSRFQRLAIAEAVHLALVEVLAIPERDRFQILTAHDPLDIIAEDAGLGFTRSPSVVIIH VFTQAGRTIETKQRVFAAITEALAGIGVAGSDVFIAITENAPHDWSFGFGSAQYVTGELAIPATGAAGGS HHWGGHHHHHH
T33-ml22-A
MHHHHHHGGSHHWGTVPEFVGASEIGDTIGLVIPRVDQQLLDKLHVTKQYKTLGIISDRTGAGPQIMAAD EGIKATNVECIDVEWPRDTKGGGGHGCLIILGGEDPEDMRHAVRVALAELPRTFARVFYNKAGYAVFQYT DAAAGAAHLGLGAVEGKPFGLIAGCPSGIGVVAADEALKVEGVEPLNFTSPSHGTSFSNEGCLTITGDPE AVRLAVERGEAVAIRLLKTFGEEPKNDFPSYIK
T33-ml22-B
MTDPMKVILYIAMLELEKYIMRAAAAYALGKLGDLRAVPPLIKALKDEDAIVRAAAADALGKIGDLKAVP PLIKALKDEDGAVRVSAAVALGKIGDLKAVEPLIKALKDEDAVVRVAAAIALGKIGDLRAVEPLIKALID EKGKVQEAAALALGAIGGERVREAMEKLAEEGKGRARLYAVKYLGEHDAE
T33-ml23-A
MAIIETTTPTEEEAKAIAKKLLENRLIAEAIITPALTKIYRENGEIKSETVTRVTLYTEEENVPKAVTYI KAIHPDPIPPIIVITPTDANPAYKGWVAFET
T33-ml23-B
MHHHHHHGGSHHWGGDPERPALGILELSSYARGVKVADAALKAAPVKLLKCEPVEPGRALIMLLGEPEDV AKAMIAALDVAGLGSGNLIDYALIPEIHPQLLPFLKEYKKSEPIKDPNKAIIVAEVSTVAAAIEAADVAL RLANVELTSMRLAEHIGGRASFTLIGDKEDVEKAARAIRGVAGERLLDLEIIEKPVEALIGNEFF

T33-ml24-A
MALIYTTTPTYEDAMNIAKKLLENKLIAYALIFSNITSVYVEEDEIHNNTECAVIMATVEEKVLKATLYI EAIHPKDMPPIIVIVPADVSPRFQGWVYAKT

T33-ml24-B
MHHHHHHGGSHHWGGPARPALGVLLLTSIARGITVTDAALKAAPVRLLMSRPVCSGKHLNIFTGRPEEVL TAMFAALETAGLGSGKLLDYAFIPALHPQLLRFLDAPVVADAWEEDTEAVAVVETTTPCAAIESADVALK LAPVRLRDLRLAIGIAGKAYFTLAGREEDVRRAAKAVKGTAGDKLIELEFIARPVDELRGRLFF

T33-ml25-A
MDGEDALAAATAAEVAALLAILEAGLAALKALGFPLPDETGLDNRFLKALADWLRTEKALLTLREEALLR LLRLLVERSA

T33-ml25-B
MHHHHHHGGSHHWGGEPDRPALGVLLLASIALGRAVADAALKAAPSLLLMSRPVCPGKHLIMMRGQVAEV ETAMAAALATAGAGSGNLLDSAELPYAHEQLWRFLDAPVVADAWEEDTLAVLVVETATPCAAIRAADAAL KTAPVTLRDMRLAIGIAGKAWFTLAGDPLAVLRAAVTVVAVAGDRLLRLEFIERPVDELRGRLFF

T33-ml26-A
MPVLTIATNVPSEAVPEGALLGLTLMLSELLGVPPEEIAVQITPDQRMVFGGSSEPCAICELKSIGKINA EKNKELSAALTEFLERALGIPPERVLILFHNVKKENWGRNGGVFAGGSHHWGGHHHHHH

T33-ml26-B
MRMKYKVVIVTGVPGVGKSTVLKELEKIAKEKGIKIAVFDFFDYMLELAKKDGLVTKKDDIPFLPLDVLK KLMKEAAKKIVEEAEKLLDEDGILLIDTQAVIKTNHGYVPGLPKFVMDVLKPDIIAVVEASPLDITRRML ADTSRRLAYMGGGPGVAELMETERAAAIAAAIHTGAAVLFVRNAPGMERRAAERLLKAILNL

T33-ml27-A
MHHHHHHGGSHHWGPAGEPDRPALGVLELASIALGVAVADAALKAAPVLLLMARPVCSGKFLLVLRGEPE AVRAAMEAALRTAGVGSGNLLDFLFLPAVHEQLLRFLDAPVVADALEDPDLALLVAETATPCAAIAAADA ALKTAPVRLVDLRLAIGIAGKAWFVLAGAEEDVLRAALVVARVAGDRLLDLRFLPAPHDELRGRLFF T33-ml27-B

MIKLSADKETVLVHGQELSTKFFLEVVVQTQLLAAGTNTALATQILALVLAAGLPVDDYGAYSRAFATGD PALRAAAERVRAKAEAEREAMAAIHATPEEIAKAVAERKAREEALIKRFGNKGAAFGL T33-ml28-A
MHHHHHHGGSHHWGGDPARPALGVLELKSYALGVAVADAALRAAPVELLKCEPVEPGKALIMIRGEPEAV ARAMAAALETAKAGSGNLIDHAFIGRIHPALLPFLLEETAAPPIEDPDEAVLVVETKTVAAAIEAADAAL DVAPVRLLRMRLSEHIGGKAYFVLAGDEEAVRKAARAVRAVAGEKLIDLRIIPRPHEALRGRLFF T33-ml28-B

MPIALTVVPPEEAEPLARELVEAGLAAEVLLVPVRRIYREKGKVREEEVTLLLILVSREGVPALRAWIEA RHPDDIPLFIVLAVDEEASNKRYLGYIAAETHLYSA

T33-ml29-A
MAPARPALLVLELSSYALGVEVADAALKAAPVELLLCRPIEPGKALIMLTGEPEAVEAAMKAALETAQEG SGNLIASLFIPAIHPALLPFLLEPVRAPPLADPDEALLVAETSTVPAAIRAADEALRAAPVTLVRMDLAE HIGGKASFVLTGELEDVVRAARVVVEVAGEDLIDLRIIPRPVAALRGRLFF
T33-ml29-B
MPMLIVYVPEGFSKAQKRQLLLLLHLAVVEALGVPLENVSIILTTVEPEDVLLGGKIGRPLAVVLVYILE GLSPEQKAALIKALTEAVAKALGMDPENVSVIIVEVKPENFGVGNGKSAKEAGGSHHWGGHHHHHH

T33-ml30-A
MGPDEPERPALLILELKSYARGVRVADAALKAAPVRLLKCKIVEPGKALIMLTGRPEDVEKAYKAALTVA NKGSGNLIDSVFIPAIHPALLPFLLEETPAPPLEDPDRALLFVEVKTVAAAIRAADAALRAAPVELVRMR LSEHIGGKAVFALVGDPADVLRAAAVVAEVAGDQLLDIAIIPRPHPALLGREFF
T33-ml30-B
MPMLVVYVPEGYSEAQKRALLFRLAAAVVEATGTPLENVRIILTTYAPADVLLGGAIGVPLVVILVYLLE GLSPEQKAALVKALTAAAAEALGVDPENIRVILVPVPPENFGVGNGKTAAEAGGSHHWGGHHHHHH

T33-ml31-A
MHHHHHHGGSHHWGGPAGEPDRPALGVLLLKSYARGVAVADAALKAAPSLLLMNRPVCPGKHLLMMRGQV AEVEEAMRAALEEAGEGSGQLLASAFIPYAHEQLWRFLDAPVVADAIEEPDLAVAVVETKTPCAAIRAAD AALKAAPVVLRDMRLAIGINGKARFTLEGKLVDVLEAAAVVIEVAGDDLISLSIIPRPHDELRGRWFF T33-ml31-B

MADFHEQMATMFKNLAKILKAKNAAEVKDALKEMRKAALAAHKEVPPSLKDKPLNSQEMIEFHDEMLELA WAIHDAAHLAKEGKIEEAKKKAEEILKMVSRLVSLY

T33-ml32-A
MHHHHHHGGSHHWGGMSISYRKLDIALSADKKTVLVFGQELSTKYFTEIVVTTMLNSTGSDMANSNRILN DIHAAGLDAGDYGKYSRWWAQSNAQERQEAERRRKEAKAHQERLRAEKATVAAQLAAAAARLAEMRRLRE RFGEAGIAAGL T33-ml32-B

MNLAEKMYNAGQAMYRKGQYTIAIIAYTLSLLKDPKNAEAWYNLGQAYYKKGQYLDAIESYLKALTLDSS NAEAWYNLGQAYYKLGHYEEAIEAYEKALALDPNNAEAKQNLGNAKQKLGLE

T33-ml33-A
MHHHHHHGGSHHWGGMSISYRKLDIALSADGREVLVFGQVLKTTFFKNIVVTTMLNSTGSDMANSNRILN DIHAAGLDAGDYGKYSRWWAQSNAQERQEAERRRKEAKAHRAARRAALSTPEALAAATAEIEAERAALGA RFGPAGLDAGL T33-ml33-B

MRMFFKVVVVTGVPGVGKTTVIKELQGLAEKEGIKLYVVDFEDVMLEEAVARGLVEDRDKIRTLPLDILR ELQKLAALRIRREALLALGASGILVVDTHALVKTVAGYYPGLPKFVMDILKPDMIAVVEASPEEVAARQA RDTTRYRVDIGGVEGVKRLMENARAASIASAIQYASTVAIVENREGEAAKAAEELLRLIKNL T33-ml34-A
MHHHHHHGGSHHWGGMSISYRKLDIALSADGEEVLVDGQVLPTRFFLDTVVTTMLNACGTDEENINEILA DVHAAGLDVSNYGWASEVYKKGDPEKRAEAEARRAEAEARRAERRRRLASPEARRERRREEAERRLRLYE RFGEAGLEAGL

T33-ml34-B
MTTEEEVVLAIAELFLPDPHARAEAAKKLGKIGDPEAVPALIRALFDPDPAVRAAAAKALGKIGDKEAVP ALIVALFDPDPAVRVAAAKALGKIGDKEAVPALIEALFDPDPAVRVAAAIALGKIGDKEAVPALVRALKY EEGLVREAAAIALKKIGGEEVKKAMEELAKFGEGEAKEFAEEYLKEN
T33-ml35-A
MNLAEKMYKAGQIEFAKGNYETAIIAYTLALLKDPNNAEAWYNLGEAYLALGNYEEAIEAYQKALELDPN NAEAWYNLGEAYLALGDYDNAIEAFTKALELDPNNKTAKAGLKLAKEKKALE

T33-ml35-B

MTDLSSLIETADLRLLLTTVPTETEALYLALAAVEKGLAAEVLITPVTRVRRENGKLVVEDVYRLSFKTT RERLDALVAWLQRRHPLALPECLVLTPIASSVAYRDWLRSSLQGGSHHWGGHHHHHH T33-ml36-A

MNMARDFYRAGLIAYAKGEYETAIVAFQLALLLDPNNAEAWYNLGKAYYALGLYREAIEAYKKALELDPN NAEAWYNLGKAYYALGDYESAIEAYKKALELDPNNVEAHANLHKAKKKLALE

T33-ml36-B
MPSYAVSSRAGLIDQERRAAVADLITALHSEILKI PRYLVQVIFNDLDAGALFLAGREAPEGHVWIHADI ISGRTKEQKKAFLQALTVEVARVLGLPEEQVWVYVNEIPGENMTLFGQILPAPGEEEAWFATLPEELQKR
LADLRGGSHHWGGHHHHHH
T33-ml37-A
MNLANDFYEAGKEEFAKGRYNLAIVCFSLALLKDPNNAEAWYNLGKAYFALGKYDKAIEAYQKALELDPN NAEAWYNLGLAYFALGNYKEAIEYYKKALELDPNNELAKLALKLAKEKLELE

T33-ml37-B
MAMPAVKLVIVTEKILLKDITRIILESGAKGFTVMNTGGIGSRERAGEGEPDIDKIRANIKFEVLCESRE LAELIAEAIASKFFDKYAGIIYTCSAEVLYGHDFCGPEGSGSHHWGGHHHHHH

T33-ml38-A
MHHHHHHGGSHHWGGMNLRAAGPGWLFCPAHRPELFAKAAAAADVVILDLEDGVAESMKPGARENLRAHP LDPERTVVRINAGGTADQARDLEALAGTAYTTVMLPKAESAAQVIELAPRDVIALVETARGAVCAAEIAA ADPTVGMMWGAEDLIATLGGSSSRRADGAYRDVARHVRSTILLAASAFGRLALDAVHLDILDVEGLQEEA RDAAAVGFDVTVCIHPSQIPVVRKAYRPSHEKLEWARLVLLNAQGKAGAFVFEGQMVDSPVLTHAETMLR RAGEATSE

T33-ml38-B
MPSYAVSSRAGLIDRLRRLEVARLLTTLHRDIAVAPRYLVQVIFNDLDAGALFVAGAEAPEGHVWIHADI RSGRTAQQKTDLLEQITSKVADVLELPPEHVWVYVNEIPGENMTEYGKLLPEPGKEEEWFATLPPGLQTV LSA
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