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ABSTRACT	OF	THE	DISSERTATION	

	
Psychophysics	and	Neurophysiology	of	Spatial	Stream	Segregation	in	the	Cat		

	
By	

	
Lauren	K.	Javier	

	
Doctor	of	Philosophy	in	Biological	Sciences	

	
	University	of	California,	Irvine,	2016	

	
Professor	John	C.	Middlebrooks,	Chair	

	
	
							

	 Listeners have the remarkable ability to disentangle multiple competing sound sequences 

and organize this mixture into distinct sound sources.  A previous study in human listeners has 

shown that the physical separation between sounds aids in “segregating” between sound sources, 

whereby sounds located further apart in space are more easily segregated.  Furthermore, under 

anesthetized conditions, animal neurophysiology has been found to parallel conditions in which 

humans hear one stream or multiple streams.  The goal for this dissertation is to evaluate the 

psychophysics of spatial stream segregation and, in the same species, record neural activity in 

auditory cortex in the absence of anesthesia.  Cats have been used extensively in auditory 

research due to their well-developed auditory cortex and because they have evolved accurate 

sound localization ability to support their nocturnal predatory behavior.  We developed a novel 

paradigm testing the spatial resolution of stream segregation in cats to measure psychophysical 

performance (Chapter 2) and to uncover the spatial cues that are utilized by cats to perform this 

task.  We then implanted chronic electrodes into primary auditory cortex to record single- and 

multiple-unit neural activity in awake cats (Chapter 3 and Chapter 4).  Our findings show that: 

(1) Cats can segregate streams of broadband sounds with spatial acuity approaching that of 
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humans.  In addition, performance was consistently better for high than for low frequencies 

which is consistent with previous cat physiological results but contrary to human psychophysics. 

(2)  In the absence of anesthesia, neurons in cat cortex exhibit spectral and temporal properties 

which are not seen in anesthetized preparations but accord with previous observations in 

unanesthetized marmosets. (3) Lastly, neurons in auditory cortex of awake cats that are not 

engaged in an overt auditory task exhibit considerably weaker stream segregation than is 

observed in anesthetized preparations. Although there is little evidence for stream segregation 

while cats are not engaged in an auditory task, it may be that segregation is influenced by 

selective attention or that spatial stream segregation is processed in cortical areas beyond A1.  

Overall, these findings provide insight into auditory mechanisms underlying stream segregation 

and neural properties of the unanesthetized cortex.  	
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CHAPTER	1	

General	Introduction	

	

1.1 Auditory	Scene	Analysis	

In a complex acoustic environment, sounds arising from different sources sum and enter 

the pinna, or external ear.  In such an environment, listeners have the remarkable ability to 

organize this mixture of competing sounds by “grouping” multiple spectral and temporal 

components that belong to the same auditory source and “segregating” other components that 

belong to different sources.  As an example, a listener could effectively follow and converse with 

a speaker of interest in a noisy cocktail party setting by attending to strings of phonemes from 

that speaker while separating that of other speakers.  In addition, this listener can selectively 

switch his or her attention towards another speaker of interest or to other auditory sources 

present at the cocktail party such as background music.   This phenomenon has been referred to 

as the cocktail party problem (Cherry, 1953) or auditory scene analysis (ASA) (Bregman, 1990).  

Sequences of sound originating from multiple sources may be grouped together as a single 

perception stream, known as stream integration, or perceived as distinct streams, known as 

stream segregation.   

Segregation that occurs when the elements of competing sound sequences overlap in 

time, refers to concurrent segregation. In contrast to concurrent stream segregation, sequential 

stream segregation refers to two competing streams that are temporally interleaved in time with 

no temporal overlap between the elements of the two streams.  When both competing sound 

sequences overlap in spectrum and/or time, this results in masking of the sound sequences 
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whereby listeners have difficulty segregating between competing streams.  In energetic masking, 

sound sequences overlap in spectral excitation along the basilar membrane and auditory nerve at 

the same time rendering the distinct sound sequences as inaudible to the listener.  In contrast, 

informational masking is involved with the central auditory system and is quantitatively defined 

as all masking not pertaining to energetic masking.  In cases where interleaved sequences of 

sound are similar (i.e., target and masker overlap in spectrum but not in time such as a speech 

signal masked by speech), informational masking could occur whereby listeners are unable to 

disentangle elements of the target and competing sound sequences (Durlach et al., 2003; 

Brungart 2005).   

Sequential stream segregation has often been demonstrated using repeating ABAB or 

ABA-ABA stimulus sequences where A and B refer to pure tones of different frequencies (van 

Noorden, 1975; Bee and Micheyl, 2008; Bregman 1990).   In addition to tone-based stream 

segregation, other factors have been found to facilitate segregation.  These include, differences in 

temporal envelope (Vliegen and Oxenham, 1999), timbre (for example, Wessel, 1979; Iverson, 

1995; Singh and Bregman, 1997), component phases of complex tones (Roberts et al., 2002), and 

the spatial separation (for example, Middlebrooks and Onsan, 2012; Middlebrooks and Bremen, 

2013; Yao et al., 2015) between competing sound sources (reviewed by Moore and Gockel, 

2002).   In this dissertation, we will focus on sequential stream segregation and how the 

contribution of spatial differences aid in the segregation of competing sound sources.   

Although normal hearing listeners can segregate between different sound sources with 

high fidelity, hearing-impaired individuals with mild-to-moderate hearing loss often report the 

inability to segregate multiple speakers and the inability to understand speech in a noisy 

environment (Gatehouse and Nobel, 2004).  Thus, understanding the neural correlates and 
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mechanisms underlying auditory streaming will aid in therapies for improving hearing in 

complex acoustic environments.  This could lead to enhanced diagnosis and treatment for central 

auditory processing disorders.   

 

1.2	Spatial	Hearing	as	a	Factor	in	Stream	Segregation	

The ability to localize and segregate various sound sources is important for organizing 

sounds present in the environment.  For animals, the necessity of segregating the presence of 

prey or avoiding a predator in the presence of other sounds in an acoustically complex 

environment is paramount to survival.  In a cocktail party setting, the ability to segregate a 

speaker of interest in the presence of other speakers or background noise plays an important role 

in communication.  Locations of sound sources are not mapped topographically in the auditory 

system.  Rather, sound location is computed through converging inputs from the two ears and is 

further processed and transformed along the ascending auditory system.  For sound sources 

located to the left and/or right of a listener, the difference in path length to each ear results in an 

interaural difference in sound level (interaural level difference) and an interaural difference in 

time of sound arrival (interaural time difference) between the two ears.  This is commonly 

referred to as the “duplex” theory of sound localization (Raleigh, 1907).  Interaural level 

difference (ILD) is the dominant spatial cue for high frequency sounds.  The wavelength of high 

frequency sounds is smaller than the size of a listener’s head.  When sound is presented off to the 

side, the sound level at the further ear would be at a lower level due to the attenuation of sound 

waves created by the head shadowing effect.  This could provide up to a 35 dB level difference 

between the two ears (Middlebrooks et al., 1989).   At lower frequencies, the sound wave is 

larger than the size of a person’s head rendering ILD negligible.   Interaural time difference 
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(ITD) provides a salient cue for low frequency sounds. For low frequency sounds originating 

from the side, sound waves reach one ear prior to reaching the other ear.  Sensitivity to ITD cues 

is mostly limited to frequencies below 1500 Hz. In this dissertation, we study these spatial cues 

in cat psychophysics.      

In vertebrates, the location of a sound source is first computed in the brainstem in the 

superior olivary complex (SOC) through the analysis of acoustic cues such as ITD and ILD.  In 

the SOC, the lateral superior olive (LSO) is the first site of ILD detection and it measures the 

difference of sound levels presented at the two ears by measuring the balance between afferent 

inhibition and excitation (Tollin and Yin, 2002; Tollin and Yin, 2005).  The medial superior 

olive (MSO) in the SOC acts as coincidence detectors, with maximal responses when there is 

simultaneous excitatory input from the ipsilateral and contralateral sides of the brainstem 

(Goldberg and Brown, 1969; Yin and Chan, 1990; Spitzer and Semple, 1995).  This is followed 

by the synthesis of auditory targets beginning in the inferior colliculus (ICC) (Fujita and Konishi, 

1991; McAlpine et al., 1998; McLaughlin et al., 2014).  From the ICC, projections are made to 

the medial geniculate body (MGB) (Calford, 1983; Proctor and Konishi, 1997) and then to 

auditory cortex (Middlebrooks and Pettigrew, 1981 Jenkins and Masterton, 1982; Middlebrooks 

and Zook 1983; Jenkins and Merzenich, 1984; Malhotra et. al., 2004; Malhotra et. al., 2008).  In 

A1, the locations of sounds are found to be represented by a distributed code through the 

coordination of a large population of neurons. Spike rate, first-spike latency and higher-order 

temporal characteristics are influenced by the location of a sound source in the auditory 

environment (Middlebrooks et al., 1994; Middlebrooks et al., 1998; Middlebrooks et al., 2002; 

Stecker and Middlebrooks, 2003).   
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In the literature, there are conflicting results in which spatial cues either exhibit a weak or 

robust factor in facilitating stream segregation.  These results are dependent on the 

psychophysical tasks used.  For tasks in which listeners are instructed to integrate competing 

streams (i.e., hear one stream), the strength of segregation is based on the ability of a factor, such 

as spatial cues, to disrupt integration and thereby perceive segregation.  In this case, “obligatory” 

stream segregation is observed, where no amount of bias of the listener to hear coherence (i.e., 

integration) could prevent the perception of stream segregation (van Noorden, 1975; Moore and 

Gockel, 2002; Fishman and Steinschneider, 2010).  In tasks requiring listeners to integrate 

competing streams, spatial cues produce a weak effect in disrupting stream integration (Boehnke 

and Phillips 2005; Stainsby et al., 2011).  Moreover, when competing streams are presented 

concurrently, whereby sound sequences share a common onset or fundamental frequency (i.e., 

energetic masking), spatial cues are insufficient in enabling the perception of stream segregation 

(Broadbent and Ladefoged, 1957; Cutting, 1976; Darwin, 1997; Moore and Gockel, 2002; Shinn-

Cunningham, 2005; Moore and Gockel, 2012; Schwartz et al., 2012).   

Other studies show that the spatial separation of a target signal and masker has a large 

effect for tasks that require listeners to segregate between competing sound sources.  In this case, 

spatial cues improve performance on stream segregation tasks.  For real-life situations, these 

tasks are similar to a listener following a conversation at a crowded cocktail party. In such an 

environment, discriminating between talkers involves a combination of energetic and 

informational masking.  The spatial separation of a target and masker sound produces a large 

effect for release of informational masking when there is no spectral or temporal overlap 

between the competing sound sequences (van Noorden, 1975; Bregman, 1990; Hartmann and 

Johnson, 1991; Kidd, et al., 1994; Kidd et al., 1998; Arborgast et al., 2002).  Shinn-Cunningham 



6	
	

(2005) noted in her review that spatial unmasking, or the release from masking due to a spatial 

separation of a signal with a masker, is largely influenced by spatial attention. This pertains to 

“voluntary” stream segregation in which the listener has some control over the percept 

(Bregman, 1990).   Spatial attention allows a listener to focus their attention on the target 

location in the presence of background sound and devote more computational resources towards 

object selection and formation (Ihlefeld and Shinn-Cunningham, 2008).  In addition, if listeners 

are cued to the location of the target sound, they are easily able to detect a change to that sound 

(Eramudugolla et al., 2005).   

A study by Middlebrooks and Onsan (2012) demonstrated that listeners are able to utilize 

spatial cues to segregate temporally interleaved sequences of sounds.  Sound stimuli were 

identical in spectra, however, the sound sequences did not have any temporal overlap, 

eliminating energetic masking. Using a rhythmic masking release (RMR) task (adapted from 

Sach and Bailey, 2004), listeners were instructed to discriminate between two temporal rhythms 

in the presence of an interleaved masker that varied in location along azimuth. When the two 

sound sources were presented from the same location, listeners perceived an indiscriminate 

sequence of sound and could not identify the temporal rhythm.  Only when the sound sources 

were spatially separated, could listeners identify the target rhythm, which could only be done 

through stream segregation.  This is referred to as spatial release from (informational) masking. 

Findings show that a spatial separation between the target and masker of ~8° was sufficient to 

provide robust stream segregation.  In addition, Middlebrooks and Onsan found that human 

listeners performed better under low-band sound conditions, where ITD is the predominant cue, 

than high-band conditions, where ILD is the predominant spatial cue. Taken together, this study 

suggests that under conditions in which the listener is focused on a target sound, segregation is 
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robust when the target sound and masker are spatially separated in azimuth and that ITD cues 

provide the highest spatial acuity for stream segregation.   

Although spatial cues play an important role in facilitating stream segregation and in 

identifying sound-source locations, a previous study using human psychophysics suggests that 

sound localization is not necessary for spatial release from masking.  In addition to studying the 

utility of spatial cues in stream segregation, Middlebrooks and Onsan (2012) also studied 

minimum audible angles (MAA) to measure the acuity of sound localization.  If spatial cues are 

utilized similarly for localization and stream segregation, threshold performance in the MAA 

task would be similar to performance in the spatial stream segregation task.  As previously 

described in the stream segregation task, human listeners performed well under broadband and 

low-band conditions, suggesting that ITD was the dominant spatial cue.  For the MAA task, 

stimuli were also presented using broadband, high-band, and low-band conditions.  Contrary to 

performance in the segregation task, human listeners performed similarly well for all passband 

conditions.  This suggests that spatial cues are utilized differently between stream segregation 

and localization and that localization may not be necessary for spatial release from masking.   

 Neural correlates of spatial stream segregation have been observed in single neurons in 

primary auditory cortex of anesthetized cats and rats  (Middlebrooks and Bremen, 2013; Yao et 

al., 2015).  Interleaved noise bursts were presented in an alternating ABABAB… pattern, where 

the A source (i.e., target) was always presented at a fixed location, and the B source (i.e., 

masker) varied in location from trial to trial.  The location of the competing masker sound 

influenced whether neurons synchronized their responses to the target sound or the masker 

sound.  For example, if the masker was presented contralateral to the recording site, a majority of 

neurons preferentially synchronized to the masker sound source while only a minority 
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synchronized to the ipsilateral source.  If, however, the masker was presented on the ipsilateral 

side, these cortical units tended to synchronize to the target sound.  A previous study in 

anesthetized rats suggests that spatial stream segregation arises in two parallel pathways for 

auditory space processing (Yao et al., 2015).  In the tectal pathway, spatial stream segregation 

arises in the brachium of the inferior colliculus (BIN) and projects to the superior colliculus.  In 

the lemniscal pathway, spatial stream segregation is prominent in a subpopulation of neurons in 

the ventral division of the medial geniculate body (MGBv) of the thalamus which then projects 

to primary auditory cortex.  In the BIN and MGBv spatial stream segregation is explained by 

neurons tuned to sound stimuli located in the contralateral hemifield, thereby synchronizing their 

responses to the most contralateral of the two sound sources.  In primary auditory cortex, spatial 

stream segregation is also largely explained by the sharpening of spatial tuning in those neurons 

which is further enhanced by a low-pass envelope filter due to forward suppression 

(Middlebrooks and Bremen, 2013; Yao et al., 2015).  

 Topics addressed in this dissertation. Previous studies have demonstrated that human 

listeners and neurons in the auditory cortex in anesthetized cats and rats can segregate sequences 

of sounds for two competing sources with high spatial acuity (Middlebrooks and Onsan, 2012; 

Middlebrooks and Bremen, 2013; Yao et al., 2015).  The goal for this dissertation is to explore 

the neurobiological basis of auditory scene analysis by evaluating the psychophysics of spatial 

stream segregation and, in the same species, recording neural activity in auditory cortex in the 

absence of anesthesia.  Cats have been used extensively in auditory research for their remarkable 

localization ability as predatory animals and also, for their ability to perform well using objective 

behavioral methods.  In addition, their well-developed auditory cortex is easily accessible on the 

surface of the brain making it amenable for neurophysiological recordings. We first evaluate the 
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spatial acuity and putative spatial cues for stream segregation in cat psychophysics (Chapter 2).  

Here we show that cats exhibit sequential stream segregation with spatial acuity that approaches 

that of human listeners.  Contrary to humans however, cats achieve higher-acuity stream 

segregation based on high-frequency interaural level differences rather than low-frequency 

interaural time differences.  We then implanted those cats with chronic recording arrays to record 

single- and multiple-unit neural activity in awake cats not engaged in an auditory task.  We first 

assess the spectral and temporal coding properties of neurons (Chapter 3) followed by studying 

neural correlates of spatial stream segregation (Chapter 4).  In the absence of anesthesia, cortical 

units exhibited spectral and temporal properties that are rarely seen in anesthetized conditions. 

We observed a variety of frequency response areas (FRAs) including the typical V-shaped FRAs 

seen in anesthetized cats and also, level-tolerant I- and O-shape responses.  In addition, neurons 

were sharply tuned and majority of neurons exhibited a sustained response to tonal stimuli.  

These cortical units showed synchronized responses to both clicks and noise bursts, some at rates 

>40 s-1.  Lastly, we investigated the neural correlates of stream segregation by recording from 

awake cats (Chapter 4).  Interestingly, we observed that neurons phase-locked to both competing 

streams but showed a slightly stronger response to one sound source.  This heightened response 

however, did not qualify as stream segregation based on our discrimination index criteria, which 

is contrary to what is seen in anesthetized conditions.  It may be that spatial stream segregation is 

influenced by selective attention or that segregation is processed in cortical areas beyond A1.  

Taken together, this dissertation provides insight into the auditory mechanisms underlying 

aspects of spatial stream segregation.  It has implications in contributing to solving the complex 

listening problem and could lead to the enhancement of treating and diagnosing central auditory 

processing disorders.   
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CHAPTER	2	

Spatial	Stream	Segregation	by	Cats	

	

This work has been published in JARO 17(3): 195-207, 2016. 
 

2.1 Summary	

Listeners can perceive interleaved sequences of sounds from two or more sources as 

segregated streams. In humans, physical separation of sound sources is a major factor enabling 

such stream segregation. Here, we examine spatial stream segregation with a psychophysical 

measure in domestic cats. Cats depressed a pedal to initiate a target sequence of brief sound 

bursts in a particular rhythm and then released the pedal when the rhythm changed. The target 

bursts were interleaved with a competing sequence of bursts that could differ in source location 

but otherwise were identical to the target bursts. This task was possible only when the sources 

were heard as segregated streams. When the sound bursts had broad spectra, cats could detect the 

rhythm change when target and competing sources were separated by as little as 9.4°.  

Essentially equal levels of performance were observed when frequencies were restricted to a 

high, 4-to-25-kHz, band in which the principal spatial cues presumably were related to sound 

levels. When the stimulus band was restricted to 0.4 to 1.6 kHz, leaving interaural time 

differences as the principal spatial cue, performance was severely degraded. The frequency 

sensitivity of cats in this task contrasts with that of humans, who show better spatial stream 

segregation with low- than with high-frequency sounds. Possible explanation for the species 

difference include the smaller interaural delays available to cats due to smaller sizes of their 
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heads and the potentially greater sound-level cues available due to the cat’s frontally directed 

pinnae and higher audible frequency range. 

 

2.2 Introduction	

In typical auditory environments, listeners show a remarkable ability to isolate sounds of 

interest amid other competing sounds.  This has been referred to as the cocktail party effect (after 

Cherry, 1953) or auditory scene analysis (Bregman, 1990).  One key element of auditory scene 

analysis is stream segregation, which permits listeners to disentangle multiple temporally 

interleaved sequences of sounds. An example of stream segregation is that of a listener streaming 

together sequences of syllables as sentences from one talker while rejecting syllables from one or 

more other competing talkers. Multiple acoustic features enable stream segregation, including 

fundamental frequency, temporal envelope, bandwidth, phase, and lateralization (Moore and 

Gockel, 2002). The present study focuses on the contribution of spatial separation between the 

sources of the target and distracting sounds. 

Previous research in our laboratory has evaluated spatial stream segregation by human 

listeners, using a non-verbal, objective measure. Listeners were asked to discriminate rhythms of 

target sequences of broadband noise bursts that were masked by interleaved noise-burst 

sequences (Middlebrooks and Onsan, 2012). Performance was at chance levels when the target 

and masker sources were co-located, but improved with increasing target/masker spatial 

separation. The median rhythmic masking release threshold was 8.1°, which approached those 

listeners' minimum audible angles for discriminating changes in source locations of single sound 

bursts. Performance was not significantly different when the noise bursts were band-limited to 

0.4 to 1.6 kHz, but thresholds broadened significantly to a median of 15.9° when tested with 
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bursts band-limited to 4 to 16 kHz. Those results suggest that interaural time differences (ITD) in 

temporal fine structure were the acoustic cues that provided the highest spatial acuity for humans 

in that task.  A related study examined correlates of spatial stream segregation by neurons in 

cortical area A1 of anesthetized cats (Middlebrooks and Bremen, 2013). Neurons synchronized 

preferentially to one or the other of two interleaved sound sequences from spatially separated 

sources with spatial acuity approaching that of the human listeners in the psychophysical task. 

Contrary to the expectation from the human results, however, acuity of spatial stream 

segregation by cat neurons was by most tests finer among neurons tuned to high frequencies than 

among those tuned to low frequencies.  

The purpose of the present study was to evaluate the spatial acuity of stream segregation 

in cats, thereby providing psychophysical data for the same species in which data from single 

cortical neurons can be obtained. In particular, we wished to test whether the cat listeners 

showed finer spatial acuity at low frequencies, like the human listeners, or finer acuity at high 

frequencies, consistent with the cat cortical physiology. For this study, we modified the task 

from the two-alternative task employed in the previous human psychophysical study 

(Middlebrooks and Onsan, 2012) to a hold-release paradigm.  Cats depressed a pedal to begin 

presentation of a standard sound sequence, Rhythm 1, and then released the pedal when the 

sequence changed to Rhythm 2. The target sounds were interleaved with masker sequences that 

varied in source location from trial to trial. It was necessary for the cat to segregate target from 

masker streams in order to detect the change in rhythm and thereby receive a food reward.  

The results demonstrate that cats can segregate streams of broadband sounds with spatial 

acuity nearly as fine as that of humans. Performance was consistently better for high than for low 

frequencies, consistent with the previous cat physiological results but contrary to the human 
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psychophysics. Factors contributing to that inter-species difference in frequency dependence 

could include the narrower interaural time differences provided by the smaller head of the cat as 

well as potentially greater sound-level cues available due to the cat’s frontally directed pinnae 

and higher audible frequency range.	

	

2.3	Materials	and	Methods		

Animals.  All procedures were in accordance with the NIH Animal Welfare Guidelines 

and with a protocol approved by the Institutional Animal Care and Use Committee at the 

University of California at Irvine. Six male domestic shorthaired cats (Felis catus) were obtained 

from a breeding colony at the University of California at Davis. No hearing deficits were 

evident. Ages ranged from 2 to 6 months at the beginning of training and from 8 to 36 months at 

the time of collection of the reported data. Male cats were used exclusively for this study to 

facilitate group housing. The cats were neutered to reduce aggressive behavior, making it 

possible to introduce new animals to the colony. Food was restricted on days that animals were 

performing the behavioral task (five days a week). On those days, cats received moist food as 

behavioral reinforcement during training or testing sessions and then were given free access to 

dry food for up to an hour after the session. On weekends, cats were given free access to dry 

food for 3 hours per day. Water was freely available in the housing area.  

Experimental apparatus.  Experiments were conducted in a double-walled sound-

attenuating anechoic chamber (Industrial Acoustics; inside dimensions 2.6 x 2.6 x 2.5 m) lined 

with SONEXone absorbent foam to suppress sound reflections.  The chamber contained 13 8.4-

cm-diameter two-way loudspeakers positioned on a horizontal circular hoop, 1.2 m in radius, at 

azimuths of 0 and ±5, 10, 20, 40, 60, 80° relative to the front of the apparatus. The cat was 
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supported on a raised platform, which was adjusted in height so that the cat’s head was centered 

in the array of loud speakers. A harness restrained the animal to the platform but permitted free 

movement of the limbs and head. A feeder was mounted on a pneumatic cylinder located on the 

animal pedestal.  The feeder was raised to provide behavioral reinforcement and was lowered 

during sound presentation.  All behavioral sessions were conducted in the dark and were 

monitored with video using infrared illumination.  

Stimulus generation.  Stimulus generation and data acquisition used System III 

hardware from Tucker-Davis Technologies (TDT; Alachua, FL) controlled by custom MATLAB 

software (The Mathworks; Natick, MA) on a Windows-based computer. Sounds were generated 

with a 24-bit precision at a sample rate of 97,656 s-1.  Loudspeakers were calibrated using a 

precision ½” microphone (ACO Pacific) that was positioned at the center of the apparatus at the 

normal location of the animal’s head.  Golay codes were used as probe sounds (Zhou et al., 

1992).  The calibration procedure yielded a 1029-tap finite-impulse-response correction filter for 

each speaker.  The filters flattened and equalized the broadband frequency responses of the 

loudspeakers such that, for each loudspeaker, the standard deviation of the magnitude spectrum 

across the 0.2–25 kHz calibrated passband was <1 dB. The responses were rolled off by 10 dB 

from 25 kHz to 40 kHz. 

Stimuli consisted of sequences of noise bursts generated in real time by gating a 

continuous Gaussian noise source generated by the TDT RZ6 digital signal processor.  Each 

noise burst was 20 ms in duration, gated with raised cosine functions with 1-ms rise and fall 

times. The noise presented from each speaker was filtered with the corresponding speaker 

correction filter and then was band-pass filtered with fourth-order Butterworth filters to one of 

the following bands: 0.4-25 kHz for the broadband condition; 0.4-1.6 kHz for the low-band 
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condition; and 4-25 kHz for the high-band condition.  The filter bands were identical between 

target and masker sounds and throughout each training or testing session. Sounds were presented 

at 60 dB SPL for all filter conditions.  Target sound sequences were presented with two temporal 

patterns, referred to as Rhythms 1 and 2 (Fig. 2.1A). Each trial began with one to four 

continuous sequences of Rhythm 1, with the number of sequences varying randomly from trial to 

trial. The Rhythm-1 sequence was followed without interruption by a 1200-ms Rhythm-2 

sequence repeated 1.5 times. Masker sound sequences were interleaved with target sequences 

(Fig. 2.1B). The masker sequences were exactly complementary to the target sequences such 

that, when target and masker sources were co-located at 0°, the stimulus was a continuous 

sequence of undifferentiated noise bursts. The aggregate rates of target and masker noises bursts 

were 10 s-1, meaning that onsets of target or masker bursts were presented at intervals of 100 ms. 

 

 

Fig. 2.1. A Two temporal patterns of noise bursts, Rhythm 1 and Rhythm 2. B Timing of response windows. This 
example shows the Hold 2 condition. The target and masker sequences were interleaved in time. The masker pattern 
was complementary to that of the target.  The earliest detectable change from Rhythm 1 to Rhythm 2 occurred 600 
ms after the onset of Rhythm 2. That time marked the beginning of a 1200 ms time window in which the cat could 
release the pedal to score a “hit” and receive a food reward. Releases within 1200 ms prior to the beginning of the 
hit window were scored as “false alarms”. Releases even earlier were scored as “early releases”. Releases after the 
hit window were scored as “misses”.  
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Behavioral task and training.  The behavioral task was patterned after the hold-release 

paradigm described by May and colleagues (1995). Each trial was initiated by an operator who 

monitored the activity of the cat on a video display. Each trial began with illumination of a green 

light-emitting-diode (LED) located at 0° azimuth. The green LED signaled the cat to depress a 

pedal to initiate a sequence of noise bursts, Rhythm 1, from a target source located at 0° azimuth. 

The target sequence was interleaved with a complementary sequence from a masker source that 

varied in location from trial to trial.  After a variable hold time, the target rhythm changed from 

Rhythm 1 to Rhythm 2 and the cat was required to release the pedal to receive a food reward.  

The duration of the sequences of Rhythm 1 varied randomly from trial to trial with equal 

probability among 1200, 2400, 3600 ms, or 4800 ms in what will be referred to as Hold 1, Hold 

2, Hold 3, and Hold 4 trials, respectively. The Hold 4 trials were used only as catch trials for the 

Hold 3 condition.  

Performance on each trial was scored according to the latency of pedal release relative to 

the time of the first sound burst that differed from Rhythm 1. That pattern change occurred 600 

ms after the onset of Rhythm 2 and is indicated in Figure 2B by a vertical dashed line. Starting 

from that 600 ms time point, cats had a window of 1200 ms in which pedal releases were scored 

as “hits.”  Releases more than 1200 ms prior to the beginning of the hit window were scored as 

"early release" and were not analyzed further. Releases 1200 to 0 ms prior to the beginning of the 

hit window were scored as "false alarms.”  Releases after the 1200 ms hit window were scored as 

"misses.”  The sounds ceased after the hit window, meaning that later times of pedal releases 

were of little interest and, therefore were not recorded aside from counting them as misses. Hits 

were rewarded with delivery of a portion of pureed canned cat food (Purina Friskies). Early 

releases, false alarms, or misses triggered 4-s time-out periods, signaled by a flashing blue LED, 
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in which there was no reward and in which no new trial could be initiated.  Hold 2, Hold 3, and 

Hold 4 trials served as catch trials for Hold 1, Hold 2, and Hold 3 trials, respectively. For 

instance, a hit on a Hold 2 trial was also counted as a correct rejection (i.e., not a false alarm) for 

a Hold-1 trial. Pedal releases during the hit window during Hold 4 trials were rewarded but were 

not otherwise scored. The rationale for using Hold N+1 trials as catch trials for Hold N trials, 

rather than running separate catch trials, was that we obtained a roughly equal number of catch 

and non-catch trials for each hold time and we potentially could collect both a false-alarm datum 

and a hit or miss datum on each trial (except for the Hold 4 condition). Time windows in which 

responses were scored as hits and false alarms were equal in duration, meaning that random 

pedal releases had roughly equal probability of being scored as hits or false alarms. 

Table 2.1 shows the number of trials that were scored for the broadband condition, i.e., 

excluding early releases, for each Hold time and each cat.  The numbers of trials did not vary 

significantly across Holds 1, 2, and 3 (χ2
(2)=0.087; p=0.96; Friedman Test); the numbers of 

scored Hold 4 trials were somewhat lower, reflecting a higher probability of early releases in the 

lengthy time prior to the false-alarm time window in that condition. 

 

Cat Number of Scored Trials 
Hold 1 Hold 2 Hold 3 Hold 4 

Mu 401 470 426 263 
Bo 377 356 358 320 
Go 322 268 345 238 
Oz 256 340 210 57 
Ma 179 378 247 152 
St 306 301 301 148 

Table 2.1 The number of trials for each Hold number that were included in the data analysis after exclusion of 
Early Releases.  Each column represents a Hold number and each row represents a particular cat.    
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At the beginning of training for this task, the target sounds were presented without a 

masker, and Rhythm 2 was presented at a level 10 dB greater than that of Rhythm 1. In that 

phase, cats were rewarded for detecting the increase in sound level and/or the change in rhythm.  

The level difference between Rhythm 1 and 2 was decreased as the cat became more proficient at 

the task. When both rhythms were at the same level, the change from Rhythm 1 to 2 could be 

detected only on the basis of the temporal pattern. When a cat could detect the rhythm change 

reliably, a masker was introduced at the ±80° locations. As proficiency improved, the target and 

masker separations were gradually decreased. Once the animal was proficient with all hold times 

and varying masker locations, the hold times and masker locations were randomized from trial to 

trial. After training in the broadband-sound condition, training shifted to the high-band and then 

low-band conditions (3 cats) or low-band and then high-band conditions (3 cats).  Once cats were 

proficient in all three pass-band conditions, the passband filter conditions were varied every 3-4 

days.  The reported performance includes a minimum of 10 testing blocks for each passband 

condition, where each block represents one day of training. Data from enough testing blocks 

were included for each passband condition for each cat to yield data from ≥20 trials for each 

target/masker separation.  

Each training session lasted for as long as the animal was willing to work, typically 

around 30 minutes each day. The training periods varied from cat to cat, lasting several months 

to a year, followed by 3 to 11 months of data collection.  

The psychophysical procedure used in the present study, hold-release, differed from the 

2-alternative forced-choice procedure used in our previous study of human listeners 

(Middlebrooks and Onsan, 2012). Also, there were slight differences in the rhythms that were 

used. The rationales for those differences are considered in the Discussion. 
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Data analysis.  Performance was measured by computing the discrimination index, d’ 

(Green and Swets, 1988) for each masker location: 

d’ = z(Phit) – z(Pfalse alarm) 

For each masker location, the proportion of hits (Phit) was given by the number of hits divided by 

the number of hits and misses across Hold 1, 2, and 3 trials, and the proportion of false alarms 

(Pfalse alarm) was given by the number of false alarms divided by the number of false alarms, hits, 

and misses across Hold 2, 3, and 4 trials. Phit and Pfalse alarm were transformed to standard deviants 

(z-scores), and the difference in z-scores gave the discrimination index, d’. In some conditions, 

Phit was 1 or Pfalse alarm was 0, meaning that the z-score was undefined. In those situations, the 

proportion of hits or false alarms on N trials was expressed as (N − ½)/N or ( ½ )/N, respectively 

(Macmillan and Kaplan, 1985). Values of d’ for each cat and passband were plotted as a function 

of masker location.  The masker location at which the interpolated plot crossed a criterion of d’ = 

1 or, in a separate computation, d’ = 2 was used as the rhythmic masking release (RMR) 

threshold.   

 The distributions of thresholds were not normally distributed.  For that reason, non-

parametric statistics were used for comparison of median thresholds between conditions.  

 

2.4	Results	

We begin by characterizing observations that were specific to the cats’ performance of 

the hold-release behavioral task. Then, we compare performance among broadband, low-band, 

and high-band stimulus conditions that were intended to identify the acoustic cues that provide 

highest spatial acuity for cats.  
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Task Performance.  Cats performed the hold-release task enthusiastically, showing high 

hit rates for large target/masker separations, declining to chance performance for narrow 

separations. The positions of cats’ heads and pinnae were monitored on the video display. Cats 

learned early in training to direct their attention toward the green start light and the target sound 

source, both located at 0° azimuth. In the training trials in which maskers were first introduced, 

some cats made orienting movements of the head and pinnae toward masker sources at 

peripheral locations, but that behavior rapidly extinguished. During data collection, cats tended 

to keep their heads oriented toward the target source at 0° and their mobile pinnae in a fully 

forward position, seemingly focused on the target.  

The histograms in Figure 2.2 show the distributions of latencies to pedal release relative 

to onsets of the sound sequences; these data are from the broadband condition. Cats Mu and Bo 

are represented by the left and right columns of panels, respectively. The rows of panels 

represent the four hold times, i.e., the four durations of Rhythm-1 sequences prior to the change 

to Rhythm 2. Hold times, and the corresponding hit windows, were varied randomly from trial to 

trial in order to confound efforts to obtain reinforcement by releasing the pedal at some constant 

latency. In Figure 2.2, the bars are colored to represent responses that were scored as early 

releases (green), false alarms (blue), hits (magenta), or misses (white).  Misses are grouped in 

single bars after the hit windows, regardless of how long the cat held the pedal after the offset of 

sound presentation.  The histograms include results from all target/masker separations, including 

0°, at which stream segregation was impossible, and ±5°, which proved to be narrower than the 

thresholds of any of the cats. The trials with those sub-threshold target/masker separations tended 

to increase the scatter of response latencies among early release, false alarm, and miss windows.  



21	
	

 

Figure 2.2 Latencies to pedal release for two cats in the broadband condition.  Each row of panels represents a 
different Hold number (i.e., number of repetitions of Rhythm 1).  Colors on the bar graph denote scores of early 
release (green), false alarm (blue), hit (magenta), and miss (white).  Columns of panels represent individual cats (Mu 
and Bo).  The 0 ms Pedal Release Time denotes the start of the sound presentation. 
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In each panel, the numbers of pedal releases were relatively low during presentation of 

Rhythm 1 (i.e., the hold time), and the numbers of responses increased sharply as the stimulus 

pattern changed to Rhythm 2, signaling the correct release time. Generally, the hit responses 

occurred with short latencies relative to the rhythm change, with 81% of hits falling within the 

first half of the hit window across all cats, target/masker separations, and hold times. The 

observation that hit responses tended to fall early in the hit window indicates that the cats tended 

to respond as soon as they detected the increased inter-burst interval that characterized Rhythm 

2; that is, the rhythms could be discriminated without listening to the entire rhythm. The numbers 

of early releases and false alarms increased with increasing hold time. Those increases were seen 

across all animals tested (χ2
(2)=10.3; p=0.0057; Friedman Test). We attribute the increase in early 

releases and false alarms with increasing hold times as indicative of the cats’ general impatience 

in waiting for reinforcement.  

Latencies to pedal release for hit responses as a function of masker location are shown in 

Figure 2.3, again in the broadband condition for cat Mu (left) and cat Bo (right). Symbols 

indicate the pedal release latency on each trial. Data are collapsed across Hold times 1, 2, and 3, 

and latencies are aligned relative to the time of the rhythm change (i.e., relative to the beginning 

of the hit window). Numbers of misses, hits, and false alarms are given by the rows of numbers 

at the top of the figure.  At wide target/masker separations (e.g., Masker Locations ±80 and 60°), 

there were few false alarms, and there were many hits, typically early in the hit window. At 

narrower separation, the numbers of false alarms increased, the numbers of hits decreased, and 

pedal releases were later in the hit window. At near-zero separations, pedal releases were 

scattered fairly randomly throughout the false alarm and hit windows. 
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Figure 2.3 Latencies to release as a function of masker location for the same two animals shown in Figure 2 (Mu 
and Bo).  Individual x symbols represent trials that were scored as hits (magenta) or false alarms (blue). The target 
was always located at 0 degrees. Latency time point of 0 ms represents the start of the hit window.  The time point 
of 1200 ms represents the end of the hit window.  Trials below the 0 ms time point are false alarms. Numbers at the 
top of the figures denote the number of responses for misses, hits, and false alarms (FA) at that respective masker 
location. The black curves indicate the median latencies of hit responses. 
 

Cats exhibited a range of biases for or against releases of the response pedal. Cat Mu, 

whose data are shown on the left sides of Figures 2.2 and 2.3, was relatively eager to release the 

pedal. Compared to Cat Bo (on the right), Cat Mu had a higher false alarm rate at all but the 

widest target/masker separations. For the widest target/masker separations, shown in Figure 2.3, 
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separations, however, he apparently was less able to segregate the target and masker sequences 

and, therefore, was less able to recognize Rhythm 1 during the Hold time. His tendency on such 

trials was to release early. The sum of his false alarms and hits consistently was higher than the 

number of his misses, and median latency of his hits in the 0°-masker condition was relatively 

short. In contrast, Cat Bo shown on the right sides of Figures 2.2 and 2.3 was more conservative. 

His false alarm rates were low for all target/masker separations. His tendency on the difficult 

trials with separations ≤5° was to persist in holding the pedal, as indicated by low numbers of 

false alarms and hits, by large numbers of misses, and by the relatively long median latency for 

hits in the 0°-masker condition. The d’ analysis that was used for evaluating performance largely 

compensated for differences in response bias among cats. That is, values of d’ in cases of bias 

toward pedal releases (like Cat Mu), which produced high numbers of false alarms but also high 

numbers of hits, could be roughly equal to d’ values in cases of bias against release, which 

produced lower numbers both of false alarms and hits. The d’ measures are presented in the next 

section. 

Broadband spatial stream segregation.  Figure 2.4 shows the performance for all six 

cats, where each row of panels represents percentages of hits and false alarm rates and the d’ for 

one animal. We first consider data from the broadband condition, indicated by open squares and 

solid black lines.  Hit rates tended to be low at narrow target-masker separations (i.e., 0° and 5° 

masker locations), ≤50% for most cats. Hit rates increased markedly with increasing 

target/masker separation, reaching 100% for most cats. The dependence of false alarms on 

target/masker separation varied somewhat among cats. For the majority of cats (e.g., Cat Mu, top 

row), false-alarm rates were noticeably higher for narrow separations. For other cats (e.g., Cat 

Bo), false-alarm rates were largely insensitive to separations. The d’ values (right column) were 
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around 0 for near-zero target/masker separations and increased with increasing separations. In 

the broadband condition, most of the cats reached d’ around 4, nearly 100% correct, for the 

widest separations, although performance was not as good for Cats Oz and Ma. The two cats 

showing differing bias contrasted in the previous section – Mu the eager releaser and Bo the 

conservative – are represented in the top two rows of Figure 2.4. One can see that their d’ values 

in the broadband condition were fairly similar even though Cat Mu’s hit and false-alarm rates 

both were noticeably higher than those of Cat Bo. 
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Figure 2.4 Task performance as a function of masker location. The three columns of panels show the proportion of 
hits, of false alarms, and the discrimination index for each filter condition. Filter conditions are denoted by black 
solid lines and open squares for broadband (BB), blue dashed lines and x symbols for high-band (HB), and magenta 
solid lines and open circles for low-band (LB).   Each row of panels represents an individual cat. 
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Rhythmic masking release (RMR) thresholds were given by the narrowest target/masker 

separation at which d’ was consistently ≥1 and, in a separate computation, d’ ≥2. The criterion of 

≥1 (Fig. 2.5A, blue) was used to permit comparison with our previous study in humans 

(Middlebrooks and Onsan, 2012), and the criterion of ≥2 (Fig. 2.5A, magenta) was used to better 

evaluate the difference in performance in the various passband conditions (presented below). 

Two RMR thresholds were recorded for each passband condition and d’ criterion, for maskers to 

the left and the right of the target. The distributions of RMR thresholds in the broadband 

condition for all six cats is given in the left-most pair of columns in Figure 2.5B as box plots and 

with individual symbols. The median broadband RMR threshold was 9.4° for the d’ ≥ 1 criterion 

and 19.1° for the d’ ≥ 2 criterion.  
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Figure 2.5 A A Estimation of rhythmic masking release (RMR) thresholds. RMR thresholds were given by the 
masker locations to the left and right of the target at which the interpolated plot crossed a criterion of d’ =1 (blue 
dashed line) and, in a separate computation d’= 2 (magenta dashed line).  B Distribution of RMR thresholds for each 
pass-band condition. Data shown in blue reflect the d’ ≥ 1 criterion, and data shown in magenta reflect the d’ ≥ 2 
criterion. Each symbol represents a different cat.  Filled and open symbols represent RMR thresholds located to the 
left and right of the target, respectively. A random horizontal offset is added to each symbol to minimize overlap 
between data points.  The horizontal lines of each box represent the 25th, 50th, and 75th percentiles. 
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Performance in conditions of restricted spatial cues.  We tested conditions of limited 

frequency bandwidth as a means of identifying the major acoustical cues that cats use for spatial 

stream segregation. The low-band condition used a spectrum limited to 0.4 to 1.6 kHz. We 

assume that essentially the only useful spatial cue in that frequency band is the ITD in temporal 

fine structure. The high-band condition used a spectrum of 4.0 to 25 kHz. In that band, the most 

likely cues involve differences in sound level, both in the form of interaural differences in levels 

(ILDs) and as differences in target and masker levels at each ear. There might also be some 

influence of ITDs in high-frequency sound envelopes, although Middlebrooks and Onsan (2012) 

demonstrated only a weak contribution of envelope ITD to spatial stream segregation by humans.  

Spatial stream segregation in the high-band condition was nearly as high as that in the 

broadband condition. That can be seen for all cats in the d’ plots on the right column of panels in 

Figure 4. The blue dotted lines indicating the high-band condition nearly overlie the black solid 

lines of the broadband condition. In contrast, performance was consistently degraded in the low-

pass condition, in which low-frequency ITDs presumably are the spatial cue. In Figure 2.4, the 

magenta lines indicating the low-band condition generally show lower hit rates, higher false-

alarm rates, and lower d’.  

Distributions of RMR thresholds for the various passbands are shown in Figure 2.5B. 

Given the criterion of d’ ≥ 1, median threshold values were 9.4° for broadband, 11.8° for high-

band, and 16.4° for low-band. Median values varied significantly with passband (Friedman test, 

χ2
(2)=7.8, p=0.020). A post hoc analysis with Bonferonni adjustment showed that low-pass 

thresholds were significantly wider than broadband thresholds (p<0.05) but that there was no 

significant difference between broadband and high-band or between high-band and low-band 

thresholds (p>0.05). The dependence of performance on stimulus passband was greater given a 
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criterion of d’ ≥ 2. Median threshold values were 19.1° for broadband, 25.2° for high-band, and 

89.4° for low-band. Median values varied significantly with passband (Friedman test, χ2
(2)=19.3, 

p<0.0001). The post hoc analysis with Bonferonni adjustment showed that low-band thresholds 

were significantly wider than broadband thresholds (p<0.01) and wider than high-band 

thresholds (p<0.05) but, again, that broadband and high-band thresholds were not significantly 

different (p>0.05).  

We also compared across passbands the distributions of d’ for target/masker separations 

of 40° (Fig. 2.6). The 40° separation was chosen because that separation tended to produce d’ 

higher than the threshold value of d’ =1 and lower than asymptotic values for nearly all cats and 

conditions. Median values of d’ at the 40° separation were 2.66 for broadband, 2.42 for high-

band, and 1.36 for low-band.  The d’ values varied significantly with passband (Friedman test, 

χ2
(2)=17.3, p=1.7 x 10-4).  A post hoc analysis with Bonferroni correction showed that d’ values 

were significantly higher (i.e., performance was better) for broadband and high-band than for 

low-band conditions (p<0.05) but that there was no significant difference between broadband 

and high-band conditions (p>0.05). 
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Figure 2.6 Distribution of d’ values for 40° target/masker separations for each pass-band condition.  Each 
symbol represents a different cat.  Filled and open symbols represent d’ for maskers located to the left and 
right of the target, respectively. A random horizontal offset is added to each symbol to minimize overlap 
between data points.  The horizontal lines of each box represent the 25th, 50th, and 75th percentiles 
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(Middlebrooks and Onsan, 2012). Cats differed from humans in that performance by the cats was 

better in the high-band than the low-band condition, whereas the opposite was true for humans. 

Possible reasons for that difference are considered in a later section.   

The hold-release task used in the present study differed from the task used in the previous 

human psychophysical study (Middlebrooks and Onsan, 2012). The human study used a one-

interval, 2-alternative design: Rhythm 1 or Rhythm 2 was presented on each trial with equal 

probability, and the listener responded by pressing one of two keys. Our initial efforts to train 

cats on the 2-alternative task were unsuccessful, largely because the cats tended to associate one 

or the other response pedal with the location of the masker source rather than with the stimulus 

rhythm. The cat and human studies also differed somewhat in that the rhythms in the present cat 

study were extended from 800 to 1200 ms by adding two bursts to target and masker patterns. 

The reason for that change was to provide the cats with a longer time window in which to release 

the pedal during the Rhythm 2 presentation. Informal comparisons by human listeners produced 

essentially equal RMR thresholds between the two-alternative and hold–release tasks.  Finally, 

the upper limit of the broadband and high-band conditions was extended to 25 kHz to take 

advantage of the cat’s higher audibility range.  

Species differences in use of spatial cues.  In the present study and the previous human 

psychophysical study (Middlebrooks and Onsan, 2012), stimulus bandwidths were manipulated 

to limit the available spatial cues. The low-band condition was intended to minimize use of cues 

related to sound levels, and the high-band condition was intended to eliminate usable cues from 

ITDs in temporal fine structure. Cats consistently performed worse in the low-band than in the 

high-band and broadband conditions in that hit rates were lower, false-alarm rates were higher, 

d’ values were lower, and RMR thresholds were broader in the low-band condition. High-band 
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performance, in contrast, was not significantly different from that in the broadband condition. 

We take this to mean that in the broadband condition cats relied primarily on high-frequency 

ILD cues. This contrasts with the previously reported human results in which RMR thresholds in 

low-band and broadband conditions were not significantly different and thresholds in the high-

band condition were significantly broader. Those results suggest that in the broadband condition 

humans relied primarily on ITD cues. 

The superior performance by cats in the high-band condition agrees with expectations 

based on single-unit recordings from cortical area A1 in anesthetized cats (Middlebrooks and 

Bremen, 2013). In that study, cortical neurons demonstrated a correlate of spatial stream 

segregation by synchronizing preferentially to one of two interleaved sequences of broadband 

noise bursts from sound sources that were separated in location. Neurons that were most 

sensitive to frequencies greater than 4 kHz tended to show higher d’ for segregation of sound 

sequences from alternating sources than did neurons that were most sensitive to lower 

frequencies. A test of the ability of a linear classifier to discriminate stimulus rhythms based on 

neural spike patterns also showed good performance among the highest-frequency neurons 

although, inexplicably, that test also showed good performance among the small sample of units 

that were most sensitive to frequencies around 500 Hz.  

The poorer performance by cats in the low-band condition conflicts with early studies of 

localization of pure tone stimuli. Casseday and Neff (1973) trained cats to walk to one of two 

possible pure-tone sources located symmetrically about the frontal midline, and Martin and 

Webster (1987) used a conditioned-avoidance task in which cats were required to detect a change 

in the location of a tone source away from the frontal midline. In both of those studies, 

performance was best for tone frequencies ≤2 kHz, poor at 4 kHz, and improving (Casseday and 
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Neff, 1973) or irregular (Martin and Webster, 1987) at even higher frequencies. The reason for 

the difference in frequency dependence between previous and present studies is not obvious, but 

we note that the stimulus conditions were very different. In the early localization studies, tone 

bursts were 500 ms in duration and were repeated 5 or more times for each location judgement. 

Those lengthy sound presentations would have permitted a cat to move its head and ears relative 

to the sound source during individual sound bursts and thereby obtain dynamic localization cues. 

In the present study, in contrast, individual sound bursts were only 20 ms in duration. The 

sequences of such bursts lasted for some seconds, but the task required the cats to segregate 

successive 20-ms bursts from the two sources in order to evaluate the rhythm conveyed by the 

sequence from one or the other source. We also note that, in humans, discrimination of the 

locations of two successive sounds (i.e., a minimum audible angle test) was not a good predictor 

of the effects of passband on RMR thresholds (Middlebrooks and Onsan, 2012).  

Cats in the present study made less effective use of low-frequency spatial cues than do 

humans (Middlebrooks and Onsan, 2012). That inter-species difference likely can be attributed 

primarily to differences in the sizes of cat and human heads, resulting in differences in interaural 

delays. In both species, ITDs vary somewhat with frequency across the 0.4-to-1.6 kHz range of 

our low-band stimulus. In cats, ITDs at 0.8 kHz are around 100 and 320 µs for sound sources at 

15 and 90°, respectively (Roth et al., 1980). In humans, ITDs are ~1.5-to-2 times greater for the 

same source angles: 140 and 660 µs, respectively, on a human-sized mannequin (Kuhn, 1977). 

Despite the differences in the ranges of ITDs that cats and humans typically experience, their 

sensitivity to ITD is similar. Reported just-noticeable differences in ITDs are around 25 µs in 

cats (Wakeford and Robinson, 1974; Cranford, 1979) and between 9 and 45 µs in human 

depending on listeners’ degree of training (Zwislocki and Feldman, 1956; Klumpp and Eady, 
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1956; Wright and Fitzgerald, 2001; Middlebrooks et al., 2013). Also, the just-noticeable 

difference for ITD increases dramatically or becomes immeasurable at tone frequencies greater 

than ~1.5 kHz in both cats (Wakeford and Robinson, 1974) and humans (Zwislocki and 

Feldman, 1956; Klumpp and Eady, 1956; Brughera et al., 2013). The cat’s smaller head means 

that, given comparable ITD sensitivity in cats and humans, the displacement of a sound source 

from the midline needed to achieve a just-noticeable ITD is 1.5-to-2 times larger for a cat than 

for a human. Scaling of ITDs by a factor of 1.5 to 2 would reduce to some degree the difference 

in median low-band RMR thresholds between cat (16.4°) and human (5.9°). One can see in 

Figure 4, however, that a simple scaling of ITD would not bring the psychometric functions for 

the low-band condition in line with those for broadband and high-band conditions. That is, cats’ 

maximum d’ levels of performance in the low-band condition rarely reached the high levels of 

performance attained in the broadband or high-band condition. We conclude that the cat’s 

smaller head size relative to humans almost certainly contributes to the cat’s less effective use of 

low-frequency cues, but that head size cannot entirely account for the inter-species difference. 

We considered two other factors that might explain to some degree the cats’ relatively 

poor performance in the low-band condition. One consideration is that detection thresholds by 

cats are reported to be as much as ~15 dB higher for sounds in the low-frequency compared to 

the high-frequency bands that were tested (Neff and Hind, 1955; Heffner and Heffner, 1985). We 

note, however, that our low-band stimuli were ~50 dB above the reported audiograms for cats 

and, therefore, should have been clearly audible. Also, in pilot studies, we observed that 5-dB 

increases in the levels of low-band sounds failed to improve performance. The second 

consideration is simply the observation that cats were less willing to perform the task in the low-

band condition. That might be because, for one reason or another, their performance was worse 
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in that condition so that they received less frequent reinforcement. Alternatively, it might have 

been that the low-band stimulus was, for some reason, aversive to the cats.   

Cats in the present study performed better in the high-band condition (median threshold 

11.8°) than they did in the low-band condition (16.4°) and better than humans in the high-band 

condition (median threshold 15.4°; Middlebrooks and Onsan, 2012). We assume that the 

principal cues for spatial stream segregation in the high-band condition are related to sound level 

rather than ITD (Middlebrooks and Green, 1991; Macpherson and Middlebrooks, 2002; 

Middlebrooks and Onsan, 2012). Other things being equal, we would expect that, at any 

particular frequency, the cat’s smaller head would produce weaker refraction and weaker level-

related cues than would the larger human head. Two factors mitigate the possible disadvantage 

of a smaller head. First, the cat’s audible range extends more than an octave higher than that of 

humans. In the human study, the high-band stimulus cut off at 16 kHz, which is well above the 

most-sensitive frequency region of listeners. In the cat study, however, the high-band stimulus 

extended to 25 kHz, which is within the sensitive portion of the cat’s behavioral audiogram 

(Heffner and Heffner, 1985). The higher-frequency hearing by the cat would permit it to benefit 

from the decrease in wavelengths at higher frequencies, which would result in stronger level cues 

(Middlebrooks and Pettigrew, 1981; Phillips et al., 1982; Tollin and Koka, 1990a). Second, the 

directional sensitivity of the cat’s external ears could have enhanced spatial level cues around the 

frontal midline. Previous acoustical measurements have shown that when the cat’s ears are 

oriented frontally, as they were during task performance, the axes of greatest sensitivity are 

located ~10-40° from the frontal midline, meaning that sensitivity tends to decline fairly steeply 

across the midline (Middlebrooks and Pettigrew, 1981; Calford and Pettigrew, 1984; 

Middlebrooks and Knudson, 1987; Musicant et al., 1990; Young et al., 1996; Tollin and Koka, 
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2009a). The resulting interaural level differences show a particularly steep gradient across the 

midline in cat at frequencies above ~8 kHz (Middlebrooks and Pettigrew, 1981; Musicant et al., 

1990; Tollin and Koka, 2009b). In contrast, the human ear at the highest audible frequencies is 

focused near the frontal midline, meaning that the spatial gradient of levels in the central ~±15° 

is relatively flat (Middlebrooks et al., 1989). 

There are three mechanisms by which the spatial dependence of sound levels at the ears 

could support spatial stream segregation. The first would be a conventional use of ILDs as spatial 

cues, resulting in differential representations of locations of target and masker sources. The 

second would be a “better ear” mechanism in which the cat could attend to the ear contralateral 

to the masker source, thereby optimizing the target-to-masker ratio. The third mechanism would 

be detection of differences in the levels of target and masker sounds at each ear, exploiting the 

potentially audible rhythms of varying sound levels. Humans can segregate two interleaved 

sequences of sounds that differ in level by as little as 3 dB, even when the two sources are co-

located (Middlebrooks and Onsan, 2012). The human study showed that that target/masker level 

cues were weaker than the cue given by ILDs. In cats, however, the steeper gradient of high-

frequency sound levels around the midline might enhance the contribution of absolute-level cues 

and, thereby, account for the cat’s superior performance in the high-band condition.  
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CHAPTER	3	

Spectral	and	Temporal	Coding	Properties	in	the	Auditory	

Cortex	of	Awake	Cats	

	

3.1 Summary	

The sub-cortical auditory pathway exhibits a rich variety of spectral and temporal coding 

properties, including sharp selectivity for sound frequency and/or level, synchrony of neural 

firing to relatively high envelope modulation rates, and coding of even higher rates by non-

synchronized spike-rate codes. Surprisingly, these coding properties are rarely, if ever seen in the 

auditory cortex under commonly used anesthetized conditions. We tested the hypothesis that the 

failure to observe those properties in the auditory cortex is a result of the use of general 

anesthesia.  To test this hypothesis, we recorded from the auditory cortex of unanesthetized cats 

using chronic recording arrays. These were passive recordings in that the cats were not explicitly 

engaged in a listening task. Under these conditions, we find spectral and temporal properties not 

seen in anesthetized cat cortex.  These properties include O-shaped frequency response areas that 

are restricted in frequency and level, sharp frequency tuning bandwidths that are level-invariant, 

sustained responses to preferred tones, neurons that can phase lock to trains of clicks or noise 

bursts at rates >40 s-1, and tonic asynchronous firing that increases with increasing stimulus rates.  

The results accord with previous observations in unanesthetized marmosets suggesting that these 

properties may be present in other species and are common properties of the normal, 

unanesthetized, auditory cortex.  
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3.2 Introduction	

In commonly used anesthetized cat preparations, a substantial majority of neurons in 

auditory cortex exhibit V-shaped frequency response areas (FRAs) that are restricted in 

bandwidth at low sound level but broaden at higher levels (Heil et al., 1992; Schreiner and 

Sutter, 1992); some other neurons show multi-peaked FRAs, particularly in dorsal areas of A1 

(Middlebrooks and Zook, 1983; Sutter and Schreiner, 1991) or with the use of inhaled 

anesthetics (Moshitch et al., 2006).  Interestingly, in the absence of anesthesia, many neurons in 

subcortical and cortical areas show FRAs that are restricted in both frequency and sound level.  

In decerebrate cats for example, neurons in the dorsal cochlear nucleus (DCN) (Young and 

Brownell, 1976) and inferior colliculus (ICC) (Ramachandran et al., 1999) exhibit FRAs having 

I- and O-shapes (Type IV neurons observed by Young and Brownell resembled O-shaped 

neurons).  These units differ from V-shaped FRAs in that the frequency tuning of these units 

does not widen with increasing sound levels and their frequency tuning is narrower (i.e., 

narrower bandwidth).  For O-shaped FRAS, neurons respond maximally at some BL followed by 

responses declining at higher levels.  For I-shaped FRAs, frequency tuning does not change with 

increasing sound levels.  In addition to the DCN and ICC, I- and O-shaped FRA responses have 

also been recorded in primary auditory cortex of awake marmosets (Sadagopan and Wang, 2008; 

Bartlett et al., 2011).  Moreover, neurons in primary cortex of awake cats and marmosets show 

sustained responses to preferred tones (cats: Evans and Whitfield, 1964; Chimoto et al., 2002; 

marmosets: Wang et al., 2005) which is contrary to anesthetized preparations in which neurons 

respond only to the onsets of sustained stimuli (reviewed by Phillips, 1993). 

Throughout the ascending auditory pathway, the ability of neurons to synchronize their 

responses (i.e., phase lock) to periodic stimuli decreases at successively higher levels (for 
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review, Langner, 1992).  In the ICC for example, neurons can phase lock to amplitude-

modulated noise with best modulation frequency for firing rates (BMFs) averaging 30-100 s-1 

with maximum BMFs as high as 1000 s-1 (Langner and Schreiner, 1988).  Progressing from the 

ICC to the thalamus, the maximum rate of phase locking in the ICC is slightly higher than phase 

locking recorded in the medial geniculate body of the thalamus (MGB). Neurons in the MGB of 

anesthetized cats are able to synchronize their responses to click rates of ~100 s-1 (Rouiller et al., 

1981).  The ability for neurons to phase lock to periodic stimuli continues to decrease from the 

thalamus ascending to auditory cortex where neurons in anesthetized cats were shown to phase-

lock to clicks or noise bursts at rates  ~25 s-1 (Schreiner and Urbas, 1988; Lu and Wang, 2000; 

Eggermont, 1991, Middlebrooks and Bremen, 2013).   Under awake conditions however, 

neurons in marmoset primary auditory cortex demonstrate response synchrony >40 s-1 (Lu et al., 

2001) which is higher than what is seen under anesthesia.  Recordings have also shown a 

subpopulation of neurons exhibiting nonsynchronous rate coding, in which neurons fire in a 

sustained manner that increases in spike rate with increasing stimulus rate; Cortical neurons in 

awake marmosets show nonsynchronous coding up to 330 s-1.  

The spectral and temporal response properties observed in unanesthetized marmoset 

cortex might be unique to the marmoset, representing specialization for reception of the 

marmoset’s sophisticated vocal repertoire.  We tested an alternative hypothesis, that failure to 

observe those properties in the auditory cortex of other species is the result of experimental 

technique, specifically the use of anesthesia. For this experiment, we recorded from cortical area 

A1 in awake cats implanted with chronic recording arrays.  We recorded under conditions in 

which the animals were not engaged in an auditory task.  Activity was recorded from well 

isolated single units and from multiples of two or more undifferentiated units.  Pure tone stimuli, 
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varied in frequency and pressure level, were used to measure frequency response areas. We 

observed spectral and temporal properties not seen in anesthetized cat cortex.  These 

observations include I- and O- shaped FRAs that were restricted in both frequency and sound 

level, sharp level-invariant frequency tuning bandwidths ≤0.2 octaves, and sustained responses to 

tone stimuli.  In response to trains of clicks or 20-ms noise bursts, that were varied in rate, we 

observed phase locking to click and pulse rates >40/s, and neural coding of higher stimulus rates 

by non-synchronized tonic responses that increase in spike rate with increasing stimulus rate.   

The results demonstrate that the remarkable spectral and temporal sensitivity observed in 

awake marmosets is not limited to marmosets. These properties are also present in cats, 

suggesting that they are common properties of normal, awake, auditory cortex.   

 

3.3 Materials	and	Methods	

Animals. All procedures were in accordance with the NIH Animal Welfare Guidelines 

and with a protocol approved by the Institutional Animal Care and Use Committee at the 

University of California at Irvine. Eight domestic shorthaired cats (Felis catus), seven males and 

one female, were obtained from a breeding colony at the University of California at Davis. No 

hearing deficits were evident. Ages ranged from one to five years at the time of collection of the 

reported data. Male cats were neutered to reduce aggressive behavior, making it possible to 

introduce new animals to the colony. Food was restricted on days in which physiological data 

was collected.  During recording sessions, cats received moist food as they sat calmly in the 

sound booth and then were given free access to dry food for up to an hour after the recordings. 

On other days, cats were given free access to dry food for three hours a day. Water was freely 

available in the housing area. These animals had been trained, with varying degrees of success, 
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in an operant auditory task that required discrimination of temporal patterns of sound bursts. 

During collection of the present data, however, the operant response lever and food-reward 

system was inactivated and animals received food without any listening contingency. 

Chronic recording arrays. Chronic recording arrays were obtained from Modular 

Bionics (Santa Ana, CA). The arrays consisted of four parallel shanks, each containing eight 

recording sites. The shanks were of either equal length at 3 mm or staggered lengths with two 

shanks at 2.5 mm and two shanks at 3.5 mm. The shanks were arranged on corners of a 

rectangle, 0.8 µm or 1.0 mm in the medio-lateral dimension and 0.8 µm or 1.5 mm in the rostro-

caudal dimension. Along each shank, the recording sites were spaced in 250 µm intervals. The 

recording sites consisted of the cut ends of 25-µm-diameter platinum-iridium wire, plated with 

activated iridium.  The sites on the array connected with a flexible cable terminating in a 

percutaneous connector.  

Surgical procedures. The chronic recording arrays were implanted under aseptic 

conditions in an approved surgical suite.  We administered dexamethasone (1 mg/kg) to prevent 

brain edema and buprenorphine (0.1 mg/kg) for analgesia prior to surgery. In addition, we also 

administered meloxicam (0.2 mg/kg) for inflammation, and ampicillin (10 mg/kg) to prevent 

bacterial infections.  Following surgery, cats were given Clavamox (62.5 mg/kg) as an antibiotic 

to prevent infection, for 14 days.  Anesthesia was induced with an intramuscular injection of 

ketamine (25 mg/kg) to permit shaving of the cat and insertion of an endotracheal tube. 

Isoflurane in 100% oxygen was then delivered through the endotracheal tube, with the isoflurane 

concentration adjusted to maintain an arelexive state. Ophthalmic ointment was instilled in the 

eyes to prevent corneal drying.  
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The animals’ heads were supported with an orbito-palatal head holder. A craniotomy was 

performed over the right auditory cortex, which was located on the basis of cortical landmarks.  

The chronic recording array was implanted in the primary auditory area (A1) using a 

micromanipulator, with the four shanks approximately orthogonal to the cortical surface. After 

the array was inserted, the percutaneous cable was led to the midline and the connector was 

mounted on the skull.  A stainless-steel cylinder (1.5 cm in diameter) with a screw-on cap was 

placed over the connectors to protect it from mechanical damage. The exposed brain surface was 

covered with silastic (Kwil-Sil, World Precision Instruments) and then with methacrylate cement 

which was anchored with stainless-steel bone screws.  The cylinder was also secured with 

methacrylate and bone screws.  The floor of the cylinder was covered with methacrylate to seal 

the inside of the cylinder from biological spaces. Following this, the skin was sutured around the 

cylinder. After approximately two weeks of recovery, we began with physiological recordings 

for a period of several weeks to several months.   

Experimental apparatus. Experiments were conducted in a double-walled sound-

attenuating anechoic chamber (Industrial Acoustics; inside dimensions 2.6 x 2.6 x 2.5 m) lined 

with SONEXone absorbent foam to suppress sound reflections.  The chamber contained 13 8.4-

cm-diameter two-way loudspeakers positioned on a horizontal circular hoop, 1.2 m in radius, at 

azimuths of 0 and ±10, 20, 40, 60° relative to the front of the apparatus. Left and right speaker 

locations are referred to as contralateral (C) and ipsilateral (I), respectively, relative to the 

electrode placement, which was in the cat’s right hemisphere.  The cat was supported on a raised 

platform, which was adjusted in height so that the cat’s head was centered in the array of loud 

speakers. A harness restrained the animal to the platform but permitted free movement of the 

limbs and head.  
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Stimulus generation and data acquisition. Stimulus generation and data acquisition 

used System III hardware from Tucker-Davis Technologies (Alachua, FL) controlled by custom 

MATLAB software (The Mathworks; Natick, MA) on a Windows-based computer. Sounds were 

generated with a 24-bit precision at a sample rate of 97,656 s-1.  Loudspeakers were calibrated 

using a precision ½” microphone (ACO Pacific) that was positioned at the center of the 

apparatus at the normal location of the animal’s head.  Golay codes were used as probe sounds 

(Zhou et al., 1992).  The calibration procedure yielded a 1029-tap finite-impulse-response 

correction filter for each speaker.  The filters flattened and equalized the broadband frequency 

responses of the loudspeakers such that, for each loudspeaker, the standard deviation of the 

magnitude spectrum across the 0.2–25 kHz calibrated passband was <1 dB. The responses were 

rolled off by 10 dB from 25 to 40 kHz.  Tonal stimuli were calibrated using pure-tone bursts in 

1/24 octave intervals.    

Study of neural responses consisted of measurements of frequency response areas (FRA), 

and synchrony to click and pulse trains.  Frequency response areas were measured using pure 

tones, 100 ms in duration with 5 ms cosine-squared on and off ramps, at a repetition rate of 0.6/s, 

presented at the C 40° loudspeaker.  To estimate the characteristic frequency (CF), we measured 

a coarse FRA from 0.5 to 40.0 kHz in 1/3-octave steps in 10 dB steps, from -10 to 60 dB SPL.  

The frequency response at the lowest threshold (i.e., lowest sound level) was taken as the 

characteristic frequency (CF).  After acquiring a range of CFs from all active recording sites, we 

measured an FRA at a higher resolution consisting of tones 2 octaves below and 1 octave above 

the estimated CF range in either 1/6 or 1/12-octave steps, in level steps of 10 dB, typically from  

-40 to 80 dB SPL.  Each combination of frequency and level was repeated 10 times. For the 

purpose of comparison with a study by Wang and colleagues, we also tested, in 3 animals, 
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responses to unmodulated tones that were 5 s in duration.  These tones were presented only at the 

level that elicited a maximum response (i.e., BL).  Taking the CF from the previous FRAs 

obtained using 100 ms tones, we presented long-duration tones that were 1/2 octave below and 

1/6 octave above that CF. These were then presented in 1/6 octave steps. 

Click trains were 1000 ms in duration and presented at a rate of 5 to 320 s-1 every 1.5 s.  

These trains of clicks varied in location between 0 and C 40° loudspeaker locations.  Click trains 

for these locations were repeated 20 times for each presentation rate.  

Pulse trains consisted of noise bursts that were generated in real time by gating a 

continuous Gaussian noise source generated by the TDT RZ6 digital signal processor. Each noise 

burst was 20 ms in duration and was gated with raised cosine functions with 1-ms rise and fall 

times presented at 60 dB SPL.  Pulse trains were presented at rates of 5 to 40 s-1 in increments of 

5 s-1  steps at a repetition period of 1.5 s, varied in presentation at the 0 and C 40° loudspeaker 

locations. The pulse train stimuli were repeated 20 times for each stimulus condition.  

Experimental procedure.  During data collection, cats sat on a raised platform in an 

anechoic sound attenuating chamber.  A harness was used to restrain the animal to the platform 

but the animal had free movement of limbs and head.  During recordings, an experimenter 

remained in the chamber with the animal, offering pureed canned food to keep the animal calm 

and quiet, while keeping the animal’s head oriented toward the front of the loudspeaker array 

(~0° azimuth).  If the animal became too restless and began moving around the pedestal, the 

recordings and sound presentation were paused until the animal calmed down.  Each recording 

session was approximately 30 minutes to an hour, or until the animal refused to sit calmly on the 

pedestal.  Data collection and recordings spanned from several days to several weeks, until we 

completed collecting all data.    
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Anesthetized Recordings. Two of the animals were also studied in a terminal 

experiment under anesthetized conditions.  Anesthesia was induced with an intramuscular 

injection of ketamine (25 mg/kg) to permit shaving of the cat and insertion of an endotracheal 

tube. A 1:1 mixture of Nembutal and Ringer’s solution was administrated intravenously to 

maintain an areflexive state during the physiological recordings. During the recordings, animals 

were suspended in the center of a sound attenuating booth.  The animals’ head was supported by 

a clamp around the metal cylinder that housed the electrode connector.  Both pulse and 

respiratory rates were monitored in half hour intervals.  Recordings lasted approximately two to 

three hours.  

Data analysis.  Stimulus-evoked neuronal action potentials were identified off-line with 

a spike sorting procedure that is described in Middlebrooks, 2008.  First, a denoising procedure 

was used to attenuate waveforms that were correlated among all of the recording sites. Following 

this, the denoised waveforms were then interpolated to a 48.8 kHz time resolution using Fourier 

interpolation.  Candidate action potentials were selected by setting a criterion spike height. 

Finally, the distributions of spike peak-to-trough amplitudes and times were examined to select 

single or multiple units. Well isolated single units were characterized by the following criteria: 1) 

uniform waveform appearance as observed through visual inspection, 2) consistent spike 

amplitude for the duration of the recording, and 3) inter-spike intervals that were >1 ms (i.e., 

longer than typical neural refractory periods).  In many cases, single units could not be isolated, 

and we studied multi- unit responses corresponding to spikes of >2 neurons. Unless otherwise 

stated, all statistical analysis includes both single- and multiple-unit responses.   

Spectral coding analysis. For awake cats, consistent responses to tone bursts were 

obtained from 12 well isolated single units and 42 multi-unit recordings. Frequency sensitivity 
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was plotted as FRAs consisting of mean spike rate (colors) as a function of sound frequency 

(horizontal axis) and level (vertical axis).  The FRAs were classified as either V-, I-, or O-type 

following Ramachandran et al., 1999. For V-type FRAs, frequency tuning bandwidths increased 

with increasing sound level, and spike rates more or less increased with sound levels increasing 

up to the highest level tested.  Units with I-shaped FRAs were level tolerant in that the 

bandwidth did not increase with increasing sound level; those units showed no marked decline in 

spike rates with increasing sound levels.  Units with O-type FRAs, on the other hand, responded 

maximally at some BL, with responses declining at higher levels. The shape of the FRAs were 

based on visual inspection of the FRA. Out of the 54 units, 6 units were classified as O-type units 

while the remaining 48 were V- or I-type units.    

We measured a monotonicity index (MI) to further study FRA shapes based on the 

neuronal spike rate.  The MI was taken as the spike rate at the highest level tested divided by the 

maximum spike rate across all levels tested.  MIs could range from 0, meaning few spikes at the 

highest level tested which is indicative of O-type units, to 1, meaning that the spike rate at the 

highest level tested is the same as the maximum spike rate which is indicative of V-type units.  

Background rates of firing activity were measured during stimulus-free intervals equal in 

duration to stimulus intervals. The background rates presumably included spontaneous rates 

characteristic of each unit as well as neural responses to sounds generated by the cat’s licking 

and other self-generated noises; these background rates tended to be higher than spontaneous 

rates recorded in head-restrained conditions (Sadagopan and Wang, 2008). Background rates 

were included in our FRA plots as well as in our measurements for MIs. Frequency tuning 

bandwidths however, were measured after subtraction of background rates. The maximum spike 

rate across all frequencies and levels was computed, and a threshold of 20% of that rate was 
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applied to all frequency/level conditions. The best frequency (BF) was the stimulus frequency 

yielding the highest mean spike rate across all frequencies and levels.  The best level (BL), then, 

was defined as the sound level yielding the maximum firing rate at the BF. At each level, an 

area-matched rectangle was fitted to the tuning curve and the width of that rectangle was taken as 

the bandwidth (BW) at that level.  

Analysis of time course of response. To look at the time course of response to tones, we 

computed a sustained response (SR) index.  The SR index was taken as the number of spikes in 

the second half of the tone duration (60- 110 ms) as a proportion of the spike rate for the entire 

sound duration (10-110 ms).  We had an offset of 10 ms when looking at recordings because 

neural spikes typically occurred ≥10 ms after the tone onset.  

Additional tests were conducted to determine if units would exhibit a sustained response 

to tones that were 5 s in duration, similar to Wang et al. (2005).  We recorded from three animals 

that we used in the previous measurement to test this and from those animals, we observed 16 

multiple units and no single units.  For these recordings, we presented tones at the BL and varied 

the tone frequency based on initial FRA measurements using 100 ms tones.  The SR index was 

calculated as the proportion of spikes from a time range of 110-5010 ms (i.e., omitting the 

response to tone onset) divided by the response over the entire tone duration with an offset of 10 

ms (i.e., 10-5010 ms).  

In addition to recording from awake cats not participating in an auditory task, we also 

recorded from two of these cats under anesthesia.  This was for comparison of the spectral 

coding properties between awake and anesthetized cortical recordings. From these two animals, 

we obtained 3 single units and 29 multi-unit recordings.  We used the same criterion for the 

awake preparation to measure the MI, BF, BL, BW, and SR index.   
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 Temporal coding analysis. We studied the neural representation of the rates of periodic 

trains of clicks and pulse trains.  Responses to click trains in awake cats were studied at 37 sites, 

9 of which yielded single-unit and 28 were multiple-unit responses.  For pulse trains, we studied 

42 sites.  Of these sites, 8 were single units and 34 were multiple-unit recordings.  Post-stimulus 

time histograms (PSTHs) for clicks and pulse trains show actual times in which spikes were 

elicited.  Colors indicate the mean spike rate across time, relative to the stimulus onset. 

After Lu et. al. (2001) and Middlebrooks and Snyder (2010), we evaluated coding of 

click- or pulse-train rates by synchronized neural spikes and by non-synchronized spike rates. 

Analysis of spike synchrony was based on the response interval from 100 to 1000 ms after 

stimulus onset, thereby omitting the highly synchronous response to the onset of the stimulus 

train. Synchrony was computed by treating each spike as a unit vector oriented with respect to 

the stimulus phase. Unit vectors were summed, then the mean length of the resultant was taken 

as the vector strength (Goldberg and Brown, 1969).  The Rayleigh statistic was calculated using 

the equation 2nr2 (Mardia, 1972), where n is the number of spikes, and r is the vector strength. A 

Rayleigh-statistic criterion of 13.8 indicated synchronous firing with p<0.001.  The 

synchronization boundary was defined as the fastest rate a neuron synchronized significantly to 

the stimulus train.  

Stimulus coding by non-synchronized responses was examined by analysis of spike rates 

as a function of stimulus rates. Non-synchronized rate coding was characterized by tonic spike 

rates that were sustained and increased with increasing stimulus rate. The rate boundary for each 

unit was given by the lowest stimulus rate above which increasing stimulus rates yielded 

increasing spike rates. Spike-rate coding by high rates was identified by the discharge rate ratio 

(DRR) which was the highest spike rate to stimulus rates 160 s-1 or higher divided by the highest 
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spike rate across all stimulus rates.  Background rates were subtracted prior to calculating the 

DRR.  DRRs could range from negative values up to 1.  A DRR of 1, indicates that the highest 

spike rate to stimulus rate 160 s-1 or higher was also the highest spike rate measured. This is 

indicative of tonic asynchronous response firing at higher presentation rates.  Negative DRRs 

indicate suppression of neural responses by high click rates (i.e., the highest spike rate to 

stimulus rate 160 s-1 or higher was below the firing rate of background activity), indicative of 

neuronal firing at lower presentation rates.  

 

3.4 Results	

We begin by characterizing observations for neural recordings in response to pure tones 

to study the spectral coding properties in cats.  We then characterize the temporal coding 

properties of neurons in response to trains of clicks and noise bursts.  

Spectral coding properties.  The analysis for the spectral coding properties include 54 

units in awake animals in non-task conditions and 32 units from two of those animals studied 

under conditions of barbiturate anesthesia.  To characterize the spectral response properties in 

awake cats, we presented 100-ms tones that were varied in both frequency and sound pressure 

level. We observed a variety of FRAs, which include V-shapes that are commonly observed in 

anesthetized cat cortex.  We also observed level-tolerant I- and O- shapes that are rarely seen in 

anesthetized animal preparations.  Figure 3.1 shows example FRAs of V- (A), I- (B), and O-type 

(C) responses from single (A) and multiple (B and C) units in awake cats.  FRAs are plotted as 

the mean spike rate, denoted by color, as a function of frequency and sound pressure level.  V-

shaped responses are characterized as being level intolerant in that the frequency tuning widens 

with increasing sound levels.  In contrast, I- and O-shaped responses show tolerance to 
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increasing sound levels where I-shaped units exhibit the same bandwidth at all sound levels 

tested and for O-type units, the frequency tuning narrowed at sound levels increasing above the 

best level.    

 

 
 
Fig. 3.1. Frequency response areas of single- (A) and multiple (B and C) units from one animal showing V- (A), I- 
(B), and O-type (C) responses.  
 
 
 

To further study FRA types, we measured a monotonicity index (MI) which was defined 

as the spike rate at the highest level tested divided by the maximum spike rate across all levels 

tested.  This measure determined whether spike rate increased or decreased at the maximum 

level tested.  O-type units for example had low MI values because their response firing declined 

at higher levels.  V-type units on the other hand, typically had higher MI values.  The highest MI 

value of 1, indicates that the spike rate at the maximum level tested is also the maximum spike 

rate across all levels. An MI of 0, in contrast, would indicate that the spike rate declined from 

some high value at the best level to zero at the highest level tested.  A distribution of MI values 

in awake cats is shown in Figure 3.2A for O-type (shaded bars) and V/I-type (open bars) units. 

O- and V/I-type units were identified by visual inspection of FRAs.  We did not differentiate 

between V- and I-type units for this analysis. Median MI values for O-type and V/I-type units 

are 0.13 and 0.57, respectively.  Filled symbols indicate single units.  6 of the 52 units (11%) 

B. C. A. 
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were characterized as O-type units, and of those 6, 2 were single units.  The majority of units 

(48/54, 89%) were characterized as V- or I-type units.  Of those units, only 10 were single units. 

We performed a two-sample Kolmogorov-Smirnov test to see whether single- and multiple-units 

in awake cats showed differences in their MIs and did not find any significant differences 

(p=0.54). Unlike the awake condition, there were no O-type units in the anesthetized condition.  

The median MI for units in the anesthetized condition was 0.85.  We found a significant 

difference between MI values for the awake and anesthetized conditions (p=1.20 x 10-3, 

Kolmogorov-Smirnov).   

A few V/I-type units had MI values <0.3.  Figure 3.2B and C are examples of two V/I-

type FRAs having different MI values.  The V-type unit in Figure 3.2B had an MI value of 0.21 

while that in Figure 3.2C, had an MI of 1.  For comparison, the MI values in Figure 3.1 were 

0.60 (A), 0.47 (B) and 0.05 (C).   
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Fig. 3.2. Monotonicity indices (MI). (A) Distribution of MIs for O- (shaded bars) and V/I-type (open bars) units in 
awake cats.  Filled symbols indicate single O- (filled circles) and V/I-type (filled triangle) units.  (B and C) FRAs 
from multiple units with MI values of 0.21 (B) and 1 (C).  
 

We measured frequency tuning BWs to further study whether neurons in awake cortex 

were sharply tuned compared to neurons in anesthetized cortex.  BW was computed at the BL 

which was computed at the BF.  Figure 3.3A plots the BWs for awake (shaded bars) and 

anesthetized (open bars) animals.  Single units are indicated by the filled and open symbols for 

awake and anesthetized animals, respectively.  Median BWs were 0.33 octave for awake 

conditions and 1.14 octave for anesthetized conditions.  The distribution for the awake animals 

showed a prominent mode below 0.5 octave, encompassing 63% (35/54) of units.   For 

comparison, in the anesthetized condition, only 3% (1/32) of units had a BW <0.5 octave.  
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Bartlett et al. (2011) defined finely tuned units in the awake marmoset as having BWs ≤0.2 

octaves at the BL.  Based on that criterion, 20% (11/54) of units were sharply tuned in our awake 

preparation, and no units met the ≤0.2-octave criterion in the anesthetized preparation. We found 

a significant difference between awake and anesthetized conditions (p=1.35 x 10-10, 

Kolmogorov-Smirnov) in that in awake conditions, BWs were narrower compared to 

anesthetized conditions. We also tested whether single- or multiple-units in awake cortex showed 

differences in their BW.  Single- and multiple-units did not show significant differences in their 

BWs (p=0.07, Kolmogorov-Smirnov).   

In Figure 3.3B, we plotted MI as a function of BW for units in the awake (black circles 

and magenta triangles) and anesthetized (blue triangles) conditions.  Single units are indicated by 

filled symbols and multiple units are indicated by open symbols.  O-type units had MI values 

<0.4 as well as BWs <0.5 octaves.   A few units classified as V/I-type also had low MI and BWs, 

similar to O-type units.   In the anesthetized condition, units characterized as V- and I-type 

tended to have BWs >0.5 octaves and MIs >0.2.   
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Fig. 3.3. Equivalent rectangular bandwidths measured at the sound level giving the maximum response. The 
proportion of units separated by bandwidth for awake (shaded bars) and anesthetized (open bars) cats for both 
single- and multiple- units.  Circles indicate single units for awake (black, filled) and anesthetized (blue, open) cats. 
(B) Scatterplot of MIs as a function of BW.  Filled symbols indicate single units and open symbols indicate multiple 
units.  Black circles and magenta triangles are units in awake animals.  Blue triangles represent units in anesthetized 
animals. 

 

We looked at data in a single animal to see whether BF and BW differed under awake 

and anesthetized conditions.  Figure 3.4 shows distributions of BF (A) and BW (B) for this 

animal.  We found that there were no significant differences in BF between the awake and 

anesthetized conditions (p=0.38, Kolmogorov-Smirnov).  There was however, a significant 

difference between BW in the awake and anesthetized conditions (p=2.47 x 10-6, Kolmogorov-

Smirnov).  This result coincides with the combined data across all animals as shown previously 

indicating that the effect we see is not limited across cats but could also be seen in individual 

cats.  
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Fig. 3.4. Distributions of BF (A) and BW (B) for a single animal.  The proportion of units are separated by awake 
(shaded bars) and anesthetized (open bars) conditions.  Filled circles represent single units in the awake condition.  
There were no single units in the anesthetized condition.  

 

Time course of responses. Most studies of auditory cortical responses in anesthetized 

conditions show responses to unmodulated sounds that are largely restricted to the sound onset 

(reviewed by Phillips, 1993). In contrast, Wang and colleagues (2005) often observed sustained 

firing in auditory cortex for the entire stimulus duration, especially when neurons were driven by 

their preferred stimuli.  In our awake cat preparation, we often saw sustained firing that lasted 

throughout or even beyond the 100-ms tone durations when units were presented with preferred 

frequencies and/or levels.  Less-preferred tones only elicited onset responses.  Figure 3.5 

illustrates examples of response firing of single units showing sustained, onset and offset, and 

onset only responses. Figure 3.5A and B show responses from the same neuron and differ only in 

the sound levels that were presented.  When the neuron was presented with 100-ms tones at low 

levels (-30 to -20 dB SPL), the neuron fired throughout the durations of tones in the 10.5 to 12.1 

kHz frequency range.  If, however, the sound level was increased to 50 to 60 dB SPL, the 

response broadened to all frequencies tested and the response to the 10.5 to 12.1 kHz frequency 
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range changed to a strictly onset response.  An offset response also appeared at lower frequencies 

between 8 and 9.2 kHz.  Figure 3.5C shows a strong onset response from a different single unit.   

 

 
 
Fig. 3.5. Examples of response firing of single units. In the top row, colors indicate mean spike rates and vertical 
and horizontal axes represent tone frequency and time re stimulus onset.  A and B are show responses from one 
single unit to 100-ms tones at low (A: -30 to -20 dB SPL) and high (B: 50 to 60 dB SPL) sound levels.  C shows the 
response of a different unit to 50 to 60 dB SPL levels.  The bottom panels are PSTHs at a frequency range of 10.5 to 
12.1 (A) and 8 to 9.2 (B and C).   

 

To characterize units that exhibited sustained responses, we measured an SR index which 

is defined as the number of spikes in the second half of the tone duration (60 to 110 ms) as a 

proportion of the entire recording duration at the BL of the BF.  We found that most units 

exhibiting a sustained response upon inspection of PSTHs had an SR index >0.2.  For this 

reason, we took that as our criterion for classifying neurons that had sustained responses.  Of the 

54 units for which we studied responses to tones, 76% (41/54) were classified as sustained units 

and 24% (13/54) were classified as having a phasic (i.e., onset) response at the BL.  For V-/I-, 
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and O- type units, majority of those neurons exhibited sustained responses (35/48 for V-/I- type, 

and 6/6 for O-type).  In anesthetized animals, a number of units showed sustained responses 

(12/32), but majority of responses were phasic (20/32). Figure 3.6A shows a distribution of SR 

indices for awake and anesthetized cats.   The median SR indices for awake and anesthetized 

conditions were 0.34 and 0.15, respectively.  We performed a two-sample Kolmogorov-Smirnov 

test to test whether the SR indices differed for awake and anesthetized conditions.  Overall, we 

found a significant difference between awake and anesthetized conditions (p=7.78 x 10-4) in that 

awake conditions exhibited more sustained responses compared to anesthetized conditions.  In 

figure 3.6B, we plotted a cumulative distribution of SR indices for awake (black line) versus 

anesthetized (blue line) conditions.  Larger SR values reflect more of a sustained response as 

shown by units in the awake condition.    

 

 

Fig. 3.6. Sustained response (SR) index measured at the level of the BF giving the maximum response. A shows the 
proportion of single- and multiple units separated by SR for awake (shaded bars) and anesthetized (open bars) cats. 
Single units are also indicated by circles for awake (black, filled) and anesthetized (blue, open) cats.  We classified 
units that had an SR index of ≥0.2 as having a sustained response.  The dashed red line indicates an SR index at 0.2. 
B is a cumulative distribution of SR indices for awake (solid black line) and anesthetized (solid blue line).  
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 In addition to presenting 100 ms tones, we also presented 3 animals with tones that were 

5 s in duration for comparison to work done by Wang et al. (2005).  For that study they observed 

neurons that fired in a sustained manner for the entire duration of the 5 s tone.   For the 

presentation of long duration tones, we presented tones at the BL (i.e., the level that elicited the 

maximum response) and varied the tone frequency for each trial.  We observed 16 units and all 

of those were multiple units.  Figure 3.7 is an example of a unit exhibiting a sustained response 

at a frequency range of 4.5 to 5.7 kHz.  Figure 3.7A shows the mean spike rate with the first 100 

ms of the tone presentation to illustrate the strong onset response across a broad frequency range. 

The onset response tended to saturate the color scale. Figure 3.7B shows the same data, limited 

to post-stimulus times 100 to 5000 ms.  The line plots show post-stimulus-time response rates for 

limited ranges of preferred (3.7D) and non-preferred (3.7C and E) frequencies as indicated by the 

vertical red, magenta, and black lines on the right-hand side of 3.7A and B.  
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Fig. 3.7. Example of response firing of one multiple unit for 5 s tones showing a sustained response at a frequency 
range of 4.5 to 5.7 kHz. For A and B, colors indicate mean spike rates and vertical and horizontal axes represent 
tone frequency and time re stimulus presentation.  A and B are from the same data but B is limited to post-stimulus 
times of 100 to 5000 ms. Bottom row shows PSTHs of the same neuron but at different frequencies, all at the same 
level of 50 dB SPL. In A and B, colored vertical bars on the right-hand side of the panels correspond to the 
frequency ranges of the post-stimulus-time response rates shown below (C, D, and E).   
 
 
 To characterize units exhibiting sustained responses for 5 s tones, we measured an SR 

index which was the number of spikes from 110-5010 ms as a proportion of the entire sound 

duration (10-5010 ms).  That number could range from 0, a response only at sound onset, to 1.0, 

meaning only a late response.  The median SR index was 0.87.   SR indices were plotted in 

Figure 3.8.  
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Fig. 3.8. Sustained response (SR) index measured at the BF for long duration tones for multiple units.  
 

In addition to observing sustained and phasic responses when presenting long duration 

tones, we did find one unit that showed a strong onset response followed by a tonic frequency-

specific suppression of background activity.   An illustration of this unit is shown in Figure 3.9. 

At low frequencies, the unit had a strong onset response followed by a suppression of 

background activity that lasted for the duration of the tone. After the tone presentation, there was 

an increase of background activity.  At high frequencies, background activity was present which 

does not seem to be affected by the stimulus presentation.  
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Fig. 3.9. Example of response firing of one multiple unit for 5 s tones showing tonic frequency suppression of 
background activity.  In the top row, colors indicate mean spike rates and vertical and horizontal axes represent tone 
frequency and time re stimulus onset.  Bottom row shows PSTHs of the same neuron but at different frequencies 
(indicated by the red and black vertical lines on the right-hand side of the top panel), all at the same level of 50 dB 
SPL.  
 

Temporal coding properties. We measured the ability of neurons to represent the rates 

of periodic click or pulse trains. The trains of short-duration clicks permitted study at high 

repetition rates and, also, permitted comparison with published data from the marmoset (Lu et 

al., 2001). The trains of 20-ms pulses were used to evaluate responses to repeated sounds like 

those used in our previous psychophysical study (Chapter 2; Javier et al., 2016) and in our study 

of physiological substrates of stream segregation (Chapter 4); the 20-ms pulses were tested only 

up to rates of 40 s-1, at which the repetition period of the train is 25 ms. Click and pulse trains all 

were 1000 ms in duration.  
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Approximately half of the units demonstrated sustained responses synchronized to trains 

of clicks or noise bursts, with half of those synchronizing to click rates >40 s-1.  Examples of 

synchronized units are shown in Figure 3.10.  The left-most columns are PSTHs for clicks (A) 

and pulse trains (B), where colors indicate the mean spike rates to individual clicks or noise 

bursts as a function of time.  The vertical and horizontal axes represent the click or pulse 

presentation rate (s-1) and time re stimulus onset.  The horizontal green line at the bottom of the 

figures represent the duration of the stimulus. Synchronized responses are predominantly seen at 

lower rates and start to fall off at higher rates.  We measured the amount of synchrony in the 

right-most columns.  The solid red line shows the tonic spike rate, excluding the onset response 

in the first 100 ms and with the background rates subtracted.  The dashed red line indicates the 

spike rate at 0 relative to the background rate.  We calculated a Rayleigh Statistic (solid blue 

line) to characterize synchronous activity.  Rayleigh Statistic values that fall above the Rayleigh 

criterion of 13.8 (dashed blue line) indicates significant synchrony (p<0.001). The stimulus rate 

at which the Rayleigh Statistic crosses the Rayleigh criterion indicates the synchronization 

boundary, which is defined by Lu et al. (2001) as the fastest rate in which a neuron shows 

significant stimulus-synchronized activity. The unit in figure 3.10A synchronized to click trains 

up to ~67 s-1.  The unit in figure. 3.10B synchronized to pulse trains up ~30 s-1. Both of these 

units showed a decline in tonic spike rates (red lines) with increasing stimulus rate, roughly 

parallel to the decline in synchrony. The latter observation shows that tonic firing by 

synchronized units was found only at stimulus rates at which synchrony was present. This 

contrasts with non-synchronized units, presented below, that responded to high stimulus rates 

with tonic non-synchronized responses.  
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Fig. 3.10. Examples of synchronized units for click (A) and pulse (B) trains.  The left column are PSTHs of neurons 
synchronized to clicks (top) and pulse (bottom) trains. Colors indicate the mean spike rate.  The right column shows 
the Raleigh Statistic (solid blue line).  Rayleigh statistics that fall above the dashed blue line (Rayleigh criterion = 
13.8) indicate significant synchrony (p<0.001).  The solid red line shows tonic spike rates, excluded the onset 
response in the first 100 ms and with background rates subtracted.  The dashed red line indicates 0 spikes/s re 
background.   
 

 We obtained synchronization boundaries for units that synchronized their responses to 

click trains (A) and noise bursts (B) and plotted a distribution of these values in Figure 3.11. 

Shaded bars indicate units with synchronization boundaries and open bars indicate units that did 

not synchronize their responses to the stimuli. Figure 3.11A shows a distribution of 

synchronization boundaries for click trains. The median synchronization boundary for clicks was 

~40 s-1.  Neurons that synchronized to noise bursts, shown in Figure 3.11B, had a median 

synchronization boundary of ~33 s-1.  
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Fig. 3.11. Distribution of synchronization boundaries for click (A) and pulse (B) trains are shown in shaded bars.  
The synchronization boundary was defined as the fastest rate in which a neuron showed significant stimulus-
synchronized activity (Lu et al., 2001). Open bars represent units that did not phase lock to the stimuli at any tested 
rate and thus had no synchronization boundary values.  
 

 Some units showed minimal sustained responses to clicks at low rates, but fired in a 

nonsynchronous sustained manner to click rates 50 s-1 and greater.  In these cases, spike rates 

increased with increasing click rate with responses peaking at a click rate around 160 s-1 and then 

declining at faster rates.  An example of this is shown in Figure 3.12.  

 

 

Fig. 3.12. Example of a non-synchronized units for click trains.  The left panel is a PSTH of a neuron showing a 
sustained, nonsynchronous response to trains of clicks. Colors indicate the mean spike rate.  The right panel shows 
the tonic spike rates, excluded the onset response in the first 100 ms and with background rates subtracted.  The 
dashed red line indicates 0 spikes/s re background.   
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 We examined the stimulus coding by non-synchronized responses by looking at the 

discharge rate ratio (DRR).  This was defined as the maximum spike rate to stimulus rates 

greater than or equal to 160 s-1 divided by the maximum spike rates across all stimulus rates.  

The calculated DRR did not include background firing rates (i.e., background rates were 

subtracted before computing the ratio).  Negative DRRs indicate units that showed neural 

response firing at low click rates followed by suppression of neural responses at higher rates that 

were below background activity.  An example of this is shown in Figure 3.10A in which the 

DRR is -0.40.  DRRs that approached 1 indicate neurons that responded maximally at higher 

presentation rates as shown in Figure 3.12 where the DRR is 1.  Figure 3.13A shows a 

distribution of DRRs across both single- and multiple-units for click trains.  Filled symbols 

represent single units.  Single units tended to have DRRs approaching that of 1. Although this 

was the case, there were no significant differences in DRRs between single- and multiple-units 

(p=0.61, Kolmogorov-Smirnov).  

We also looked at the Raleigh Statistic at 10 s-1 as a function of the DRR to see if we 

could parse out the different types of responses (Figure 3.13B).  Neurons that had high DRRs 

approaching 1 had a tendency towards low Rayleigh statistics at 10 s-1. These units tended to fire 

asynchronously at high rates.  One outlier unit that had a DRR of 1 and a Rayleigh statistic of 

~200 showed synchronized responses at slow rates and sustained nonsynchronous responses at 

higher rates.  Neurons that had DRRs of ~-2 showed asynchronous firing at low rates.  Those 

units that had DRRs ranging from -1.5 to 0 showed synchronous responses at low rates, indicated 

by the Rayleigh statistics >13.8 (i.e., criterion for significant response synchrony), followed by 

suppression at higher rates.  The suppression of the neural response at higher rates is lower than 

that of the background rate, resulting in a negative DRR value.  Units that had DRRs from 0 to 
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<1 showed response firing at higher click rates and often, exhibited phase locking at those higher 

click rates.   

 

 

Fig. 3.13. Discharge rate ratios for click trains.  The discharge rate ratio was defined as the maximum spike rate to 
stimulus rates greater than or equal to 160 s-1 divided by the maximum spike rates to stimulus rates. A Distribution 
of DRRs across all units.  Filled circles represent single units. B DRR as a function of Rayleigh Statistics at 10 s-1.  
Filled symbols represent single units and open symbols represent multiple units.   
 
 
 
3.5 Discussion	

Neurons in cortical area A1 of awake cats demonstrate remarkable spectral and temporal 

coding properties that have previously been seen only in awake marmoset cortex.  These 

properties include frequency response areas that are restricted in frequency and level, sharp 

frequency tuning bandwidths, sustained responses, neurons that can phase lock to rates >40 s-1, 

and tonic asynchronous firing that increases with increasing stimulus rates. The present results 

indicate that these properties are not unique to marmoset, but that they apparently can be seen 

only in unanesthetized animals.  We will first discuss spectral coding properties, followed by 

time course of response and, temporal coding properties.  
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Spectral coding properties.  Studies in the DCN (Young and Brownell, 1976) and ICC 

(Ramachandran et al., 1999) of decerebrate cats described units with FRAs with neural excitation 

limited in both frequency and level.  The use of decerebrate preparations allow for the 

characterization of neural response properties without the confounding effects of anesthesia.  In 

the DCN, Young and Brownell (1976) characterized Type IV units, which for the most part, 

resembled O-type units in the ICC in decerebrate cats (Ramachandran et al., 1999) and in A1 of 

awake marmosets (Sadagopan and Wang, 2008).   Young and Brownell (1976) found that adding 

a barbiturate caused inhibitory areas of a Type IV neuron to become excitatory, such that 

frequency tuning became wider with increasing sound level.  This changed the neuron’s 

classification from Type IV to Type II/III (i.e., V-shaped).   In awake marmosets, Sadagopan and 

Wang, 2008 classified majority (64%) of A1 neurons as having O-shaped FRAs.  In our awake 

cat preparation, we also observed O-shaped and I-shaped FRAs, however a smaller proportion of 

our units (11%) were classified as O-type units.  For our anesthetized condition, we did not 

observe any O-type units.  Taken together, these studies and ours suggest that the study of O-

type and I-type units is possible under awake preparations.  

In the current study we found frequency tuning to be narrower in awake cats in 

comparison to tuning seen in anesthetized cats.  The median BW for awake cats was 0.33 octaves 

while that of two anesthetized animals was 1.14 octaves.  The finding of broad tuning in 

anesthetized conditions is supported by previous studies in anesthetized cat in which BW has 

been found to be >1 octave (Sutter and Schreiner, 1991; Schreiner and Sutter, 1992; Heil et al., 

1992; Moshitch et al., 2006).  Studies by Sutter and Schreiner (1991, 1992) measured BW as a 

function of mediolateral position along isofrequency contours of A1.  In the dorsal part of A1, 

they observed units that exhibited multi-peaked FRAs which contained two or more excitatory 
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frequency ranges.  It is likely that what they referred to as the dorsal part of A1 is now regarded 

as the dorsal zone (DZ).  Middlebrooks and Zook (1983) described area DZ and noted that 

neurons in this cortical area were more broadly tuned for frequency compared to other areas of 

A1.  In addition, neurons in area DZ have been shown to exhibit multi-peaked frequency tuning 

(Stecker et al., 2005).  In the present experiment, our electrode placements were targeted towards 

cortical areas ventral to area DZ and we did not see multi-peaked FRAs as reported by Sutter and 

Schreiner (1991).   In a subsequent paper, Schreiner and Sutter (1992) found that single units and 

units located in the central division of A1 had the narrowest BW.  Mean BWs between single- 

and multiple units in the central division were 0.44 octaves (0.31 octaves for single units), while 

that in the dorsal and ventral divisions of A1 had mean BWs of 0.93 octaves and 0.68 octaves, 

respectively.  In our study, we found that single and multiple-unit recordings showed no 

systematic difference in spectral sensitivity, suggesting that BW was similar across units. Our 

experimental design however, did not permit extensive cortical mapping of A1 like that of 

Schreiner and Sutter. For that reason, our unit sample might have included recordings from both 

narrowly and broadly tuned cortical areas.  Overall, our findings of fine frequency tuning in 

awake cats agrees with that of Bartlett et al., (2011) who investigated frequency tuning in awake 

marmosets.  In their findings, 27% of units were sharply tuned with a mean BW of 0.13 octaves.  

Based on their criteria, we found that 20% of our units were sharply tuned.  

Time course of responses. In addition to investigating properties pertaining to FRA 

shape and tuning, we also looked at the time course of responses to tone stimuli.  For both our 

100 ms and 5000 ms duration tones, we saw a variety of responses, including sustained 

responses that lasted for the duration of the stimulus presentation. This agrees with previous 

studies in which sustained firing has been characterized in awake marmosets (Wang et al., 2005) 
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as well as in other studies using awake cats (Evans and Whitfield, 1964; Chimoto et al., 2002). 

We also saw transient onset and offset responses which are predominantly observed in 

anesthetized conditions.  In anesthetized preparations, neurons typically exhibit onset responses 

regardless of the duration of the stimulus presentation (Eggermont, 1991; reviewed by Phillips, 

1993).  

Temporal coding properties.  Neurons in A1 were found to synchronize their responses 

to rates >40 s-1 which is higher than what is typically seen in anesthetized preparations.  Much of 

the temporal properties presented in this chapter focused on click trains, but we also looked at 

response phase locking to noise bursts.  The animals used for this study were initially trained in a 

stream segregation task (described in Chapter 2) where they needed to detect a change in rhythm 

in noise bursts presented at a rate of 10 s-1.  We were interested in measuring the maximum rate 

in which neurons could synchronize to these noise bursts in an awake animal.  We focused on 

click trains for comparison to that of work by Lu et al., (2001) in awake marmosets and also, for 

the reason that clicks could be presented at faster rates to allow for study of synchronous and 

nonsynchronous responses.   This discussion will first go over response synchrony to noise 

bursts followed by response synchrony and asynchrony to click trains.  

Middlebrooks and Bremen (2013) studied spatial stream segregation in anesthetized cat 

cortex.  They presented trains of noise bursts which were similar to the stimuli presented to these 

animals in the streaming task.  Middlebrooks and Bremen found that most units could 

synchronize to noise bursts presented at 2.5 and 5 bursts per second (bps) but not many units 

could synchronize to stimuli that were presented at 10 bps.  In the current study neurons were 

found to synchronize their responses up to the fastest rates presented, which was 40 s-1.  The 

median synchronization boundary was 33.1 s-1 which is faster than the rates tested in 
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anesthetized cats by Middlebrooks and Bremen.  Chapter 4 further explores auditory streaming 

and the ability of cortical neurons to synchronize their responses to competing sound sources in 

the awake cat.  

In response to clicks, the median synchronization boundary was ~40 s-1 which was much 

higher than the 10-25 s-1 rates at which sustained responses are lost in anesthetized conditions.  

Eggermont (1991) studied synchronization of click trains in anesthetized cat primary auditory 

cortex. For that study, neurons were able to synchronize their responses up to 8 s-1 but responses 

started to fall off at around 16 s-1.  Eggermont measured the vector strength for obtaining the 

limiting rates to which a neuron could synchronize its responses.  Based on this measurement, 

half of the neurons synchronized to rates of ~24 s-1.  Similarly, Lu and Wang (2000) observed 

that neurons in anesthetized cat cortex had a median synchronization boundary of ~25 s-1.  

Contrary to anesthetized preparations, neurons in auditory cortex of awake cats (Dong et al., 

2011) and marmosets (Lu et al., 2001) exhibit response synchrony to higher rates >40 s-1 which 

is similar to our findings in this study. 

Interestingly, we also observed units that exhibited tonic asynchronous responses at 

higher click rates >50 s-1.  In addition, the spike rate for these neurons was found to increase with 

increasing click rates. These responses generally peaked at click rates around 160 s-1 and 

declined at higher rates.  This decline differs from what is seen in awake marmoset in which 

spike rates were shown to increase monotonically to click rates of 333 s-1, the highest rates tested 

(Lu et al., 2001).  

To characterize between synchronous and non-synchronized units in awake marmosets, 

Lu et al. (2001), looked at the DRR.  In their case, the DRR was defined as the maximum spike 

rates to stimulus rates greater than 200 s-1 (we used 160 s-1) divided by the maximum spike rates 
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to stimulus rates lower than 33 s-1.  They found that synchronized units had high Raleigh 

statistics and low discharge rate ratios that were <1.  Non-synchronized units on the other hand, 

had low Raleigh statistics and high discharge rate ratios.  We calculated our DDR values 

differently in that we subtracted background rates and took the maximum spike rates to stimulus 

rates greater than 160 s-1 divided by the maximum spike rate.  Measuring our DRR in this way 

allowed us to look at responses that exhibited suppression at high presentation rates which were 

often below that of background activity.  Unlike the Lu et al. study, neurons in the current study 

were not classified predominantly as exhibiting synchronous and nonsynchronous responses.  

One neuron for example exhibited synchrony at low presentation rates and nonsynchronous 

activity at high presentation rates.  A few neurons also showed nonsynchronous responses at low 

presentation rates.  

Conclusions.   The results demonstrate that the spectral and temporal coding properties 

previously seen in awake marmosets are also present in awake cats.  In comparison between cats 

and marmosets, cats have a wider audibility range (63 Hz- 64 kHz) compared to that of 

marmosets (125 Hz- 36 kHz) (Heffner and Heffner, 1985; Osmanski and Wang, 2011).  

Although cats have a larger audibility range, the cat vocal repertoire is not as complex as that of 

marmosets.  The vocal repertoire of marmosets for example, includes twitter calls that consist of 

repetitive phrases at rates of 6-9 s-1 (Wang et al., 1995; Nagarajan et al., 2001).  Each phrase 

contains 2-3 frequency modulation sweeps at different frequencies ranging from 7-8 kHz (Wang 

et al., 1995; Nagarajan et al., 2001).  On the other hand, the cat vocal repertoire consists of at 

least 6 call types encompassing a broad frequency range (i.e., 1-4 kHz) with fundamental 

frequencies ranging from 0.5 to 1 kHz (Moelk, 1944; Brown et al., 1978; Farley et al., 1992; 

Gehr, 2000; Qin et al., 2008).   Their vocalizations lack the repetitive structure of marmoset 
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twitter calls and the amplitude envelope and frequency modulation changes in cat vocalizations 

are relatively slow. Although these animals differ in the complexity of their vocal repertoires, 

cortical neurons in both animals exhibit similar spectral and temporal response properties to 

sound stimuli suggesting that these properties are present only in the awake cortex. To 

summarize, in regards to spectral coding properties, I- and O- shaped FRAs are observed in the 

absence of anesthesia.  Measurements in frequency tuning show narrower BW in awake 

compared to anesthetized preparations. Moreover, neurons are found to respond in a sustained 

manner rather than eliciting only transient onset responses.    Neurons also show phase locking to 

rates >40 s-1 which is faster than what is seen under anesthesia.  Lastly, neurons are shown to 

respond in an asynchronous tonic fashion to rates >50 s-1 with response firing increasing with 

increasing presentation rates.    
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CHAPTER	4	

Spatial	Stream	Segregation	in	the	Awake	Cat	Auditory	Cortex	

	

4.1 Summary	

In a complex acoustic environment stream segregation permits a listener to disentangle 

multiple competing sequences of sounds.  Recent studies have demonstrated correlates of spatial 

stream segregation in primary auditory cortex in which neurons preferentially synchronize to one 

of two competing interleaved sound sequences.  It has been suggested that the mechanism 

underlying spatial stream segregation is enhanced by the limited rate in which neurons phase 

lock to stimuli.  This is referred to as forward suppression. We demonstrated in Chapter 3 that 

neurons in the awake cat cortex could synchronize to noise bursts at rates up to 40 s-1 which is 

higher than what is observed under anesthesia.  The ability of neurons in awake cortex to 

synchronize to faster rates may result in a lack of stream segregation due to the absence of 

forward suppression seen under anesthesia. We tested the hypothesis that in the awake cortex, 

cats not engaged in an auditory task, will show minimal segregation as a result of a lack of 

forward suppression.  We recorded from auditory cortex in cats implanted with chronic recording 

arrays.  Interestingly, our findings show that neurons synchronized to both competing streams 

that were presented at a base rate of 10 s-1 and that these neurons showed some preferentiality to 

synchronize more strongly to one sound source.  This preference however, was prominently 

weaker compared to a previous study in anesthetized cats.  It may be that the representation of 

spatial stream segregation is enhanced when an animal is selectively attending to a target source.   
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4.2 	Introduction	

In complex auditory environments listeners can disentangle interleaved sequences of 

sounds from two or more sources, a phenomenon referred to as “stream segregation” (Bregman, 

1990).  The difference in the locations of competing sound sources has been shown to be a robust 

factor in enabling stream segregation.  Under anesthesia, neurons in primary auditory cortex of 

cats (Middlebrooks and Bremen, 2013) and rats (Yao et al., 2015), show spatial stream 

segregation that reflects what is seen in behavior (Middlebrooks and Onsan, 2012; Javier et al., 

2016; Chapter 2).  Under conditions in which listeners perceive a single source (i.e., competing 

sounds are presented at the same location), neurons will non-preferentially synchronize their 

responses to both competing sources.  If, however, the two sources are separated in space such 

that human listeners perceive segregation, neurons will preferentially synchronize their responses 

to one of two alternating noise burst sequences.   

The mechanism underlying spatial stream segregation in anesthetized cortex has been 

suggested to be enhanced by forward suppression, in that cortical neurons are limited in the rate 

at which they could synchronize their responses.  When sounds are co-located for example, there 

is a decrease in neural response due to the inability of neurons to synchronize to the aggregate 

rate of both sources.  When both sources are spatially separated however, the neural response is 

captured by one source, which is presented at half the base rate of when the sources are co-

located, while suppressing the response to the other sound source (i.e., stream segregation) 

(Middlebrooks and Bremen, 2013; Yao et al., 2015).    

In Chapter 3, we have shown that when cats were presented with trains of noise bursts 

from a single sound source and not engaged in an auditory task, many neurons synchronized 

their responses up to 40 s-1, the fastest rate tested.  The purpose of this study was to investigate if 
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neurons in the awake cortex could segregate between competing noise bursts even though these 

neurons have previously been shown to synchronize to rates higher than the burst rate of the 

streaming stimuli.  Streaming stimuli consisted of alternating 20-ms noise bursts. The combined 

presentation rate of both competing sound sequences was 10 s-1.   We recorded from primary 

auditory cortex in awake cats implanted with chronic recording arrays.  We tested the hypothesis 

that neurons in the auditory cortex of awake cats not overtly engaged in an auditory task would 

show minimal, if any, stream segregation due to their ability to synchronize to faster stimuli 

rates.   We found that although neurons synchronized to both competing streams, their responses 

were preferentially stronger to one source over the other.  This preferential response however, 

was not strong enough to elicit stream segregation based on our measurement criteria of d’=1.  

We also introduce examples of units from cats performing a spatial stream segregation task but 

due to the scarcity of units, we did not do further data analysis. The results suggest that when an 

animal is not engaged in an auditory task, neurons exhibit some sensitivity to preferentially 

synchronize to one sound source.  When an animal is on-task and selectively attending to a target 

sequence, neural responses may be enhanced such that neurons selectively synchronize to the 

target sequence while suppressing responses to the competing masker sequence, enabling stream 

segregation.  This sharpening of response to the target sequence could then be further processed 

in higher cortical areas.  

 

4.3 	Materials	and	Methods	

All procedures were in accordance with the NIH Animal Welfare Guidelines and with a 

protocol approved by the Institutional Animal Care and Use Committee at the University of 

California at Irvine.  For most of this study, we recorded from awake cats that were not engaged 
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in an auditory task, which we will refer to as the “non-task” condition.  The same animals that 

were used in Chapter 3 (seven males, one female) were also used for this study in the non-task 

condition.  For three of those animals, we also collected neurophysiological data while those cats 

were performing a stream segregation task as described in Chapter 2.  We will refer to this 

condition as “on-task.”  Surgical procedures to implant chronic recording electrodes are identical 

to what was described in Chapter 3 and will not be repeated below.  For days in which we 

collected neurophysiological data for the non-task and on-task conditions, food was restricted.  

Cats received moistened cat food in the non-task condition as they sat calmly in the sound booth, 

and as reinforcement while they were performing the stream segregation task (on-task 

condition).  On other days in which we did not collect neurophysiological data, cat had free 

access to dry food for 3 hours a day.  Water was freely available in the housing area.  

Experimental apparatus. Experiments were conducted in a double-walled sound-

attenuating anechoic chamber (Industrial Acoustics; inside dimensions 2.6 x 2.6 x 2.5 m) lined 

with SONEXone absorbent foam to suppress sound reflections.  The chamber contained 13, 8.4-

cm-diameter two-way loudspeakers positioned on a horizontal circular hoop, 1.2 m in radius, at 

azimuths of 0 and ±5, 10, 20, 40, 60, 80° relative to the front of the apparatus. Left and right 

speaker locations are referred to as contralateral (C) and ipsilateral (I), respectively, relative to 

the electrode placement which was in the cat’s right hemisphere.  The cat was supported on a 

raised platform, which was adjusted in height so that the cat’s head was centered in the array of 

loud speakers. A harness restrained the animal to the platform but permitted free movement of 

the limbs and head.  

Stimulus generation.  For the most part, stimulus generation was similar to what is 

described in Chapter 2.  Rather than looking at different passband conditions however, we 
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focused on only the broadband condition with band-pass noise bursts filtered at 0.4-25 kHz.  

Noise bursts were 20 ms in duration and was gated with raised cosine functions with 1-ms rise 

and fall times.  Masker noise bursts were interleaved with target noise burst sequences.  The 

masker sequences were complementary to the target sequences, where when co-located, the 

stimulus was a continuous sequence of undifferentiated noise bursts with aggregate rates of 10 

bps.  Stimuli were presented at 60 dB SPL.  In the non-task condition, stimuli were presented as 

competing interleaved A and B noise bursts in an alternating ABAB…. pattern where the A 

source was always presented at 0° in location and the B source varied in location at ± 60, 40, 20, 

10, and 0°  for each trial.  These streaming sequences were repeated 20 times for each stimulus 

condition.   

The on-task condition is the same as what was described in Chapter 2.  Target sequences 

were presented with two temporal patterns, Rhythm 1, AA--AA--AA--, and Rhythm 2, AA--A-

A-A-A-, where the dashes represent a gap in which a complementary masker would be 

presented.  Each trial began with the presentation of one to four continuous sequences of Rhythm 

1, with the number of Rhythm 1 repetitions varying randomly from trial to trial.  This was 

followed by a presentation of Rhythm 2 which was repeated 1.5 times.  

Experimental procedure. The experimental procedure consisted of two conditions: non-

task and on-task.  The experimental procedure for the non-task condition is similar to what is 

described in Chapter 3.  For this condition, the pneumatic feeder system and response pedal used 

in the on-task condition was disabled.  A harness was used to restrain the animal on the platform 

but the animal had free movement of limbs and head.  During recordings, an experimenter 

remained in the sound chamber with the animal, offering moistened cat food to keep the animal 
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calm and quiet and also, to orient the animal’s head toward the front of the loudspeaker array 

(~0° azimuth).  Recording sessions lasted for approximately 30 minutes to an hour.  

For the on-task condition, cats performed the spatial stream segregation task as described 

in Chapter 2.  The only differences were that cats only performed the task using the broadband 

condition, and we had a cable attached to the connector of the electrode to record 

neurophysiology while the cat was performing the task.   

Data Analysis. Stimulus-evoked neuronal action potentials were identified off-line with 

a spike sorting procedure that is described in Middlebrooks (2008) and also, in Chapter 3.  

Statistical analysis includes the combined single- and multiple-unit responses.  To look at 

auditory streaming in the on-task condition, we only looked at response synchrony to Rhythm 1.  

We did not look at synchrony to Rhythm 2 because the sound presentation stopped shortly after 

the presentation of Rhythm 2 which is when the cat detected a change in the temporal pattern.  In 

the non-task condition, we recorded from 86 units. Of those 86 units, 4 were single units and the 

rest were multiple units.  Although responses showed phase-locking to the A and B stimuli, 38 of 

the 86 units showed slightly stronger responses to one source location.  We only had a few units 

from the on-task condition, and all units were multiple-units.  In the on-task condition, only 10 of 

the 20 units showing auditory evoked response showed stronger responses to either the A or B 

location.  Due to insufficient data for the on-task condition, we focused our data analysis to 

primarily to the non-task condition.   

We measured rate-azimuth functions (RAFs) for competing-sound stimuli similar to 

Middlebrooks and Bremen (2013) and Yao et al., (2015).  RAFs were expressed as the mean 

number of spikes synchronized to each 20-ms noise burst as a function of loudspeaker location.  

Spikes tended to fall within ~50 ms after each noise-burst onset.  To capture spikes driven by 
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each noise burst, we counted spikes in the 8-58 ms after stimulus onset.  Given this, spikes were 

attributed to either A or B sources.   

We used a procedure based on signal detection theory (Green and Swets, 1966; 

Macmillan and Creelman, 2005) to measure the discrimination of sound-source locations by 

trial-by-trial neural spike counts.  Similar to Middlebrooks and Bremen (2013) and Yao et al., 

(2015), we compiled spike counts for all repetitions that were synchronized to the A and B 

sources.  We formed an empirical ROC curve that was based on the trial-by-trial distributions of 

spike counts elicited on all trials by the two stimuli. The area under the ROC curve gave the 

probability of correct discrimination of the stimuli.  This probability was expressed as a z-score 

and was multiplied by √2, yielding the discrimination index, d’. If 100% of the spike rates 

elicited by one stimulus was greater than any of those elicited by the other stimulus, the area 

under the ROC curve was 1.0 and the corresponding z-score was undefined. Under these 

conditions, d’ was written as ±2.77, corresponding to the 97.5% correct discrimination.  The 

interpolated separation at which the plot of d’ versus azimuth crossed d’= ±1 was taken as the 

threshold. Positive d’ values denotes that there were more spikes synchronized to the more-

contralateral sound source.  

 

4.4 Results	

We presented cats that were not participating in an auditory task with a train of noise 

bursts in an alternating ABAB stimulus pattern.  The A source (i.e., target) was always located at 

0° azimuth and the competing, masker source (B-source) varied in location from trial to trial.  

Synchronized mean spike counts were quantified for the full range of the A and B location 

combinations.  Example multiple-unit rate azimuth functions (RAFs) are shown in Figure 4.1.  
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The abscissa indicates the B-source location relative to the placement of the recording electrode 

which was always located in the cat’s right hemisphere.  The vertical dashed red line indicates 

the A-source location. Spikes synchronized to the A-source (fixed location; red lines) and B-

source (blue lines) varied in response to the location of the B-source. The spike rates per trial are 

indicated by the left-axis.  In some example units, when the A and B sources were separated in 

azimuth, neurons would preferentially synchronize to either source A or source B.  In 4.1A for 

example, when source B was located contralateral to the recording site, neurons synchronized 

more strongly to source B. 4.1C shows the opposite response in which neurons preferentially 

synchronized to source A when source B is located in the contralateral hemifield.  On the other 

hand, in 4.1B, if source B were moved ipsilateral to the recording site, neurons preferentially 

synchronized to source A.  Figure 4.1D shows an example unit in which the neuron synchronized 

predominantly to source A except for when source B was located at the two furthest contralateral 

locations.  To measure the accuracy to which spike counts discriminated between A and B 

sources, we quantified a discrimination index, d’ as indicated by the right y-axis.  We took a d’= 

±1 as the threshold for significant discrimination of A and B sources, thus indicating significant 

stream segregation.  The solid black line indicates the discrimination index.  The horizontal 

dashed black lines indicate d’=0.  Although neurons were shown to preferentially synchronize to 

one source over the other, the d’ values often only reached threshold performance at the largest 

A- and B-source separations.  Examples of this are seen in Figure 4.1A and C.  Figure 4.1C was 

rare in that threshold was reached at a ~17° sound source separation.  
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Fig 4.1. Responses to competing source conditions. RAFs showing mean spike rates (left y-axis) as a function of B 
source location.  Red and blue lines indicate responses synchronized to the A and B sources, respectively. B-source 
locations were as plotted.  A-source locations were fixed in the 0° location indicated by the vertical dashed red line.  
The variation in the responses to the A-source locations reflects the effect of the changing B-source locations.  The 
solid black line indicates the discrimination index (d’) of trial-by-trial spike rates elicited by A versus B sources.  
The dashed black lines indicate d’=0.  
 

We plotted histograms of the discrimination index of trial-by-trial spike counts that were 

synchronized to the A and B sources (Figure 4.2).  In these plots, the A-source was always fixed 

at 0° azimuth and the B source was located either 20° or 60° contralateral (left column, A and C) 

and ipsilateral (right column, B and D) to the recording site.  We chose to look at the 20° B 

source location for comparison to a previous anesthetized study in cats (Middlebrooks and 

Bremen, 2013) who looked at stream segregation at this spatial separation.   We also looked at 
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the condition in which the A and B sources were separated by 60° since units tended to exhibit 

significant stream segregation at the largest sound source separations.  The horizontal dashed 

black lines represent threshold at d’= ±1.  Blue horizontal thick and thin lines indicate the 

interquartile ranges and 10th to 90th percentile ranges of each distribution, respectively.  The Xs 

indicate medians. The magenta horizontal lines and Xs in Figure 4.2A and B are data from 

anesthetized cats (Middlebrooks and Bremen, 2013) with the same notation as previously 

described for the blue horizontal lines.  Positive d’ values indicate units that are more strongly 

synchronized to the more contralateral sound source.  If the B-source is located in the 

contralateral hemifield (left column) for example, positive values indicate stronger responses to 

the B-source, while negative d’ values indicates stronger responses to the A-source.  Conversely, 

if the B-source is located in the ipsilateral hemifield (right column), positive values indicate 

stronger responses to the A-source and negative d’ values indicate stronger responses to the B-

source location.  As shown below, only a few units exhibited stream segregation compared to 

previous anesthetized cat data. For those few units that showed segregation, most of those units 

preferentially responded to the A-source (i.e., target) location.  Median values and the median 

absolute deviations are shown for each B location.   
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Fig 4.2. Distributions of d’ for discrimination of A and B sources. A sources are fixed at 0° and B sources were 
located either contralateral (A and C) or ipsilateral (B and D) to the recording site. Horizontal thick and thin lines 
indicate interquartile ranges and 10th and 90th percentile ranges, respectively.  The Xs on those lines indicate 
medians.  The blue horizontal lines pertain to the current study and the magenta lines are from anesthetized cat data 
(Middlebrooks and Bremen, 2013).  Positive d’ values indicate greater spike rates elicited by the more contralateral 
sound source. Medians and median absolute deviations are shown in each panel.   
  

We recorded from 20 units while the animals were performing a spatial stream 

segregation task.  Of those 20, only 10 units showed some sensitivity to preferentially 

synchronize to one of the two competing sound sources.  RAFs of multiple units, similarly 

shown in Figure 4.1, are shown in Figure 4.3.  Figure 4.3A shows an example of stronger 

responses to the B source when the B source is located in the contralateral hemifield and stronger 

responses to the A source when the B source is located in the ipsilateral hemifield.  In Figure 

4.3B, this multiple unit preferentially responded to the A source regardless of the B source 
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location.  Most source A and B separations had few trials, with some conditions only having one 

trial.   Due to having few units and few trials for each source A and B separation, we did not 

conduct further analysis on units recorded in the on-task condition.  

 

 

 
 
Fig 4.3. RAFs for on-task conditions showing mean spike rates as a function of B source location.  Red and blue 
lines indicate responses synchronized to the A and B sources, respectively. B-source locations were as plotted.  A-
source locations were fixed in the 0° location indicated by the vertical dashed red line.  The variation in the 
responses to the A-source locations reflects the effect of the changing B-source locations.   
	

4.5 	Discussion		

Under anesthesia, cortical neurons in A1 are able to segregate between two interleaved 

competing sound sources (Middlebrooks and Bremen, 2013; Yao et al., 2015).  In anesthetized 

cat recordings for example (Middlebrooks and Bremen, 2013), many cortical neurons showed 

little sensitivity to the locations of stimuli presented from a single sound source.  These neurons 

responded equally to these sound sequences regardless of where the sound source was located. 

When a competing sound source was added, neurons preferentially synchronized to one of the 
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minimum separation of competing sound sources tested, which was 10°.   These results agree 

with cat psychophysical experiments in which cats engaged in a spatial stream segregation task 

could segregate between two sources with separation as little as 9.4° (Javier et al., 2016; Chapter 

3).   

The robust ability for neurons in anesthetized cortex to segregate between otherwise 

identical noise-bursts that differed only in their location, was not replicated in the present study.  

In Chapter 3 we found that neurons could synchronize to noise bursts from a single location at 

rates up to 40 s-1.  In the non-task condition of the current study, when neurons were presented 

with competing noise bursts that varied in location, neurons synchronized to both the target and 

masker but showed some sensitivity to preferentially synchronize to one sound source.  This 

however, produced a weak stream segregation effect in that discrimination indices rarely reached 

threshold and this effect is weaker than what is observed in anesthetized conditions 

(Middlebrooks and Bremen, 2013; Yao et al, 2015).   

Although results for the awake, non-task condition differed from previous anesthetized 

cat recordings (Middlebrooks and Bremen, 2013), both experimental setups were fairly similar.  

Both studies utilized alternating noise bursts in which a target sound (source A) was always 

presented at a fixed location while a second competing masker source (source B) varied in 

location along azimuth. Similar to our study, Middlebrooks and Bremen presented a condition in 

which sequences of alternating noise bursts for sources A and B were presented at a base rate of 

10 s-1.  The current study differed from that of Middlebrooks and Bremen in the duration of 

individual noise bursts and also, the manner in which the cat was positioned in the sound 

chamber for recordings.  For the current study, the stimuli we used was identical to stimuli used 

by these animals when they were engaged in an auditory task (i.e., on-task condition) (Javier et 
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al., 2016; Chapter 2), which consisted of noise bursts that were 20 ms in duration.  This differs 

from Middlebrooks and Bremen in that they used 5 ms noise bursts.  We chose to use 20 ms 

noise bursts for better comparison for when animals were on-task vs. when they were not 

engaged in a task.  It is possible that the duration of the noise bursts contributes to the differences 

in results, however, under on-task conditions, cats showed behaviorally that they were able to 

segregate between noise bursts that were 20 ms in duration.  Also, studies that looked at stimulus 

duration as a factor in stream segregation found that longer tone durations more strongly 

facilitated segregation compared to shorter tone durations (van Noorden, 1975; Beauvois 1998).  

Even at shorter noise burst durations, Middlebrooks and Bremen (2013) still observed robust 

stream segregation by cortical neurons.   

The current study also differed from Middlebrooks and Bremen in that under anesthesia, 

cats’ heads were fixed in position, whereas in the current study, we had some imprecision in 

head position in that cats had free movement of their head and limbs.  An experimenter offered 

pureed cat food in order for the cat to sit calmly and also, to orient the cat’s head towards the 

front of the array of loudspeakers.  Having the cats eat while recording resulted in background 

activity that presumably includes sounds generated by the cat’s licking and other self-generated 

noises.  For most of the duration of the recording sessions, cats eagerly ate the offered cat food 

and while it is unclear whether cats paid attention to the noise bursts stimuli, we do see auditory 

evoked responses to the stimuli.  It is possible that having the cats attentively focused on the cat 

food caused some suppressive effects of any stream segregation in our neural recordings.  We 

did attempt to abstain from offering cat food during recording sessions, but cats refused to sit 

calmly during those sessions and we could not obtain any reliable recordings.  Nevertheless, we 
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did observe some sensitivity for stream segregation. We think that the lack of robust segregation 

is due to the lack of attention to the sound stimuli.   

The mechanism underlying spatial stream segregation in the anesthetized cortex is 

suggested to be enhanced by forward suppression.  It reflects the inability of cortical neurons to 

synchronize to faster rates.  When for example, both competing sources were presented from the 

same location, there was a decrease in response synchrony at this higher presentation rate.  This 

is illustrated in anesthetized cat cortex in which there was a decrease in neuronal synchrony to 

noise bursts presented at 5 and 10 s-1 (Middlebrooks and Bremen, 2013). In conditions in which 

competing sound sources were separated along azimuth, neurons were able to synchronize their 

responses, but only to one sound source since the presentation rate at a single location was lower 

than the presentation rate of when both sounds were co-located. Yao and colleagues (2015) 

quantified the amount of forward suppression in areas of the inferior colliculus (ICC), medial 

geniculate body (MGB) and A1 of anesthetized rats.  In all areas studied, forward suppression 

was greatest among neurons in A1, in that the ability of neurons to synchronize to trains of noise 

bursts decreased at increasing presentation rates.  In addition, A1 neurons exhibited a sharpening 

of spatial tuning that could contribute to forward suppression.  Yao et al., also investigated 

whether forward suppression was due to synaptic inhibition within the cortex, or whether it could 

be attributed to some other mechanism in A1 that limits neurons from synchronizing to higher 

rates.  To study this, they applied GABA antagonists while recoding from neurons in A1.  They 

reasoned that if forward suppression was due to synaptic inhibition, inhibiting GABA receptors 

would remove cortical inhibition and thus, lead to an increase in the neurons ability to 

synchronize to higher rates.  Administering GABA antagonists did not alleviate forward 

suppression, suggesting that some other biophysical property prevented neural synchrony.  The 
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authors hypothesize that forward suppression involved in spatial stream segregation is due to 

synaptic depression at the thalamo-cortical synapse.   

Other studies using awake preparations in macaques and European starlings have 

observed stream segregation in cortical neurons of animals not engaged in any auditory tasks 

(Fishman et al., 2001; Fishman and Steinschneider, 2004; Bee and Klump, 2004).   These studies 

however, were not looking at the spatial separation of sound sources that enable segregation, but 

rather, segregation due to frequency separation.   Fishman et al., (2001) for example, presented 

awake macaques with alternating ABAB… streams in which A and B sources differed in 

frequency.  One sound source consisted of tones at the neuron’s best frequency (BF) (i.e., A 

source) while the other sound source consisted of tones not at BF (i.e., B source).  When either 

the A- or B-sources were presented alone, neurons synchronized similarly to both sources.  

When they were presented in an alternating manner, however, cortical neurons were shown to 

synchronize to one sound source under conditions in which the frequency separation was large, 

or if the presentation rate was high.  If both A and B-sources had a small frequency separation 

for example, the neuron responded to both competing sources equally.  When the frequency 

separation was increased, responses to the B tones decreased while synchrony to that of the A 

source was high. In regards to presentation rate, segregation was seen at the fastest presentation 

rates of 20 and 40 s−
1, but not at the lowest presentation rates of 5-10 s-1.  They also found that 

forward suppression was evident regardless of which sound source started the sequence.   

The fact that tone-based segregation was not seen at presentation rates of 5-10 s-1 

coincides with our study in that we do not see strong spatial stream segregation with our stimuli 

which are presented at a base rate of 10 s-1.  When animals are engaged in an auditory task 

(Javier et al., 2016; Chapter 2), cats have been shown to spatially segregate between interleaved 
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noise bursts at base rates of 10 s-1 which agrees with anesthetized recordings in cats 

(Middlebrooks and Bremen, 2013). Since cats show effective stream segregation at these low 

rates, it raises the question of why we do not see spatial stream segregation in the awake primary 

auditory cortex. It may be that 1) when an animal is on-task, selective attention enhances the 

response to the target source or, 2) that the processing of stream segregation in higher cortical 

areas is more selective than lower cortical areas in its representation of the target sound source.   

A previous study, not involving stream segregation, has shown that neuronal selectivity 

was enhanced when an animal was on-task versus when the animal was off-task.  Lee and 

Middlebrooks (2011, 2013) trained cats to depress a pedal which initiated a presentation of 

successive broadband noise bursts from varying locations along azimuth.  When the cats detected 

a change in the target, either by a change in elevation or a change from noise bursts to a click 

train, they released the pedal to receive a food reward.    Compared to conditions in which cats 

were not engaged in the task to when cats were on-task, they found a sharpening of spatial 

sensitivity when cats were performing the task.  The largest effect of neural sensitivity was when 

cats had to evaluate the location of each stimulus to detect when the target changed in elevation.  

They observed a suppression of sounds to non-favored locations.  The sharpening of tuning to 

favored source locations may be applicable to the current study in that selective attention may 

enhance sensitivity to one sound source while suppressing responses to a competing source, 

enabling stream segregation.   

Although selective attention may enhance the representation of spatial stream segregation 

in A1, the increased selectivity towards one sound source may be processed in higher cortical 

areas.  Studies of human neurophysiological recordings have demonstrated streaming through 

enhanced synchrony of neural activity to one of two competing speech streams that the listener 
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was selectively attending to (Ding and Simon, 2012; Mesgarani and Chang, 2012; Golumbic, 

2013).  Ding and Simon for example, used MEG recordings to study stream segregation. Human 

listeners were presented narratives of two talkers and they were instructed to attend to one talker 

over the other. The speech envelopes of both talkers were reconstructed from neural activity by 

optimization of different MEG sensors across time.  They looked at the neural reconstructions of 

the attended speech and unattended speech and compared that to the envelopes of those 

speeches.  The neural reconstruction of the attended speech was found to be strongly correlated 

with the envelope of the attended speech.  Conversely, there was a weak correlation between the 

reconstruction of the unattended speech and the attended speech.  This modulation by selective 

attention was localized to the planum temporale, which is outside of primary auditory cortex 

(i.e., Heschl’s gyrus).  This is further supported by work done by Golumbic et al., (2013) who 

found that in low level cortices (i.e., superior temporal gyrus), attention modulates the neuronal 

representation by enhancing cortical tracking of attended speech streams, although ignored 

speech is still represented.  In higher level cortical areas, the representation becomes more 

selective towards the attended speech with no detectable tracking of the unattended speech.  

Interestingly, they also found that brain activity tracked speech streams using low-frequency 

phase (delta 1-3 Hz and theta 4-7 Hz) fluctuations. In the current study, the presentation rate of 

individual sound sources of 5 s-1 falls into the range of low-frequency brain activity of theta 

oscillations.  It is possible that when an animal is on-task and selectively attending to one sound 

source, neurons will entrain to these low frequency oscillations whereby the representation of the 

attended stream will be enhanced.  Conversely, the ignored stream will not entrain to these 

neural oscillations resulting in a suppressed representation of this stream.   Based on studies 

looking at higher cortical areas, it may be that A1 integrates information from areas in the 
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brainstem and below with some influence by attention.  From there, it distributes that 

information to higher auditory cortical areas for further analysis and further selectivity towards 

the attended target.   This increase in selectivity for the target stream is enhanced by brain 

activity that tracks the target stream using low-frequency phase fluctuations.  In our study, we 

see representation for both sources with some sensitivity towards the target sound source.  Under 

on-task conditions, attention may modulate the neural representation to strongly favor the target 

and suppress the response to the masker, exhibiting robust stream segregation.  Furthermore, this 

representation could be sharpened in higher cortical areas.  

Overall, this study shows minimal stream segregation when a cat is not engaged in an 

auditory task.  Further studies are needed to parse out the mechanisms underlying spatial stream 

segregation in primary awake cortex, particularly when a cat is engaged in an auditory task.  It 

might be that spatial stream segregation in on-task conditions will: 1) show a sharpening of 

spatial tuning in A1 as demonstrated by Lee and Middlebrooks (2011, 2013) and 2) that forward 

suppression and the entrainment to low frequency oscillations is enhanced, thereby exhibiting 

robust stream segregation.   
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CHAPTER	5	

Summary	and	Future	Directions	

	

5.1 Summary	

In complex auditory scenes, listeners have the exceptional ability of disentangling 

multiple interleaved sequences of sound and segregating that mixture into distinct sound sources, 

a phenomenon referred to as “stream segregation.”   The physical separation of competing sound 

sources has been shown to be a robust factor in facilitating stream segregation, whereby human 

listeners can segregate between competing streams with a spatial separation of as little as ~8° 

(Middlebrooks and Onsan, 2012).  Furthermore, neural correlates of spatial stream segregation 

have been observed in area A1 in anesthetized cats and rats (Middlebrooks and Bremen, 2013; 

Yao et al., 2015).  The goal for this dissertation is to evaluate the psychophysics of spatial stream 

segregation and within the same species, to conduct neurophysiological recordings in auditory 

cortex in the absence of anesthesia.  Cats are well suited for these experiments as they have been 

used extensively for sound-localization experiments.  In addition, their well-developed cortex is 

easily accessible on the surface of the brain allowing for neurophysiological recordings.  In 

Chapter 2, I show that cats can segregate between competing streams when sound sources are 

separated by ~9.4°.  I also find that cats rely predominantly on high-frequency interaural level 

difference cues for stream segregation which is contrary to human listeners who rely more on 

interaural time difference cues. The superior use of high frequencies by cats, however, agrees 

with physiological results in anesthetized cats showing stronger stream segregation among 

cortical neurons having high CFs.  In Chapter 3, I observe cortical units in A1 of awake cats that 



94	
	

exhibit spectral and temporal properties that are rarely seen in anesthetized cortex. These 

properties include frequency response areas that are restricted in frequency and level (i.e., O-

shaped units), sharp level-invariant frequency tuning bandwidths, sustained response firing, 

neurons that can synchronize to clicks and noise bursts at rates >40 s-1, and tonic asynchronous 

firing that increases with stimulus rates.  These findings support the hypothesis that these 

spectral and temporal response properties are present in the normal, awake auditory cortex. 

Lastly, in Chapter 4, I find that cortical units do not segregate between competing streams when 

cats are not engaged in an auditory task, possibly due to a lack of selective attention. Overall, this 

dissertation highlights cat psychophysics and neural properties in the absence of anesthesia that 

will pave the way for future studies combining psychophysics and neurophysiology within the 

same listener.  

	

5.2 Future	Directions	

More study is needed to investigate neural activity when an animal is engaged in a spatial 

stream segregation task.  This dissertation provides a glimpse of a few cortical recordings while 

cats are on-task, however, it is insufficient in providing any conclusions on task-dependent 

modulation of cortical units.  A previous study by Lee and Middlebrooks (2011) demonstrated 

that the spatial sensitivity of neurons was dependent on the behavioral state of the animal where 

spatial tuning was found to sharpen in A1 when the animal was engaged in a localization task 

compared to when it was off-task.  It may be that on-task conditions will show an improvement 

of discrimination by neuronal firing rates while the cat is on-task, whereby neurons will 

preferentially synchronize to the target while suppressing responses to the masker sound source.  

In addition, while a cat is on-task, further study is needed to evaluate the magnitude of neural 
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discrimination on individual trials in which the cat does or does not successfully detect the 

rhythm change and to test whether the neural responses predict psychophysical performance on a 

trial-by-trial basis.  

In addition, all single- and multi-unit studies of cortical mechanisms of stream 

segregation have been limited to the primary auditory cortex.  Further study is needed to 

investigate processing of spatial stream segregation in cortical structures outside of A1. Human 

neuroimaging studies suggest that structures outside of A1 are also involved in auditory scene 

analysis (Gutschalk et al., 2005; Micheyl et al., 2007; Wilson et al., 2007; Ding and Simon, 

2012; Mesgarani and Chang, 2012; Golumbic, 2013). Overall, studies outside of area A1 suggest 

that the role of primary cortex might be to integrate information from the brainstem and below.  

Information is then further distributed to higher cortical areas for further analysis.  

Lastly, future studies could investigate whether the mechanisms underlying spatial stream 

segregation are the same as those underlying tone-based segregation. The task would be similar 

to the spatial stream segregation task in Chapter 2, however the competing streams will differ in 

frequency instead of by location.  Previous studies in awake macaques not engaged in an 

auditory task (Fishman et al., 2001) show tone-based segregation at presentation rates >20 s-1.    

They did not see segregation at the rate in which our stimuli were presented.  Neurophysiological 

recordings of on-task cats could be compared between spatial-based and tone-based segregation 

to see if there are any similarities between the two types of segregation.  In addition, 

performance using high-frequency tones versus low-frequency tones in the tone-based 

segregation task could be compared to the different passband conditions in the spatial 

segregation task.     
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 Taken together, this dissertation and future work provides insight into the auditory 

mechanisms underlying spatial stream segregation in cat psychophysics as well as a basis for 

streaming in awake cortex.  
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