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As the systems we control become more complex, first-principle modeling becomes either impossible or intractable, motivating the use of machine learning techniques for the control of systems with continuous action spaces. As impressive as the empirical success of these methods have been, strong theoretical guarantees of performance, safety, or robustness are few and far between. This manuscript takes a step towards such providing such guarantees by establishing finite-data performance guarantees for identifying and controlling fully- or partially-unknown dynamical systems.

In this manuscript, we explore three different viewpoints that each provide different quantitative guarantees of performance. First, we present a generalization of the classical theory of integral quadratic constraints. This generalization leads to a tractable computational procedure for finding exponential stability certificates for partially-unknown feedback systems. Second, we present non-asymptotic lower and upper bounds for core problems in the field of system identification. Finally, using the recently developed system-level synthesis framework and tools from high-dimensional statistics, we establish finite-sample performance guarantees for robust output-feedback control of an unknown dynamical system.
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## Chapter 1

## Introduction

### 1.1 Overview

This manuscript is about dealing with uncertainty. Specifically, it is about analyzing uncertainty in the context of two fields: control theory, and what we deem "learning theory" -a catch-all for machine learning, statistics, and related areas. These fields have both been established for decades (if not centuries), and while they share many techniques, they often prefer to use different tools to describe and deal with uncertainty.

However, these tools are somewhat at odds with each other. There are two points on which they differ; these are not absolute distinctions, but they are commonly seen in the literature. The first point is one of modeling. On the robust control side, we are often controlling a system based on a model derived from first-principles physics or dynamics. This model will naturally be imperfect, but many times it will be sufficient to drive control synthesis. On the other hand, it is much more common - in the learning theory paradigm - to estimate a parametric or black-box model from a large amount of data.

The second point is how model imperfection is dealt with. In control theory, we are frequently concerned about worst-case performance. This concern is usually motivated by safety-critical applications, such as robotics or autonomous vehicles, where we have to be absolutely sure that we can mitigate the worst-case scenarios. Now, contrast this with the learning theory view. In terms of guarantees, while there is a large body of work on adversarial learning, many results are concerned with performance in expectation, or making probabilistic statements rather than absolute ones (such as results holding with exponentially high probability).

Nonetheless, for complex systems we want to control, we naturally want to use viewpoints and tools from both of these communities. In the age of "big data," physical systems are equipped with a multitude of sensors with the ability to capture copious amounts of data; it would benefit us to run many trials (if we can afford it) to estimate the properties of the system in question. Furthermore, concerning the uncertainty in our estimation, one would hope that we can deal with our modeling errors and noise processes in a graceful way-one
that is quantitative and can give us a guarantee of safety or performance that is not overly conservative. At the very least, we would expect to be able to discern how sensitive our estimation problem is to different system and environment parameters.

Thus, our general model is as follows. We acquire a dataset of trajectories $\mathcal{S}:=\left\{u^{(i)}, y^{(i)}\right\}$, where the $i$-th input and output signals (which are, in general, time histories of vectors) are denoted $u^{(i)}, y^{(i)}$ respectively. Now, based on this dataset, we want a quantitative guarantee about what the system looks like and/or how the system performs when controlled. However, this general model immediately raises issues. When we only collect a finite amount of data, there are multiple sources of uncertainty that arise. Noise processes (also present in the infinite-data regime) and truncation effects lead to modeling errors which then can propagate through to error for a control task, if one is not too careful. Therefore, what we truly want to accomplish is to calmly take these sources of uncertainty into account during modeling and control design - while also minimizing the uncertainty as much as possible. However, many statistical results for estimation and control design are asymptotic and only say that (say) an estimator is consistent in the regime of infinite data. Since that is quite a long time to wait, we also want to quantify what we lose going from the infinite to the finite - which is generally difficult!

In any case, our finite-data model naturally leads to a two-stage setup, if we want to estimate a model and then robustly control it. First, we "coarsely" identify a model from data, where our model estimate comes with a tractable description of the model uncertainty. Second, we perform robust control synthesis using this nominal model and uncertainty description. As an added bonus, when we want to robustly control these systems in feedback, whether to regulate the state to zero or have an output track a trajectory, we know from both theory and practice that feedback is somewhat robustifying against many different types of uncertainty.

The central questions addressed by this manuscript are therefore as follows:

- Can we get quantitative performance guarantees for control analysis and synthesis based on uncertain models?
- Can we establish any of these guarantees in the environment where we are estimating a model from data?


### 1.2 Generating Work

As the systems we control become more complex, first-principle modeling becomes either difficult or intractable, motivating the use of machine learning techniques for the control of systems with continuous state and action spaces. As impressive as the empirical success of these methods have been, strong theoretical guarantees of performance, safety, or robustness are often elusive. This manuscript takes steps towards providing such guarantees by establishing finite-data performance guarantees for identifying and controlling fully- or partially-unknown dynamical systems. In this section, we summarize the works that make
up the majority of this manuscript.

### 1.2.1 Robust Control

Since the 1960s, the field of robust control-broadly, the field of making actions under uncertainty-has been concerned with obtaining quantitative performance guarantees in the presence of bounded uncertainty; this has included breakthroughs such as the small-gain theorem, passivity theory, dissipativity theory, the structured singular value, and Integral Quadratic Constraints (IQCs) [Megretski and Rantzer, 1997]. The most general of these, IQCs, gives a computational procedure to produce a certificate of stability for a linear, time-invariant (LTI) dynamical system placed in feedback with an unknown nonlinearity-a general and useful paradigm often seen in control theory. In Boczar et al. [2015, 2017], we give a computational procedure to now derive a certificate of exponential stability for such a feedback system. This tractable procedure - a small semidefinite program (SDP) -allows one to make guarantees about the size of the internal state of the system when only coarse information (say, a norm bound) about the nonlinearity is known. We take advantage of the existing literature by providing an updated library of "exponential IQCs" satisfied by classes of nonlinearities commonly seen in engineering and computer science. This improvement of now being able to compute a certificate for a specific exponential rate is critical: it is analogous to being able to guarantee a rate of convergence for an optimization algorithm. Indeed, these papers were inspired by a recent line of work, starting with Lessard et al. [2016], which uses the theory of IQCs to prove such rates for the most popular optimization methods.

### 1.2.2 System Identification and Learning Theory

Though the feedback paradigm described in the previous section is often useful, there are often times when we do not even have a model of the system to start with, yet we still ask how to control it-we usually seek an end-to-end identification and control algorithm. How to design such an algorithm has been the question at the heart of the system identification literature. Partially motivated by advances in deep learning, there has also been a deluge of recent work in deriving end-to-end algorithms for various tasks in reinforcement learning. However, sample complexity bounds for these problems are difficult to derive, and it is not clear which quantities accurately measure the "hardness" of a learning problem. In Boczar et al. [2018], we show finite-sample performance guarantees for a specific, simplified end-to-end problem: robust output feedback control of an LTI system. This case is interesting as it captures many common motifs found in practice: a partially-observed state, a rough description of system uncertainty, and a desire for performance guarantees under these constraints.

Achieving these guarantees requires two components. First, it requires tools from nonasymptotic statistics to analyze a "coarse identification" step based on least-squares fitting of input-output data. This step, which we previously developed in Tu et al. [2017] and showed
was optimal (in a sense) in Tu et al. [2018a], returns a simple description of the system under test and a probabilistic quantification of the uncertainty around it. Our second component is a modification of the recently-developed system-level synthesis (SLS) framework [Wang et al., 2019]. This framework lifts a nonconvex feedback design problem into a convex one by optimizing over the end-to-end system response. In our analysis, we modify the SLS framework to take into account our uncertainty description from the first step, which allows us to derive non-asymptotic learning rates for an end-to-end identification and control procedure. Specifically, we show how many input/output sequences of a certain length need to be recorded in order to build a descriptive enough model such that the robust SLS procedure can handle the remaining uncertainty in standard feedback controller design tasks.

### 1.3 Organization

This thesis is organized as follows. Preliminaries and notation are covered in Chapter 2. Chapter 3 (based on Boczar et al. [2017], a superset of Boczar et al. [2015]) establishes the framework of exponential IQCs, including an application for analyzing stochastic optimization algorithms. Chapters 4 and 5 provide upper and lower bounds in the $\mathcal{H}_{\infty}$-norm for coarse system identification and gain estimation; these chapters are based on condensed versions of Tu et al. [2017] and Tu et al. [2018a], respectively. Finally, Chapter 6 uses ideas developed in Chapter 4 and the SLS framework to provide end-to-end control guarantees, as seen in Boczar et al. [2018]. Proofs and other supplementary material for these chapters are given in Appendices A, B, C, and D, respectively. Experimental code can be found at https://laurentlessard.com/public/code and https://github.com/rjboczar.

## Chapter 2

## Notation

Here we give some of the more common notation in this manuscript.

## Linear Algebra and Analysis

| $\mathbb{C}^{d}$ | canonical complex $d$-dimensional space |
| :--- | :--- |
| $\mathbb{R}^{d}$ | canonical real $d$-dimensional space |
| $v^{*}, A^{*}$ | complex conjugate |
| $v^{\top}, A^{\top}$ | transpose |
| $(g \circ f)(x)$ | function composition $g(f(x))$ |
| $\kappa(A)$ | condition number, i.e. $\sigma_{1}(A) / \sigma_{n}(A)$ |
| $v^{[i]}$ | $i$-th coordinate of the vector $v\left(\right.$ to occasionally avoid confusion with $\left.v_{i}\right)$ |
| $\mathbb{D}$ | closed unit disk in complex plane $\{z \in \mathbb{C}\|\|z\| \leq 1\}$ |
| $e_{i}$ | $i$-th standard basis vector in $\mathbb{R}^{d}$ |
| $\mathbf{1}_{\mathcal{A}}$ | indicator function on event $\mathcal{A}$ |
| $\langle A, B\rangle$ | inner product tr $\left(A^{*} B\right)\left(a^{*} b\right.$ for vectors) |
| $\\|A\\|,\\|v\\|$ | spectral norm (resp. Euclidean norm for vectors, occasionally made explicit |
| $\\|f(z)\\|_{\infty}$ | as $\left.\\|\cdot\\|_{2}\right)$ |
| $\succ, \succeq$ | supremum norm taken over $\mathbb{T}$, i.e. sup |
| $z \in \mathbb{T}\|f(z)\|$ |  |
| $\rho(A)$ | positive (resp. semi-)definite matrix inequality |

$\operatorname{Toep}(u) \quad$ the lower-triangular Toeplitz matrix where the first column is equal to $u$
$\mathbb{T} \quad$ unit circle in complex plane $\left\{z \in \mathbb{C}||z|=1\}\right.$ (also parameterized by $z=e^{j \omega}$ with $\omega \in[0,2 \pi))$
$\operatorname{tr}(A) \quad \operatorname{trace}$, i.e. $\sum_{i} A_{i i}=\sum_{i} \lambda_{i}(A)$

## Signals and Systems

* discrete-time convolution operator
$\|G\|_{\mathcal{H}_{\infty}} \quad \mathcal{H}_{\infty}$-norm, the induced $\ell_{2} \rightarrow \ell_{2}$ norm (equal to $\sup _{z \in \mathbb{T}}\|G(z)\|_{2}$ )
$\ell_{p} \quad$ space of $p$-norm-bounded signals $\left(\sum_{k=0}^{\infty}\left|x_{k}\right|^{p}<\infty,\|x\|_{\ell_{\infty}}:=\max _{k}\left|x_{k}\right|\right)$
$\ell_{2} \quad$ space of square-summable signals $\left(\sum_{k=0}^{\infty}\left|x_{k}\right|^{2}<\infty\right)$
$\ell_{2}^{\rho} \quad$ space of $\rho$-square-summable signals $\left(\sum_{k=0}^{\infty} \rho^{-2 k}\left|u_{k}\right|^{2}<\infty, \rho \in(0,1)\right.$ )
$\|x\|_{\ell_{2}} \quad \quad \ell_{2}$-norm, i.e. $\sum_{k=0}^{\infty}\left|x_{k}\right|^{2}\left(\sum_{k=0}^{\infty}\left\|x_{k}\right\|^{2}\right.$ in the vector case $)$
$\mathcal{R} \mathcal{H}_{\infty}^{m \times n} \quad$ set of $m \times n$ matrices whose elements are proper rational functions with real coefficients analytic outside the closed unit disk (superscript usually suppressed for brevity)
$(A, B, C, D) \quad$ discrete-time linear time-invariant system $(D=0$ occasionally omitted in the former)
$\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$
G discrete-time linear time-invariant system, frequency-domain representation
$\mathbf{x} \quad \ell_{2}$ signal, frequency-domain representation
$x_{t} \quad$ time domain signal $\left(x_{0}, x_{1}, \ldots\right)$, indexed at time $t$
$\hat{x}(z) \quad z$-transform of the time-domain signal $x, \hat{x}(z):=\sum_{k=0}^{\infty} x_{k} z^{-k}$


## Probability

$\mathbb{E}[\cdot] \quad$ expectation
$\mathcal{N}(\mu, \Sigma) \quad$ normally distributed random variable with mean $\mu$ and covariance matrix $\Sigma$
$\mathbb{P}(\mathcal{E}) \quad$ probability of event $\mathcal{E}$

## Chapter 3

## Exponential Stability Analysis using Integral Quadratic Constraints

### 3.1 Introduction

Analysis in the context of robust control is generally concerned with obtaining absolute performance guarantees about a system in the presence of bounded uncertainty. Examples of such results include the small gain theorem and passivity theory [Zames, 1966], dissipativity theory [Willems, 1972], the structured singular value $\mu$ [Doyle, 1982], and integral quadratic constraints (IQCs) [Megretski and Rantzer, 1997].

In this chapter, we present a modification of IQC theory, the most general of the aforementioned tools, that allows one to certify exponential stability rather than just bounded-input bounded-output (BIBO) stability. Moreover, we can compute numerical bounds on the exponential decay rate of the state. Even when BIBO stable systems are exponentially stable, estimates of the exponential decay rates provided by standard IQC theory are typically very conservative. We will show that this conservatism can be greatly reduced if we directly certify exponential stability and use the method presented herein to compute the associated decay rate.

Our modified IQC analysis was successfully applied in Lessard et al. [2016] to analyze convergence properties of commonly-used optimization algorithms such as the gradient descent method. These algorithms converge at an exponential rate when applied to strongly convex functions, and the modified IQC analysis automatically produces very tight bounds on the convergence rates. Another potential application is in time-critical systems. In embedded model predictive control, for example, it is vital to have robust guarantees that desired error bounds will be met in the allotted time without overflow errors and in spite of fixed-point arithmetic (see Jerez et al. [2014] and references therein).

### 3.1.1 A Special Case

While a general treatment of exponential bounds is provided in the sequel, it is worth noting that exponential stability can be proven directly for some special cases. To illustrate this fact, consider a linear time-invariant (LTI) discrete-time plant $G$ with state-space realization $(A, B, C, D)$. Suppose $G$ is connected in feedback with a strictly-input passive nonlinearity $\Delta$. A sufficient condition for BIBO stability is that there exists a positive definite matrix $P \succ 0$ and a scalar $\lambda \geq 0$ satisfying the linear matrix inequality (LMI)

$$
\left[\begin{array}{cc}
A & B  \tag{3.1}\\
I & 0
\end{array}\right]^{\top}\left[\begin{array}{cc}
P & 0 \\
0 & -P
\end{array}\right]\left[\begin{array}{cc}
A & B \\
I & 0
\end{array}\right]+\lambda\left[\begin{array}{cc}
0 & C^{\top} \\
C & D+D^{\top}
\end{array}\right] \prec 0
$$

This result is also related to the Positive Real Lemma (see Kottenstette and Antsaklis [2010] and references therein). If we define $V(x):=x^{\top} P x$, then (3.1) implies that $V$ decreases along trajectories: $V\left(x_{k+1}\right) \leq V\left(x_{k}\right)$ for all $k$. BIBO stability then follows from positivity and boundedness of $V$. Observe that when (3.1) holds, we may replace the right-hand side by $-\epsilon P$ for some sufficiently small $\epsilon>0$. We then conclude that $V\left(x_{k+1}\right) \leq(1-\epsilon) V\left(x_{k}\right)$ for all $k$ and exponential stability follows. We may then maximize $\epsilon$ subject to feasibility of (3.1) to further improve the rate bound.

Unfortunately, the approach outlined above of including $-\epsilon P$ fails in the general IQC setting due to the different role played by $P$ in the associated LMI. In IQC theory, the LMI comes from the Kalman-Yakubovich-Popov (KYP) lemma, and although it is structurally similar to (3.1), $P$ is not positive definite in general, and $V$ may not decrease along trajectories. However, our key insight is that by suitably modifying both the LMI and the IQC definition, we obtain a more broadly applicable condition for certifying exponential stability.

This chapter is organized as follows. We cover some related work in the remainder of the introduction, we explain our notation and some basic results in Section 3.2, we develop and present our main result in Section 3.3, and we discuss computational considerations in Section 3.4. An explicit construction of the (conservative) rate guarantees implied by finite $L_{2}$ gain is given in Section 3.5. In Section 3.6 we provide a library of applicable IQCs. Finally, we present illustrative examples demonstrating the usefulness of our result in Section 3.7 and give an application to stochastic optimization algorithms in Section 3.8. We make some concluding remarks in Section 3.9.

### 3.1.2 Related Work

It is noted in Megretski and Rantzer [1997] and Rantzer and Megretski [1997] that BIBO stability often implies exponential stability. In particular, exponential stability follows if the nonlinearity satisfies an additional fading memory property. So, under mild assumptions, the robust stability guarantee from IQC theory automatically implies exponential stability as well. The proof of this result uses the $L_{2}$ gain from the stability analysis to construct an exponential rate bound. However, we will see in Section 3.7 that bounds computed in this way can be very conservative.


Figure 3.1: Linear time-invariant system $G$ in feedback with a nonlinearity $\Delta$.

Other proofs of exponential stability have appeared in the literature for specific classes of nonlinearities. Some examples include sector-bounded nonlinearities [Corless and Leitmann, 1993; Konishi and Kokame, 1999] and nonlinearities satisfying a Popov IQC [Jönsson, 1997]. These works exploit LMI modifications akin to the one shown in (3.1) earlier in this section.

The analysis in this chapter mirrors the analysis given in Lessard et al. [2016], which presents an approach for proving the robust exponential stability of optimization algorithms. The approach of Lessard et al. [2016] uses a time-domain formulation of IQCs modified to handle exponential stability. In contrast, the present work develops the aforementioned exponential stability analysis entirely in the frequency domain and its applicability is not restricted to the analysis of iterative optimization algorithms. Moreover, we clarify the connection to the seminal IQC results in Megretski and Rantzer [1997]. Parts of this work first appeared in the conference paper Boczar et al. [2015]; since then, an analogous continuoustime formulation with alternative techniques and motivations also appeared in Hu and Seiler [2016].

### 3.2 Preliminaries

We adopt a setup analogous to the one used in Megretski and Rantzer [1997], with the exception that we will work in discrete time rather than continuous time. Along with the standard notation given in Chapter 2, recall that a sequence $u=\left(u_{0}, u_{1}, \ldots\right)$ is said to be in $\ell_{2}$ if $\sum_{k=0}^{\infty}\left|u_{k}\right|^{2}<\infty$. A sequence $u_{k}$ is said to be in $\ell_{2}^{\rho}$ for some $\rho \in(0,1)$ if the sequence $\left(\rho^{-k} u_{k}\right)$ is in $\ell_{2}$, i.e. $\sum_{k=0}^{\infty} \rho^{-2 k}\left|u_{k}\right|^{2}<\infty$. Note that $\ell_{2}^{\rho} \subset \ell_{2}$. Furthermore, $\mathcal{X}$-bounded is shorthand for a bounded operator from $\mathcal{X}$ to $\mathcal{X}$.

Consider the standard setup of Figure 3.1 (known as the Lur'e system). The block $G$ contains the known LTI part of the system while $\Delta$ contains the part that is uncertain, unknown, nonlinear, or otherwise troublesome. The interconnection is said to be well-posed
if the map $(v, w) \mapsto(e, f)$ has a causal inverse. The interconnection is said to be boundedinput bounded-output (BIBO) stable if, in addition, there exists some $\gamma>0$ such that when $G$ is initialized with zero state,

$$
\|v\|_{\ell_{2}}^{2}+\|w\|_{\ell_{2}}^{2} \leq \gamma\left(\|e\|_{\ell_{2}}^{2}+\|f\|_{\ell_{2}}^{2}\right)
$$

for all square-summable inputs $f$ and $e$. Finally, the interconnection is (internally) exponentially stable if there exists some $\rho \in(0,1)$ and $c>0$ such that if $f=0$ and $e=0$, the state $x_{k}$ of $G$ will decay exponentially with rate $\rho$. That is,

$$
\left\|x_{k}\right\| \leq c \rho^{k}\left\|x_{0}\right\| \quad \text { for all } k
$$

We now present the classical IQC definition and stability result, which will be modified in the sequel to guarantee exponential convergence. These results are discrete-time analogs of the main IQC results of Megretski and Rantzer Megretski and Rantzer [1997].

Definition 3.2.1 (IQC). Signals $y \in \ell_{2}$ and $u \in \ell_{2}$ with associated $z$-transforms $\hat{y}(z)$ and $\hat{u}(z)$ satisfy the IQC defined by a Hermitian complex-valued function $\Pi$ if

$$
\int_{\mathbb{T}}\left[\begin{array}{l}
\hat{y}(z)  \tag{3.2}\\
\hat{u}(z)
\end{array}\right]^{*} \Pi(z)\left[\begin{array}{l}
\hat{y}(z) \\
\hat{u}(z)
\end{array}\right] d z \geq 0 .
$$

An $\ell_{2}$-bounded causal operator $\Delta$ satisfies the IQC defined by $\Pi$ if (3.2) holds for all $y \in \ell_{2}$ with $u=\Delta(y)$. We also define $\operatorname{IQC}(\Pi(z))$ to be the set of all $\Delta$ that satisfy the IQC defined by $\Pi$.

Theorem 3.2.1 (Stability result). Let $G(z) \in \mathcal{R} \mathcal{H}_{\infty}^{m \times n}$ and let $\Delta$ be a bounded causal operator. Suppose that:
i) for every $\tau \in[0,1]$, the interconnection of $G$ and $\tau \Delta$ is well-posed.
ii) for every $\tau \in[0,1]$, we have $\tau \Delta \in \operatorname{IQC}(\Pi(z))$.
iii) there exists $\epsilon>0$ such that

$$
\left[\begin{array}{c}
G(z)  \tag{3.3}\\
I
\end{array}\right]^{*} \Pi(z)\left[\begin{array}{c}
G(z) \\
I
\end{array}\right] \preceq-\epsilon I, \quad \forall z \in \mathbb{T}
$$

Then, the feedback interconnection of $G$ and $\Delta$ is BIBO stable.

### 3.3 A Frequency-Domain Condition

In this section, we augment Definition 3.2.1 and the classical result of Theorem 3.2.1 to derive a frequency-domain condition that certifies exponential stability.

Definition 3.3.1. The operators $\rho_{+}, \rho_{-}$are defined as the time-domain, time-dependent multipliers $\rho^{k}, \rho^{-k}$, respectively, where $\rho \in(0,1)$ is a defined constant.

Remark 1. The operator $\rho_{-} \circ\left(G(z) \circ \rho_{+}\right)$is equivalent to the operator $G(\rho z)$. This follows from the fact that, for any constant $a>0$ and signal $u_{k}$, the $z$-transform of $a^{-k} u_{k}$ is given by $\hat{u}(a z)$. See Figure 3.2 for an illustration.


Figure 3.2: Illustration of Remark 1.

In order to show exponential stability of the system in Figure 3.1, we will relate it to BIBO stability of the modified system shown in Figure 3.3. This equivalence is closely related to the theory of stability multipliers [Safonov and Kulkarni, 2000].


Figure 3.3: Modified feedback diagram with additional multipliers and inputs. For appropriately chosen $e$ and $f$ and with zero initial condition, we show how this diagram is equivalent to that of Figure 3.1.

Proposition 3.3.1. Suppose $G(z)$ has a minimal realization $(A, B, C, D)$. If the interconnection in Figure 3.3 is BIBO stable, then the interconnection in Figure 3.1 with initial state $x_{0}$ is exponentially stable.

Proof. Intuitively, if $v$ and $w$ are small in the BIBO sense compared to $e$ and $f$, then $y$ must be even smaller. See Appendix A. 1 for a detailed proof.

In an effort to define IQCs for the transformed system shown in Figure 3.3, we introduce the concept of the $\rho-I Q C$.

Definition 3.3.2 ( $\rho$-IQC). Signals $y \in \ell_{2}^{\rho}$ and $u \in \ell_{2}^{\rho}$ with associated $z$-transforms $\hat{y}(z)$ and $\hat{u}(z)$ satisfy the $\rho$-IQC defined by a Hermitian complex-valued function $\Pi$ if

$$
\int_{\mathbb{T}}\left[\begin{array}{l}
\hat{y}(\rho z)  \tag{3.4}\\
\hat{u}(\rho z)
\end{array}\right]^{*} \Pi(\rho z)\left[\begin{array}{l}
\hat{y}(\rho z) \\
\hat{u}(\rho z)
\end{array}\right] d z \geq 0
$$

An $\ell_{2}^{\rho}$-bounded causal operator $\Delta$ satisfies the $\rho$-IQC defined by $\Pi$ if (3.4) holds for all $y \in \ell_{2}^{\rho}$ with $u=\Delta(y)$. We also define $\operatorname{IQC}(\Pi(z), \rho)$ to be the set of all $\Delta$ that satisfy the $\rho$-IQC defined by $\Pi$.

Note that the concept of a $\rho$-IQC generalizes that of a regular IQC. Indeed, we have $\operatorname{IQC}(\Pi(z), 1)=\operatorname{IQC}(\Pi(z))$. The restriction of $u \in \ell_{2}^{\rho}$ and $y \in \ell_{2}^{\rho}$ corresponds to the restriction of $u \in \ell_{2}$ and $y \in \ell_{2}$ in the classical definition of IQC [Megretski and Rantzer, 1997]. Now equipped with $\rho$-IQCs, we can relate $\Delta^{\prime}$ in Figure 3.3 to $\Delta$ in Figure 3.1.

Proposition 3.3.2. Let $\Delta$ be an $\ell_{2}^{\rho}$-bounded causal operator, and let $\Pi$ be a Hermitian complex-valued function. As in Figure 3.3, define $\Delta^{\prime}:=\rho_{-} \circ\left(\Delta \circ \rho_{+}\right)$, which is equivalently $\ell_{2}$-bounded. Then, the following statements are equivalent.
(i) $\Delta \in \operatorname{IQC}(\Pi(z), \rho)$
(ii) $\Delta^{\prime} \in \operatorname{IQC}(\Pi(\rho z))$

Proof. We define the discrete Fourier transform of the input and output of $\Delta$ as $\hat{y}(z)$ and $\hat{u}(z)$, respectively. Then, from the definition of $\rho_{+}$and $\rho_{-}$, we have that $\hat{w}(z)=\hat{u}(\rho z)$ and $\hat{v}(z)=\hat{y}(\rho z)$. Substituting into the IQC definition (3.2), we obtain (3.4) as required.

Proposition 3.3.2 is illustrated in Figure 3.4.


Figure 3.4: Illustration of Proposition 3.3.2.

We now state our main result, an exponential stability theorem analogous to the classical result in Theorem 3.2.1.

Theorem 3.3.1 (Exponential stability). Fix $\rho \in(0,1)$. Let $G(\rho z) \in \mathcal{R} \mathcal{H}_{\infty}^{m \times n}$ and $\Delta$ be an $\ell_{2}^{\rho}$-bounded causal operator. Furthermore, suppose that:
i) for every $\tau \in[0,1]$, the interconnection of $G$ and $\tau \Delta$ is well-posed.
ii) for every $\tau \in[0,1]$, we have $\tau \Delta \in \operatorname{IQC}(\Pi(z), \rho)$.
iii) there exists $\epsilon>0$ such that

$$
\left[\begin{array}{c}
G(\rho z)  \tag{3.5}\\
I
\end{array}\right]^{*} \Pi(\rho z)\left[\begin{array}{c}
G(\rho z) \\
I
\end{array}\right] \preceq-\epsilon I, \quad \forall z \in \mathbb{T} .
$$

Then, the interconnection of $G$ and $\Delta$ shown in Figure 3.1 is exponentially stable with rate $\rho$.

Proof. We apply Theorem 3.2.1 to the interconnection in Figure 3.3 with operators $G(\rho z)$ and $\Delta^{\prime}$ and the IQC $\Pi(\rho z)$.
(a) Since Figure 3.1 and Figure 3.3 have the same interconnection structure, well-posedness is equivalent.
(b) Due to the equivalence of IQCs in Proposition 3.3.2,

$$
\begin{aligned}
\tau \Delta \in \operatorname{IQC}(\Pi(z), \rho) & \Longleftrightarrow \rho_{-} \circ\left((\tau \Delta) \circ \rho_{+}\right) \in \operatorname{IQC}(\Pi(\rho z)) \\
& \Longleftrightarrow \tau\left(\rho_{-} \circ\left(\Delta \circ \rho_{+}\right)\right) \in \operatorname{IQC}(\Pi(\rho z)) \\
& \Longleftrightarrow \tau \Delta^{\prime} \in \operatorname{IQC}(\Pi(\rho z)) .
\end{aligned}
$$

(c) This is condition iii) of Theorem 3.2.1 using $G(\rho z)$ and $\Delta^{\prime}$.

Thus, these three conditions ensure BIBO stability of the system in Figure 3.3. We then apply Proposition 3.3 .1 to arrive at exponential stability of Figure 3.1.

Note that the assumption $G(\rho z) \in \mathcal{R} \mathcal{H}_{\infty}^{m \times n}$ restricts us to verifying rates that are no faster than the rate of convergence of the plant $G$ operating in open-loop, which corresponds to the largest (in magnitude) pole of $G(z)$. Assuming WLOG that $\Delta(0)=0$, this is clear as $\Delta \equiv 0$ (corresponding to open-loop $G$ ) satisfies any $\rho$-IQC.

### 3.4 Computation

As in the classical IQC setting, to guarantee stability, the frequency-domain inequality (FDI) (3.5) must be verified for every $\omega \in[0,2 \pi)$. However, if the IQC in question exhibits a particular factorization, then the discrete-time KYP Lemma can be applied to convert the infinite-dimensional FDI to a finite-dimensional LMI. We now review these results.

Definition 3.4.1. We say $\Pi$ has a factorization ( $\Psi, M)$ if

$$
\Pi(z)=\Psi(z)^{*} M \Psi(z)
$$

where $\Psi$ is a stable linear time-invariant system, $M$ is a constant Hermitian matrix, and $\Psi(z)^{*}$ denotes the conjugate transpose of $\Psi(z)$.

Remark 2. Definition 3.4.1 is similar to J-spectral factorization (see Zhang et al. [2001] and references therein), except we require them to hold for arbitrary $z \in \mathbb{C}$. Spectral factorizations are commonly evaluated on the unit circle for discrete systems (c.f. the imaginary axis for continuous-time systems). In such cases, we have $z^{*}=z^{-1}$ for all $z \in \mathbb{T}$ and $s^{*}=-s$ for all $s \in j \mathbb{R}$. For this reason, factorizations are conventionally written using the paraHermitian conjugate defined as $\Psi^{\sim}(z):=\Psi^{\top}\left(z^{-1}\right)$ (c.f. $\Psi^{\sim}(s):=\Psi^{\top}(-s)$ for continuous time). Although these definitions are equivalent to $\Psi(z)^{*}\left(c . f . \Psi(s)^{*}\right)$ in general, we cannot use the para-Hermitian conjugate for our factorization because we require it to hold for all $z \in \mathbb{C}$.

Remark 3. If $\Pi(z)$ has a factorization $(\Psi, M)$ and $\Psi(\rho z)$ is stable, then by Parseval's Theorem, (3.4) is equivalent to

$$
\sum_{k=0}^{\infty} \rho^{-2 k} z_{k}^{\top} M z_{k} \geq 0, \quad \text { where } z:=\Psi\binom{y}{u}
$$

The KYP lemma, stated below, is attributed to Kalman, Yakubovich, and Popov. A short proof and further references can be found in Rantzer [1996].

Lemma 3.4.1 (Discrete-time KYP Lemma). Suppose $A, B, M$ are given matrices where $M$ is Hermitian and $A$ has no eigenvalues on the unit circle. Then the following FDI:

$$
\left[\begin{array}{c}
(z I-A)^{-1} B \\
I
\end{array}\right]^{*} M\left[\begin{array}{c}
(z I-A)^{-1} B \\
I
\end{array}\right] \prec 0
$$

holds for all $z \in \mathbb{T}$ if and only if there exists a $P=P^{\top}$ and $\lambda \geq 0$ satisfying the LMI

$$
\left[\begin{array}{cc}
A & B \\
I & 0
\end{array}\right]^{\top}\left[\begin{array}{cc}
P & 0 \\
0 & -P
\end{array}\right]\left[\begin{array}{cc}
A & B \\
I & 0
\end{array}\right]+\lambda M \prec 0
$$

An algebraic transformation of the discrete-time KYP lemma then gives a computational certificate for verifying exponential stability rates.

Corollary 3.4.1. Suppose the realization of $G$ is given by $(A, B, C, D)$ and assume $\Pi$ has a factorization $(\Psi, M)$, where the realization of $\Psi$ is given by

$$
\Psi=\left[\begin{array}{c|cc}
A_{\Psi} & B_{\Psi_{1}} & B_{\Psi_{2}} \\
\hline C_{\Psi} & D_{\Psi_{1}} & D_{\Psi_{2}}
\end{array}\right]
$$

Then (3.5) is equivalent to the existence of $P=P^{\top}$ and $\lambda \geq 0$ such that

$$
\left[\begin{array}{cc}
\hat{A}^{\top} P \hat{A}-\rho^{2} P & \hat{A}^{\top} P \hat{B}  \tag{3.6}\\
\hat{B}^{\top} P \hat{A} & \hat{B}^{\top} P \hat{B}
\end{array}\right]+\lambda\left[\begin{array}{c}
\hat{C}^{\top} \\
\hat{D}^{\top}
\end{array}\right] M\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right] \prec 0
$$

where $(\hat{A}, \hat{B}, \hat{C}, \hat{D})$ are defined as

$$
\left[\begin{array}{c|c}
\hat{A} & \hat{B} \\
\hline \hat{C} & \hat{D}
\end{array}\right]:=\left[\begin{array}{cc|c}
A & 0 & B \\
B_{\Psi_{1}} C & A_{\Psi} & B_{\Psi_{2}}+B_{\Psi_{1}} D \\
\hline D_{\Psi_{1}} C & C_{\Psi} & D_{\Psi_{2}}+D_{\Psi_{1}} D
\end{array}\right] .
$$

Proof. Related to a derivation in Seiler [2015], one can show that

$$
\left[\begin{array}{c}
G(z) \\
I
\end{array}\right]^{*} \Pi(z)\left[\begin{array}{c}
G(z) \\
I
\end{array}\right]=[\star]^{*} M\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right]\left[\begin{array}{c}
(z I-\hat{A})^{-1} \hat{B} \\
I
\end{array}\right]
$$

where $\star$ denotes the repeated part of the quadratic form surrounding $M$. Similarly, we have

$$
\begin{aligned}
\rho^{-2}\left[\begin{array}{c}
G(\rho z) \\
I
\end{array}\right]^{*} \Pi(\rho z)\left[\begin{array}{c}
G(\rho z) \\
I
\end{array}\right] & =[\star]^{*} \rho^{-2} M\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right]\left[\begin{array}{c}
(\rho z I-\hat{A})^{-1} \hat{B} \\
I
\end{array}\right] \\
& =[\star]^{*} \rho^{-2} M\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right]\left[\begin{array}{c}
\left(z I-\rho^{-1} \hat{A}\right)^{-1} \rho^{-1} \hat{B} \\
I
\end{array}\right] .
\end{aligned}
$$

If $\rho^{-1} \hat{A}$ has no eigenvalues on the unit circle, we may then invoke Lemma 3.4.1 (applied to $\rho^{-1} \hat{A}, \rho^{-1} \hat{B}$, and the appropriate $M$ term) and multiply through by $\rho^{2}$ to show that (3.5) is equivalent to the existence of $P=P^{\top}$ and $\lambda \geq 0$ such that (3.6) holds, as required.

With the advent of fast interior-point methods to solve LMIs, the feasibility of the LMI (3.6) can often be quickly ascertained for any fixed $\rho^{2}$. Since the size of the LMI is often on the order of the size of the system $G$ and the IQC $\Pi$, many practical linear systems lead to LMIs of relatively moderate size.

Finding the best upper bound amounts to minimizing $\rho^{2}$ subject to (3.6) being feasible. This type of problem occurs frequently in robust control and is known as a generalized eigenvalue optimization problem (GEVP) [Boyd et al., 1994]. The GEVP is not an LMI because (3.6) is not jointly linear in $\rho^{2}$ and $P$. One simple approach to solving the GEVP is to perform a bisection search on $\rho^{2}$, but there are more sophisticated methods available; see for example Boyd and El Ghaoui [1993]. However, to be precise, applying a bisection search on $\rho^{2}$ requires the $\rho$-IQC to obey a certain monotonicity property, which we now define.

Definition 3.4.2 (Monotonicity). We say an $\operatorname{IQC} \Pi(z)$ satisfies the monotonicity property if for all $0<\rho \leq \rho^{\prime}<1$, we have:

$$
\Delta \in I Q C(\Pi(z), \rho) \Longrightarrow \Delta \in I Q C\left(\Pi(z), \rho^{\prime}\right)
$$

All of the $\rho$-IQCs discussed herein satisfy the monotonicity property. If an IQC does not satisfy this property, then a grid search may be used instead of bisection.

Remark 4. The results above may also be carried through in continuous time. In that case,
an equation analogous to (3.5) must be satisfied for $G(s-a)$ for all $\omega \in[0, \infty)$, and can be verified by finding $P=P^{\top}$ and $\lambda \geq 0$ such that

$$
\left[\begin{array}{cc}
\hat{A}^{\top} P+P \hat{A}-2 a P & P \hat{B} \\
\hat{B}^{\top} P & 0
\end{array}\right]+\lambda\left[\begin{array}{l}
\hat{C}^{\top} \\
\hat{D}^{\top}
\end{array}\right] M\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right] \prec 0 .
$$

An alternative continuous-time formulation is detailed in Hu and Seiler [2016].

### 3.5 Exponential Rates from Gain Bounds

In Megretski and Rantzer [1997], IQC analysis is used to certify $L_{2}$ stability ${ }^{1}$ of interconnected systems. As noted in Megretski and Rantzer [1997]: "for general classes of ordinary differential equations, exponential stability is equivalent to the input/output stability...". However, while input/output stability often implies exponential stability, we will show that rates constructed from $\ell_{2}$ bounds can be conservative. This fact justifies the use of a dedicated technique for certifying exponential rates rather than using an $\ell_{2}$ analysis.

To make explicit this suboptimal rate, we will need two results. First, a generalization of Theorem 3.2.1 that allows us to optimize the $\ell_{2}$ gains over any pair of signals. We will consider the scenario of Figure 3.5, which is slightly more general than the setup in Figure 3.1.


Figure 3.5: Augmented LTI system $G$ in feedback with a nonlinearity $\Delta$.

We would like to show that the input $d$ and output $e$ satisfy an IQC of the form

$$
\int_{\mathbb{T}}\left[\begin{array}{l}
\hat{d}(z)  \tag{3.7}\\
\hat{e}(z)
\end{array}\right]^{*} \Pi_{p}(z)\left[\begin{array}{l}
\hat{d}(z) \\
\hat{e}(z)
\end{array}\right] d z \geq 0 .
$$

[^0]The following result appears (for example) in Apkarian and Noll [2006], and a complete proof is given in Summers [2012].

Theorem 3.5.1. Let $G(z) \in \mathcal{R} \mathcal{H}_{\infty}^{m \times n}$ and let $\Delta$ be a bounded causal operator. Suppose $G$ is partitioned according to the dimensions of the input and output channels in Figure 3.5. Suppose the interconnection of $G_{11}$ and $\Delta$ is well-posed and stable and $\Delta \in \operatorname{IQC}(\Pi(z))$. If there exists $\epsilon>0$ such that

$$
[\star]^{*}\left[\begin{array}{cc}
\Pi(z) & 0  \tag{3.8}\\
0 & -\Pi_{p}(z)
\end{array}\right]\left[\begin{array}{cc}
G_{11}(z) & G_{12}(z) \\
I & 0 \\
0 & I \\
G_{21}(z) & G_{22}(z)
\end{array}\right] \preceq-\epsilon I \quad \forall z \in \mathbb{T}
$$

then for all $d \in \ell_{2}$ and $e \in \ell_{2}$, Equation (3.7) is satisfied.
Remark 5 (see Summers [2012]). In Theorem 3.5.1, if $\Pi_{p, 22} \preceq 0$ and $\left(G_{11}, \Delta\right)$ satisfies assumptions (i) and (ii) of Theorem 3.2.1, then stability of the $\left(G_{11}, \Delta\right)$ interconnection is immediate as the $(1,1)$ block of the FDI provides the remaining requirement for stability in Theorem 3.5.1.

Next, we will need a way to convert an $\ell_{2}$ gain into an exponential rate bound. The sequel is similar to [Megretski and Rantzer, 1997, Prop. 1], but presented here with an explicit rate construction and adapted for discrete-time systems.

Lemma 3.5.1. Define the recursion with $x_{0}=0$ by:

$$
\begin{equation*}
x_{k+1}=\phi\left(x_{k}\right)+g_{k} \quad k=0,1,2, \ldots \tag{3.9}
\end{equation*}
$$

where $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ satisfies $\phi(0)=0$. Suppose that there exists a constant $c>0$ such that whenever $g \in \ell_{2}$, and $(g, x)$ is a valid trajectory of (3.9), then

$$
\begin{equation*}
\|x\|_{\ell_{2}}^{2} \leq c\|g\|_{\ell_{2}}^{2} . \tag{3.10}
\end{equation*}
$$

Then, we also have the bound

$$
\left\|x_{k+1}\right\|_{2}^{2} \leq \sum_{i=0}^{k} c\left(1-\frac{1}{c}\right)^{k-i}\left\|g_{i}\right\|_{2}^{2}
$$

Proof. We write $(x, g) \in \mathcal{S}$ to denote a valid trajectory of (3.9). Define the function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ as follows:

$$
V(\xi):=\sup _{\substack{x_{1}=\xi \\ g \in \neq 2 \\(g, x) \in \mathcal{S}}}\left(\|x\|_{\ell_{2}}^{2}-c\|g\|_{\ell_{2}}^{2}+c\|\xi\|_{2}^{2}\right) .
$$

The first step is to bound $V(\xi)$. Note that $x_{0}=0$ and $\phi(0)=0$, implies $\xi=x_{1}=g_{0}$. A simple lower bound is found by specializing to $g_{1}=g_{2}=\cdots=0$, and an upper bound is found by using (3.10). Combining, we have

$$
\begin{equation*}
\|\xi\|_{2}^{2} \leq V(\xi) \leq c\|\xi\|_{2}^{2} \tag{3.11}
\end{equation*}
$$

Now, fix $(\bar{g}, \bar{x}) \in \mathcal{S}$ to be any feasible trajectory of (3.9). We may lower-bound $V\left(\bar{x}_{1}\right)$ by setting $g_{1}=\bar{g}_{1}$ and shifting the entire $x$ and $g$ vectors forward one timestep:

$$
\begin{aligned}
V\left(\bar{x}_{1}\right) & \geq \sup _{\substack{x_{1}=\bar{x}_{1} \\
g \in \bar{g}_{1} \\
(g, x) \in \mathcal{1} \in \mathcal{S}}}\left(\|x\|_{\ell_{2}}^{2}-c\|g\|_{\ell_{2}}^{2}+c\left\|\bar{x}_{1}\right\|_{2}^{2}\right) \\
& =V\left(\bar{x}_{2}\right)+\left\|\bar{x}_{1}\right\|_{2}^{2}-c\left\|\bar{g}_{1}\right\|_{2}^{2} \\
& \geq V\left(\bar{x}_{2}\right)+\frac{1}{c} V\left(\bar{x}_{1}\right)-c\left\|\bar{g}_{1}\right\|_{2}^{2}
\end{aligned}
$$

where the final step follows from (3.11). Rearranging, we obtain

$$
V\left(\bar{x}_{2}\right) \leq\left(1-\frac{1}{c}\right) V\left(\bar{x}_{1}\right)+c\left\|\bar{g}_{1}\right\|_{2}^{2}
$$

We may lower-bound $V\left(\bar{x}_{3}\right)$ by setting $g_{1}=\bar{g}_{2}$ and using a similar argument. Continuing in this fashion, we see that

$$
V\left(\bar{x}_{k+1}\right) \leq\left(1-\frac{1}{c}\right) V\left(\bar{x}_{k}\right)+c\left\|\bar{g}_{k}\right\|^{2} \quad \text { for } k=0,1,2, \ldots
$$

It then follows that for all $k$, we have

$$
V\left(\bar{x}_{k+1}\right) \leq\left(1-\frac{1}{c}\right)^{k} V\left(\bar{x}_{1}\right)+\sum_{i=1}^{k} c\left(1-\frac{1}{c}\right)^{k-i}\left\|\bar{g}_{i}\right\|^{2} .
$$

Applying the bound (3.11) one final time, we conclude that

$$
\begin{aligned}
\left\|\bar{x}_{k+1}\right\|^{2} & \leq V\left(\bar{x}_{k+1}\right) \\
& \leq\left(1-\frac{1}{c}\right)^{k} V\left(\bar{x}_{1}\right)+\sum_{i=1}^{k} c\left(1-\frac{1}{c}\right)^{k-i}\left\|\bar{g}_{i}\right\|^{2} \\
& \leq c\left(1-\frac{1}{c}\right)^{k}\left\|\bar{x}_{1}\right\|^{2}+\sum_{i=1}^{k} c\left(1-\frac{1}{c}\right)^{k-i}\left\|\bar{g}_{i}\right\|^{2} \\
& =\sum_{i=0}^{k} c\left(1-\frac{1}{c}\right)^{k-i}\left\|\bar{g}_{i}\right\|^{2}
\end{aligned}
$$

where we used $\bar{g}_{0}=\bar{x}_{1}$ in the final step.

By combining Theorem 3.5.1 and Lemma 3.5.1, we can find exponential rate bounds for LTI systems in feedback with nonlinearities that satisfy IQCs. First, use the setup of Figure 3.5 with $d=g$ and $e=x$. Next, view the $\ell_{2}$ bound in (3.10) is an IQC as in (3.7), with

$$
\Pi_{p}=\left[\begin{array}{cc}
c & 0 \\
0 & -1
\end{array}\right]
$$

Then, transform Figure 3.1 into augmented form by setting

$$
\left[\begin{array}{ll}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{array}\right]=\left[\begin{array}{c|cc}
A & B & B \\
\hline C & D & D \\
I & 0 & 0
\end{array}\right]
$$

Finally, the appropriate initial condition can be set by using $g=d=\left[\begin{array}{llll}x_{0}^{\top} & 0 & 0 & \ldots\end{array}\right]^{\top}$. Applying Lemma 3.5.1 leads to a bound of the form $\left\|x_{k+1}\right\|_{2}^{2} \leq c\left(1-\frac{1}{c}\right)^{k}\left\|x_{0}\right\|_{2}^{2}$; equivalently, an exponential rate of $\rho=\sqrt{1-\frac{1}{c}}$.

The FDI of Theorem 3.5.1 can be transformed into an LMI in a manner similar to that described in Section 3.4. This LMI is linear in $P$ and $c$, so it can be efficiently solved to find the minimal $c$ and in turn the smallest exponential rate $\rho$. However, we will show in Section 3.7 that this "classical" rate $\rho$ can be conservative.

### 3.6 IQC Library

In this section, we show classes of nonlinearities describable by $\rho$-IQCs and therefore applicable to Theorem 3.3.1 to prove robust exponential stability of an interconnected system. In the case where $\rho=1$, these $\rho$-IQCs reduce to standard IQCs as given in Megretski and Rantzer [1997]. This class of IQCs will be constructed for single-input single-output systems, but they may be adapted for square multi-input multi-output systems where the nonlinearity is of the form $\operatorname{diag}\left(\left\{\Delta_{i}\right\}\right)$ for a scalar $\Delta$.

### 3.6.1 Noisy Multiplication

As noted for continuous time in Hu and Seiler [2016], nonlinearities of the form $\Delta\left(y_{k}\right) \equiv \delta_{k} y_{k}$ for some unknown and/or time-varying $\delta_{k}$ may satisfy $\rho$-IQCs. As $\Delta$ and $\rho_{ \pm}$commute, in the parlance of Proposition 3.3.2 we have that $\Delta=\Delta^{\prime}$, so $\Delta \in \operatorname{IQC}(\Pi, 1)$ implies $\Delta \in \operatorname{IQC}(\Pi, \rho)$. See Megretski and Rantzer [1997] for examples of noisy multiplication.

### 3.6.2 Uncertain Time Delay

The following is a discrete-time analog of the $\rho$-IQC first developed in Hu and Seiler [2016]. Let $\Delta$ be the operator defined by

$$
\Delta\left(y_{k}\right)= \begin{cases}0, & k<\tau \\ y_{k-\tau}, & k \geq \tau\end{cases}
$$

for some unknown $\tau$ in $\left[0, \tau_{0}\right]$, where $\tau_{0}$ is known. Now, observe that

$$
\begin{aligned}
\Delta^{\prime}\left(y_{k}\right)=\rho^{-k} \Delta\left(\rho^{-k} y_{k}\right) & =\rho^{-k} \cdot \begin{cases}0, & k<\tau \\
\rho^{-(k-\tau)} y_{k-\tau}, & k \geq \tau\end{cases} \\
& =\rho^{-\tau} \Delta\left(y_{k}\right) .
\end{aligned}
$$

Since $\Delta^{\prime}\left(y_{k}\right)=\rho^{-\tau} \Delta\left(y_{k}\right)$, we may transform the system into one with a block diagonal nonlinearity $\operatorname{diag}\left\{\Delta, \rho^{-\tau}\right\}$. We can then use existing IQCs for noisy multiplication and time delays, always using $\Pi(\rho z)$ instead of $\Pi(z)$.

Alternatively, with any bounded Hermitian function $X(\rho z)=X(\rho z)^{*} \succeq 0$, we see that

$$
\begin{aligned}
& {\left[\begin{array}{c}
\hat{y}(\rho z) \\
\hat{u}(\rho z)
\end{array}\right]^{*}\left[\begin{array}{cc}
\rho^{-2 \tau_{0}} X(\rho z) & 0 \\
0 & -X(\rho z)
\end{array}\right]\left[\begin{array}{l}
\hat{y}(\rho z) \\
\hat{u}(\rho z)
\end{array}\right]} \\
& \quad=\left[\begin{array}{c}
\hat{y}(\rho z) \\
\rho^{-\tau} \hat{y}(\rho z)
\end{array}\right]^{*}\left[\begin{array}{cc}
\rho^{-2 \tau_{0}} X(\rho z) & 0 \\
0 & -X(\rho z)
\end{array}\right]\left[\begin{array}{c}
\hat{y}(\rho z) \\
\rho^{-\tau} \hat{y}(\rho z)
\end{array}\right] \\
& \quad=\left(\rho^{-2 \tau_{0}}-\rho^{-2 \tau}\right) \hat{y}(\rho z)^{*} X(\rho z) \hat{y}(\rho z) \geq 0 .
\end{aligned}
$$

Thus, $\Delta \in \operatorname{IQC}\left(\operatorname{diag}\left\{\rho^{-2 \tau_{0}} X(z),-X(z)\right\}, \rho\right)$.

### 3.6.3 Pointwise IQCs

A nonlinearity $\Delta$ satisfies a pointwise IQC with a factorization $(\Psi, M)$ if $z_{k}^{\top} M z_{k} \geq 0$ for each $k$. In other words, the IQC holds pointwise in time. In this case, $\Delta$ also satisfies the associated $\rho$-IQC for all $\rho<1$. Examples of pointwise IQCs include the $\gamma$ norm-bounded $I Q C$

$$
\Pi=\left[\begin{array}{cc}
\gamma^{2} & 0 \\
0 & -1
\end{array}\right]
$$

and the $[\alpha, \beta]$ sector-bounded IQC, given by

$$
\Pi=\left[\begin{array}{cc}
-2 \alpha \beta & \alpha+\beta \\
\alpha+\beta & -2
\end{array}\right]
$$

The latter corresponds to a nonlinearity $\Delta$ that satisfies

$$
(\Delta(x)-\beta x)^{\top}(\Delta(x)-\alpha x) \leq 0 \quad \forall x .
$$

Note that the norm-bounded IQC is a special case of the sector IQC with the sector $[-\gamma, \gamma]$. These IQCs hold even if $\Delta$ is time-varying, if $\Delta$ satisfies the IQC at each $k$.

### 3.6.4 Zames-Falb IQCs

A nonlinearity $\Delta$ is slope-restricted on $[\alpha, \beta]$ where $0 \leq \alpha \leq \beta \leq \infty$ if the following relation holds for all $x, y$.

$$
(\Delta(x)-\Delta(y)-\alpha(x-y))^{\top}(\Delta(x)-\Delta(y)-\beta(x-y)) \leq 0
$$

This relation states that the chord joining input-output pairs of $\Delta$ has a slope that is bounded between $\alpha$ and $\beta$. This class of functions satisfies the Zames-Falb family of IQCs (see Zames and Falb [1968] and Heath and Wills [2005]). We give the definition below. ${ }^{2}$

Proposition 3.6.1. A nonlinearity $\Delta$ that is static and slope-restricted on $[\alpha, \beta]$ satisfies the Zames-Falb IQC

$$
\Pi=\left[\begin{array}{cc}
-\alpha \beta\left(2-\hat{h}-\hat{h}^{*}\right) & \alpha(1-\hat{h})+\beta\left(1-\hat{h}^{*}\right)  \tag{3.12}\\
\alpha\left(1-\hat{h}^{*}\right)+\beta(1-\hat{h}) & -\left(2-\hat{h}-\hat{h}^{*}\right)
\end{array}\right]
$$

where $\hat{h}(z)$ is any proper transfer function with impulse response $h:=\left(h_{0}, h_{1}, \ldots\right)$ that satisfies $\|h\|_{1} \leq 1$ and $h_{k} \geq 0$ for all $k$. Moreover, it admits the factorization

$$
\Psi=\left[\begin{array}{cc}
\beta(1-\hat{h}) & -(1-\hat{h}) \\
-\alpha & 1
\end{array}\right] \quad \text { and } \quad M=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

If $\Delta$ is odd $(\Delta(-x)=-\Delta(x))$, then we may remove the constraint that $h_{k} \geq 0$ for all $k$.
In general, for a fixed $\rho$, only a subset of Zames-Falb IQCs will be $\rho$-IQCs. We now give a characterization of this subset.

Theorem 3.6.1 (Zames-Falb $\rho$-IQC). Suppose $\Delta$ is static and slope-restricted on $[\alpha, \beta]$. Then $\Delta \in \operatorname{IQC}(\Pi(z), \rho)$ where $\Pi$ is the Zames-Falb IQC (3.12) and $\hat{h}$ also satisfies the additional constraint

$$
\sum_{k=0}^{\infty} \rho^{-2 k}\left|h_{k}\right| \leq 1
$$

Proof. The proof involves rewriting the IQC as a discrete-time sum which can be split into parts that can separately be shown to be nonnegative. See Appendix A. 2 for the full proof of Theorem 3.6.1 and related extensions.

The concept of a $\rho$-IQC can also be extended to handle noncausal Zames-Falb multipliers as in Freeman [2018]. Sector-bounded and/or slope-restricted functions show up in various specialized contexts. We will derive $\rho$-IQCs for two such cases: stiction nonlinearities and quasi-monotone/quasi-odd nonlinearities.
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Figure 3.6: Example stiction nonlinearity (taken from Rantzer [2001].)

### 3.6.4.1 Stiction Nonlinearities

Stiction nonlinearities (shown in Figure 3.6) satisfy Zames-Falb $\rho$-IQCs with additional constraints on the coefficients $h_{k}$.

Corollary 3.6.1 (Stiction $\rho$-IQC). Suppose $\Delta$ is a stiction nonlinearity with slope $1 / \epsilon$ and overshoot $\delta$ as defined in Rantzer [2001]. Then $\Delta \in \operatorname{IQC}(\Pi(z), \rho)$ where $\Pi$ is the $[0,1 / \epsilon]$ Zames-Falb IQC (3.12) and $H$ satisfies the additional constraint

$$
\sum_{k=0}^{\infty} \rho^{-2 k}\left|h_{k}\right| \leq \frac{1-\delta}{1+\delta} .
$$

### 3.6.4.2 Quasi-monotone and Quasi-odd Nonlinearities

Following the definition in Heath et al. [2015] (shown in Figure 3.7), quasi-monotone and quasi-odd nonlinearities also satisfy Zames-Falb $\rho$-IQCs under additional constraints on the $h_{k}$.

Corollary 3.6.2 (Quasi-monotone/odd $\rho$-IQC). Suppose $\Delta$ is static and is quasi-monotone or quasi-odd as defined in Heath et al. [2015]. Then $\Delta \in \operatorname{IQC}(\Pi(z), \rho)$ where $\Pi$ is the Zames-Falb IQC (3.12) and $H$ satisfies the additional constraint

$$
\sum_{k=0}^{\infty} \gamma_{k}^{-1} \rho^{-2 k}\left|h_{k}\right| \leq 1, \quad \text { where } \quad \gamma_{k}^{-1}:= \begin{cases}R_{m}, & h_{k} \geq 0 \\ R_{o}, & h_{k}<0\end{cases}
$$

Given a fixed $\rho$, searching over (finite) $h_{k}$ when solving the feasibility LMI using this IQC is still a convex problem. To see this, observe that we can equivalently write this constraint


Figure 3.7: Monotone and odd bounds for unknown nonlinearities (modified from Heath et al. [2015]). The nonlinearity must lie within envelopes generated by multiplicative perturbations of a known monotone linearity $\underline{n}_{m}$ (perturbation between 1 and $R_{m} \geq 1$ ) and a known monotone odd nonlinearity $\underline{n}_{o}$ (perturbation between 1 and $R_{o} \geq 1$ ). In this example, the nonlinearities of interest lie in the darkest region, the intersection of both envelopes.
on the $h_{k}$ (assuming $R_{m} \geq R_{o}$, the other case is similar) as

$$
R_{o} \sum_{k=0}^{K} \rho^{-2 k}\left|h_{k}\right|+\left(R_{m}-R_{o}\right) \sum_{k=0}^{K} \rho^{-2 k} \cdot \max \left(h_{k}, 0\right) \leq 1 .
$$

However, the proof of Corollary 3.6.2 will show that these general Zames-Falb $\rho$-IQCs can be written as a nonnegative linear combination off "off-by-j" $\rho$-IQCs. Thus, when solving (3.6) it is sufficient to search over all nonnegative linear combinations of simpler $\rho$-IQC atoms, rather than formulating the constraint on the $h_{k}$ explicitly. Whether this is more efficient depends on the specific problem dimensions.

It is a useful exercise to derive the correct chain of implications for this constraint (and others), which is as follows:

- Compared to the odd Zames-Falb IQC, a quasi-odd IQC as defined in Corollary 3.6.2 gives less information about the nonlinearity $\phi$, i.e. we must provide a certificate of stability for every nonlinearity in a larger class.
- Since $R_{m}, R_{o} \geq 1$, the weights satisfy $\gamma_{k}^{-1} \geq 1$, so there is less freedom in choosing the $h_{k}$.
- This restriction in choosing $h_{k}$ leads to a smaller feasible set for the LMI. Thus, the upper bound we find for the convergence rate will be larger.


### 3.6.5 Repeated Sector Nonlinearities

We say a real symmetric matrix $\Gamma$ is $(\rho, H)$-diagonally dominant if, for a symmetric matrix of nonnegative proper transfers functions $\hat{H}$ with impulse responses $H_{i j, k}$, we have that $\Gamma_{i i} \geq 0$, $\Gamma_{i j} \leq 0($ for $i \neq j), H_{i j, k} \geq 0, \sum_{k=0}^{\infty} \rho^{-2 k}\left|H_{i j, k}\right| \leq 1 \forall(i, j)$ and

$$
\Gamma_{i i} \geq \sum_{j=1, j \neq i}^{n}\left|\Gamma_{i j}\right|+\sum_{j=1}^{n} \sum_{k=0}^{\infty} \rho^{-2 k}\left|H_{i j, k}\right| \quad \forall i .
$$

We call $\Gamma$ just diagonally dominant ${ }^{3}$ if the above holds with $H=0$ and $\rho=1$. Now, let $\Delta$ be a repeated monotone scalar nonlinearity in some sector; that is, $\Delta(y)=\operatorname{diag}\left\{\phi\left(y_{i}\right)\right\}$.

Proposition 3.6.2. $\Delta$ satisfies the pointwise $\rho-I Q C$

$$
\Pi=\left[\begin{array}{ll}
0 & \Gamma \\
\Gamma & 0
\end{array}\right]
$$

for any symmetric diagonally dominant matrix $\Gamma$.
Proof. This proposition is analogous to Theorem 1 in the Appendix of D'Amato et al. [2001] with $H=0$.

Theorem 3.6.2. Assume $\Gamma$ is $(\rho, H)$-diagonally dominant. Then, if a static nonlinearity $\phi$ is $[\alpha, \beta]$ slope-restricted, the repeated nonlinearity $\Delta(y)=\operatorname{diag}\left\{\phi\left(y_{i}\right)\right\}$ satisfies the $\rho$-IQC

$$
\Pi=\left[\begin{array}{cc}
-\alpha \beta\left(2 \Gamma-\hat{H}-\hat{H}^{*}\right) & \alpha(\Gamma-\hat{H})+\beta\left(\Gamma-\hat{H}^{*}\right)  \tag{3.13}\\
\alpha\left(\Gamma-\hat{H}^{*}\right)+\beta(\Gamma-\hat{H}) & -2 \Gamma+\hat{H}+\hat{H}^{*}
\end{array}\right] .
$$

Moreover, it admits the factorization

$$
\Psi=\left[\begin{array}{cc}
\beta(\Gamma-\hat{H}) & -(\Gamma-\hat{H}) \\
-\alpha I & I
\end{array}\right], \quad M=\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right]
$$

Proof. The proof is similar in spirit to that of Theorem 3.6.1 but more involved; see Appendix A.3.

See Appendix A. 4 for a note on how to search over general nonnegative combinations of $\rho$-IQCs of the form (3.13), which is not immediately apparent.
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### 3.7 Examples

### 3.7.1 Using Multiple IQCs

Using multiple IQCs can lead to more refined $\ell_{2}$ gain bounds. Likewise, using multiple $\rho$ IQCs can lead to refined exponential rates. In this section, we present numerical examples using both pointwise and dynamic $\rho$-IQCs. Now, consider a stable discrete-time LTI system $G(z)$ in feedback with the sigmoidal nonlinearity $\Delta(x)=b \arctan (x)$. This interconnection is shown in Figure 3.8.


Figure 3.8: LTI system $G$ in feedback with the static sigmoidal nonlinearity $\Delta(x)=b \arctan (x)$.

Since this nonlinearity is static, in the $[0, b]$ sector, and $[0, b]$ slope-restricted, it satisfies the following $\rho$-IQCs:

$$
\begin{array}{ll}
\Pi_{\mathrm{n}}(z) & :=\left[\begin{array}{cc}
b^{2} & 0 \\
0 & -1
\end{array}\right] \quad \text { (norm-bounded) } \\
\Pi_{0}(z):=\left[\begin{array}{cc}
0 & b \\
b & -2
\end{array}\right] \quad \text { (sector bounded) } \\
\Pi_{k}(z):=\left[\begin{array}{cc}
0 & b\left(1-\rho^{2 k} \bar{z}^{-k}\right) \\
b\left(1-\rho^{2 k} z^{-k}\right) & -2+\rho^{2 k}\left(z^{-k}+\bar{z}^{-k}\right)
\end{array}\right] \quad \text { (off-by- } k \text { Zames-Falb) } \tag{3.16}
\end{array}
$$

where we may choose any $k \geq 1$.

### 3.7.1.1 A simple bound

For our first case study, we analyzed the interconnection of Figure 3.8 with the LTI system ${ }^{4}$

$$
G_{1}(z)=-\frac{(z+1)(10 z+9)}{(2 z-1)(5 z-1)(10 z-1)} .
$$

[^3]

Figure 3.9: Upper bounds on the exponential convergence rate $\rho$ for the system $G_{1}(z)$ given in (3.7.1.1) in feedback as in Figure 3.8. A tight bound is achieved using two $\rho$-IQCs. The bound derived from the $\ell_{2}$ gain is very conservative.

We solved the feasibility LMI (3.6) using MATLAB together with CVX [Grant and Boyd, 2008, 2014] to find the fastest guaranteed rate of convergence, and we searched over positive linear combinations of subsets of the IQCs (3.14)-(3.16). Figure 3.9 shows the rate bounds achieved as a function of which IQCs were used. Figure 3.10 shows sample state trajectories for the case $b=1$.

The true exponential rate can be found by linearizing the system about its equilibrium point; namely, $\Delta(x) \approx b x$. Formally, this is an application of Lyapunov's indirect method [Khalil, 2002, Thm. 4.13]. The result is that the decay rate should correspond to the maximal pole magnitude of the closed-loop map $G(z) /(1-b G(z))$. We display the true exponential rate as the dashed black curve in Figure 3.9 and Figure 3.10.

For this example, the $\rho$-IQC approach yields a tight upper bound to the true exponential rate when we use a combination of the sector and off-by-1 IQCs. We also computed the exponential rate derived from $\ell_{2}$ gain as described in Section 3.5 (dotted line). The $\ell_{2}$ bound is very conservative despite being computed using all available IQCs.

### 3.7.1.2 A more complex bound

The $\rho$-IQC approach does not always achieve tight bounds as in the previous example. Consider the same interconnection of Figure 3.8 but this time using

$$
G_{2}(z)=\frac{2 z-1}{10\left(2 z^{2}-z+1\right)}
$$



Figure 3.10: State decay over time of the system $G_{1}(z)$ in feedback as in Figure 3.8 with $b=1$ for various initial conditions $x_{0} \in[-15,15]$. The dashed black line is $\rho^{k}$, where $\rho=.7058$ is the true rate at $b=1$ in Figure 3.9.

The rate bounds for various $\rho$-IQCs are shown in Figure 3.11. This time, we again observe that using more IQCs achieves better rate bounds, but the bound is not tight even after using six IQCs. However, if we add the Zames-Falb IQCs corresponding to odd monotone nonlinearities, the rate improves to within a small tolerance of the true rate.

As in the previous example, the best achievable rate derived from an $\ell_{2}$ gain bound as detailed in Section 3.5 is still very conservative when compared to the rates obtained by using the $\rho$-IQC approach.

### 3.7.1.3 A quasi-odd nonlinearity

Consider the asymmetric nonlinearity in Figure 3.12, shown with the associated monotone and odd bounds as defined in Heath et al. [2015]. In this example, we have $R_{m}=1$ and $R_{o}=2$.

Thus, we may invoke Corollary 3.6.2 and use the associated $\rho$-IQC. Using this system in feedback with the $G(z)$ from the second example, we see in Figure 3.13 that the quasiodd Zames-Falb IQCs yield better performance than the monotone Zames-Falb IQCs of the same order (which requires all filter coefficients $h_{k}$ to be positive).

### 3.7.1.4 Repeated nonlinearities

To illustrate the need for repeated nonlinearity IQCs, first instantiate some stable SISO system $G$ with realization $(A, B, C, D)$. Now, consider the "extended" 2-input 2-output


Figure 3.11: Upper bounds on the exponential convergence rate $\rho$ for the system $G_{2}(z)$ given in (3.7.1.2) in feedback as in Figure 3.8. As we include more $\rho$-IQCs, we can certify tighter bounds. Once again, the $\ell_{2}$-derived bound is more conservative.
system

$$
G_{\mathrm{ext}}=\left[\begin{array}{c|cc}
A & B & -B \\
\hline C & D & 0 \\
C & 0 & D
\end{array}\right]
$$

and consider $G_{\text {ext }}$ in positive feedback with the block-diagonal nonlinearity $\operatorname{diag}\left\{\Delta_{1}, \Delta_{2}\right\}$. If we constrain $\Delta_{1}=\Delta_{2}$, then the nonlinearities cancel each other out and the system is in open loop. The convergence rate of the state is therefore determined by the largest magnitude eigenvalue of $A$. However, if our IQC does not capture that the nonlinearity is repeated and instead only assumes each individual nonlinearity is (say) $[0, b]$ slope-restricted, then $G$ must essentially be robust to $b$-norm bounded nonlinearities in the feedback loop. This will result in a worse rate certificate or even none at all (if $G$ is made unstable by positive feedback).

Indeed, constructing $G_{\text {ext }}$ using our previous "tight bound" example with $b=0.3$ leads to a rate certificate of $\approx 0.825$ using only the odd monotone IQC; replacing it with the repeated odd monotone nonlinearity IQC gives a certificate matching the true convergence rate, 0.5 .


Figure 3.12: Plot of the monotone and quasi-odd asymmetric nonlinearity $\phi(x)=\max \{\arctan (x),-1\}$ with its associated bounds.


Figure 3.13: Comparison of monotone Zames-Falb and quasi-odd (denoted with superscript q) Zames-Falb IQC rate certificates.

### 3.8 An Aside: Application to Optimization Systems

### 3.8.1 Previous Work

As mentioned in the previous sections, LMIs have been a useful tool to verify properties of interconnected dynamical systems [Boyd et al., 1994; Rantzer, 1996]. Recent work by Lessard et al. [2016] looked at an inverse approach, i.e. using tools from control and system theory to verify properties of optimization algorithms. Using techniques similar to ones developed there and in this chapter, we look at generalizing Lessard et al. [2016] to stochastic optimization algorithms.

### 3.8.2 First-order Optimization Systems

In Lessard et al. [2016], the authors made a fundamental connection between optimization algorithms (specifically, first-order ones) and discrete-time linear dynamical systems. They noted that many commonly-used algorithms be described by a linear discrete-time system $G$ composed with a nonlinear feedback function $\phi$ - with the nonlinearity being the gradient of the objective function. The feedback in the system is then defined by $u=\nabla f(y)$. For example, the linear system $G$ corresponding to the gradient descent method with step size $\alpha$ can be described by standard state-space equations:

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]:=\left[\begin{array}{c|c}
I & -\alpha I \\
\hline I & 0
\end{array}\right] .
$$

As seen before, when such a system satisfies an IQC with a factorization ( $\Psi, M$ ), analyzing only the linear portions of the constrained system can give stability information about the original system. This decomposition is seen in Figure 3.14 (taken from Lessard et al. [2016]).

We now seek to describe stochastic optimization algorithms, such as stochastic gradient descent, using this framework. Some related results can be found in Hu [2016].

### 3.8.3 Gradient Descent with Additive Input Noise

We present a preliminary result and contrast it with the main result from Lessard et al. [2016]. Consider an optimization algorithm described by linear system under nonlinear (gradient) feedback, with additive input noise $w_{k}$. For example, take the stochastic gradient descent update

$$
x_{k+1}=x_{k}-\alpha g_{k},
$$

where $g_{k}$ is a noisy (but unbiased) estimate of $\nabla f\left(x_{k}\right)$, such as $g_{k}=\nabla f\left(x_{k}\right)+w_{k}$ where $w_{k}$ is independent of the gradient and zero-mean. In general, such an optimization algorithm can be viewed as the dynamical system

$$
\begin{align*}
G: \quad \xi_{k+1} & =A \xi_{k}+B\left(u_{k}+w_{k}\right)  \tag{3.17}\\
y_{k} & =C \xi_{k}
\end{align*}
$$


(a) An auxiliary system $\Psi$ produces $z$, a filtered version of the signals $y$ and $u$.

(b) The nonlinearity $\phi$ is replaced by a constraint on $z$, so we may remove $\phi$ entirely.

Figure 3.14: Feedback interconnection between a system $G$ and a nonlinearity $\phi$. An IQC is a constraint on $(y, u)$ satisfied by $\phi$. We only analyze the constrained system and so we may remove the $\phi$ block entirely.
where $u_{k}$ is the gradient of some function $f$. Now, assume that the gradient satisfies an IQC with a factorization defined by the linear system $\Psi$, with dynamics

$$
\begin{align*}
\zeta_{k+1} & =A_{\Psi} \zeta_{k}+\left[\begin{array}{ll}
B_{\Psi}^{y} & B_{\Psi}^{u}
\end{array}\right]\left[\begin{array}{l}
y_{k} \\
u_{k}
\end{array}\right]  \tag{3.18}\\
z_{k} & =C_{\Psi} \zeta_{k}+\left[\begin{array}{ll}
D_{\Psi}^{y} & D_{\Psi}^{u}
\end{array}\right]\left[\begin{array}{l}
y_{k} \\
u_{k}
\end{array}\right]
\end{align*}
$$

The block diagram shown in Figure 3.15 shows the overall system with the new noise input $w$. Consider the dynamics of $G$ and $\Psi$ from (3.17) and (3.18), respectively. As in Corollary 3.4.1,


Figure 3.15: The perturbed system, including additive input noise $w$.
upon eliminating $y$ the recursions may be combined to obtain another linear system

$$
\begin{align*}
x_{k+1} & =\hat{A} x_{k}+\hat{B} u_{k}+\left[\begin{array}{c}
B \\
0
\end{array}\right] w_{k} \quad \text { where } x_{k}:=\left[\begin{array}{l}
\xi_{k} \\
\zeta_{k}
\end{array}\right],  \tag{3.19}\\
z_{k} & =\hat{C} x_{k}+\hat{D} u_{k}
\end{align*}
$$

for some matrices $\hat{A}, \hat{B}, \hat{C}, \hat{D}$.
Recall the definition of a $\rho$-hard IQC from Lessard et al. [2016, Def. 3], which is similar to the discrete-time $\rho$-IQC given in Remark 3 but is required to hold for all finite sums.

Definition 3.8.1. The IQC defined by $(\Psi, M)$ is $\rho$-hard if

$$
\sum_{t=0}^{k} \rho^{-2 t}\left(z_{t}-z_{\star}\right)^{\top} M\left(z_{t}-z_{\star}\right) \geq 0 \quad \text { for } k=0,1, \ldots
$$

If we now know that the gradient of $f$ satisfies a $\rho$-hard IQC, we can say something about the convergence of the system - the convergence of the optimization algorithm.

Theorem 3.8.1. Consider the block interconnection of Figure 3.15. Assume the error signal $w_{k}$ comes i.i.d. from a distribution with zero mean and covariance matrix $\Lambda_{w}$, and is independent of $u_{k}$ and $x_{k}$. Suppose $G$ is given by (3.17) and $\phi$ satisfies a $\rho$-hard IQC defined by $\left(\Psi, M, z_{\star}\right)$ where $\Psi$ is given by (3.18) and $0 \leq \rho \leq 1$. Assume $x_{\star}$ is a fixed point of the dynamical system given by (3.19) when $w_{k}=0$. Consider the LMI

$$
\left[\begin{array}{cc}
\hat{A}^{\top} P \hat{A}-\rho^{2} P & \hat{A}^{\top} P \hat{B}  \tag{3.20}\\
\hat{B}^{\top} P \hat{A} & \hat{B}^{\top} P \hat{B}
\end{array}\right]+\lambda\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right]^{\top} M\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right] \preceq 0 .
$$

If (3.20) is feasible for some $P \succ 0$ and $\lambda \geq 0$, then for any $x_{0}$, we have

$$
\mathbb{E}\left\|x_{k}-x_{\star}\right\|^{2} \leq \kappa(P) \rho^{2 k}\left\|x_{0}-x_{\star}\right\|^{2}+\frac{\operatorname{tr}\left(B^{\top} P_{11} B \Lambda_{w}\right)}{\lambda_{\min }(P)} \frac{1-\rho^{2 k}}{1-\rho^{2}} \quad \forall k
$$

Proof. The complete proof (given in Appendix A.5) follows in the same vein as the main result in Lessard et al. [2016], which is a direct discrete-time proof in contrast to the frequencydomain results in Section 3.3.

We can compare Theorem 3.8.1 to the main result of Lessard et al. [2016, Thm 4], which states that, if the LMI is feasible, then

$$
\left\|x_{k}-x_{\star}\right\|^{2} \leq \kappa(P) \rho^{2 k}\left\|x_{0}-x_{\star}\right\|^{2} \quad \text { for all } k .
$$

### 3.9 Conclusion

IQC theory is the most general tool available for certifying robust stability of systems in feedback with unknown, uncertain, or otherwise difficult nonlinearities. As stable systems are often exponentially stable, it is reasonable to want finer control over not only stability, but also exponential decay rate. The generalization presented herein enables the certification of robust exponential stability with precise control over the decay rate. Moreover, the library of $\rho$-IQCs provided shows how this approach can be applied as broadly and efficiently as the classical IQC theory.

## Chapter 4

## $\mathcal{H}_{\infty}$ Bounds for System Estimation

### 4.1 Introduction

Most control design relies on establishing a model of the system to be controlled. For simple physical systems, a model with reasonable fidelity can typically be constructed from knowledge of the physics at hand. However, for complex, uncertain systems, building models from first principles becomes quickly intractable and one usually resorts to fitting models from empirical input/output data. This approach naturally raises an important question: how well must we identify a system in order to control it?

In this chapter, we attempt to answer this question by striking a balance between system identification and robust control. We aim to identify coarse estimates of the true underlying model while coupling our estimation with precise probabilistic bounds on the inaccuracy of our estimates. With a coarse model in hand, we can use standard robust synthesis tools that take into account the derived bounds on the model uncertainty.

More precisely, given an unknown stable discrete-time plant $G$, we bound the error accrued by fitting a finite impulse response (FIR) approximation to $G$ from noisy output measurements. These bounds balance the sample complexity of estimating an unknown FIR filter against the capability of such a filter to approximate the behavior of $G$. In particular, we show that notably short FIR filters provide a sufficient approximation to stable systems in order to ensure robust performance for a variety of control design tasks. In particular, we demonstrate considerable savings in experimental measurements as compared to other non-asymptotic schemes that aim to precisely identify $G$.

In the process of fitting a FIR filter, a natural question arises as to what inputs should be used to excite the unknown system. Of course, due to actuator limitations and other physical constraints, we are not free to choose any arbitrary input. Hence, we model the choice of inputs as an experiment design question, where the practitioner specifies a bounded input set and asks for the best $m$ inputs to use to minimize FIR identification error. We propose a new optimal experiment design procedure for solving this problem, and relate it to the well studied $A$-optimal experiment design objective from the statistics literature [Pukelsheim,

1993]. This connection is used to study practical cases of input constraints. Specifically, we prove that when the inputs are $\ell_{2}$-power constrained, then impulse responses are the optimal choice of inputs. However, we show that is not the case when the inputs are $\ell_{\infty^{-}}$constrained. For $\ell_{\infty}$ constraints, we construct a deterministic set of inputs which is within a factor of 2 to the optimal solution. Combining these designs with our probabilistic bounds, we show that for estimating a length-r FIR filter $G_{r}$, as long as $m \geq 4 r$, the residual $\mathcal{H}_{\infty}$ error $\left\|G_{r}-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}}$ on the estimate $\widehat{G}_{r}$ satisfies $\widetilde{O}(1 / \sqrt{m})^{1}$ with high probability. This is a substantial improvement over the $\widetilde{O}(\sqrt{r / m})$ scaling which we show occurs in the $\ell_{2^{-}}$ constrained case. We also prove an information-theoretic lower bound which shows that when the true system happens to be an FIR filter, our bounds are minimax optimal up to constant factors for the given estimation problem.

Experimentally, we show that $\mathcal{H}_{\infty}$ loop-shaping controller design on the estimated FIR model, using probabilistic bounds, can be used to synthesize controllers with both stability and performance guarantees on the closed loop with the true plant. We also demonstrate that our probabilistic bounds can be estimated directly from data using Monte-Carlo techniques. We hope that our results encourage further investigation into a rigorous foundation for datadriven controller synthesis.

### 4.1.1 A Sample Complexity Bound for FIR Identification

We now state our main results for this section: upper and lower bounds on the sample complexity of FIR system identification. Let $G$ be a stable, discrete-time SISO LTI system. Suppose we are given query access to $G$ via independent, noisy measurements of the form

$$
\begin{equation*}
y_{u, T}:=(g * u)_{k=0}^{T-1}+\xi, \quad \xi \sim \mathcal{N}\left(0, \sigma^{2} I_{T}\right) \tag{4.1}
\end{equation*}
$$

Above, $g$ denotes the impulse response of $G$ and $T$ is the length of the output we observe (we add the $u$ and $t$ subscripts to reinforce the notions of a generating input and number of samples). We assume that we are allowed to choose any input $u$ contained within a bounded set $\mathcal{U}$, which is specified beforehand. From these measurements, we can approximate $G$ by a length- $r$ FIR filter $\widehat{G}_{r}(z)$ as

$$
\begin{equation*}
\widehat{G}_{r}(z):=\sum_{k=0}^{r-1} \widehat{g}_{k} z^{-k}, \tag{4.2}
\end{equation*}
$$

where $r \leq T$, and the coefficients $\widehat{g}_{k}$ are estimated from ordinary least-squares (c.f. Section 4.3). We note that the extra degree of freedom in allowing $r \neq T$ reduces the variance of the higher lag terms, which is a standard trick used in the system-identification literature (see e.g. Wahlberg et al. [2010, Section 2]).

The main quantity of interest in this setting is the number of timesteps needed in order to ensure that the $\mathcal{H}_{\infty}$-norm of the error $G-\widehat{G}_{r}$ satisfies the bound $\left\|G-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq \varepsilon$

[^4]with probability at least $1-\delta$ over the randomness of the noise. Here, the total number of timesteps is the product of the number of queries of the form (4.1) times length of the queries. That is, the number of timesteps is $m \times T$, where $m$ is number of measurements taken and $T$ denotes the length of each measurement. This quantity depends on the set $\mathcal{U}$; we restrict (for now) to the case where $\mathcal{U}$ is either the unit $\ell_{2}$-ball or the unit $\ell_{\infty}$-ball. These two sets comprise the most common input constraints found in the controls literature. Nevertheless, our analysis later will cover all $\ell_{p}$-balls for $p \in[1, \infty]$.

In both cases, we must first consider the length of the FIR filter (4.2) required to ensure reasonable approximation in the $\mathcal{H}_{\infty}$-norm. We must guarantee that we are able to accurately capture the large components of the impulse response of $G$. Therefore, we will need some measure of how quickly the impulse response coefficients tend to zero. It turns out that the $\mathcal{H}_{\infty}$-norm of $G$ provides a convenient proxy for the decay of the impulse response. Throughout, we will use the following sufficient bound on the truncation length:

Definition 4.1.1 (Sufficient Length Condition). Let $G$ be stable with stability radius $\rho \in$ $(0,1)$. Fix $a \varepsilon>0$. Let $R(\varepsilon)$ be the smallest integer which satisfies

$$
\begin{equation*}
R(\varepsilon) \geq \inf _{\rho<\gamma<1} \frac{1}{1-\gamma} \log \left(\frac{\|G(\gamma z)\|_{\mathcal{H}_{\infty}}}{\varepsilon(1-\gamma)}\right) \tag{4.3}
\end{equation*}
$$

Equation (4.3) characterizes the approximation error of an FIR filter to $G$ as a balance between the growth of $1 /(1-\gamma)$ versus the decay of the logarithm of $\|G(\gamma z)\|_{\mathcal{H}_{\infty}}$, as $\gamma$ varies between $(\rho, 1)$.

We first study the $\ell_{2}$-ball case. In this case, we will set all $m$ inputs to an impulse; that is, $u^{(i)}=e_{1}$, where $e_{1} \in \mathbb{R}^{r}$ is the first standard basis vector.

Theorem 4.1.1 (Main result, $\ell_{2}$-constrained case). Fix an $\varepsilon>0$ and $\delta \in(0,1)$, and suppose that $\mathcal{U}=\left\{x \in \mathbb{R}^{T}:\|x\|_{2} \leq 1\right\}$. Let $G$ be stable with stability radius $\rho \in(0,1)$, and set $r \geq R(\varepsilon / 2)$ from (4.3) and $T=2 r$. Set $m$ inputs $u^{(i)}=e_{1} \in \mathcal{U}$ for $i=1, \ldots, m$, where $m \geq 1$ satisfies

$$
m \geq C \frac{\sigma^{2} r}{\varepsilon^{2}}\left(\log r+\log \left(\frac{1}{\delta}\right)\right)
$$

Then, with probability at least $1-\delta$, we have $\left\|G-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq \varepsilon$. Above, $C$ is an absolute positive constant.

Theorem 4.1.1 states that the number of timesteps to achieve identification error $\varepsilon$ with $\ell_{2}$-constrained inputs scales as $\widetilde{O}\left(\sigma^{2} r^{2} / \varepsilon^{2}\right)$ in the regime when $\sigma / \varepsilon \gg 1$. It also turns out that this input ensemble is optimal for the $\ell_{2}$-ball case, which we will discuss shortly.

We next turn to the $\ell_{\infty}$-ball case. In this case, we take $m=2 n$ to be an even number, and construct the input ensemble

$$
\begin{equation*}
u_{c, t}^{(i)}=\cos \left(\frac{2 \pi i t}{n}\right) \quad \text { and } \quad u_{s, t}^{(i)}=\sin \left(\frac{2 \pi i t}{n}\right) \quad \text { for } i=0, \ldots, n-1 \tag{4.4}
\end{equation*}
$$

With this input ensemble, we prove the following result for $\ell_{\infty}$-constraints.

Theorem 4.1.2 (Main result, $\ell_{\infty}$-constrained case). Fix an $\varepsilon>0$ and $\delta \in(0,1)$, and suppose that $\mathcal{U}=\left\{x \in \mathbb{R}^{T}:\|x\|_{\infty} \leq 1\right\}$. Let $G$ be stable with stability radius $\rho \in(0,1)$, and set $r \geq R(\varepsilon / 2)$ from (4.3) and $T=2 r$. Set $m$ inputs as described in (4.4), where $m \geq 4 r$ satisfies

$$
\begin{equation*}
m \geq C \frac{\sigma^{2}}{\varepsilon^{2}}\left(\log r+\log \left(\frac{1}{\delta}\right)\right) \tag{4.5}
\end{equation*}
$$

Then, with probability at least $1-\delta$, we have $\left\|G-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq \varepsilon$. Above, $C$ is an absolute positive constant.

In the regime when $\sigma / \varepsilon \gg 1$, Theorem 4.1.2 states that the number of timesteps to achieve identification error $\varepsilon$ with $\ell_{\infty}$-constrained inputs scales as $\widetilde{O}\left(\sigma^{2} r / \varepsilon^{2}\right)$. This is substantially more efficient than the complexity $\widetilde{O}\left(\sigma^{2} r^{2} / \varepsilon^{2}\right)$ which arises in the $\ell_{2}$-constrained case. We conclude by noting that this particular input ensemble is optimal for the $\ell_{\infty}$-ball case up to constants, which we turn our attention to now.

In the case where, $G$ itself is an length- $r$ FIR filter, we also have a lower bound for estimation. We consider the general case when all $m$ inputs are constrained to a unit $\ell_{p}$-ball, where $p \in[1, \infty]$.

Theorem 4.1.3 ([Tu et al., 2017, Thm. 1.3]). Fix a $p \in[1, \infty]$ and $r \geq 16$. Suppose that $m \geq 1$ measurements $u^{(1)}, \ldots, u^{(m)} \in \mathbb{R}^{T}$ are fixed beforehand, with $T=2 r$ and $\left\|u^{(i)}\right\|_{p} \leq 1$ for all $i=1, \ldots, m$. Let $\mathscr{H}_{r}$ denote the space of all length-r FIR filters. We have that

$$
\inf _{\widehat{G}} \sup _{G \in \mathscr{H}_{r}} \mathbb{E}\|\widehat{G}-G\|_{\mathcal{H}_{\infty}} \geq C \sigma \sqrt{\frac{r^{2 / \max (p, 2)} \log r}{m}}
$$

where the infimum ranges over all measurable functions $\widehat{G}: \otimes_{k=1}^{m} \mathbb{R}^{T} \longrightarrow \mathscr{H}_{r}$, and $C$ is an absolute positive constant.

In view of Theorem 4.1.3, we see that the rates prescribed by Theorem 4.1.1 for the $\ell_{2}$-constrained case and by Theorem 4.1.2 for the $\ell_{\infty}$-constrained case are minimax optimal up to constant factors. We conclude by noting that our choice of $T=2 r$ is arbitrary. Indeed, the same results hold for $T=\lceil(1+\varepsilon) r\rceil$ for any fixed $\varepsilon>0$, which only a change in the constant factors.

### 4.2 Related Work

### 4.2.1 Transfer Function Identification

Estimating the transfer function of a linear time-invariant system from input/output pairs has been studied in various forms in both the controls literature [Ljung and Wahlberg, 1992; Ljung and Yuan, 1985] and the statistics literature [Gerencsér, 1992; Goldenshluger
and Zeevi, 2001; Shibata, 1980], where it is closely related to estimating the coefficients of a stable autoregressive (AR) process. The main difference between our work and that of autoregressive estimation is that we assume the noise process driving the system is chosen by the practitioner (which we denote as the input to the system), and the stochastic component enters only during the output of the system. This simplifying assumption allows us to provide stronger non-asymptotic guarantees. Also by making prior assumptions on the stability radius of the underlying system, we circumvent the delicate issue of model order selection; a similar assumption is made in Goldenshluger and Zeevi [2001].

Most closely related to our work is that of Goldenshluger [1998], where he considers the problem of estimating the impulse response coefficients of a stable SISO LTI system. Goldenshluger provides upper and lower bounds on the $\ell_{p}$-error when the residual between the estimate and the true coefficients is treated as a sequence in $\ell_{p}$ for $p \in[1, \infty]$. The main difference between Goldenshluger's setting and ours is that he restricts himself to the case when the input $u$ is $\ell_{\infty}$-constrained, and furthermore assumes only a single realization is available. On the other hand, we make assumption that multiple independent realizations of the system are available, which is reasonable in a controlled laboratory setting. This assumption simplifies the analysis and allows us to study more general $\ell_{p}$-constrained inputs.

### 4.2.2 System Identification

We now turn our attention to system identification, where the classical results can be found in Ljung [1999]. Sample complexity guarantees in the system identification literature often require strong assumptions, which are difficult to verify. Most analyses are asymptotic and are based on the idea of persistence of excitation or mixing [McDonald et al., 2017; Vidyasagar and Karandikar, 2008]. There has been some progress in estimating the sample complexity of dynamical system identification using machine learning tools [Campi and Weyer, 2002; Vidyasagar and Karandikar, 2008], but such results typically yield pessimistic sample complexity bounds that are exponential in the degree of the linear system or other relevant quantities.

Two recent results provide polynomial sample complexity for identifying linear dynamical systems. Shah et al. [2012] show that if certain frequency domain measurements are obtained from a linear dynamical system, then the system can be approximately identified by solving a second-order cone programming problem. The degree of the estimated IIR system scales as $(1-\rho(A))^{-2}$ where $\rho(A)$ denotes the stability radius. Similarly, Hardt et al. [2016] show that one can estimate an IIR system from time domain observations with a number of measurements polynomial in $(1-\rho(A))^{-2}$, under the assumption that the impulse response coefficients $\left\{g_{k}\right\}_{k \geq 0}$ satisfy the decay law $\left|g_{k}\right| \leq C \rho(A)^{k}$, where $C$ is considered a constant independent of the degree of the system. In this work, we show that under the same decay assumption, a considerably smaller FIR approximation with degree $\widetilde{O}\left((1-\rho(A))^{-1}\right)$ suffices to complete many control design tasks. However, there has been a significant amount of recent work from the machine learning community on non-asymptotic rates for estimation in LTI systems; much of it is focused on removing this dependence on the
decay assumption and extending the results to marginally stable systems and/or partially observed systems [Faradonbeh et al., 2017; Hazan et al., 2017, 2018; Oymak and Ozay, 2018; Sarkar and Rakhlin, 2018; Sarkar et al., 2019; Simchowitz et al., 2019].

### 4.2.3 Robust Control

Classical robust control literature focuses much of its effort on designing a controller while taking into account fixed bounds on the uncertainty in the model. There are numerous algorithms for controller synthesis under various uncertainty specifications, such as coprime factor uncertainty [McFarlane and Glover, 1992] or state-space uncertainty [Packard and Doyle, 1993]. However, there are only a few branches of the robust control literature that couple identification to control design, and the identification procedure best suited for a particular control synthesis scheme is usually not specified.

### 4.2.4 $\quad \mathcal{H}_{\infty}$ Identification and Gain Estimation

Most related to our work is the literature on $\mathcal{H}_{\infty}$ identification. In this literature, noisy input/output data from an unknown stable linear time-invariant (LTI) plant is collected in either the frequency domain [Helmicki et al., 1991; Hindi et al., 2002] or the time domain Chen and Nett [1993]; the goal is often to estimate a model with low $\mathcal{H}_{\infty}$ error. A comprehensive review of this line of work is given by Chen and Gu [2000].

The main difference between the $\mathcal{H}_{\infty}$ identification literature and our work is that we assume a probabilistic noise model instead of worst-case (adversarial), and we assume that our identification algorithm is allowed to pick its inputs to the plant $G$. As we will see, these simplifying assumptions lead to simple algorithms, straightforward analysis, and finite-time sample complexity guarantees.

Another related line of work is the use of the power method [Rojas et al., 2012; Wahlberg et al., 2010] for estimating the $\mathcal{H}_{\infty}$-norm of an unknown SISO plant. The key insight is that in the SISO case, a time-reversal trick can be applied to effectively query the system $G^{*} \circ G$, where $G^{*}$ denotes the adjoint system. This approach is appealing, since the power method is known to converge exponentially quickly to the leading eigenvector. However, the leading factor in the convergence rate is the ratio of $\lambda_{1} / \lambda_{2}$, and hence providing a finite-time guarantee of this method would require a non-asymptotic analysis of the rate of convergence of the second singular value of finite sections of a Toeplitz operator.

### 4.2.5 Norms of Random Polynomials

Our analysis relies on bounding the norms of random trigonometric polynomials of the form $Q(z)=\sum_{k=0}^{r-1} \varepsilon_{k} z^{k}$. The study of the supremum norm of random finite degree polynomials was first initiated by Salem and Zygmund [1954], who studied the setting where the coefficients are drawn from a symmetric Bernoulli distribution supported on $\{ \pm 1\}$. Later, Kahane [1994] proved that when the coefficients are distributed as an isotropic Gaussian, then with
probability at least $1-\delta,\|Q\|_{\infty} \leq O(\sqrt{r \log (r / \delta)})$. More recently, Meckes [2007] extended this result to hold for independent sub-Gaussian random variables by employing standard tools from probability in Banach spaces. In Section 4.3, we extend these results to the case when the coefficients follow a non-isotropic Gaussian distribution. This is important because it allows us to reduce the overall error of our estimate by using non-isotropic covariance matrices from experiment design.

### 4.3 System Identification of Finite Impulse Responses

Recall from Section 4.1.1 that we are given query access to $G$ via the form

$$
y_{u, T}=(g * u)_{k=0}^{T-1}+\xi, \quad \xi \sim \mathcal{N}\left(0, \sigma^{2} I_{T}\right),
$$

where $u \in \mathcal{U}$ for some fixed set $\mathcal{U}$. Therefore, the ratio of some measure of the size of $\mathcal{U}$ to $\sigma$ serves as the signal-to-noise (SNR) ratio for our setting. In what follows, we will always assume $\mathcal{U}$ is a unit $\ell_{p}$-ball for $p \in[1, \infty]$.

Fix a set of $m$ inputs $u^{(1)}, \ldots, u^{(m)} \in \mathcal{U}$. Given a realization of $\left\{y_{u_{k}, T}\right\}_{k=1}^{m}$, we can estimate the first $T$ coefficients $\left\{g_{k}\right\}_{k=0}^{T-1}$ of $G(z)=\sum_{k=0}^{\infty} g_{k} z^{-k}$ via ordinary least-squares (OLS). Calling the vector $Y:=\left(y_{u^{(1)}, T}, \ldots, y_{u^{(m)}, T}\right) \in \mathbb{R}^{T m}$, it is straightforward to show that the least squares estimator $\widehat{g}_{0: T-1}$ is given by

$$
\widehat{g}_{0: T-1}:=\left[\begin{array}{c}
\widehat{g}_{0} \\
\widehat{g}_{1} \\
\vdots \\
\widehat{g}_{T-1}
\end{array}\right]=\left(Z^{\top} Z\right)^{-1} Z^{\top} Y, Z:=\left[\begin{array}{c}
\operatorname{Toep}\left(u^{(1)}\right) \\
\vdots \\
\operatorname{Toep}\left(u^{(m)}\right)
\end{array}\right] \in \mathbb{R}^{T m \times T}
$$

Let us clarify the $\operatorname{Toep}(u)$ notation. For a vector $u \in \mathbb{R}^{T}, \operatorname{Toep}(u)$ is the $T \times T$ lowertriangular Toeplitz matrix where the first column is equal to $u$. Later on, we will use the notation $\operatorname{Toep}_{a \times b}(u)$, where $a, b$ are positive integers. This is to be interpreted as the upper left $a \times b$ section of the semi-infinite lower-triangular Toeplitz matrix form by treating $u$ as a zero-padded sequence in $\mathbb{R}^{\mathbb{N}}$.

Above, we assume the matrix $Z^{\top} Z$ is invertible, which we will ensure in our analysis. From $\widehat{g}_{0: T-1}$, we form the estimated finite impulse response $\widehat{G}_{r}$ for any $r \leq T$ as $\widehat{G}_{r}(z):=\sum_{k=0}^{r-1} \widehat{g}_{k} z^{-k}$. The Gaussian output noise assumption means that the error vector $\widehat{g}_{0: T-1}-g_{0: T-1}$ is distributed $\mathcal{N}\left(0, \sigma^{2}\left(Z^{\top} Z\right)^{-1}\right)$, and hence $\widehat{G}_{r}-G_{r}$ is equal in distribution to the random polynomial $Q(z)=\sum_{k=0}^{r-1} \varepsilon_{k} z^{-k}$ with $\varepsilon \sim \mathcal{N}\left(0, \sigma^{2} E_{r}\left(Z^{\top} Z\right)^{-1} E_{r}^{\top}\right)$, where $E_{r}:=\left[\begin{array}{ll}I_{r} & 0_{r \times(T-r)}\end{array}\right] \in \mathbb{R}^{r \times T}$. Here, $G_{r}(z):=\sum_{k=0}^{r-1} g_{k} z^{-k}$ is the length- $r$ FIR truncation of $G$. Since the covariance matrix will play a critical role in our analysis to follow, we introduce the notation

$$
\begin{equation*}
\Sigma(u):=\sum_{k=1}^{m} \operatorname{Toep}\left(u_{k}\right)^{\top} \operatorname{Toep}\left(u_{k}\right) \tag{4.6}
\end{equation*}
$$

where $m$ will be clear from context. We will also use the shorthand notation $[M]_{[r]}$, to refer to the $r \times r$ matrix $E_{r} M E_{r}^{\top}$ for any $T \times T$ matrix $M$.

The roadmap for this section is as follows. In Section 4.3.1, we characterize the behavior of the random quantity $\|Q\|_{\infty}$ as a function of the covariance matrix $\sigma^{2} \Sigma(u)^{-1}$ and the polynomial degree $r$. Next, we study in Section 4.3.2 the problem of experiment design for choosing the best inputs $u^{(1)}, \ldots, u^{(m)}$ to minimize the error $\|Q\|_{\infty}$. Using these results, we give upper bounds for FIR identification with $\ell_{p}$-constrained inputs in Section 4.3.3. We then combine these results and prove in Section 4.3.4 the main results from Theorem 4.1.1 and Theorem 4.1.2. We will omit some sections and proofs for brevity and refer the reader to Tu et al. [2017].

Process Noise Before we begin our analysis, we note that our upper bounds easily extend to the case where process noise enters the system through the same channel as the input. Specifically, suppose the input signal is corrupted by $\zeta \sim N\left(0, \sigma_{n}^{2} I_{T}\right)$ which is independent of the output noise $\xi$, and instead of observing $Y_{u, T}$ we observe

$$
\widetilde{y}_{u, T}=(g * \widetilde{u})_{k=0}^{T-1}+\xi, \widetilde{u}:=u+\zeta .
$$

In this setting, the error vector $\widehat{g}_{0: T-1}-g_{0: T-1}$ of the least-squares estimator on $\left\{\widetilde{y}_{u_{k}, T}\right\}_{k=1}^{m}$ is distributed

$$
\mathcal{N}(0, \Lambda), \quad \Lambda:=\left(Z^{\top} Z\right)^{-1} Z^{\top}\left(\sigma_{n}^{2} \operatorname{Toep}_{T \times T}(g) \operatorname{Toep}_{T \times T}(g)^{\top}+\sigma^{2} I_{T}\right) Z\left(Z^{\top} Z\right)^{-1}
$$

Since $g$ is the impulse response of a stable system, $\left\|\operatorname{Toep}_{T \times T}(g)\right\| \leq\|G\|_{\mathcal{H}_{\infty}}$, and therefore $\Lambda \preceq\left(\sigma_{n}^{2}\|G\|_{\mathcal{H}_{\infty}}^{2}+\sigma^{2}\right)\left(Z^{\top} Z\right)^{-1}$. Thus, the upper bounds carry over to this process noise setting with the variable substitution $\sigma^{2} \leftarrow \sigma_{n}^{2}\|G\|_{\mathcal{H}_{\infty}}^{2}+\sigma^{2}$. The modification to the lower bounds in this setting is more delicate, and we leave this to future work.

### 4.3.1 A concentration result for the error polynomial

We first address the behavior of the error $\|Q\|_{\infty}$. Our main tool is a discretization result from Bhaskar et al. [2012]:

Lemma 4.3.1 (Bhaskar et al. [2012]). Let $Q(z):=\sum_{k=0}^{r-1} \varepsilon_{k} z^{-k}$, where $\varepsilon_{k} \in \mathbb{C}$. For any $N \geq 4 \pi r$,

$$
\|Q\|_{\infty} \leq\left(1+\frac{4 \pi r}{N}\right) \max _{k=0, \ldots, N-1}\left|Q\left(e^{j 2 \pi k / N}\right)\right|
$$

Lemma 4.3.1 immediately reduces controlling the $\mathcal{H}_{\infty}$-norm ${ }^{2}$ of a system defined by a finite-degree polynomial to controlling the maxima of a finite set of points on the torus.

[^5]Hence, upper bounding the expected value of $\|Q\|_{\infty}$ and showing concentration is straightforward. Before we state the result, we define some useful notation which we will use throughout this section. For a $z \in \mathbb{C}$, define the vector of monomials $\varphi(z)$ as

$$
\begin{equation*}
\varphi(z):=\left(1, z, z^{2}, \ldots, z^{r-1}\right) \in \mathbb{C}^{r}, \varphi_{1}(z):=\operatorname{Re}\{\varphi(z)\}, \varphi_{2}(z):=\operatorname{Im}\{\varphi(z)\} \tag{4.7}
\end{equation*}
$$

where the length $r$ will be implicit from context. Now, using standard concentration results for suprema of Gaussian processes (see e.g. Boucheron et al. [2013]) and Lemma 4.3.1, we have the following error concentration result.

Lemma 4.3.2. Let $\varepsilon \sim \mathcal{N}(0, V)$ where $\varepsilon \in \mathbb{R}^{r}$, and put $Q(z)=\sum_{k=0}^{r-1} \varepsilon_{k} z^{-k}$. Define for $\ell=1,2$,

$$
\eta_{\ell}^{2}:=\sup _{z \in \mathbb{T}} \varphi_{\ell}(z)^{\top} V \varphi_{\ell}(z)
$$

We have that

$$
\mathbb{E}\|Q\|_{\infty} \leq 4 \sqrt{2} \eta \sqrt{\log (8 \pi r)}
$$

where $\eta:=\max \left(\eta_{1}, \eta_{2}\right)$. Furthermore, with probability at least $1-\delta$, we have

$$
\|Q\|_{\infty} \leq 4 \sqrt{2} \eta(\sqrt{\log (8 \pi r)}+\sqrt{\log (2 / \delta)})
$$

Note that when $V=I, \eta^{2} \leq r$ which recovers the known results from Kahane [1994] up to constants. Furthermore, when $V$ is diagonal, $\eta^{2} \leq \operatorname{tr}(V)$. We will exploit this result in the sequel.

### 4.3.2 Experiment design

We now consider the problem of choosing a set of inputs $u \in \mathcal{U}$ in order to minimize the expected error of the residual polynomial. Fixing the number of inputs $m$, the input constraint set $\mathcal{U}$, and recalling the definition of the covariance $\Sigma(u)$ from (4.6), the optimal experiment design problem is

$$
\begin{equation*}
\underset{u^{(1)}, \ldots, u^{(m)} \in \mathcal{U}}{\operatorname{minimize}} \mathbb{E}_{\varepsilon \sim \mathcal{N}\left(0,\left[\Sigma(u)^{-1}\right]_{[r]}\right)}\|Q\|_{\infty} \tag{4.8}
\end{equation*}
$$

In (4.8) and the sequel, if the covariance matrix $\Sigma(u)$ is not invertible then we assign the function value $+\infty$. Problem (4.8) is difficult to solve as written because the expected value does not have a form which is easy to work with computationally. The following design problem provides a good approximation of (4.8). Let $\left\{z_{1}, \ldots, z_{s}\right\} \subseteq \mathbb{T}$ denote a grid of $s$ points on $\mathbb{T}$. Consider the problem

$$
\begin{equation*}
\underset{u^{(1)}, \ldots, u^{(m)} \in \mathcal{U}}{\operatorname{minimize}} \max _{\substack{1 \leq k \leq s \\ \ell=1,2}} \varphi_{\ell}\left(z_{k}\right)^{\top}\left[\Sigma(u)^{-1}\right]_{[r]} \varphi_{\ell}\left(z_{k}\right) . \tag{4.9}
\end{equation*}
$$

The objective (4.9) minimizes the maximum pointwise variance of $Q(z)$ over all points on the grid $\left\{z_{1}, \ldots, z_{s}\right\}$. If the grid is uniformly spaced and $s \geq 4 \pi r$, then by Lemma 4.3.1 we can interpret (4.9) as minimizing an upper bound to the objective function in (4.8), since

$$
\begin{align*}
\mathbb{E}_{\varepsilon \sim \mathcal{N}\left(0,\left[\Sigma(u)^{-1}\right]_{[r]}\right)}\|Q\|_{\infty} & \leq(1+4 \pi r / s) \mathbb{E} \max _{1 \leq k \leq s}\left|\left\langle\varphi\left(z_{k}\right), \varepsilon\right\rangle\right| \\
& \leq(1+4 \pi r / s) \sqrt{2 \log (2 s)} \sum_{\ell=1}^{2} \max _{1 \leq k \leq s} \sqrt{\varphi_{\ell}\left(z_{k}\right)^{\top}\left[\Sigma(u)^{-1}\right]_{[r]} \varphi_{\ell}\left(z_{k}\right)} . \tag{4.10}
\end{align*}
$$

However, (4.9) is non-convex in the $u^{(i)}$ 's. A convex version of the problem can be written by choosing $m_{0}$ inputs $u^{(1)}, \ldots, u^{(m)} \in \mathcal{U}$ and solving the semidefinite program (SDP)
$\underset{\lambda \in \mathbb{R}^{m}}{\operatorname{minimize}} \max _{\substack{1 \leq k \leq s \\ \ell=1,2}} \varphi_{\ell}\left(z_{k}\right)^{\top}\left[\Sigma^{-1}\right]_{[r]} \varphi_{\ell}\left(z_{k}\right)$ s.t. $\Sigma=\sum_{i=1}^{m_{0}} \lambda_{i} \operatorname{Toep}\left(u^{(i)}\right)^{\mathbb{T}} \operatorname{Toep}\left(u^{(i)}\right), \quad \lambda^{\top} \mathbf{1}=1, \lambda \geq 0$.

Equation (4.11) is a convex program and can be solved with any off-the-shelf solver such as MOSEK [MOSEK ApS, 2015].

We now study two special cases of $\mathcal{U}$ to show how input constraints can affect design. We first observe that when $\Sigma(u)$ is diagonal, continuing the estimates from (4.10), we have the following upper bound which holds since $\left\|\varphi_{\ell}(z)\right\|_{\infty} \leq 1$,

$$
\begin{equation*}
\mathbb{E}_{\varepsilon \sim \mathcal{N}\left(0,\left[\Sigma(u)^{-1}\right]_{[r]}\right)}\|Q\|_{\infty} \leq(1+4 \pi r / s) 2 \sqrt{2 \log (2 s) \operatorname{tr}\left(\left[\Sigma(u)^{-1}\right]_{[r]}\right)} \tag{4.12}
\end{equation*}
$$

Even though (4.12) only holds when $\Sigma(u)$ is diagonal, it motivates us to consider the standard $A$-optimal design problem

$$
\begin{equation*}
\underset{u^{(1)}, \ldots, u^{(m)} \in \mathcal{U}}{\operatorname{minimize}} \operatorname{tr}\left(\left[\Sigma(u)^{-1}\right]_{[r]}\right) . \tag{4.13}
\end{equation*}
$$

An advantage of (4.13) versus (4.9) is that the reduced complexity of the objective function allows us to make statements about optimality when $\mathcal{U}$ is an $\ell_{p}$-ball. The analogous SDP relaxation of (4.13), similar to (4.11), is also more efficient to implement in practice for more general $\mathcal{U}$ 's.

Let $F_{p}^{*}(T, r)$ denote the optimal value of (4.13) with $\mathcal{U}=B_{p}^{T}$ for $p \in[1, \infty]$, where $B_{p}^{T}$ denotes the unit $\ell_{p}$-ball in $\mathbb{R}^{T}$. We will always assume $T \geq r$. It is not hard to show that $F_{p}^{*}(T, r)$ is finite and the value is attained (and hence $\Sigma(u)$ at the optimum is invertible). We claim the following statements about (4.13):
(a) When $p \in[1,2]$, the optimal solution is to set $u^{(i)}=e_{1}, i=1, \ldots, m$.
(b) When $p \in(2, \infty]$, we can solve (4.13) to within a factor of two of optimal by convex programming.
(c) When $p=\infty$, we can give an exact closed form solution for (4.13) in the special case when $r=2^{n}$ with $n \geq 0, T=2^{k} r$ with $k \geq 1$, and $m$ is a multiple of $T$.

These statements follow from the following three lemmas, which are proved in full in Tu et al. [2017, Section 3.2].

First, we have an optimization problem which lower bounds the optimal value $F_{p}^{*}$.
Lemma 4.3.3. For all $p \in[2, \infty]$, we have that

$$
F_{p}^{*}(T, r) \geq \frac{1}{m} \inf _{\substack{w \in \mathbb{R}^{T} \\\|w\|_{p / 2} \leq 1, w \geq 0}} \sum_{i=1}^{r}\left[\sum_{\ell=1}^{T-r+i} w_{\ell}\right]^{-1}:=\frac{1}{m} D_{p}(T, r) .
$$

Lemma 4.3.4. For $p \in[1,2]$, we have that $F_{p}^{*}(T, r)=\frac{r}{m}$, which is achieved by setting $u^{(1)}=\ldots=u^{(m)}=e_{1}$.

Lemma 4.3.5. Fix positive integers $m, n, T$, and suppose that $m=2 n$ and $n \geq T$. Let $z_{i}=e^{2 \pi j i / n}$ for $i=0, \ldots, n-1$. Define the vectors $u^{(0)}, \ldots, u^{(n-1)}$ and $u^{(n)}, \ldots, u^{(2 n-1)}$ as

$$
u^{(i)}=\operatorname{Re}\left\{w_{p}(T, r) \odot \varphi\left(z_{i}\right)\right\}, u^{(n+i)}=\operatorname{Im}\left\{w_{p}(T, r) \odot \varphi\left(z_{i}\right)\right\}, \quad i=0, \ldots, n-1
$$

We have that the covariance matrix $\Sigma(u)$ satisfies

$$
\operatorname{tr}\left(\left[\Sigma(u)^{-1}\right]_{[r]}\right)=\frac{2}{m} D_{p}(T, r) .
$$

### 4.3.3 Upper Bounds on FIR Identification with $\ell_{p}$-constrained Inputs

Combining the results from Section 4.3.1 and Section 4.3.2, we now prove an upper bound on length- $r$ FIR identification when the inputs are $\ell_{p}$-constrained.

Lemma 4.3.6. Fix positive integers $m$ and $r$, and set $T=2 r$. Consider the input ensemble $u^{(1)}=\ldots=u^{(m)}=e_{1}$ when $p \in[1,2]$, or the input ensemble defined in Lemma 4.3.5 when $p \in(2, \infty]$ (with additional restrictions on $m, r$ in this case). Let $\widehat{G}_{r}$ denote the length- $r$ FIR estimate derived from least-squares, and let $G_{r}$ denote the length-r FIR truncation of $G$. With probability at least $1-\delta$,

$$
\left\|\widehat{G}_{r}-G_{r}\right\|_{\mathcal{H}_{\infty}} \leq \begin{cases}4 \sqrt{2} \sigma \sqrt{\frac{r}{m}}(\sqrt{\log (8 \pi r)}+\sqrt{\log (2 / \delta)}) & \text { if } p \in[1,2] \\ 8 \sqrt{2 \log 2} \sigma \sqrt{\frac{r^{2 / p}}{m}}(\sqrt{\log (8 \pi r)}+\sqrt{\log (2 / \delta)}) & \text { if } p \in(2, \infty]\end{cases}
$$

Proof. From Lemma 4.3.2, we have that with probability at least $1-\delta$,

$$
\left\|\widehat{G}_{r}-G_{r}\right\|_{\mathcal{H}_{\infty}} \leq 4 \sqrt{2} \sigma \sqrt{\operatorname{tr}\left(\left[\Sigma(u)^{-1}\right]_{[r]}\right)}(\sqrt{\log (8 \pi r)}+\sqrt{\log (2 / \delta)})
$$

We only need to upper bound the variance term $\operatorname{tr}\left(\left[\Sigma(u)^{-1}\right]_{[r]}\right)$. When $p \in[1,2]$, by Lemma 4.3.4 the optimal input ensemble is the impulse response $u^{(i)}=e_{1}$, so we have $\operatorname{tr}\left(\left[\Sigma(u)^{-1}\right]_{[r]}\right) \leq r / m$. On the other hand, when $p \in(2, \infty]$, one can show (see Tu et al. [2017, Lemma 3.5]) that the specified $u$ 's satisfy

$$
\operatorname{tr}\left(\left[\Sigma(u)^{-1}\right]_{[r]}\right) \leq \frac{2}{m} D_{p}(2 r, r) \leq \frac{4}{m} r^{2 / p}\left(H_{2 r}-H_{r}\right) \leq \frac{4 \log 2}{m} r^{2 / p}
$$

where $H_{r}$ is the $r$-th harmonic number.

### 4.3.4 Proof of Main Results

We now prove Theorem 4.1.1 and Theorem 4.1.2. Recall that $\widehat{G}_{r}$ is the estimated length- $r$ FIR approximation to $G$, and $G_{r}$ is the true length- $r$ FIR truncation of $G$. By the triangle inequality, we have the following error decomposition into an approximation error and an estimation error

$$
\left\|G-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq \underbrace{\left\|G-G_{r}\right\|_{\mathcal{H}_{\infty}}}_{\text {Approx. error. }}+\underbrace{\left\|G_{r}-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}}}_{\text {Estimation error. }}
$$

Hence, in order for $\left\|G-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq \varepsilon$ to hold, it suffices to have both the approximation error $\left\|G-G_{r}\right\|_{\mathcal{H}_{\infty}} \leq \varepsilon / 2$ and the estimation error $\left\|G_{r}-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq \varepsilon / 2$.

The approximation error is a deterministic quantity, and its behavior is governed by the tail decay of the impulse response coefficients $\left\{g_{k}\right\}_{k \geq 0}$. In Section 4.4, we prove in Lemma 4.4.1 that as long as $r$ satisfies

$$
r \geq \inf _{\rho<\gamma<1} \frac{1}{1-\gamma} \log \left(\frac{2\|G(\gamma z)\|_{\mathcal{H}_{\infty}}}{\varepsilon(1-\gamma)}\right)
$$

then we have $\left\|G-G_{r}\right\|_{\mathcal{H}_{\infty}} \leq \varepsilon / 2$.
We now turn our attention to the estimation error. For the case when $p=2$, Lemma 4.3.6 tells us with probability at least $1-\delta$, the estimation error satisfies

$$
\left\|G_{r}-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq 4 \sqrt{2} \sigma \sqrt{\frac{r}{m}}(\sqrt{\log (8 \pi r)}+\sqrt{\log (2 / \delta)})
$$

Setting the RHS less than $\varepsilon / 2$, solving for $m$, and using the inequality $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$, we conclude that a sufficient condition on $m$ is

$$
m \geq \max \left\{\frac{256 \sigma^{2} r}{\varepsilon^{2}}\left(\log (8 \pi r)+\log \left(\frac{2}{\delta}\right)\right), 1\right\}
$$

This concludes the proof of Theorem 4.1.1.

The proof of Theorem 4.1.2 is nearly identical. For the case when $p=\infty$, Lemma 4.3.6 tells us with probability at least $1-\delta$, the estimation error satisfies

$$
\left\|G_{r}-\widehat{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq 8 \sqrt{2 \log 2} \sigma \sqrt{\frac{1}{m}}(\sqrt{\log (8 \pi r)}+\sqrt{\log (2 / \delta)})
$$

Setting the RHS less than $\varepsilon / 2$ and solving for $m$, we conclude that the sufficient condition is

$$
m \geq \max \left\{\frac{(1024 \log 2) \sigma^{2}}{\varepsilon^{2}}\left(\log (8 \pi r)+\log \left(\frac{2}{\delta}\right)\right), 4 r\right\}
$$

This concludes the proof of Theorem 4.1.2.

### 4.4 Finite Truncation Error Analysis for Stable Systems

In Section 4.3, we presented both probabilistic guarantees and experiment design for identification of FIR systems of length $r$, which were independent of any system specific properties of $G$. In this section, we analyze how system behavior affects the necessary truncation length needed to reach a desired approximation error tolerance.

In order to provide guarantees, we require that the underlying system $G$ is stable with stability radius $\rho \in(0,1)$. A standard fact states that stability is equivalent to the existence of a constant $C>0$ such that the tail decay on the coefficients of the Laurent expansion $G=\sum_{k=0}^{\infty} g_{k} z^{-k}$ satisfies the following condition

$$
\begin{equation*}
\left|g_{k}\right| \leq C \rho^{k}, \quad k \geq 1 \tag{4.14}
\end{equation*}
$$

Under this assumption, a calculation reveals that as long as

$$
r \geq \frac{1}{1-\rho} \log \left(\frac{C}{\varepsilon(1-\rho)}\right)
$$

then we have that the approximation error $\left\|G-G_{r}\right\|_{\mathcal{H}_{\infty}}$ satisfies $\left\|G-G_{r}\right\|_{\mathcal{H}_{\infty}} \leq \varepsilon$.
Unfortunately, without more knowledge of the system at hand, a bound on $C$ in (4.14) is hard to characterize. However, by slightly relaxing the decay condition (4.14), we are able to derive a tail bound using system-theoretic ideas. Intuitively, if a system has long transient behavior, then we expect the constant $C$ in (4.14) to be large, since in order to obtain a small approximation error one needs to capture the transient behavior. The next lemma shows that the $\mathcal{H}_{\infty}$-norm provides a sufficient characterization of this transient behavior; we include the proof for completeness.

Lemma 4.4.1 (Goldenshluger and Zeevi [2001, Lemma 1]). Let $G(z)=\sum_{k=0}^{\infty} g_{k} z^{-k}$ be a stable SISO LTI system with stability radius $\rho \in(0,1)$. Fix any $\gamma$ satisfying $\rho<\gamma<1$. Then for all $k \geq 1$,

$$
\left|g_{k}\right| \leq\|G(\gamma z)\|_{\mathcal{H}_{\infty}} \gamma^{k}
$$

Proof. Define the function $H(z):=G\left(z^{-1}\right)$, which is analytic for all $|z| \leq 1 / \gamma$. It is easy to check that $k$-th derivative of $H(z)$ evaluated at zero is $H^{(k)}(0)=k!g_{k}$. Therefore,

$$
\begin{aligned}
k!\left|g_{k}\right| & =\left|H^{(k)}(0)\right| \leq k!\gamma^{k} \max _{|z| \leq 1 / \gamma}|H(z)|=k!\gamma^{k} \max _{|z| \geq \gamma}|G(z)| \\
& =k!\gamma^{k} \max _{|z| \geq 1}|G(\gamma z)|=k!\gamma^{k}\|G(\gamma z)\|_{\mathcal{H}_{\infty}} .
\end{aligned}
$$

Above, the first inequality is Cauchy's estimate formula for analytic functions, and the last equality follows from the maximum modulus principle.

We note that the technique used in Lemma 4.4.1 of considering the proxy system $G(\gamma z)$ instead of $G(z)$ directly also appears in Boczar et al. [2017] in the context of certifying exponential rates of convergence for linear dynamical systems.

### 4.5 Robust Controller Design

In Section 4.3, we described how to obtain a FIR system $G_{\text {fir }}$ with a probabilistic guarantee that $G=G_{\text {fir }}+\Delta$, where $\Delta$ is an LTI system satisfying $\|\Delta\|_{\mathcal{H}_{\infty}} \leq \varepsilon$. This description of $G$ naturally lends itself to many robust control synthesis methods. In this section, we describe the application of one particular method based on $\mathcal{H}_{\infty}$ loop-shaping to a particular unknown plant.

Suppose that $G$ is itself an FIR described with $z$-transform

$$
\begin{equation*}
G(z)=\left|w_{0}\right|+\sum_{k=1}^{149}\left|w_{k}\right| \rho^{k-1} z^{-k}, \quad \rho=0.95 \tag{4.15}
\end{equation*}
$$

where $w_{k} \sim \mathcal{N}(0,1)$ are independent Gaussians. In this section, we will detail the design of a reference tracking controller for $G$ using probabilistic guarantees.

### 4.5.1 Computing Bounds

While the non-asymptotic bounds of Section 4.3 and Section 4.4 give us upper bounds on the error of noisy FIR approximation, the constant factors in the bounds are not optimal. Hence, strictly relying on the bounds will cause oversampling by a constant factor of (say) 10 or more. For real systems, this is extremely undesirable- using the sharpest bound possible is of great practical interest. Fortunately, we can do this via simple Monte-Carlo simulations, which we detail in Section B. 1 the appendix. For now, we describe the results of these simulations.

Our first Monte-Carlo simulation establishes that $G$ satisfies the tail decay specified in (4.14) with $C=3.9703$ and $\rho=0.95$. If we truncate $G$ with $r=75$, we see that our worst-case upper bound on $\left\|G-G_{r}\right\|_{\mathcal{H}_{\infty}}$ is $C \frac{\rho^{r-1}}{1-\rho}=3.9703 \times \frac{0.95^{74}}{1-0.95}=1.7840$. In general, assuming we have no other information about $G$ other than the bounds on $C$ and $\rho$, this is
the sharpest approximation error bound possible, since for any system with real-valued, all non-negative Fourier coefficients, the $\mathcal{H}_{\infty}$-norm is simply the sum of the coefficients.

However, if we further assume we know the structure of $G$ as in this case where we know the form of (4.15), but not the values of $w_{k}$, we can further sharper our approximation bound. Specifically, we know that $E_{\text {approx }}:=\left\|G-G_{r}\right\|_{\mathcal{H}_{\infty}}=\sum_{k=75}^{149}\left|w_{k}\right| \rho^{k-1}$, and hence we can perform another Monte-Carlo simulation to estimate the tail probability of this random variable. The result of our simulation is that $\mathbb{P}\left(E_{\text {approx }} \leq 0.46\right) \geq 0.99$. This is a substantial improvement over the previous bound of $E_{\text {approx }} \leq 1.7840$ which only uses the information contained in the tail decay.

We can use the same technique to sharpest the estimates from Lemma 4.3.2. We perform our final Monte-Carlo simulation, now on the random variable $E_{\text {noise }}:=\frac{\sigma}{\sqrt{N}}\left\|\sum_{k=0}^{74} \xi_{k} z^{-k}\right\|_{\infty}$, with $\sigma^{2}=1$ and $\xi_{k} \sim \mathcal{N}(0,1)$. Note that this corresponds to choosing the inputs to the system as impulse responses, which we recall from Section 4.3.2 is optimal under $\ell_{2}$-power constraints. With this simulation, we obtain that $\mathbb{P}\left(E_{\text {noise }} \leq 3.5954\right) \geq 0.99$.

### 4.5.2 Controller Design



Figure 4.1: Closed-loop experimental setup. The goal is to design the controller $K . G_{\text {fir }}$ is estimated from noisy output data, and $\|\Delta\|_{\mathcal{H}_{\infty}}$ is bounded via Monte-Carlo simulations.

Our goal is to design a controller $K$ in the setup described in Figure 4.1, under the assumption that $\|\Delta\|_{\mathcal{H}_{\infty}} \leq E_{\text {approx }}+E_{\text {noise }} \leq 4.0554$. This assumption comes from the calculations in Section 4.5.1. We note that $\|\Delta\|_{\mathcal{H}_{\infty}} /\|G\|_{\mathcal{H}_{\infty}}$ fluctuates between $10-20 \%$, so $G_{\text {fir }}$ is a relatively coarse description of $G$. We use standard loop-shaping performance goals (see e.g. Doyle et al. [1990]). Let $T_{r \mapsto e}$ and $T_{n \mapsto e}$ denote the transfer functions from $r \mapsto e$ and $n \mapsto e$, respectively. At low frequencies, we would like $\left|T_{r \mapsto e}\right|$ to have small gain, and at high frequencies we would like $\left|T_{r \mapsto e}\right| \leq 2$. Similarly, we would like $\left|T_{n \mapsto e}\right| \leq 2$ at low frequencies and $\left|T_{n \mapsto e}\right|$ small at high frequencies. Of course, we would like these goals to be achieved, in addition to closed loop stability, for all $G=G_{\text {fir }}+\Delta$.

We proceed in two steps. We first design a controller with the nominal $G_{\text {fir }}$ using $\mathcal{H}_{\infty}$ loopshaping synthesis (mixsyn in MATLAB). We choose weights to encourage our performance
goals on $T_{r \mapsto e}$ and $T_{n \mapsto e}$ to be met. Next, we check that our performance goal is met, in addition to robust stability. To make the computation easier, we check the performance goals separately. First, it is well known (see e.g. Doyle et al. [1990]) that the goal on $T_{r \mapsto e}$ is met (in addition to robust stability) if the following holds

$$
\begin{equation*}
\left\|\left|W_{1} S\right|+\gamma|K S|\right\|_{\mathcal{H}_{\infty}}<1 \tag{4.16}
\end{equation*}
$$

where $S=\frac{1}{1+K G_{\mathrm{fir}}}$ and $\gamma=4.0554$. Specifically, under (4.16), the closed loop with $K$ in feedback with $G$ is stable and achieves the performance guarantee $\left|T_{r \mapsto e}(z)\right| \leq \frac{1}{\left|W_{1}(z)\right|}$ for every frequency $z \in \mathbb{T}$. On the other hand, to the best of our knowledge no simple expression for the performance goal on $T_{n \mapsto e}$ exists, so we resort to a standard structured singular value (SSV) calculation [Packard and Doyle, 1993].

We generate our controller $K$ via the following MATLAB commands

```
w_c = 0.07; % Cross-over freq
W1 = makeweight(5000, w_c, . 5, 1); % Low-freq disturbance rejection
W2 = 1.5*fir_error_bound; % Robust stability
W3 = makeweight(.5, 3 * w_c, 5000, 1); % High-freq noise insensitivity
P = augw(G_fir, W1, W2, W3);
K = hinfsyn(P);
```

In Figure 4.2, we plot the open loop gain $L=G_{\text {fir }} K$, sensitivity function $S=1 /(1+L)$, and complementary sensitivity function $T=1-S$. Here, we see that the cross-over frequency $\omega_{c} \approx 0.1$.

Next, in Figure 4.3, we plot the $\mu$ values for both the reference tracking objective $T_{r \mapsto e}$ and the noise insensitivity objective $T_{n \mapsto e}$, and check that both curves lies below 1 for all frequencies. Recall that this means that $G$ in feedback with $K$ is not only exponentially stable, but also satisfies both performance guarantees.

Finally, in Figure 4.4, we plot the output $y$ as a function of a noisy square wave input $u$, to show the desired reference tracking behavior, on both the closed loop simulation (with $G_{\text {fir }}$ ), and the actual closed loop behavior (with $G$ ). This shows that, while the model $G_{\text {fir }}$ was a coarse grained description of $G$ with up to $20 \%$ relative error, it was faithful enough to allow for a robust controller design.

### 4.5.3 Varying truncation length

We next study the effect of truncation length $r$ on controller design. In Figure 4.5, we assume the same setup and performance goals as the previous section, but vary the truncation length $r \in\{10,30,50,70\}$. We also include the result of a controller design which has full knowledge of the true system $G$, which we label as Opt. We see that for $r=10$, the resulting controller unsurprisingly has undesirable overshoot behavior. However, as $r$ increases the resulting controller mimics the behavior of Opt quite closely. This plot shows that, at least for reference tracking behavior, a fairly low-fidelity model suffices. For instance, across different trials,


Figure 4.2: Loop-shaping curves from the experimental setup of Figure 4.1. $L=G_{\text {fir }} K$ denotes the open-loop gain, $S=1 /(1+L)$ is the sensitivity function, and $T=1-S$.
the relative error of $G_{\text {fir }}$ for $r=30$ fluctuated between $15 \%$ to $30 \%$, but in many cases $r=30$ was able to provide reasonable reference tracking behavior.

### 4.6 Conclusion

This chapter explored the use of a coarse-grained FIR model estimated from noisy output data for control design. We showed that sharp bounds on the $\mathcal{H}_{\infty}$ error between the true unknown plant and the estimated FIR filter can be derived using tools from concentration of measure, and the constant factors on these bounds can be further refined via Monte-Carlo simulation techniques. Finally, we demonstrated empirically that one can perform controller synthesis using only a coarse-grained approximation of the true system while meeting certain performance goals.

There are many possible future extensions of this work. We highlight a few ideas below.

MIMO Systems. While our approach can be generalized to the MIMO case by estimating filters for each input/output pair separately, we believe that when the MIMO transfer matrix has special structure (e.g. low rank), it should be possible to couple the estimation procedure to reduce the $n^{2}$ factor increase in sample complexity. This is motivated by the vast literature on compressed sensing, where sparse models embedded in a much larger ambient dimension


Figure 4.3: The pointwise frequency $\mu$ value for both reference tracking $T_{r \mapsto e}$ and noise insensitivity $T_{n \mapsto e}$. Robust performance is guaranteed as the curve lies below 1 at all frequencies.
can be uniquely recovered with at most a logarithmic factor more samples than the degree of the intrinsic sparsity.

Nonlinear Systems. An extension of these techniques to nonlinear systems is another exciting direction. One possible idea is to treat a nonlinear system's Jacobian linearization as the target unknown system, and fit a FIR using our techniques by exciting the nonlinear system locally. One would expect that the controller designed on the FIR would be valid in a neighborhood, and upon exiting the neighborhood, the process would repeat itself. The challenge here remains to estimate online the regime for which a controller is valid.


Figure 4.4: Reference tracking behavior of the closed loop with the model $G_{\text {fir }}$ and the actual plant $G$.


Figure 4.5: Reference tracking behavior as the FIR truncation length is varied, as well as the optimal nominal tracking.

## Chapter 5

## $\mathcal{H}_{\infty}$ Bounds for Gain Estimation

### 5.1 Introduction

Recently, many researchers have proposed algorithms for estimating the $\mathcal{H}_{\infty}$-norm of a linear time-invariant (LTI) filter from input/output data [Müller et al., 2017; Oomen et al., 2014; Rallo et al., 2017; Rojas et al., 2012; van Heusden et al., 2007; Wahlberg et al., 2010]. A common property of these algorithms is eschewing model parameter estimation for directly estimating either the worst case $\ell_{2}$-input signal [Rojas et al., 2012; Wahlberg et al., 2010] or the maximizing frequency [Müller et al., 2017; Rallo et al., 2017]. One of the major motivations behind these algorithms is sample efficiency: since the $\mathcal{H}_{\infty}$-norm is a scalar estimate whereas the number of model parameters can be very large and possibly infinite, intuitively one expects that norm estimation can be performed using substantially fewer samples compared with model estimation.

In this chapter, we study the fundamental limits of estimating the $\mathcal{H}_{\infty}$-norm of a finite impulse response (FIR) filter, and compare to known bounds for FIR model estimation. We show that for passive algorithms which do not adapt their inputs in response to the result of previous queries, it is no more efficient to estimate the $\mathcal{H}_{\infty}$-norm than to estimate the model. For active algorithms which do adapt their inputs, we show that compared to model estimation, norm estimation is only at most a $\log r$ factor more efficient when the underlying model is a length $r$ FIR filter. Our analysis raises an interesting open question: whether or not there exists an active sampling strategy which attains our stated lower bound.

Based on our theoretical findings, we study the empirical performance of several existing adaptive algorithms compared to a simple (non-adaptive) estimator which first fits a model via least-squares and then returns the norm of the model. Surprisingly, we find that the current adaptive methods do not perform significantly better than the simple estimator.

### 5.2 Related Work

Data-driven methods for estimating the $\mathcal{H}_{\infty}$-norm of an LTI system fall into roughly two major approaches: (a) estimating the worst case $\ell_{2}$-signal via a power-iteration type algorithm [Oomen et al., 2014; Rojas et al., 2012; Wahlberg et al., 2010] and (b) discretizing the interval $[0,2 \pi)$ and searching for the maximizing frequency [Müller et al., 2017; Rallo et al., 2017].

Algorithms that rely on power iteration take advantage of a clever time-reversal procedure introduced by Wahlberg et al. [2010], which allows one to query the adjoint system $G^{*}$ with only input/output access to the original system $G$. One issue with these methods is that the rate of convergence of the top singular value of the truncated Toeplitz matrix to the $\mathcal{H}_{\infty}$-norm of the system is typically $O\left(1 / n^{2}\right)$ (c.f. Böttcher and Grudsky [2000]), but the constant hidden in the $O(\cdot)$ notation can be quite large as pointed out in Tu et al. [2018b]. A non-asymptotic analysis of the statistical quality of the norm estimate returned by the power iteration remains an open question; asymptotic results can be found in Rojas et al. [2012].

The algorithms developed in Müller et al. [2017] and Rallo et al. [2017] are based on discretizing the frequencies $[0,2 \pi)$ and are rooted in ideas from the multi-armed bandit literature. Here, each frequency can be treated as either an "arm" or an "expert", and an adaptive algorithm such as Thompson sampling [Müller et al., 2017] or multiplicative weights [Rallo et al., 2017] is applied. While sharp regret analysis for bandits has been developed by the machine learning and statistics communities [Bubeck and Cesa-Bianchi, 2012], one of the barriers to applying this analysis is a lack of a sharp theory for the level of discretization required. In practice, the number of grid points is a parameter that must be appropriately tuned for the problem at hand.

The problem of estimating the model parameters of a LTI system with model error measured in $\mathcal{H}_{\infty}$-norm is studied in Tu et al. [2017], and in $\ell_{p}$-norms by Goldenshluger [1998]. For the FIR setting, the matching upper and lower bounds of Chapter 4 will serve as a baseline for us to compare our bounds with in the norm estimation setting. Helmicki et al. [1991] provide lower bounds for estimating both a model in $\mathcal{H}_{\infty}$-norm and its frequency response at a particular frequency in a query setting where the noise is worst-case. In this work we consider a less conservative setting with stochastic noise. Müller et al. Müller et al. [2017] prove an asymptotic regret lower bound over algorithms that sample only one frequency at every iteration. Their notion of regret is however defined with respect to the best frequency in a fixed discrete grid and not the $\mathcal{H}_{\infty}$-norm. As we discuss in Section 5.3.2, this turns out to be a subtle but important distinction.

### 5.3 Problem Setup and Main Results

In this section we formulate the problem under consideration and state our main results. We fix a filter length $r$ and consider an unknown length $r$ causal FIR filter $H(g):=\sum_{k=0}^{r-1} g_{k} z^{-k}$
with $g \in \mathbb{C}^{r}$. We study the following time-domain input/output query model for $H(g)$ : for $N$ rounds, we first choose an input $u^{(t)} \in \mathbb{C}^{r}$ such that $\left\|u^{(t)}\right\|_{2} \leq M$, and then we observe a sample $y^{(t)} \sim \mathcal{N}\left(T(g) u^{(t)}, \sigma^{2} I\right)$, where $T(g)$ denotes the $r \times r$ upper left section of the semi-infinite Toeplitz matrix induced by treating $g$ as an element of $\ell_{2} .{ }^{1} \mathrm{By} \mathcal{N}\left(\mu, \sigma^{2} I\right)$ for a complex $\mu \in \mathbb{C}^{r}$ we mean we observe $\left(\operatorname{Re}(\mu)+\xi_{1}\right)+j\left(\operatorname{Im}(\mu)+\xi_{2}\right)$ where $\xi_{i} \sim \mathcal{N}\left(0, \sigma^{2} I\right)$ and are independent.

After these $N$ rounds, we are to return an estimate $\widehat{H} \in \mathbb{R}$ of the norm $\|H(g)\|_{\mathcal{H}_{\infty}}$ based on the collected data $\left(u^{(1)}, y^{(1)}, \ldots, u^{(N)}, y^{(N)}\right)$. The expected risk of any algorithm for this problem is measured as $\mathbb{E}\left[\left|\widehat{H}-\|H(g)\|_{\mathcal{H}_{\infty}}\right|\right]$, where the expectation is taken with respect to both the randomness of the algorithm and the noise of the outputs $y^{(t)}$.

Our results distinguish between passive and active algorithms. A passive algorithm is one in which the distribution of the input $u^{(t)}$ at time $t$ is independent of the history $\left(u^{(1)}, y^{(1)}, \ldots, u^{(t-1)}, y^{(t-1)}\right)$. An active algorithm is one where the distribution of $u^{(t)}$ is allowed to depend on this history.

Given this setup, our first result is a minimax lower bound for the risk attained by any passive algorithm.

Theorem 5.3.1 (Passive lower bound). Fix $a \gamma>0$. Let $r \geq c$ for a universal constant $c>0$ and $N \geq \operatorname{poly}(r, M, 1 / \gamma)$. We call a passive algorithm $\mathcal{A}$ admissible if the matrix $\frac{1}{N} \sum_{t=1}^{N} \mathbb{E}_{u^{(t)}}\left[T\left(u^{(t)}\right)^{*} T\left(u^{(t)}\right)\right] \succeq \gamma I$. We have the following minimax lower bound on the risk of any passive admissible algorithm $\mathcal{A}$ :

$$
\begin{equation*}
\inf _{\mathcal{A}} \sup _{g \in \mathbb{C}^{r}} \mathbb{E}\left[\left|\widehat{H}_{\mathcal{A}}-\|H(g)\|_{\mathcal{H}_{\infty}}\right|\right] \geq C^{\prime} \frac{\sigma}{M} \sqrt{\frac{r \log r}{N}} . \tag{5.1}
\end{equation*}
$$

Here, $C^{\prime}$ is a universal constant. We note the form of the $\operatorname{poly}(r, M, 1 / \gamma)$ can be recovered from the proof.

The significance of Theorem 5.3.1 is due to the fact that under our query model, one can easily produce an estimate $\widehat{g} \in \mathbb{C}^{r}$ such that $\mathbb{E}\left[\|H(\widehat{g})-H(g)\|_{\mathcal{H}_{\infty}}\right] \leq C^{\prime \prime} \frac{\sigma}{M} \sqrt{\frac{r \log r}{N}}$; concretely setting $u^{(t)}=M e_{1}$ by appealing to the arguments in Chapter 4. That is, for passive algorithms the number of samples to estimate the $r$ model parameters is equal (up to constants) to the number of samples needed to estimate the $\mathcal{H}_{\infty}$-norm, at least for the worst-case. The situation changes slightly when we look at active algorithms.

Theorem 5.3.2 (Active lower bound). The following minimax lower bound on the risk of any active algorithm $\mathcal{A}$ holds:

$$
\begin{equation*}
\inf _{\mathcal{A}} \sup _{g \in \mathbb{C}^{r}} \mathbb{E}\left[\left|\widehat{H}_{\mathcal{A}}-\|H(g)\|_{\mathcal{H}_{\infty}}\right|\right] \geq C^{\prime} \frac{\sigma}{M} \sqrt{\frac{r}{N}} \tag{5.2}
\end{equation*}
$$

[^6]Here, $C^{\prime}$ is a universal constant.
We see in the active setting that the lower bound is weakened by a logarithmic factor in $r$. This bound shows that for low SNR regimes when $M \ll \sqrt{r}$, the gains of being active are minimal in the worst case. On the other hand, for high SNR regimes when $M \gg \sqrt{r}$, the gains are potentially quite substantial. We are unaware of any algorithm that provably achieves the active lower bound; it is currently unclear whether or not the lower bound is loose, or if more careful design/analysis is needed to find a better active algorithm. However, in Section 5.3 .2 we discuss special cases of FIR filters for which the lower bound in Theorem 5.3.2 is not improvable.

We note that our proof draws heavily on techniques used to prove minimax lower bounds for functional estimation, specifically in estimating the $\ell_{\infty}$-norm of a unknown mean vector in the Gaussian sequence model. An excellent overview of these techniques is given in Wu [2017, Chapter 22].

### 5.3.1 Hypothesis Testing and Sector Conditions

An application that is closely related to estimating the $\mathcal{H}_{\infty}$-norm is testing whether or not the $\mathcal{H}_{\infty}$-norm exceeds a certain fixed threshold $\tau$. Specifically, consider a test statistic $\psi \in\{0,1\}$ that discriminates between the two alternatives $H_{0}:\|H(g)\|_{\mathcal{H}_{\infty}} \leq \tau$ and $H_{1}:\|H(g)\|_{\mathcal{H}_{\infty}}>\tau$. This viewpoint is useful because it encompasses testing for more fine-grained characteristics of the Nyquist plot $H(\omega)$ via simple transformations. For instance, given finite $a<0<b$, one may test if $H(\omega)$ is contained within a circle in the complex plane centered at $(a+b) / 2+0 j$ with radius $(b-a) / 2$ by equivalently checking if the $\mathcal{H}_{\infty^{\prime}}$-norm of the system $H(g)-(a+b) / 2$ is less than $(b-a) / 2$; this is known as the $[a, b]$-sector condition [Gupta and Joshi, 1994].

Due to the connection between estimation and hypothesis testing, our results also give lower bounds on the sum of the Type-I and Type-II errors of any test $\psi$ discriminating between the hypothesis $H_{0}$ and $H_{1}$. Specifically, $\Omega\left(\frac{\sigma^{2} r \log r}{\tau^{2} M}\right)$ queries in the passive case (when $\tau$ is sufficiently small) and $\Omega\left(\frac{\sigma^{2} r}{\tau^{2} M}\right)$ queries in the active case are necessary for any test to have Type-I and Type-II error with less than constant probability.

### 5.3.2 Shortcomings of Discretization

In order to close the gap between the upper and lower bounds, one needs to explicitly deal with the continuum of frequencies on $[0,2 \pi)$; here we argue that if the maximizing frequency is known a-priori to lie in discrete set of points, then the lower bound is sharp.

Suppose we consider a slightly different query model, where at each time $t$ the algorithm chooses a frequency $\omega_{t} \in[0,2 \pi)$ and receives $y^{(t)} \sim \mathcal{N}\left(H\left(\omega_{t}\right), 1\right)$. For simplicity, let us also assume that the $\mathcal{H}_{\infty}$-norm is upper bounded by 1 . Note that by slightly enlarging $T(g)$ to the $2 r \times 2 r$ upper left triangle, we can emulate this query model by using a normalized complex sinusoid with frequency $\omega_{t}$.

If the maximizing frequency for the $\mathcal{H}_{\infty}$-norm of the underlying system is located on
the grid $\{2 \pi k / r\}_{k=0}^{r-1}$ and its phase is known, this problem immediate reduces to a standard $r$-arm multi-armed bandit (MAB) problem where each arm is associated with a point on the grid. For this family of instances, the following active algorithm has expected risk upper bounded by $\sqrt{r / N}$ times a constant:
(a) Run a MAB algorithm that is optimal in the stochastic setting (such as MOSS [Audibert and Bubeck, 2009]) for $N / 2$ iterations, with each of the $r$ arms associated to a frequency $2 \pi k / r$.
(b) Sample an index $I \in\{1, \ldots, r\}$ where:

$$
\mathbb{P}(I=i)=\frac{\# \text { number of times arm } i \text { was pulled }}{N / 2} .
$$

(c) Query $\omega_{I}$ for $N / 2$ times and return the sample mean.

More generally, for any grid of frequencies $\left\{\omega_{k}\right\}$ such that the number of grid points is $O(r)$, this algorithm obtains $O(\sqrt{r / N})$ expected risk. Hence the lower bound of Theorem 5.3.2 is actually sharp with respect to these instances.

Therefore, the issue that needs to be understood is whether or not the continuum of frequencies on $[0,2 \pi)$ fundamentally requires additional sample complexity compared to a fixed discrete grid. Note that a naïve discretization argument is insufficient here. For example, it is known (see Bhaskar et al. [2012]) that by choosing $P$ equispaced frequencies one obtains a discretization error bounded by $O(r / P)$, e.g. $\|H(g)\|_{\mathcal{H}_{\infty}}-\left|H\left(\omega_{k}\right)\right| \leq O(r / P)$ for the largest $\omega_{k}$. This bound is too weak, however, since it requires that the number of arms scale as $O(r / \varepsilon)$ in order to obtain a risk bounded by $\varepsilon$; in terms of $N$, the risk would scale $O\left(1 / N^{1 / 3}\right)$.

To summarize, if one wishes to improve the active lower bound to match the rate given by Theorem 5.3.1, one needs to consider a prior distribution over hard instances where the support of the maximizing frequency is large (possibly infinite) compared to $r$. On the other hand, if one wishes to construct an algorithm achieving the rate of Theorem 5.3.2, then one will need to understand the function $\omega \mapsto|H(\omega)|$ at a much finer resolution than Lipschitz continuity.

### 5.4 Proof of Main Results

The proof of Theorem 5.3.1 and Theorem 5.3.2 both rely on a reduction to Bayesian hypothesis testing. While this reduction is standard in the statistics and machine learning communities (see e.g. [Tsybakov, 2009, Chapter 2]), we briefly outline it here, as we believe these techniques are not as widely used in the controls literature.

First, let $\pi_{1}, \pi_{2}$ be two prior distributions on $\mathbb{C}^{r}$. Suppose that for all $\theta_{1} \in \pi_{1}$ we have $\left\|H\left(\theta_{1}\right)\right\|_{\mathcal{H}_{\infty}}=0$ and for all $\theta_{2} \in \pi_{2}$ we have $\left\|H\left(\theta_{2}\right)\right\|_{\mathcal{H}_{\infty}}=2 c$ for some $c>0$. Let $\mathbb{P}_{\pi_{i}}$ denote
the joint distribution of $\left(u^{(1)}, y^{(1)}, \ldots, u^{(N)}, y^{(N)}\right)$, which combines the prior distribution $\pi_{i}$ with the observation model. Then Markov's inequality implies that,

$$
\sup _{\theta \in \mathbb{C}^{r}} \mathbb{E}\left[\left|\widehat{H}-\|H(\theta)\|_{\mathcal{H}_{\infty}}\right|\right] \geq \frac{c}{2}\left(1-d_{\mathrm{TV}}\left(\mathbb{P}_{\pi_{1}}, \mathbb{P}_{\pi_{2}}\right)\right)
$$

where for two measures $\mathbb{P}, \mathbb{Q}$ we define the total-variation (TV) distance as

$$
d_{\mathrm{TV}}(\mathbb{P}, \mathbb{Q})=\sup _{A}|\mathbb{P}(A)-\mathbb{Q}(A)|
$$

Hence, if one can construct two prior distributions $\pi_{1}, \pi_{2}$ with the aforementioned properties and furthermore show that $d_{\mathrm{TV}}\left(\mathbb{P}_{\pi_{1}}, \mathbb{P}_{\pi_{2}}\right) \leq 1 / 2$, then one deduces that the minimax risk is lower bounded by $c / 4$. This technique is known as Le Cam's method, and will be our high-level proof strategy.

As working directly with the TV distance is often intractable, one typically computes upper bounds to the TV distance. We choose to work with both the KL-divergence and the $\chi^{2}$-divergence. The KL-divergence is defined as $d_{\mathrm{kl}}(\mathbb{P}, \mathbb{Q})=\int \log \left(\frac{d \mathbb{P}}{d \mathbb{Q}}\right) d \mathbb{P}$, and the $\chi^{2}$-divergence is defined as $d_{\chi^{2}}(\mathbb{P}, \mathbb{Q})=\int\left(\frac{d \mathbb{P}}{d \mathbb{Q}}-1\right)^{2} d \mathbb{Q}$ (we assume that $\mathbb{P} \ll \mathbb{Q}$ so these quantities are well-defined). One has the standard inequalities $d_{\mathrm{TV}}(\mathbb{P}, \mathbb{Q}) \leq \sqrt{\frac{1}{2} d_{\mathrm{kl}}(\mathbb{P}, \mathbb{Q})}$ and $d_{\mathrm{TV}}(\mathbb{P}, \mathbb{Q}) \leq \sqrt{d_{\chi^{2}}(\mathbb{P}, \mathbb{Q})}$ [Tsybakov, 2009].

Omitted proofs in this section can be found in the full paper Tu et al. [2018a].

### 5.4.1 Proof of Passive Lower Bound (Theorem 5.3.1)

The main reason for working with the $\chi^{2}$-divergence is that it operates nicely with mixture distributions, as illustrated by the following lemma.

Lemma 5.4.1 (see e.g. Lemma 22.1 of Wu [2017]). Let $\Theta$ be a parameter space and for each $\theta \in \Theta$ let $\mathbb{P}_{\theta}$ be a measure over $\mathcal{X}$ indexed by $\theta$. Fix a measure $\mathbb{Q}$ on $\mathcal{X}$ and a prior measure $\pi$ on $\Theta$. Define the mixture measure $\mathbb{P}_{\pi}=\int \mathbb{P}_{\theta} \pi(d \theta)$. Suppose for every $\theta \in \Theta$, the measures $\mathbb{P}_{\theta}$ and $\mathbb{Q}$ are both absolutely continuous w.r.t. a fixed base measure $\mu$ on $\mathcal{X}$. Define the function $G\left(\theta_{1}, \theta_{2}\right)$ as

$$
G\left(\theta_{1}, \theta_{2}\right):=\int \frac{\frac{d \mathbb{P}_{\theta_{1}}}{d \mu} \frac{d \mathbb{P}_{\theta_{2}}}{d \mu}}{\frac{d \mathbb{Q}}{d \mu}} \mu(d x) .
$$

Then, $d_{\chi^{2}}\left(\mathbb{P}_{\pi}, \mathbb{Q}\right)=\mathbb{E}_{\theta_{1}, \theta_{2} \sim \pi^{\otimes 2}}\left[G\left(\theta_{1}, \theta_{2}\right)\right]-1$.
We now specialize this lemma to our setting. Here, our distributions $\mathbb{P}_{\theta}$ are over the data, i.e. $\left(u^{(1)}, y^{(1)}, \ldots, u^{(N)}, y^{(N)}\right)$, for a fixed system parameter $\theta \in \mathbb{C}^{r}$. The joint distribution $\mathbb{P}_{\theta}$
has the density (assuming that $u^{(t)}$ has the density $\gamma_{t}\left(u^{(t)}\right)$ )

$$
p_{\theta}\left(u^{(1)}, y^{(1)}, \ldots, u^{(N)}, y^{(N)}\right)=\prod_{t=1}^{N} \gamma_{t}\left(u^{(t)}\right) \phi\left(y^{(t)} ; T(\theta) u^{(t)}\right),
$$

where $\phi(\cdot ; \mu)$ denotes the PDF of the multivariate Gaussian $\mathcal{N}\left(\mu, \sigma^{2} I\right)$. Note that this factorization with $\gamma_{t}(\cdot)$ independent of $\theta$ is only possible under the passive assumption. A straightforward calculation gives the value of $G$ under this density.
Lemma 5.4.2. Supposing that $u^{(t)} \sim \gamma_{t}(\cdot)$, we have that

$$
G\left(\theta_{1}, \theta_{2}\right)=\mathbb{E}_{u^{(t)}}\left[\exp \left(\frac{1}{\sigma^{2}} \sum_{t=1}^{N} \operatorname{Re}\left(\left\langle T\left(\theta_{1}\right) u^{(t)}, T\left(\theta_{2}\right) u^{(t)}\right\rangle\right)\right)\right]
$$

We now construct two prior distributions on $\theta$. The first prior will be the system with all coefficients zeros, i.e. $\pi_{1}=\{0\}$. The second prior will be more involved. To construct it, we let $\Sigma:=\frac{1}{N} \sum_{t=1}^{N} \mathbb{E}_{u^{(t)} \sim \gamma_{t}}\left[T\left(u^{(t)}\right)^{*} T\left(u^{(t)}\right)\right]$. By the admissibility assumption on the algorithm $\mathcal{A}, \Sigma$ is invertible. Let $\mathcal{I} \subseteq\{1, \ldots, r\}$ denote an index set to be specified. Let $F \in \mathbb{C}^{r \times r}$ denote the unnormalized discrete Fourier transform (DFT) matrix (i.e. $F F^{*}=r I$ and $F^{-1}=\frac{1}{r} F^{*}$ ). We define our prior distribution $\pi_{2}$ as, for some $\tau>0$ to be chosen, $\pi_{2}=\operatorname{Unif}\left(\left\{\tau \Sigma^{-1 / 2} F^{-1} e_{i}\right\}_{i \in \mathcal{I}}\right)$. We choose $\mathcal{I}$ as according to the following proposition.

Proposition 5.4.1. Let $u_{1}, \ldots, u_{N} \in \mathbb{C}^{r}$ be independently drawn from $N$ distributions such that $\left\|u^{(t)}\right\|_{2} \leq M$ almost surely for all $t=1, \ldots, N$. Let $\Sigma=\frac{1}{N} \sum_{t=1}^{N} \mathbb{E}_{u^{(t)}}\left[T\left(u^{(t)}\right)^{*} T\left(u^{(t)}\right)\right]$ and suppose that $\Sigma$ is invertible. There exists an index set $\mathcal{I} \subseteq\{1, \ldots, r\}$ such that $|\mathcal{I}| \geq r / 2$ and for all $i \in \mathcal{I}$,

$$
\left\|F \Sigma^{-1 / 2} F^{-1} e_{i}\right\|_{\infty} \geq \frac{1}{2 M}
$$

Now defining

$$
\Delta:=\sum_{t=1}^{N}\left(T\left(u^{(t)}\right)^{*} T\left(u^{(t)}\right)-\mathbb{E}_{u^{(t)}}\left[T\left(u^{(t)}\right)^{*} T\left(u^{(t)}\right)\right]\right)
$$

we observe that for indices $j_{1}, j_{2} \in \mathcal{I}$,

$$
\begin{aligned}
\sum_{t=1}^{N}\left\langle T\left(\Sigma^{-1 / 2} F^{-1} e_{j_{1}}\right) u^{(t)}, T\left(\Sigma^{-1 / 2} F^{-1} e_{j_{2}}\right) u^{(t)}\right\rangle & \stackrel{(a)}{=} \sum_{t=1}^{N}\left\langle T\left(u^{(t)}\right) \Sigma^{-1 / 2} F^{-1} e_{j_{1}}, T\left(u^{(t)}\right) \Sigma^{-1 / 2} F^{-1} e_{j_{2}}\right\rangle \\
& =\sum_{t=1}^{N} e_{j_{1}}^{\top} F^{-*} \Sigma^{-1 / 2} T\left(u^{(t)}\right)^{*} T\left(u^{(t)}\right) \Sigma^{-1 / 2} F^{-1} e_{j_{2}} \\
& =e_{j_{1}}^{\top} F^{-*} \Sigma^{-1 / 2}(N \Sigma+\Delta) \Sigma^{-1 / 2} F^{-1} e_{j_{2}} \\
& =N e_{j_{1}}^{\top} F^{-*} F^{-1} e_{j_{2}}+e_{j_{1}}^{*} F^{-*} \widetilde{\Delta} F^{-1} e_{j_{2}} \\
& =\frac{N}{r} \mathbf{1}_{j_{1}=j_{2}}+e_{j_{1}}^{\top} F^{-*} \widetilde{\Delta} F^{-1} e_{j_{2}},
\end{aligned}
$$

where $\widetilde{\Delta}:=\Sigma^{-1 / 2} \Delta \Sigma^{-1 / 2}$. In (a) we used the fact that $T(u) v=T(v) u$, as convolution is commutative. Combining this calculation with Lemma 5.4.2, we see that

$$
\begin{aligned}
\mathbb{E}_{\theta_{i}}\left[G\left(\theta_{1}, \theta_{2}\right)\right] & =\mathbb{E}_{j_{i}, u^{(t)}}\left[\exp \left(\frac{\tau^{2}}{\sigma^{2}} \frac{N}{r} \mathbf{1}_{j_{1}=j_{2}}\right) \times \exp \left(\frac{\tau^{2}}{\sigma^{2}} \operatorname{Re}\left(e_{j_{1}}^{\top} F^{-*} \widetilde{\Delta} F^{-1} e_{j_{2}}\right)\right)\right] \\
& \stackrel{(a)}{\leq} \sqrt{\mathbb{E}_{j_{i}, u^{(t)}}\left[\exp \left(\frac{2 \tau^{2} N}{\sigma^{2} r} \mathbf{1}_{j_{1}=j_{2}}\right)\right]} \times \sqrt{\mathbb{E}_{j_{i}, u^{(t)}}\left[\exp \left(\frac{2 \tau^{2}}{\sigma^{2}} \operatorname{Re}\left(e_{j_{1}}^{\top} F^{-*} \widetilde{\Delta} F^{-1} e_{j_{2}}\right)\right)\right]} \\
& \stackrel{(b)}{\leq} \sqrt{\exp \left(\frac{2 N \tau^{2}}{\sigma^{2} r}\right) \frac{2}{r}+1-\frac{2}{r}} \times \sqrt{\mathbb{E}_{j_{i}, u^{(t)}}\left[\exp \left(\frac{2 \tau^{2}}{\sigma^{2}} \operatorname{Re}\left(e_{j_{1}}^{\top} F^{-*} \widetilde{\Delta} F^{-1} e_{j_{2}}\right)\right)\right]} .
\end{aligned}
$$

where in (a) we used Cauchy-Schwarz and in (b) we used the fact that $|\mathcal{I}| \geq r / 2$. Now condition on $j_{1}, j_{2}$. For a $1 \leq t \leq N$, define the random variable $\psi_{t}$ as:

$$
\begin{aligned}
\psi_{t}:= & \operatorname{Re}\left(e_{j_{1}}^{\top} F^{-*} \Sigma^{-1 / 2} T\left(u^{(t)}\right)^{*} T\left(u^{(t)}\right) \Sigma^{-1 / 2} F^{-1} e_{j_{2}}\right) \\
& -\operatorname{Re}\left(e_{j_{1}}^{\top} F^{-*} \Sigma^{-1 / 2} \mathbb{E}_{u^{(t)}}\left[T\left(u^{(t)}\right)^{*} T\left(u^{(t)}\right)\right] \Sigma^{-1 / 2} F^{-1} e_{j_{2}}\right) .
\end{aligned}
$$

We have that $\mathbb{E}_{u^{(t)}}\left[\psi_{t}\right]=0$ by construction. Furthermore, note that $\left\|F^{-1} e_{j}\right\|_{2}=1 / \sqrt{r}$ for $j=1, \ldots, r$ and also that that $\|T(u)\| \leq\|H(u)\|_{\mathcal{H}_{\infty}} \leq\|u\|_{1} \leq \sqrt{r}\|u\|_{2}$ for any vector $u \in \mathbb{C}^{r}$. These facts, along with the assumption that $\Sigma \succeq \gamma I$, show that $\left|\psi_{t}\right| \leq 2 M^{2} / \gamma$ almost surely. Hence, $\sum_{t=1}^{N} \psi_{t}$ is a zero-mean sub-Gaussian random variable with sub-Gaussian parameter $4 M^{4} N / \gamma^{2}$ (see Vershynin [2018, Chapter 2] for background exposition on sub-Gaussian random variables). Therefore, we know that for any $t>0$, its moment generating function (MGF) is bounded as $\mathbb{E}_{u^{(t)} \mid j_{i}}\left[\exp \left(t \sum_{t=1}^{N} \psi_{t}\right)\right] \leq \exp \left(2 t^{2} M^{4} N / \gamma^{2}\right)$. Hence by iterating expectations and setting $t=2 \tau^{2} / \sigma^{2}$, we have:

$$
\mathbb{E}_{j_{i}, u^{(t)}}\left[\exp \left(\frac{2 \tau^{2}}{\sigma^{2}} \operatorname{Re}\left(e_{j_{1}}^{\top} F^{-*} \Sigma^{-1 / 2} \Delta \Sigma^{-1 / 2} F^{-1} e_{j_{2}}\right)\right)\right] \leq \exp \left(8 \tau^{4} M^{4} N /\left(\sigma^{4} \gamma^{2}\right)\right)
$$

Therefore, for any choice of $\tau$ such that $\tau^{4} \leq(\log (1.1) / 8) \sigma^{4} \gamma^{2} /\left(M^{4} N\right)$, we have that:

$$
\mathbb{E}_{\theta_{i}, u^{(t)}}\left[G\left(\theta_{1}, \theta_{2}\right)\right] \leq \sqrt{1.1} \sqrt{\exp \left(\frac{2 N \tau^{2}}{\sigma^{2} r}\right) \frac{2}{r}+1-\frac{2}{r}}
$$

Hence if $r \geq 5$ and if we set $\tau^{2}=\frac{\sigma^{2} r \log (0.211 r)}{2 N}$, we have:

$$
d_{\chi^{2}}\left(\mathbb{P}_{\pi}, \mathbb{P}_{0}\right)=\mathbb{E}_{\theta_{i}, u^{(t)}}\left[G\left(\theta_{1}, \theta_{2}\right)\right]-1 \leq 1 / 4
$$

assuming the previous condition on $\tau$ is satisfied. This then implies that $d_{\mathrm{TV}}\left(\mathbb{P}_{\pi}, \mathbb{P}_{0}\right) \leq 1 / 2$. We now choose $N \geq(2 / \log (1.1)) r^{2} \log ^{2}(0.211 r) M^{4} / \gamma^{2}=\widetilde{\Omega}\left(r^{2} M^{4} / \gamma^{2}\right)$ so that our condition on $\tau$ holds.

To conclude, we need to show a minimum separation between the $\mathcal{H}_{\infty}$-norm on $\pi_{1}$ vs. $\pi_{2}$. Immediately, $\|H(\theta)\|_{\mathcal{H}_{\infty}}=0$ on $\pi_{1}$. On the other hand, for $i \in \mathcal{I}$,

$$
\left\|H\left(\tau \Sigma^{-1 / 2} F^{-1} e_{i}\right)\right\|_{\mathcal{H}_{\infty}} \stackrel{(a)}{\geq} \tau\left\|F \Sigma^{-1 / 2} F^{-1} e_{i}\right\|_{\infty} \stackrel{(b)}{\geq} \frac{\tau}{2 M}
$$

where inequality (a) comes from $\|H(g)\|_{\mathcal{H}_{\infty}} \geq\|F g\|_{\infty}$ for any $g$ and inequality (b) comes from Proposition 5.4.1. Hence we have constructed two prior distributions with a separation of $c=\Omega(\tau / M)$ but a total variation distance less than $1 / 2$. Theorem 5.3.1 now follows.

### 5.4.2 Proof of Active Lower Bound (Theorem 5.3.2)

For this setting we let $\pi_{1}=\{0\}$ and $\pi_{2}=\left\{\tau F^{-1} e_{i}\right\}_{i=1}^{r}$. The proof proceeds by bounding $d_{\mathrm{kl}}\left(\mathbb{P}_{\pi_{1}}, \mathbb{P}_{\pi_{2}}\right)$. To do this, we first bound $d_{\mathrm{kl}}\left(\mathbb{P}_{0}, \mathbb{P}_{i}\right)$, where $\mathbb{P}_{0}$ is the joint distribution induced by the parameter $g=0$ and $\mathbb{P}_{i}$ is the joint distribution induced by the parameter $g=\tau F^{-1} e_{i}$. Proceeding as in the proof of Theorem 1.3 in Tu et al. [2017],

$$
\begin{aligned}
d_{\mathrm{kl}}\left(\mathbb{P}_{0}, \mathbb{P}_{i}\right) & =\mathbb{E}_{\mathbb{P}_{0}}\left[\log \prod_{t=1}^{N} \frac{\gamma_{t}\left(u^{(t)} \mid\left\{u^{(k)}, y^{(k)}\right\}_{k=1}^{t-1}\right) p_{0}\left(y^{(t)} \mid u^{(t)}\right)}{\gamma_{t}\left(u^{(t)} \mid\left\{u^{(k)}, y^{(k)}\right\}_{k=1}^{t-1}\right) p_{i}\left(y^{(t)} \mid u^{(t)}\right)}\right] \\
& =\sum_{t=1}^{N} \mathbb{E}_{u^{(t)} \sim \mathbb{P}_{0}}\left[d_{\mathrm{kl}}\left(\mathcal{N}\left(0, \sigma^{2} I\right), \mathcal{N}\left(T\left(\tau F^{-1} e_{i}\right) u^{(t)}, \sigma^{2} I\right)\right)\right] \\
& =\frac{\tau^{2}}{2 \sigma^{2}} \sum_{t=1}^{N} \mathbb{E}_{u^{(t)} \sim \mathbb{P}_{0}}\left[\left\|T\left(F^{-1} e_{i}\right) u^{(t)}\right\|_{2}^{2}\right] .
\end{aligned}
$$

A straightforward calculation shows that:

$$
\sum_{i=1}^{r} T\left(F^{-1} e_{i}\right)^{*} T\left(F^{-1} e_{i}\right)=\operatorname{diag}\left(1, \frac{r-1}{r}, \frac{r-2}{r}, \ldots, \frac{1}{r}\right)
$$

and hence the operator norm of this matrix is bounded by one. Therefore, by convexity of $d_{\mathrm{kl}}$,

$$
\begin{aligned}
d_{\mathrm{kl}}\left(\mathbb{P}_{\pi_{1}}, \mathbb{P}_{\pi_{2}}\right) \leq \frac{1}{r} \sum_{i=1}^{r} d_{\mathrm{kl}}\left(\mathbb{P}_{0}, \mathbb{P}_{i}\right) & =\frac{\tau^{2}}{2 \sigma^{2} r} \sum_{t=1}^{N} \mathbb{E}_{u^{(t)} \sim \mathbb{P}_{0}}\left[\left(u^{(t)}\right)^{*}\left(\sum_{i=1}^{r} T\left(F^{-1} e_{i}\right)^{*} T\left(F^{-1} e_{i}\right)\right) u^{(t)}\right] \\
& \leq \frac{\tau^{2} N M^{2}}{2 \sigma^{2} r}\left\|\sum_{i=1}^{r} T\left(F^{-1} e_{i}\right)^{*} T\left(F^{-1} e_{i}\right)\right\| \leq \frac{\tau^{2} N M^{2}}{2 \sigma^{2} r}
\end{aligned}
$$

Hence if we set $\tau=\frac{\sigma}{M} \sqrt{\frac{r}{N}}$, we have by Pinsker's inequality that $d_{\mathrm{TV}}\left(\mathbb{P}_{\pi_{1}}, \mathbb{P}_{\pi_{2}}\right) \leq 1 / 2$. Finally, we note that $\left\|H\left(\tau F^{-1} e_{i}\right)\right\|_{\mathcal{H}_{\infty}} \geq \tau$ and conclude.

### 5.5 Experiments

We conduct experiments comparing a simple non-adaptive estimator based on least-squares (which we call the plugin estimator) to three active algorithms: two similar algorithms essentially based on the power method [Rojas et al., 2012; Wahlberg et al., 2010] and one based on weighted Thompson Sampling (WTS) [Müller et al., 2017]. Pseudocode for the plugin estimator is shown in Algorithm 1. For completeness, in Appendix C we describe the power method based algorithms in Algorithms 2 and 3, and the WTS algorithm in Algorithm 4. For brevity, we assume input normalization of $\left\|u^{(t)}\right\|_{2}=1$; for different SNR the algorithms are modified accordingly.

```
Algorithm 1: Plugin Estimator
    Input: Normalized \(\left\{u^{(t)}\right\}\).
    for \(t=1\) to \(N\) do
        Perform the experiment \(y^{(t)}=G u^{(t)}+\eta^{(t)}\).
    end
    Form \(\widehat{G}\) from a least-squares fit of \(\left\{y^{(t)}\right\}\) and \(\left\{u^{(t)}\right\}\).
    return \(\widehat{H}=\|\widehat{G}\|_{\mathcal{H}_{\infty}}\).
```

We compare the performance of these four algorithms on a suite of random plants and random draws of noise. We note, however, that it is difficult to place these algorithms on even footing when making a comparison, especially in the presence of output noise. Reasons for this are:

- The parameters deemed "fixed" may be beneficial (or adversarial) to one algorithm or another.
- The amount of "side information" (e.g. noise covariance) an algorithm expects to receive may not be comparable across algorithms.

For an example of the first point, a large experiment budget is beneficial to the plugin and WTS estimators as they generally obtain better estimates with each new experiment while power method estimators hit a "noise floor" and stop improving.

The plants under test are of the form $G(z)=\sum_{k=0}^{r-1} z^{-k} \rho^{k} \eta_{k}$ where $\rho \in(0,1]$ and $\eta_{k} \stackrel{\text { i.i.d }}{\sim}$ Unif $[-1,1]$. For each suite of tests, we hold all other parameters fixed as shown in Table 5.1. To compare the aggregate performance across suites of random plants, we use performance profiles, a tool in the optimization community popularized by Dolan and Moré [2002]. Given a suite of methods $\left\{m_{i}\right\}$ and a metric $d\left(m_{i}, m_{j}\right)$ for per-instance performance, performance profiles show the percentage of instances where a particular method $m$ is within $\tau$ of the best method. In our case, the metric will be the difference in relative error between the method's estimate and the true $\mathcal{H}_{\infty}$-norm of the plant under consideration. As an example, Plugin(.05) would be the percentage of instances where the relative error of the

Table 5.1: Experiment Parameters

| Type | Value |
| :---: | :---: |
| SNR $\frac{\\|u\\|_{2}}{\sigma}$ | 20 (high), 10 (low) |
| Experiment budget $N$ | 200 |
| Plant length $r$ | 10 |
| Input/output data length $r^{\prime}$ | 50 |
| Plant decay $\rho$ | 0.75 (decay), 1.0 (no decay) |
| Number of random plants | 100 |
| Noise instances per plant | 10 |

plugin estimator is within 5 percentage points of the smallest relative error on that instance. Performance profiles are meant to show broad differences in algorithm performance and are robust to per-instance variation in the data, when interpreted correctly.

With this in mind, the performance profiles comparing the four algorithms ${ }^{2}$ are shown in Figures 5.1 and 5.2. We see that for the plants with decaying impulse response coefficients, the plugin and WTS estimators are comparable. The latter estimator performs relatively worse in the experiments corresponding to no coefficient decay. As alluded to previously, this can most likely be attributed to our particular experimental setup: the WTS algorithm effectively grids the frequency response curve of the plant, and this set of plants allows for more relative variation in the curve than the onces with decaying coefficients.

### 5.6 Conclusion

In this chapter, we provide lower bounds for $\mathcal{H}_{\infty}$-norm estimation for both passive and active algorithms. Our analysis shows that in the passive case model identification and $\mathcal{H}_{\infty}$-norm estimation have the same worst-case sample complexity. In the active setting, the lower bound improves by a factor that is logarithmic in the filter length. Experimentally, we see that the performance of a simple plugin $\mathcal{H}_{\infty}$-norm estimator is competitive with the proposed active algorithms for norm estimation in the literature.

Our work raises an interesting question as to whether there exists an active algorithm attaining the lower bound, or if instead the lower bound can be sharpened. In Section 5.3.2, we briefly discussed the technical hurdles that need to be overcome for both cases. Beyond resolving the gap between the lower bounds, an interesting question is how does the sample complexity of both model and norm estimation degrade when the filter length is unknown.
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Figure 5.1: Performance profiles for the plugin, power method A, power method B, and weighted Thompson Sampling estimators (with coefficient decay).


Figure 5.2: Performance profiles for the plugin, power method A, power method B, and weighted Thompson Sampling estimators (without coefficient decay).

## Chapter 6

## Finite-Data Performance Guarantees for the Output-Feedback Control of an Unknown System

### 6.1 Introduction

There have been many recent results that apply state-of-the-art machine learning techniques to the control of systems with continuous action spaces [Bansal et al., 2017; Dean et al., 2017; Duan et al., 2016; Fazel et al., 2018; Levine et al., 2016; Marco et al., 2017]. As the systems we control become ever more complex, be it in their dynamics, their scale, or their interaction with the environment, moving to a data-driven approach will be inevitable: in these settings, first-principle modeling becomes either impossible or intractable. However, as promising and exciting as recent empirical demonstrations of these techniques have been, they have, for the most part, lacked the rigorous stability, safety and robustness guarantees that the controls community has always prided itself in providing. Indeed, such guarantees are not only desirable, but necessary when such techniques are being proposed for the control of safety critical systems or infrastructures.

This chapter can be seen as a step towards providing such guarantees, albeit in a simplified setting, wherein we establish rigorous baselines of robustness and performance when controlling a single-input-single-output (SISO) system with an unknown transfer function. To do so, we combine contemporary approaches to system identification and robust control into what we term the "coarse-ID control" pipeline. In particular, we leverage the results developed in Chapter 4 to provide finite-sample guarantees on optimally (in a certain sense) estimating a stable single-input single-output linear time-invariant (SISO LTI) system, using input-output data pairs. ${ }^{1}$ Such finite-data guarantees are not only in stark contrast to

[^8]classical system identification results, which typically only provide asymptotic guarantees of model fidelity (see Ljung [1999] for an overview), but also necessary for the principled integration of these techniques with robust control, as they allow us to quantify the amount of uncertainty that our controller must contend with. We then formulate a robust control problem using the recently developed system-level synthesis (SLS) procedure [Wang et al., 2019], which exploits a novel parameterization of stabilizing controllers for LTI systems that allows us to quantify performance degradation in terms of the amount of uncertainty affecting the system [Matni et al., 2017]. Again this is in contrast to classical methods from robust control that are only able to provide robust stability guarantees for a prescribed amount of uncertainty [Zhou et al., 1995].

Main contribution A feature of "coarse-ID control," as described above, is that we can analyze the end-to-end performance of this pipeline in a non-asymptotic setting. Specifically, we show that the difference in cost between the optimal cost for the true system (an FIR SISO system of length $r$ ) and the realized cost induced by instead solving a robust SLS procedure for the approximate system is $O\left(\sqrt{\frac{\sigma^{2} r}{m}}\right)$. Here, we assume that the approximate system was estimated using the "optimal" coarse-grained system identification procedure described in Chapter 4, with $\sigma^{2}$ the measurement noise variance and $m$ the number of experiments conducted in order to construct an estimate of the system. Finally, this chapter should be viewed as a step towards generalizing the results in Dean et al. [2017], which provides finitedata end-to-end performance guarantees for the classical LQR optimal control problem, to the output-feedback setting.

In Section 3.2 we fix notation and quickly outline the structure used by common robust control problems. Section 6.3 then gives an overview of the system-level synthesis framework and how it can be used to solve these problems. Finally, in Section 6.4 we combine this framework with recent work on coarse-grained identification to provide quantitative bounds on how the performance of a robust controller synthesized using the SLS framework degrades when the plant to be controlled is only approximately identified. We conclude in Section 6.5 with computational examples.

### 6.2 Preliminaries

Notation Recall that we use boldface to denote frequency domain signals and transfer functions. Unless otherwise noted, in this chapter $\|\cdot\|$ represents the $\mathcal{H}_{\infty}$-norm (the induced $\ell_{2} \rightarrow \ell_{2}$ norm) for elements in $\mathcal{R} \mathcal{H}_{\infty}$ (this reduces to the spectral norm for constant matrices).

### 6.2.1 The standard robust control problem

We first introduce a standard form for generic robust and optimal control problems, and then show how simple disturbance attenuation and reference tracking problems can be cast into
this standard form. We work with discrete-time LTI systems, but unless stated otherwise, all results extend naturally to the continuous-time setting. A system in standard form can be described by the following equations:

$$
\begin{align*}
\mathbf{z} & =\mathbf{P}_{11} \mathbf{w}+\mathbf{P}_{12} \mathbf{u} \\
\mathbf{y} & =\mathbf{P}_{21} \mathbf{w}+\mathbf{P}_{22} \mathbf{u}  \tag{6.1}\\
\mathbf{u} & =\mathbf{K y}
\end{align*}
$$

where $\mathbf{z}$ is the regulated output (e.g., deviations of the system state from a desired set-point), $\mathbf{y}$ is the measured output available to the controller $\mathbf{K}$ to compute the control action $\mathbf{u}=\mathbf{K y}$, and $\mathbf{w}$ is the exogenous disturbance. We further assume that the full plant $\mathbf{P}$ admits a joint realization, ${ }^{2}$ i.e.

$$
\mathbf{P}=\left[\begin{array}{ll}
\mathbf{P}_{11} & \mathbf{P}_{12}  \tag{6.2}\\
\mathbf{P}_{21} & \mathbf{P}_{22}
\end{array}\right]=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

where $\mathbf{P}_{i j}=C_{i}(z I-A)^{-1} B_{j}+D_{i j}$.
The standard optimal control problem of minimizing the gain from exogenous disturbance $\mathbf{w}$ to regulated output $\mathbf{z}$, subject to internal stability of the closed loop system shown in Figure 6.1, can then be posed as

$$
\begin{align*}
& \underset{\mathbf{K}}{\operatorname{minimize}}\left\|\mathbf{P}_{11}+\mathbf{P}_{12} \mathbf{K}\left(I-\mathbf{P}_{22} \mathbf{K}\right)^{-1} \mathbf{P}_{21}\right\|  \tag{6.3}\\
& \text { subject to } \mathbf{K}\left(I-\mathbf{P}_{22} \mathbf{K}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
\end{align*}
$$

Disturbance rejection Consider the feedback system shown in Figure 6.2, wherein a controller $\mathbf{K}$ is in feedback with a SISO plant $\mathbf{G}$, with input disturbance $\mathbf{d}$ and measurement noise $\mathbf{n}$. We can then define the disturbances and outputs as

$$
\begin{aligned}
\mathbf{w} & =\left[\begin{array}{l}
\mathbf{d} \\
\mathbf{n}
\end{array}\right] \\
\mathbf{z} & =\left[\begin{array}{c}
\mathbf{v} \\
\rho \mathbf{u}
\end{array}\right] \\
\mathbf{y} & =\mathbf{v}+\mathbf{n},
\end{aligned}
$$

[^9]

Figure 6.1: The standard optimal control problem (6.3) for the plant $\mathbf{P}$ as defined in equations (6.1) and (6.2).
respectively, where $\rho>0$. Furthermore, let the plant G have a state-space realization $(A, B, C)$. We then have that

$$
\begin{aligned}
\mathbf{z} & =\left[\begin{array}{cc}
\mathbf{G} & 0 \\
0 & 0
\end{array}\right] \mathbf{w}+\left[\begin{array}{c}
\mathbf{G} \\
\rho
\end{array}\right] \mathbf{u} \\
& :=\mathbf{P}_{11} \mathbf{w}+\mathbf{P}_{12} \mathbf{u} \\
\mathbf{y} & =\left[\begin{array}{ll}
\mathbf{G} & 1
\end{array}\right] \mathbf{w}+\mathbf{G} \mathbf{u} \\
& :=\mathbf{P}_{21} \mathbf{w}+\mathbf{P}_{22} \mathbf{u},
\end{aligned}
$$

from which it follows that the generalized plant $\mathbf{P}$ admits the joint realization

$$
\mathbf{P}=\left[\begin{array}{c|cc}
A & {\left[\begin{array}{ll}
B & 0
\end{array}\right] B} \\
\hline\left[\begin{array}{c}
C \\
0
\end{array}\right] & {\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
\rho
\end{array}\right]} \\
C & {\left[\begin{array}{l}
1
\end{array}\right]} & 0
\end{array}\right]
$$

Reference tracking Now, consider the feedback system shown in Figure 6.3, wherein a controller $\mathbf{K}$ is in feedback with a SISO plant $\mathbf{G}$, with input disturbance $\mathbf{d}$ and reference


Figure 6.2: The disturbance rejection problem for a SISO plant $\mathbf{G}$ with input disturbance $\mathbf{d}$ and measurement noise $\mathbf{n}$.
signal $\mathbf{r}$. We can then define the disturbances and outputs as

$$
\begin{aligned}
\mathbf{w} & =\left[\begin{array}{l}
\mathbf{d} \\
\mathbf{r}
\end{array}\right] \\
\mathbf{z} & =\left[\begin{array}{c}
\mathbf{e} \\
\rho \mathbf{u}
\end{array}\right] \\
\mathbf{y} & =\mathbf{e},
\end{aligned}
$$

respectively, where $\rho>0$. Furthermore, let the plant $\mathbf{G}$ have a state-space realization $(A, B, C)$. We then have that

$$
\begin{aligned}
\mathbf{z} & =\left[\begin{array}{cc}
\mathbf{G} & -1 \\
0 & 0
\end{array}\right] \mathbf{w}+\left[\begin{array}{c}
\mathbf{G} \\
\rho
\end{array}\right] \mathbf{u} \\
& :=\mathbf{P}_{11} \mathbf{w}+\mathbf{P}_{12} \mathbf{u} \\
\mathbf{y} & =[\mathbf{G}-1] \mathbf{w}+\mathbf{G u} \\
& :=\mathbf{P}_{21} \mathbf{w}+\mathbf{P}_{22} \mathbf{u}
\end{aligned}
$$

from which it follows that the full plant $\mathbf{P}$ admits the joint realization


Specialization to FIR plant G Suppose that G is strictly proper and has a finite impulse response (FIR) of order $r$, i.e., that $\mathbf{G}=\sum_{t=1}^{r-1} g_{t} z^{-t}$ for a collection of real scalars $\left\{g_{t}\right\}_{t=1}^{r-1}$. Defining $g=\left[g_{1}, g_{2}, \ldots, g_{r-1}\right]^{\top}$, the plant $\mathbf{G}$ admits the state-space realization $\left(Z, e_{1}, g^{\top}\right)$ where $Z$ is the right-shift operator (i.e., a matrix with ones one the sub-diagonal and zeros


Figure 6.3: The reference tracking problem for a SISO plant G with disturbance $\mathbf{d}$ and reference $\mathbf{r}$.
elsewhere). Given the examples presented thus far, going forward we assume that

$$
C_{1}=\left[\begin{array}{ll}
g & 0 \tag{6.4}
\end{array}\right]^{\top}, C_{2}=g^{\top},
$$

as well as the standard assumption that $D_{12}^{\top} C_{1}=0$. Additionally, given that we are considering SISO systems, we can without loss of generality (by suitably rescaling $B_{2}$ ) assume that

$$
D_{12}=\left[\begin{array}{ll}
0 & 1 \tag{6.5}
\end{array}\right]^{\top} .
$$

### 6.2.2 Coarse-grained identification

As our aim is to provide end-to-end guarantees for robust control problems, we must first have a scheme to acquire an approximate plant model $\widehat{\mathbf{G}}$. Recall our coarse-grained identification setup ${ }^{3}$ from Section 4.3:
(i) carefully choose a series of $m$ inputs $\left\{\mathbf{u}^{(i)}\right\}$, where $\mathbf{u}^{(i)} \in \mathcal{U}$, and collect noisy outputs $\left\{\mathbf{y}^{(i)}\right\}$ where $\mathbf{y}^{(i)}=\mathbf{G} \mathbf{u}^{(i)}+\xi^{(i)}$ with $\xi \stackrel{(i)}{\sim}$ i.i.d. $\mathcal{N}\left(0, \sigma^{2} I\right)$
(ii) form a least-squares estimate $\widehat{\mathbf{G}}$ of the impulse response of $\mathbf{G}$ using $\left\{\mathbf{u}^{(i)}, \mathbf{y}^{(i)}\right\}$.

We refer to each such pair $\left(\mathbf{u}^{(i)}, \mathbf{y}^{(i)}\right)$ as an experiment.
However, we need to make slight modifications to the results in Chapter 4. We will need $\ell_{2}$ bounds on the impulse response error, as these are more natural for our problem, and the bounds in Chapter 4 are in term of the $\mathcal{H}_{\infty}$-norm. However, while they can conservatively be plugged in verbatim (as $\|g\|_{2} \leq\|\mathbf{G}\|_{\mathcal{H}_{\infty}}$ ), we will instead modify their proofs slightly to fit our application.
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### 6.3 System-Level Synthesis

The System-Level Synthesis (SLS) framework, proposed by Wang et al. [2019], provides a parameterization of stabilizing controllers that achieve specified responses between disturbances and outputs. We briefly review here the SLS framework, and later show in Section 6.4.1 how it can be modified to solve a robust optimal control problem subject to bounded uncertainty on the FIR coefficients $g$.

For an LTI system with dynamics described by (6.2), we define a system response $\{\mathbf{R}, \mathbf{M}, \mathbf{N}, \mathbf{L}\}$ to be the maps satisfying

$$
\left[\begin{array}{l}
\mathbf{x}  \tag{6.6}\\
\mathbf{u}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{R} & \mathbf{N} \\
\mathbf{M} & \mathbf{L}
\end{array}\right]\left[\begin{array}{l}
\delta_{x} \\
\delta_{y}
\end{array}\right] .
$$

where $\delta_{x}:=B_{1} \mathbf{w}$ is the process noise, and $\delta_{y}:=D_{21} \mathbf{w}$ is the measurement noise.
We call a system response $\boldsymbol{\Theta}=\{\mathbf{R}, \mathbf{M}, \mathbf{N}, \mathbf{L}\}$ stable and achievable with respect to a plant $\mathbf{P}$ if there exists an internally stabilizing controller $\mathbf{K}$ such that the control rule $\mathbf{u}=\mathbf{K y}$ leads to closed loop behavior consistent with (6.6). It was shown in [Wang et al., 2019] that the parameterization of all stable and achievable system responses $\{\mathbf{R}, \mathbf{M}, \mathbf{N}, \mathbf{L}\}$ is defined by the following affine space:

$$
\left.\begin{array}{rl}
{[z I-A} & -B_{2}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{R} & \mathbf{N} \\
\mathbf{M} & \mathbf{L}
\end{array}\right]=\left[\begin{array}{ll}
I & 0
\end{array}\right] \quad \begin{aligned}
& {\left[\begin{array}{cc}
\mathbf{R} & \mathbf{N} \\
\mathbf{M} & \mathbf{L}
\end{array}\right]\left[\begin{array}{c}
z I-A \\
-C_{2}
\end{array}\right] }=\left[\begin{array}{l}
I \\
0
\end{array}\right] \\
& \mathbf{R}, \mathbf{M}, \mathbf{N} \in \frac{1}{z} \mathcal{R} \mathcal{H}_{\infty}, \quad \mathbf{L} \in \mathcal{R} \mathcal{H}_{\infty} \tag{6.7c}
\end{aligned}
$$

We call equations (6.7a) - (6.7c) the SLS constraints. The parameterization of all internally stabilizing controllers is given by the following theorem.

Theorem 6.3.1 ([Wang et al., 2019, Thm. 2]). Suppose that a system response $\{\mathbf{R}, \mathbf{M}, \mathbf{N}, \mathbf{L}\}$ satisfies the SLS constraints (6.7a) - (6.7c). Then, $\mathbf{K}=\mathbf{L}-\mathbf{M R}^{-1} \mathbf{N}$ is an internally stabilizing controller for the plant (6.2) that yields the desired system response (6.6). Furthermore, the solutions of (6.7a) - (6.7c) with the implementation $\mathbf{K}=\mathbf{L}-\mathbf{M R}^{-1} \mathbf{N}$ parameterize all internally stabilizing controllers for the plant (6.2).

Using this parameterization, we can recast the standard optimal control problem (6.3) as the SLS problem

$$
\begin{align*}
& \underset{\{\mathbf{R}, \mathbf{M}, \mathbf{N}, \mathbf{L}\}}{\operatorname{minimize}} J(G, \boldsymbol{\Theta}):=\left\|\left[\begin{array}{ll}
C_{1} & D_{12}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{R} & \mathbf{N} \\
\mathbf{M} & \mathbf{L}
\end{array}\right]\left[\begin{array}{c}
B_{1} \\
D_{21}
\end{array}\right]+D_{11}\right\|  \tag{6.8}\\
& \text { subject to }(6.7 \mathrm{a})-(6.7 \mathrm{c}) .
\end{align*}
$$

In the FIR case, we use the abbreviated notation $J(g, \boldsymbol{\Theta})$ for the case where $G$ is the plant $\left(Z, e_{1}, g^{\top}\right)$.

Remark 6. Although we focus on the $\mathcal{H}_{\infty}$ optimal control problem posed in equation (6.8), the results that follow carry over naturally to $\mathcal{H}_{2}(L Q G)$ and $\mathcal{L}_{1}$ optimal control problems as well.

### 6.4 Sample Complexity Bounds

We now provide finite-data performance guarantees for a controller synthesized using the system identification and robust synthesis procedures described in the previous sections. Prior to stating our main results, we recall the problem set up and Coarse-ID Control pipeline.

We consider the identification and control of the system $\left(Z, e_{1}, g^{\top}\right)$, which is assumed to be FIR of order $r$. We begin with the simplified setting that the order $r$ of the true system is known, and we use the Coarse-grained identification procedure described in Section 6.2.2 to identify an approximate system $\left(Z, e_{1}, \tilde{g}^{\top}\right)$, also of order $r$, using a series of $m$ experiments. We then use this approximate system $\left(Z, e_{1}, \tilde{g}^{\top}\right)$, as well as high-probability bounds on the estimation error $\|g-\tilde{g}\|_{2}$, in a robust SLS problem (see (6.13) in Section 6.4.1) to compute a controller with provable suboptimality guarantees, as formalized in the following theorem. ${ }^{4}$

Theorem 6.4.1. Let $\Theta_{0}$ be the optimal solution of the SLS problem (6.8) for the plant $\left(Z, e_{1}, g^{\top}\right)$, and let $\tilde{g}$ be an estimate of $g$ obtained using coarse-grained identification ( $\sigma^{2}$ variance output noise only) with $m$ experiments, where $\left\|\mathbf{u}^{(i)}\right\|_{p} \leq 1 \forall i$. Let $\left(\widetilde{\boldsymbol{\Theta}}_{*}, \alpha_{*}\right)$ be the optimal solution to the robust SLS problem (6.13) for $\left(Z, e_{1}, \widetilde{g}^{\top}\right)$, and let $\widehat{\boldsymbol{\Theta}}_{*}$ be the response achieved on the true system $g$ by the synthesized controller $\widetilde{\mathbf{K}}_{*}=\widetilde{\mathbf{L}}_{*}-\widetilde{\mathbf{M}}_{*} \widetilde{\mathbf{R}}_{*}^{-1} \widetilde{\mathbf{N}}_{*}$. Then, if $m \gtrsim \sigma^{2} r\left\|\mathbf{N}_{0}\right\|^{2} \log \left(\eta^{-1}\right)^{\frac{1}{2}}$, with probability at least $1-\eta$, the controller $\widetilde{\mathbf{K}}_{*}$ stabilizes the true system $\left(Z, e_{1}, g^{\top}\right)$ and has a suboptimality gap bounded by

$$
\begin{aligned}
& J\left(g, \widehat{\boldsymbol{\Theta}}_{*}\right)-J\left(g, \boldsymbol{\Theta}_{0}\right) \\
& \quad \leq 8 \sqrt{\log 2 \frac{\sigma^{2} r^{2 / \max (p, 2)}}{m}}\left(1+\sqrt{2 \log \eta^{-1}}\right)\left\|\left[\begin{array}{c}
1+g^{\top} \mathbf{N}_{0} \\
\mathbf{L}_{0}
\end{array}\right]\right\|\left\|\mathbf{R}_{0} B_{1}+\mathbf{N}_{0} D_{21}\right\|
\end{aligned}
$$

Corollary 6.4.1. Assume that we are in the setting of Theorem 6.4.1, and further let there be process noise with variance $\sigma_{w}^{2}$ that enters the system via the same channel as the control input (i.e., $B_{1}=B_{2}$ ) and measurement noise with variance $\sigma_{\xi}^{2}$. Then, Theorem 6.4.1 holds with $\sigma^{2} \leftarrow \sigma_{w}^{2}\|\mathbf{G}\|^{2}+\sigma_{\xi}^{2}$.

We can further generalize these results to the setting where the order $r$ of the underlying system is not known, and that the true system is approximated by a length- $\tilde{r}$ FIR filter with coefficients $\tilde{g}$ where $\tilde{r}<r$. In this case, applying the triangle equality

$$
\|\delta\|_{2} \leq\left\|g_{0: \tilde{r}-1}-\widetilde{g}\right\|_{2}+\left\|g_{\tilde{r}: r-1}\right\|_{2}
$$

[^11]gives a similar sample complexity bound, albeit one where the cost difference does not tend to zero as the number of experiments $m$ tends to infinity.

Corollary 6.4.2. Assume that we are in the setting of Theorem 6.4.1, except let $\tilde{g}$ be $a$ length- $\tilde{r}$ (where $\tilde{r}<r$ ) FIR estimate of $g$ obtained using the prescribed coarse-grained identification. Furthermore, assume that $\left\|g_{\tilde{r}-1: r-1}\right\|_{2}<\left(4 \mathbf{N}_{0}\right)^{-1}$. Then, if

$$
m \gtrsim \sigma^{2} r\left(\frac{\left\|\mathbf{N}_{0}\right\|}{1-4\left\|\mathbf{N}_{0}\right\|\left\|g_{\tilde{r}-1: r-1}\right\|_{2}}\right)^{2} \sqrt{\log \left(\eta^{-1}\right)}
$$

with probability at least $1-\eta$ the controller $\widetilde{\mathbf{K}}_{*}=\widetilde{\mathbf{L}}_{*}-\widetilde{\mathbf{M}}_{*} \widetilde{\mathbf{R}}_{*}^{-1} \widetilde{\mathbf{N}}_{*}$ stabilizes the true system $\left(Z, e_{1}, g^{\top}\right)$ and has a suboptimal cost bounded by

$$
\begin{aligned}
J\left(g, \widehat{\boldsymbol{\Theta}}_{*}\right)- & J\left(g, \mathbf{\Theta}_{0}\right) \\
\leq & \left(8 \sqrt{\log 2 \frac{\sigma^{2} r^{2 / \max (p, 2)}}{m}}\left(1+\sqrt{2 \log \eta^{-1}}\right)\left\|\left[\begin{array}{c}
1+g^{\top} \mathbf{N}_{0} \\
\mathbf{L}_{0}
\end{array}\right]\right\|+4\left\|g_{\tilde{r}-1: r-1}\right\|_{2}\right) \\
& \times\left\|\mathbf{R}_{0} B_{1}+\mathbf{N}_{0} D_{21}\right\| .
\end{aligned}
$$

To prove the above results, we first derive a robust variant of the SLS framework presented in Section 6.3, and then show how it can be used to pose a robust synthesis problem that admits suboptimality guarantees. In particular, these guarantees characterize the degradation in performance of the synthesized controller as a function of the size of the uncertainty on the transfer function coefficients $g$. We then combine this characterization of performance degradation with high-probability bounds on the estimation error produced by the coarsegrained identification procedure to provide an end-to-end analysis of the Coarse-ID control procedure.

### 6.4.1 Robust SLS

As we only have access to approximately identified plants, we need a robust variant of Theorem 6.3.1. First, we introduce a robust version of (6.7b),

$$
\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}}  \tag{6.9}\\
\widetilde{\mathbf{M}} & \widetilde{\mathbf{L}}
\end{array}\right]\left[\begin{array}{c}
z I-A \\
-C_{2}
\end{array}\right]=\left[\begin{array}{c}
I+\boldsymbol{\Delta}_{1} \\
\boldsymbol{\Delta}_{2}
\end{array}\right]
$$

We call equations (6.7a), (6.9), and (6.7c) the robust SLS constraints. We now have the ingredients needed to connect the main and robust SLS constraints. The proof is mostly algebraic and is thus deferred to the Appendix.

Lemma 6.4.1 (Robust Equivalence). Consider system responses $\widetilde{\boldsymbol{\Theta}}=\{\widetilde{\mathbf{R}}, \widetilde{\mathbf{M}}, \widetilde{\mathbf{N}}, \widetilde{\mathbf{L}}\}$ and $\widehat{\boldsymbol{\Theta}}=\{\widehat{\mathbf{R}}, \widehat{\mathbf{M}}, \widehat{\mathbf{N}}, \widehat{\mathbf{L}}\}$, where the latter is given by

$$
\begin{align*}
\widehat{\mathbf{R}} & =\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{R}}  \tag{6.10}\\
\widehat{\mathbf{M}} & =\widetilde{\mathbf{M}}-\boldsymbol{\Delta}_{2}\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{R}} \\
\widehat{\mathbf{N}} & =\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{N}} \\
\widehat{\mathbf{L}} & =\widetilde{\mathbf{L}}-\boldsymbol{\Delta}_{2}\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{N}},
\end{align*}
$$

where by assumption $\left(I+\boldsymbol{\Delta}_{1}\right)^{-1}$ exists and is in $\mathcal{R} \mathcal{H}_{\infty}$. Let $\mathbf{G}=(A, B, C, D)$ be a given plant, and consider the following statements.
(i) $\widetilde{\boldsymbol{\Theta}}$ satisfies the robust SLS constraints for $\mathbf{G}$.
(ii) $\widehat{\boldsymbol{\Theta}}$ satisfies the $S L S$ constraints for $\mathbf{G}$.

Under the assumptions, $(i) \Longrightarrow$ (ii). Furthermore, let $\mathbf{G}^{\prime}=\left(A, B, C^{\prime}, D\right)$, and let

$$
\begin{aligned}
\boldsymbol{\Delta}_{1} & =-\widetilde{\mathbf{N}}\left(C-C^{\prime}\right) \\
\boldsymbol{\Delta}_{2} & =-\widetilde{\mathbf{L}}\left(C-C^{\prime}\right)
\end{aligned}
$$

Then, (i) is equivalent to a third statement (iii): $\widetilde{\boldsymbol{\Theta}}$ satisfies the SLS constraints for $\mathbf{G}^{\prime}$.
A chain of corollaries follow from Lemma 6.4.1 that will be useful in quantifying the performance achieved on the true system of a controller designed using an approximate system model. Unless otherwise noted, let $\widetilde{\boldsymbol{\Theta}}, \widehat{\boldsymbol{\Theta}}$ be defined as in Lemma 6.4.1.
Corollary 6.4.3. Suppose that $\widetilde{\Theta}$ satisfies the robust SLS constraints for the system (6.2). Then, the controller $\widetilde{\mathbf{K}}=\widetilde{\mathbf{L}}-\widetilde{\mathbf{M}} \widetilde{\mathbf{R}}^{-1} \widetilde{\mathbf{N}}$ stabilizes the system (6.2) and achieves the closed-loop system response $\widehat{\boldsymbol{\Theta}}$ if and only if $\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$.

Proof. First note that the robust SLS constraints imply that $\boldsymbol{\Delta}_{2} \in \mathcal{R} \mathcal{H}_{\infty}$. Next, assume $\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. By Lemma 6.4.1, $\widehat{\boldsymbol{\Theta}}$ satisfies the SLS constraints for (6.2). Thus, by Theorem 6.3.1, $\widehat{\mathbf{K}}=\widehat{\mathbf{L}}-\widehat{\mathbf{M}} \widehat{\mathbf{R}}^{-1} \widehat{\mathbf{N}}$ is stabilizing and achieves the closed-loop response $\widehat{\boldsymbol{\Theta}}$. Moreover, $\hat{\mathbf{K}}$ is precisely equal to $\widetilde{\mathbf{K}}$.

Conversely, assume $\left(I+\boldsymbol{\Delta}_{1}\right)^{-1}$ exists but is not in $\mathcal{R} \mathcal{H}_{\infty}$ (if it does not exist the system response (6.10) is obviously not well-defined). It then follows that $\widehat{\mathbf{R}}=\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{R}}$ is not in $\mathcal{R} \mathcal{H}_{\infty}$ as $\widetilde{\mathbf{R}}$ is square and invertible.

This immediately gives us a sufficient condition for robustness of the SLS procedure.
Corollary 6.4.4. Suppose that $\widetilde{\Theta}$ satisfies the robust $S L S$ constraints for the system (6.2). A sufficient condition for the controller $\widetilde{\mathbf{K}}=\widetilde{\mathbf{L}}-\widetilde{\mathbf{M}} \widetilde{\mathbf{R}}^{-1} \widetilde{\mathbf{N}}$ to stabilize the system (6.2) and achieve closed-loop response $\widehat{\boldsymbol{\Theta}}$ is that $\left\|\boldsymbol{\Delta}_{1}\right\|<1$, for any induced norm $\|\cdot\|$.

Proof. It follows from the small-gain theorem [Zhou et al., 1995] that $\left\|\boldsymbol{\Delta}_{1}\right\|<1$ implies $\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$, and thus Corollary 6.4 .3 applies.

We now specialize our results to the case where the plant $\mathbf{P}$, as defined in (6.2), is FIR. In this case, the modeling error arises only in the coefficient vector $g$ defining the impulse response. To that end, we define the the estimated plant $\widetilde{\mathbf{G}}$ with the realization $\left(Z, e_{1}, \widetilde{g}^{\top}\right)$ and note that the resulting error arises only in the $C_{1}$ and $C_{2}$ terms of the corresponding estimated plant $\widetilde{\mathbf{P}}$, where these state-space parameters are defined as in (6.4). To that end, we define the estimation error vector $\delta:=g-\widetilde{g}$, allowing us to further specialize Corollary 6.4.4.

Corollary 6.4.5. Suppose $\widetilde{\boldsymbol{\Theta}}$ satisfies the $S L S$ constraints for the estimated system $\left(Z, e_{1}, \widetilde{g}^{\top}\right)$. If $\left\|\widetilde{\mathbf{N}} \delta^{\top}\right\|<1$ for any induced norm $\|\cdot\|$, then the controller $\widetilde{\mathbf{K}}=\widetilde{\mathbf{L}}-\widetilde{\mathbf{M}} \widetilde{\mathbf{R}}^{-1} \widetilde{\mathbf{N}}$ stabilizes the true system $\left(Z, e_{1}, g^{\top}\right)$ and achieves the closed-loop response $\widehat{\boldsymbol{\Theta}}$ as specified in (6.10). Additionally, if the induced norm $\|\cdot\|$ is either the $\mathcal{H}_{\infty}$ or $\mathcal{L}_{1}$ norm, the response $\widehat{\boldsymbol{\Theta}}$ simplifies to

$$
\left[\begin{array}{cc}
\widehat{\mathbf{R}} & \widehat{\mathbf{N}}  \tag{6.11}\\
\widehat{\mathbf{M}} & \widehat{\mathbf{L}}
\end{array}\right]=\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}} \\
\widetilde{\mathbf{M}} & \widetilde{\mathbf{L}}
\end{array}\right]+\frac{1}{1-\delta^{\top} \widetilde{\mathbf{N}}}\left[\begin{array}{c}
\widetilde{\mathbf{N}} \delta^{\top} \\
\widetilde{\mathbf{L}} \delta^{\top}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}}
\end{array}\right]
$$

Proof. By Lemma 6.4.1, $\widetilde{\Theta}$ satisfies the robust SLS constraints for $\left(Z, e_{1}, g^{\top}\right)$. The sufficient condition then follows by applying Corollary 6.4.4.Furthermore, if the induced norm $\|\cdot\|$ used in Corollary 6.4.3 and Corollary 6.4.4 is either the $\mathcal{H}_{\infty}$ or $\mathcal{L}_{1}$ norm, it follows from Hölder's inequality that $\left\|\widetilde{\mathbf{N}} \delta^{\top}\right\|<1$ implies that $\left|\delta^{\top} \widetilde{\mathbf{N}}\right|<1$ on $\mathbb{D}^{c}$. Hence, we can use the Sherman-Morrison identity,

$$
\left(I-x y^{\top}\right)^{-1}=I+\frac{x y^{\top}}{1-y^{\top} x}
$$

to simplify the response (6.10) achieved by the approximate controller $\widetilde{\mathbf{K}}=\widetilde{\mathbf{L}}-\widetilde{\mathbf{M}} \widetilde{\mathbf{R}}^{-1} \widetilde{\mathbf{N}}$ to the expression (6.11).

We now use this robust parameterization to formulate a robust SLS problem that yields a controller with stability and performance guarantees.

We will use these two facts without fanfare in the following sections.
Proposition 6.4.1. Let $x \in \mathbb{R}^{n}, \mathbf{y} \in \mathcal{R} \mathcal{H}_{\infty}^{n}$. Then $\left\|x^{\top} \mathbf{y}\right\| \leq\|x\|_{2}\|\mathbf{y}\|$.
Proposition 6.4.2. $\left\|(I+\mathbf{A})^{-1}\right\| \leq(1-\|\mathbf{A}\|)^{-1}$ for all $\|\mathbf{A}\|<1$.
Now, define $J(g, \boldsymbol{\Theta})$ to be the performance (i.e. the objective in (6.8)) of the controller $\mathbf{K}=\mathbf{L}-\mathbf{M R}{ }^{-1} \mathbf{N}$ induced by $\boldsymbol{\Theta}=\{\mathbf{R}, \mathbf{M}, \mathbf{N}, \mathbf{L}\}$ when placed in closed-loop with the FIR plant $G$ specified by impulse response coefficients $g$. Now, assume we design a response $\widetilde{\boldsymbol{\Theta}}$, with corresponding controller $\widetilde{\mathbf{K}}$, that satisfies the SLS constraints specified by the estimate system $\widetilde{g}$. We saw in the previous section that under suitable conditions, the response on the true system $g$ is given by $\widehat{\boldsymbol{\Theta}}$, as specified in Corollary 6.4.5. By the triangle inequality,

Corollary 6.4.5, and our parametric assumption (6.4)-(6.5), we can then bound the difference between expectation $J(\widetilde{g}, \widetilde{\boldsymbol{\Theta}})$ and reality $J(g, \widehat{\boldsymbol{\Theta}})$ as follows:

$$
\begin{aligned}
& J(g, \widehat{\boldsymbol{\Theta}})=\left\|\left[\begin{array}{ll}
C_{1} & D_{12}
\end{array}\right]\left[\begin{array}{cc}
\widehat{\mathbf{R}} & \widehat{\mathbf{N}} \\
\widehat{\mathbf{M}} & \widehat{\mathbf{L}}
\end{array}\right]\left[\begin{array}{c}
B_{1} \\
D_{21}
\end{array}\right]+D_{11}\right\| \\
& =\left\|\left[\begin{array}{cc}
g^{\top} & 0 \\
0 & 1
\end{array}\right]\left(\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}} \\
\widetilde{\mathbf{M}} & \widetilde{\mathbf{L}}
\end{array}\right]+\left[\begin{array}{c}
\frac{\tilde{\mathbf{N}} \delta^{\top}}{1-\delta^{\top} \widetilde{\mathbf{N}}} \\
\frac{\tilde{\mathbf{L}} \delta^{\top}}{1-\delta^{\top} \widetilde{\mathbf{N}}}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}}
\end{array}\right]\right)\left[\begin{array}{c}
B_{1} \\
D_{21}
\end{array}\right]+D_{11}\right\| \\
& =\left\|\left(\left(\left[\begin{array}{cc}
\widetilde{g}^{\top} & 0 \\
0 & 1
\end{array}\right]+\left[\begin{array}{cc}
\delta^{\top} & 0 \\
0 & 0
\end{array}\right]\right)\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}} \\
\widetilde{\mathbf{M}} & \widetilde{\mathbf{L}}
\end{array}\right]+\left[\begin{array}{cc}
g^{\top} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
\frac{\widetilde{\mathbf{N}} \delta^{\top}}{1-\delta^{\top} \tilde{\mathbf{N}}} \\
\frac{\tilde{\mathbf{L}}^{\top} \delta^{\top}}{1-\delta^{\top} \tilde{\mathbf{N}}}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}}
\end{array}\right]\right)\left[\begin{array}{c}
B_{1} \\
D_{21}
\end{array}\right]+D_{11}\right\| \\
& \leq J(\widetilde{g}, \widetilde{\boldsymbol{\Theta}})+\|\left(\left[\begin{array}{c}
\delta^{\top} \\
0
\end{array}\right]+\left[\begin{array}{cc}
g^{\top} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
\frac{\widetilde{\mathbf{N}} \delta^{\top}}{1-\delta^{\top} \tilde{\mathbf{N}}} \\
\left.\frac{\tilde{\mathbf{L}} \delta^{\top}}{1-\delta^{\top} \widetilde{\mathbf{N}}}\right]
\end{array}\right)\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}}
\end{array}\right]\left[\begin{array}{c}
B_{1} \\
D_{21}
\end{array}\right] \|\right. \\
& \leq J(\widetilde{g}, \widetilde{\boldsymbol{\Theta}})+\frac{1}{1-\left\|\delta^{\top} \widetilde{\mathbf{N}}\right\|}\left\|\left[\begin{array}{c}
\delta^{\top}+\widetilde{g}^{\top} \tilde{\mathbf{N}} \delta^{\top} \\
\widetilde{\mathbf{L}} \delta^{\top}
\end{array}\right]\right\|\left\|\widetilde{\mathbf{R}} B_{1}+\widetilde{\mathbf{N}} D_{21}\right\| \\
& \leq J(\widetilde{g}, \widetilde{\boldsymbol{\Theta}})+\frac{\|\delta\|}{1-\left\|\delta^{\top} \widetilde{\mathbf{N}}\right\|}\left\|\left[\begin{array}{c}
1+{\underset{g}{g}}^{\top} \widetilde{\mathbf{N}} \\
\widetilde{\mathbf{N}}
\end{array}\right]\right\|\left\|\widetilde{\mathbf{R}} B_{1}+\widetilde{\mathbf{N}} D_{21}\right\|,
\end{aligned}
$$

where we assume $\left\|\widetilde{\mathbf{N}} \delta^{\top}\right\|<1$ for the bound to be valid.
For any estimated response $\widetilde{g}$ satisfying $\|\delta\| \leq \epsilon$, it then follows that

$$
\begin{equation*}
J(g, \widehat{\boldsymbol{\Theta}}) \leq J(\widetilde{g}, \widetilde{\boldsymbol{\Theta}})+\epsilon \alpha\left\|\widetilde{\mathbf{R}} B_{1}+\widetilde{\mathbf{N}} D_{21}\right\| \tag{6.12}
\end{equation*}
$$

for any $\alpha$ satisfying

$$
\epsilon \alpha\|\widetilde{\mathbf{N}}\|+\left\|\left[\begin{array}{c}
1+\widetilde{g}^{\top} \tilde{\mathbf{N}}^{\mathbf{N}}
\end{array}\right]\right\| \leq \alpha
$$

noting that $\epsilon\|\tilde{\mathbf{N}}\|<1$, which implies $\left\|\tilde{\mathbf{N}} \delta^{\top}\right\|<1$, is equivalent to $\alpha>0$. We denote the right-hand side of this bound as

$$
Q(\widetilde{g}, \widetilde{\boldsymbol{\Theta}}, \alpha):=J(\widetilde{g}, \widetilde{\boldsymbol{\Theta}})+\epsilon \alpha\left\|\widetilde{\mathbf{R}} B_{1}+\widetilde{\mathbf{N}} D_{21}\right\|
$$

The bound (6.12) then suggests the following robust controller synthesis procedure, which balances between solving for the optimal controller for the approximate system $\widetilde{g}$ and controlling a perturbative term. We call this problem the robust SLS problem for $\widetilde{g}$.

$$
\begin{align*}
\underset{\substack{\{\widetilde{\mathbf{R}}, \widetilde{\mathbf{M}}, \widetilde{\mathbf{N}}, \widetilde{\mathbf{L}}\} \\
\operatorname{minimize}}}{ } & Q(\widetilde{g}, \widetilde{\boldsymbol{\Theta}}, \alpha)  \tag{6.13}\\
\text { subject to } & \widetilde{\boldsymbol{\Theta}} \text { satisfies SLS constraints } \\
& (6.7 \mathrm{a})-(6.7 \mathrm{c}) \text { for }\left(Z, e_{1}, \widetilde{g}^{\top}\right) \\
& \epsilon \alpha\|\widetilde{\mathbf{N}}\|+\left\|\left[\begin{array}{c}
1+\widetilde{g}^{\top} \widetilde{\mathbf{N}} \\
\widetilde{\mathbf{L}}^{2}
\end{array}\right]\right\| \leq \alpha .
\end{align*}
$$

Although this problem is not jointly convex in $\alpha$ and the system responses $\widetilde{\boldsymbol{\Theta}}$, one can use a golden section search on $\alpha$ in practice. Moreover, the sum of norms can be split into two norm constraints using an epigraph formulation (see Boyd and Vandenberghe [2004, Chapter $3]$ ).

### 6.4.2 Sub-optimality guarantees for robust SLS

We now show a bound on the change in the optimal control cost when the controller is synthesized using the robust SLS problem (6.13).

Proposition 6.4.3. Let $\boldsymbol{\Theta}_{0}$ and $\left(\widetilde{\boldsymbol{\Theta}}_{*}, \alpha_{*}\right)$, as well as $\widehat{\boldsymbol{\Theta}}_{*}$, be defined as in Theorem (6.4.1), and let $\|\delta\| \leq \epsilon$. If $\epsilon<\left(2\left\|\mathbf{N}_{0}\right\|\right)^{-1}$, we have that

$$
J\left(g, \widehat{\boldsymbol{\Theta}}_{*}\right)-J\left(g, \boldsymbol{\Theta}_{0}\right) \leq \frac{2 \epsilon}{1-2 \epsilon\left\|\mathbf{N}_{0}\right\|}\left\|\left[\begin{array}{c}
1+g^{\top} \mathbf{N}_{0}  \tag{6.14}\\
\mathbf{L}_{0}
\end{array}\right]\right\|\left\|\mathbf{R}_{0} B_{1}+\mathbf{N}_{0} D_{21}\right\|
$$

To prove this proposition, we require a technical lemma that ensures that the true controller $\mathbf{K}_{0}$ stabilizes the estimate system specified by the FIR coefficients $\widetilde{g}$, i.e. that the optimal system response $\Theta_{0}$ can be used to construct a feasible solution to the approximate SLS synthesis problem (6.13).

Lemma 6.4.2. Let $\boldsymbol{\Theta}_{0}$ and its induced controller $\mathbf{K}_{0}$ be as defined in Theorem 6.4.1, and let $\|\delta\| \leq \epsilon$, with $\epsilon<\left(2\left\|\mathbf{N}_{0}\right\|\right)^{-1}$. Then

$$
\alpha_{0}:=\frac{1}{1-2 \epsilon\left\|\mathbf{N}_{0}\right\|}\left\|\left[\begin{array}{c}
1+g^{\top} \mathbf{N}_{0} \\
\mathbf{L}_{0}
\end{array}\right]\right\|
$$

is strictly positive, and the controller $\mathbf{K}_{0}$ is stabilizing for the estimate system specified by $\left(Z, e_{1}, \widetilde{g}^{\top}\right)$ and achieves the system response $\widehat{\boldsymbol{\Theta}}_{0}$ defined by

$$
\begin{aligned}
\widehat{\mathbf{R}}_{0} & =\left(I+\mathbf{N}_{0} \delta^{\top}\right)^{-1} \mathbf{R}_{0} \\
\widehat{\mathbf{M}}_{0} & =\mathbf{M}_{0}-\mathbf{L}_{0} \delta^{\top}\left(I+\mathbf{N}_{0} \delta^{\top}\right)^{-1} \mathbf{R}_{0} \\
\widehat{\mathbf{N}}_{0} & =\left(I+\mathbf{N}_{0} \delta^{\top}\right)^{-1} \mathbf{N}_{0} \\
\widehat{\mathbf{L}}_{0} & =\mathbf{L}_{0}-\mathbf{L}_{0} \delta^{\top}\left(I+\mathbf{N}_{0} \delta^{\top}\right)^{-1} \mathbf{N}_{0} .
\end{aligned}
$$

Furthermore, $\left(\widehat{\boldsymbol{\Theta}}_{0}, \alpha_{0}\right)$ are feasible solutions to the approximate $S L S$ synthesis problem (6.13).
Proof. Both of these points are conditional on $\left(I+\mathbf{N}_{0} \delta^{\top}\right)^{-1}$ existing in $\mathcal{R} \mathcal{H}_{\infty}$ :

- By assumption, $\boldsymbol{\Theta}_{0}$ satisfies the SLS constraints for $\left(Z, e_{1}, g^{\top}\right)$; by Lemma 6.4.1, it equivalently satisfies the robust SLS constraints for ( $Z, e_{1}, \widetilde{g}^{\top}$ ), where $\boldsymbol{\Delta}_{1}=\mathbf{N}_{0} \delta^{\top}$ and $\boldsymbol{\Delta}_{2}=L_{0} \delta^{\top}$ (note the switched roles of $g$ and $\widetilde{g}$ ). By Corollary 6.4.3, $\mathbf{K}_{0}$ then stabilizes $\left(Z, e_{1}, \widetilde{g}^{\top}\right)$ and achieves the system response $\widehat{\boldsymbol{\Theta}}_{0}$.
- By Lemma 6.4.1, $\widehat{\boldsymbol{\Theta}}_{0}$ satisfies the SLS constraints for $\left(Z, e_{1}, \widetilde{g}^{\top}\right)$, and is thus part of a feasible point for the approximate SLS synthesis problem (6.13). Now, we need to check that the corresponding $\alpha_{0}$ is also part of a feasible solution. Toward that end, by the Sherman-Morrison identity, we see that

$$
\left\|\epsilon \widehat{\mathbf{N}}_{0}\right\|=\left\|\epsilon\left(I-\frac{\mathbf{N}_{0} \delta^{\top}}{1+\delta^{\top} \mathbf{N}_{0}}\right) \mathbf{N}_{0}\right\| \leq \epsilon\left\|\mathbf{N}_{0}\right\|+\frac{\left(\epsilon\left\|\mathbf{N}_{0}\right\|\right)^{2}}{1-\epsilon\left\|\mathbf{N}_{0}\right\|}=\frac{\epsilon\left\|\mathbf{N}_{0}\right\|}{1-\epsilon\left\|\mathbf{N}_{0}\right\|} .
$$

Furthermore,

$$
\left\|\left[\begin{array}{c}
1+\tilde{g}^{\top} \widehat{\mathbf{N}}_{0} \\
\widehat{\mathbf{L}}_{0}
\end{array}\right]\right\|=\left\|\left[\begin{array}{c}
\frac{1+g^{\top} \mathbf{N}_{0}}{1+\delta_{\mathbf{L}}^{\top} \mathbf{N}_{0}} \\
\frac{\mathbf{L}^{\top} \delta^{\top} \mathbf{N}_{0}}{}
\end{array}\right]\right\| \leq \frac{1}{1-\epsilon\left\|\mathbf{N}_{0}\right\|}\left\|\left[\begin{array}{c}
1+g^{\top} \mathbf{N}_{0} \\
\mathbf{L}_{0}
\end{array}\right]\right\| .
$$

Therefore,

$$
\frac{1}{1-\left\|\epsilon \widehat{\mathbf{N}}_{0}\right\|}\left\|\left[\begin{array}{c}
1+\tilde{g}^{\top} \widehat{\mathbf{N}}_{0} \\
\widehat{\mathbf{L}}_{0}
\end{array}\right]\right\| \leq \alpha_{0}
$$

the final feasibility condition of (6.13).
It therefore remains to verify that $\left(I+\mathbf{N}_{0} \delta^{\top}\right)^{-1}$ exists and is in $\mathcal{R} \mathcal{H}_{\infty}$. As we have seen, a sufficient condition is $\left\|\mathbf{N}_{0} \delta^{\top}\right\|<1$, and this condition is implied by the assumption that $\alpha_{0}>0$.

Proof. [Proof of Proposition 6.4.3] We immediately invoke Lemma 6.4.2 by noting that our assumption on $\epsilon$ ensures $\alpha_{0}>0$, and we are assured that $\left(\widehat{\boldsymbol{\Theta}}_{0}, \alpha_{0}\right)$ is a feasible point for the approximate SLS synthesis problem (6.13). From inequality (6.12), we then have that

$$
\begin{align*}
J\left(g, \widehat{\boldsymbol{\Theta}}_{*}\right) \leq Q\left(\widetilde{g}, \widetilde{\boldsymbol{\Theta}}_{*}, \alpha_{*}\right) & \leq Q\left(\widetilde{g}, \widehat{\boldsymbol{\Theta}}_{0}, \alpha_{0}\right) \\
& =J\left(\widetilde{g}, \widehat{\boldsymbol{\Theta}}_{0}\right)+\epsilon \alpha_{0}\left\|\widehat{\mathbf{R}}_{0} B_{1}+\widehat{\mathbf{N}}_{0} D_{21}\right\| \\
& \leq J\left(\widetilde{g}, \widehat{\boldsymbol{\Theta}}_{0}\right)+\epsilon \alpha_{0} \frac{\left\|\mathbf{R}_{0} B_{1}+\mathbf{N}_{0} D_{21}\right\|}{1-\epsilon\left\|\mathbf{N}_{0}\right\|} \tag{6.15}
\end{align*}
$$

where the second inequality follows from the optimality of $\left(\widetilde{\boldsymbol{\Theta}}_{*}, \alpha_{*}\right)$, and the final inequality from the definitions of $\widehat{\mathbf{R}}_{0}$ and $\widehat{\mathbf{N}}_{0}$. Now, we repeat the argument used to derive (6.12) with expectation and reality reversed: this time we assume our design expectation was $J\left(g, \boldsymbol{\Theta}_{0}\right)$ but our reality is $J\left(\widetilde{g}, \widehat{\boldsymbol{\Theta}}_{0}\right)$. This is a valid analogy as $\boldsymbol{\Theta}_{0}$ satisfies the SLS equations for $\left(Z, e_{1}, g^{\top}\right)$. With the true and estimated parameters reversed, we can thus bound $J\left(\widetilde{g}, \widehat{\boldsymbol{\Theta}}_{0}\right)$ by

$$
J\left(\widetilde{g}, \widehat{\boldsymbol{\Theta}}_{0}\right) \leq J\left(g, \boldsymbol{\Theta}_{0}\right)+\frac{\epsilon}{1-\epsilon\left\|\mathbf{N}_{0}\right\|}\left\|\left[\begin{array}{c}
1+g^{\top} \mathbf{N}_{0}  \tag{6.16}\\
\mathbf{L}_{0}
\end{array}\right]\right\|\left\|\mathbf{R}_{0} B_{1}+\mathbf{N}_{0} D_{21}\right\|
$$

Finally, combining bounds (6.15) and (6.16) and plugging in $\alpha_{0}$ gives

$$
\begin{aligned}
J\left(g, \widehat{\boldsymbol{\Theta}}^{*}\right)-J\left(g, \boldsymbol{\Theta}_{0}\right) & \leq\left(\alpha_{0}+\left\|\left[\begin{array}{c}
1+g^{\top} \mathbf{N}_{0} \\
\mathbf{L}_{0}
\end{array}\right]\right\|\right) \frac{\epsilon\left\|\mathbf{R}_{0} B_{1}+\mathbf{N}_{0} D_{21}\right\|}{1-\epsilon\left\|\mathbf{N}_{0}\right\|} \\
& =\frac{2 \epsilon}{1-2 \epsilon\left\|\mathbf{N}_{0}\right\|}\left\|\left[\begin{array}{c}
1+g^{\top} \mathbf{N}_{0} \\
\mathbf{L}_{0}
\end{array}\right]\right\|\left\|\mathbf{R}_{0} B_{1}+\mathbf{N}_{0} D_{21}\right\|
\end{aligned}
$$

### 6.4.3 Coarse-grained ID and the proof of Theorem 6.4.1

First, to prove the sample complexity of synthesizing a stabilizing controller based on an approximate system, we require an intermediary lemma on how well coarse-grained identification can identify the true system. The proof of the lemma (and the related change necessary for Corollary 6.4.1) is deferred to the Appendix.

Lemma 6.4.3. Assume we estimate the system $g$ by a length-r FIR system $\tilde{g}$ using coarsegrained identification (output noise only) on $m$ experiments, where the inputs $\mathbf{u}^{(i)}$ are constrained to lie in a unit $\ell_{p}^{T}$ ball. Then, with probability at least $1-\eta$,

$$
\|\delta\|_{2} \leq 2 \sqrt{\log 2 \frac{\sigma^{2} r^{2 / \max (p, 2)}}{m}}\left(1+\sqrt{2 \log \eta^{-1}}\right)
$$

Assuming we take $m$ large enough such that $\|\delta\|_{2}=\epsilon<\left(4\left\|\mathbf{N}_{0}\right\|\right)^{-1}$ (implied by taking $\left.m \gtrsim \sigma^{2} r\left\|\mathbf{N}_{0}\right\|^{2} \sqrt{\log \left(\eta^{-1}\right)}\right)$, we have

$$
\frac{2 \epsilon}{1-2 \epsilon\left\|\mathbf{N}_{0}\right\|} \leq 8 \sqrt{\log 2 \frac{\sigma^{2} r^{2 / \max (p, 2)}}{m}}\left(1+\sqrt{2 \log \eta^{-1}}\right)
$$

Finally, we show that $\widetilde{\mathbf{K}}_{*}$ is stabilizing for the true system $\left(Z, e_{1}, g^{\top}\right)$. Since ( $\left.\widetilde{\boldsymbol{\Theta}}_{*}, \alpha_{*}\right)$ is optimal for the approximate SLS synthesis problem for $\widetilde{g}$, it is feasible, and thus $\alpha_{*}>0$ allows us to invoke Corollary 6.4.5, as we have that $\left\|\widetilde{\mathbf{N}}_{*} \delta^{\top}\right\|<1$.

### 6.5 Experiments

The robust SLS procedure analyzed in the previous section requires solving an infinitedimensional optimization problem as the responses $\{\widetilde{\mathbf{R}}, \widetilde{\mathbf{N}}, \widetilde{\mathbf{M}}, \widetilde{\mathbf{L}}\}$ are not required to be FIR. However, as an approximation, we limit them to be FIR responses of a prescribed length $T$. By making this restriction, the resulting optimization problem is then finite-dimensional and admits an efficient solution using off-the-shelf convex optimization solvers. ${ }^{5}$

[^12]Figure 6.4 shows a quantification of this approximation. In this experiment, for each $r$, we chose random FIR plants with impulse response coefficients uniformly distributed in $[-1,1]^{r}$. We then computed the smallest $T(r)$ such that the robust performance returned by the SLS program was within $2 \%$ relative error of the performance calculated by MATLAB's hinfsyn with relative tolerance $10^{-8}$. Figure 6.4 also shows this calculation when each plant was normalized to have unit $\mathcal{H}_{\infty}$-norm.


Figure 6.4: FIR approximation length $T$ required to achieve small relative error in the robust performance objective. For each plant length $r$, the boxes denote the middle quartiles for 10 random plants, and the whiskers show the extents of the data.

### 6.5.1 Optimization Model

Let $\operatorname{vec}(\mathbf{F}):=\left[\begin{array}{lll}\left.\mathbf{F}_{0}^{\top} \ldots \mathbf{F}_{n-1}^{\top}\right]^{\top}, \overline{\operatorname{vec}}(\mathbf{F}):=\left[\mathbf{F}_{0} \ldots \mathbf{F}_{n-1}\right] \text {, and } \mathbf{I} \text { be the (static) identity trans- }-1.0 \mid\end{array}\right.$ fer function. Furthermore, appealing to the SDP characterization of $\mathcal{H}_{\infty}$-bounded FIR systems (Dumitrescu [2017] Thm. 5.8), define

$$
H(Q, \mathbf{F}, \gamma):=\left[\begin{array}{cc}
Q & \operatorname{vec}(\mathbf{F}) \\
\operatorname{vec}(\mathbf{F})^{\top} & \gamma I
\end{array}\right]
$$

Then, under the approximate assumption that $\widetilde{\mathbf{R}}, \widetilde{\mathbf{N}}, \widetilde{\mathbf{M}}, \widetilde{\mathbf{L}}$ are FIR of length $T$, and using the notation $Q_{[j, k]}$ for the $(j, k)$-th block of $Q$, we can write the full optimization problem of
solving (6.13) for a fixed $\alpha$ :

$$
\begin{aligned}
& \underset{\widetilde{\widetilde{N}}, \tilde{\sim}_{\widetilde{\sim}}}{\operatorname{mimize}} t_{1}+t_{2} \\
& \{\widetilde{\mathbf{R}}, \widetilde{\mathbf{M}}, \widetilde{\mathbf{N}}, \widetilde{\mathbf{L}}\}, \\
& t_{1}, t_{2}, t_{3}, t_{4} \\
& \text { subject to }\left[\begin{array}{ll}
\overline{\operatorname{vec}}(\widetilde{\mathbf{R}}) & 0
\end{array}\right]-\left[\begin{array}{ll}
0 & A \overline{\operatorname{vec}}(\widetilde{\mathbf{R}})
\end{array}\right]=\left[\begin{array}{ll}
0 & B_{2} \overline{\operatorname{vec}}(\widetilde{\mathbf{M}})+\overline{\operatorname{vec}}(\mathbf{I})
\end{array}\right] \\
& {\left[\begin{array}{ll}
\overline{\operatorname{vec}}(\widetilde{\mathbf{N}}) & 0
\end{array}\right]-\left[\begin{array}{ll}
0 & A \overline{\operatorname{vec}}(\widetilde{\mathbf{N}})
\end{array}\right]=\left[\begin{array}{ll}
0 & B_{2} \overline{\operatorname{vec}}(\widetilde{\mathbf{L}})
\end{array}\right]} \\
& {\left[\begin{array}{c}
\operatorname{vec}(\widetilde{\mathbf{R}}) \\
0
\end{array}\right]-\left[\begin{array}{c}
0 \\
\operatorname{vec}(\widetilde{\mathbf{R}}) A
\end{array}\right]=\left[\begin{array}{c}
0 \\
\operatorname{vec}(\widetilde{\mathbf{N}}) C_{2}+\operatorname{vec}(\mathbf{I})
\end{array}\right]} \\
& {\left[\begin{array}{c}
\operatorname{vec}(\tilde{\mathbf{M}}) \\
0
\end{array}\right]-\left[\begin{array}{c}
0 \\
\operatorname{vec}(\tilde{\mathbf{M}}) A
\end{array}\right]=\left[\begin{array}{c}
0 \\
\operatorname{vec}(\widetilde{\mathbf{L}}) C_{2}
\end{array}\right]} \\
& \underset{0 \leq k \leq n}{1 \leq i \leq 4}\left\{\begin{array}{l}
H\left(Q^{(i)}, \mathbf{F}^{(i)}, t_{i}\right) \succeq 0 \\
\sum_{j=1}^{T-k} Q_{[j+k, j]}^{(i)}=\delta_{k} t_{i} I
\end{array}\right. \\
& \mathbf{F}^{(1)}=\left[\begin{array}{cc}
\widetilde{g}^{\top} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}} \\
\widetilde{\mathbf{M}} & \widetilde{\mathbf{L}}
\end{array}\right]\left[\begin{array}{c}
B_{1} \\
D_{21}
\end{array}\right]+D_{11} \\
& \mathbf{F}^{(2)}=\epsilon \alpha\left(\widetilde{\mathbf{R}} B_{1}+\widetilde{\mathbf{N}} D_{21}\right) \\
& \mathbf{F}^{(3)}=\epsilon \alpha \widetilde{\mathbf{N}}, \quad \mathbf{F}^{(4)}=\left[\begin{array}{c}
1+\tilde{g}^{\top} \widetilde{\mathbf{N}} \\
\widetilde{\mathbf{L}}
\end{array}\right] \\
& t_{3}+t_{4} \leq \alpha .
\end{aligned}
$$

### 6.5.2 Computational Results

Instead of using Lemma 6.4.3 directly, we use a simulation-based technique ${ }^{6}$ (based on looking at the empirical histogram) to achieve tighter probabilistic tail bounds on $\|\delta\|_{2}$.

In what follows, we consider the following quantities:
(i) $J_{\text {nominal }}$ : the cost achieved on the true system when the controller was designed using hinfsyn with the approximate system
(ii) $\hat{J}$ : the cost achieved on the true system when the controller was designed using the approximate SLS synthesis procedure
(iii) $\delta J=\frac{J_{\text {nominal }}-\hat{J}}{J_{\text {nominal }}}$ : the relative improvement of the approximate SLS synthesis procedure
(iv) $\Delta J, \widehat{\Delta J}$ : the theoretical sub-optimality bound (6.14) and the actual sub-optimality gap, respectively.

[^13]

Figure 6.5: "Swarm" plot of relative improvement $\delta J$ from using the approximate SLS procedure across multiple random instances of plants and output noise $(8 \times 10, \sigma=0.1)$, for number of experiments $m \in\{15,20,25,30\}$. Each color dot represents a different plant.

Figure 6.5 shows $\delta J$ for random instances of $\mathcal{H}_{\infty}$-normalized plants of different lengths $r$, swept across number of experiments $m$.

While it is difficult to draw precise quantitative conclusions from a suite of random plants, for the longer plants $(r=16)$ the approximate SLS procedure does perform better on average. We hypothesize that the performance depends on an effective signal-to-noise ratio (SNR): $\frac{m}{\sigma^{2} r}$. At low SNR, there may not be enough data for the approximate SLS procedure to be valid (i.e. for $\left.\epsilon<\left(2\left\|\mathbf{N}_{0}\right\|\right)^{-1}\right)$. At high SNR, $\widetilde{g}$ is very close to $g$ and thus the approximate SLS procedure may be too conservative. Thus, large improvements may be hard to come by, which is seen as $m$ increases or $r$ decreases in Figure 6.5. Therefore, in between these cases may be where the procedure is most effective - the $r=16$ case may lie in this regime.

Using the data generated for Figure 6.5, Figure 6.6 shows the looseness of the end-to-end


Figure 6.6: Comparison on upper bound $\Delta J$ and actual suboptimality gap $\widehat{\Delta J}$.
bound in Proposition 6.4.3. This looseness is somewhat unsurprising, as both the formulation of the approximate SLS problem and the proof of Proposition 6.4.3 feature multiple uses of the triangle inequality.

### 6.6 Conclusion

In this chapter, we provide a computational tool for optimal output feedback control for the coarse-ID setting, as well as a non-asymptotic analysis of its performance. Future work involves relaxing assumptions to allow IIR or unstable plants, the latter of which may require significant modifications to the coarse-ID analysis.
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## Appendix A

## Supplementary Material for Chapter 3

## A. 1 Proof of Proposition 3.3.1

In these appendices, we will restate theorems, propositions, and lemmas for convenience.
Proposition 3.3.1. Suppose $G(z)$ has a minimal realization $(A, B, C, D)$. If the interconnection in Figure 3.3 is BIBO stable, then the interconnection in Figure 3.1 with initial state $x_{0}$ is exponentially stable.

Suppose the interconnection of Figure 3.3 is stable. Then, there exists some $K>0$ such that for any choice of the signals $e$ and $f$ and for all $T$,

$$
\begin{equation*}
\sum_{k=0}^{T}\left(\left\|w_{k}\right\|^{2}+\left\|v_{k}\right\|^{2}\right) \leq K \sum_{k=0}^{T}\left(\left\|e_{k}\right\|^{2}+\left\|f_{k}\right\|^{2}\right) \tag{A.1}
\end{equation*}
$$

The proof will follow by carefully choosing $e$ and $f$ to transform Figure 3.3 into Figure 3.1. To this end, note that $(A, B)$ is controllable by assumption. Thus, there exists a finite sequence of inputs $u_{0}, \ldots, u_{n-1}$ and corresponding outputs $y_{0}, \ldots, y_{n-1}$ that drives the state of $G$ from $\xi_{0}=0$ to $\xi_{n}=x_{0}$. Therefore, if we set

$$
e_{k}=\left\{\begin{array}{ll}
\rho^{-k} u_{k} & 0 \leq k<n \\
0 & k \geq n
\end{array}, \quad f_{k}=\left\{\begin{array}{ll}
-\rho^{-k} y_{k} & 0 \leq k<n \\
0 & k \geq n
\end{array},\right.\right.
$$

we obtain $\xi_{n}=x_{0}$ in the interconnection of Figure 3.3. Moreover, $\rho_{-} \circ \rho_{+}$is the identity operator. It follows that for $k \geq n$, the two interconnections become identical and therefore $\xi_{k}=x_{k-n}$.

Substituting into (A.1), we conclude that

$$
\begin{equation*}
\sum_{k=0}^{T}\left(\left\|w_{k}\right\|^{2}+\left\|v_{k}\right\|^{2}\right) \leq K \sum_{k=0}^{n-1}\left(\left\|e_{k}\right\|^{2}+\left\|f_{k}\right\|^{2}\right) \tag{A.2}
\end{equation*}
$$

The right-hand side of (A.2) is independent of $T$, but (A.2) holds for all $T$, so we must have

$$
\lim _{k \rightarrow \infty}\left\|w_{k}\right\|=0 \quad \text { and } \quad \lim _{k \rightarrow \infty}\left\|v_{k}\right\|=0
$$

Now, for $k \geq n$, we have $w_{k}=\rho^{-k} u_{k}$ and $v_{k}=\rho^{-k} y_{k}$. Therefore, there exists some constant $c>0$ such that

$$
\left\|u_{k}\right\| \leq c \rho^{k} \quad \text { and } \quad\left\|y_{k}\right\| \leq c \rho^{k}
$$

Since $(A, C)$ is observable by assumption, we may choose $L$ such that the eigenvalues of $A+L C$ are all zero. Then, rewrite the dynamics of $G$ as

$$
\begin{equation*}
x_{k+1}=\bar{A} x_{k}+\bar{B} h_{k} \tag{A.3}
\end{equation*}
$$

where $\bar{A}:=A+L C, \bar{B}:=\left[\begin{array}{ll}L D+B & -L\end{array}\right]$, and $h_{k}:=\left[\begin{array}{ll}u_{k}^{\top} & y_{k}^{\top}\end{array}\right]^{\top}$. Iterating (A.3), we obtain

$$
\begin{equation*}
x_{k}=\bar{A}^{k} x_{0}+\sum_{i=0}^{k-1} \bar{A}^{k-1-i} \bar{B} h_{i} \tag{A.4}
\end{equation*}
$$

Since all eigenvalues of $\bar{A}$ are zero, $\bar{A}$ is nilpotent and so $\bar{A}^{n}=0$. For $k \geq n$, (A.4) then becomes

$$
x_{k}=\sum_{i=0}^{n-1} \bar{A}^{n-1-i} \bar{B} h_{k-n+i} .
$$

We can now finally bound the size of the state using the triangle inequality:

$$
\begin{aligned}
\left\|x_{k}\right\| & \leq \underbrace{\left\|\left[\begin{array}{lll}
\bar{A}^{n-1} \bar{B} \quad \ldots & \bar{A} \bar{B} & \bar{B}
\end{array}\right]\right\|}_{\gamma} \sum_{i=k-n}^{k-1}\left\|h_{i}\right\| \\
& \leq 2 \gamma c\left(\frac{\rho^{-n}-1}{1-\rho}\right) \rho^{k} .
\end{aligned}
$$

## A. 2 Proof of Theorem 3.6.1 and Related Extensions

Theorem 3.6.1 (Zames-Falb $\rho$-IQC). Suppose $\Delta$ is static and slope-restricted on $[\alpha, \beta]$. Then $\Delta \in \operatorname{IQC}(\Pi(z), \rho)$ where $\Pi$ is the Zames-Falb IQC (3.12) and $\hat{h}$ also satisfies the additional constraint

$$
\sum_{k=0}^{\infty} \rho^{-2 k}\left|h_{k}\right| \leq 1
$$

## A.2.1 $[0, \infty]$-slope-restricted Case

We will prove this general result by first considering the simpler case where the slope restriction is on $[\alpha, \beta]=[0, \infty]$ and $H(z)= \pm \gamma_{l} \rho^{2 j} z^{-l}$ for some constants $0<\gamma_{l} \leq 1$. Note that this choice trivially satisfies (3.6.1), and the extensions of (3.6.1) follow for specific restrictions on $\gamma_{k}$ and mixed-sign $h_{k}$. In this case, the $\Pi$ from (3.12) (first taking the positive sign in $H(z)$ ) becomes

$$
\Pi=\left[\begin{array}{cc}
0 & 1-\gamma_{j} \rho^{2 j} \bar{z}^{-l}  \tag{A.5}\\
1-\gamma_{l} \rho^{2 l} z^{-l} & 0
\end{array}\right]
$$

where $\bar{z}$ denotes the complex conjugate of $z$. We call (A.5) the "off-by-l" Zames-Falb IQC. We would like to show that $\Delta \in \operatorname{IQC}(\Pi(z), \rho)$. Appealing to Definition 3.3.2, Remark 3, and Proposition 3.6.1, this amounts to proving that

$$
\begin{equation*}
\sum_{k=0}^{\infty} \rho^{-2 k} u_{k}^{\top}\left(y_{k}-\gamma_{l} \rho^{2 l} y_{k-l}\right) \geq 0 \tag{A.6}
\end{equation*}
$$

We will prove (A.6) by borrowing the approach from Lessard et al. [2016]. If $\Delta$ is multidimensional, we require that $\Delta$ be the gradient of a potential function [Heath and Wills, 2005]. By the assumption that $\Delta$ is slope-restricted on $[0, \infty]$, we have that $\Delta$ is monotone, i.e.

$$
(\Delta(x)-\Delta(y))^{\top}(x-y) \geq 0 \quad \text { holds for all } x, y
$$

In other words, $\Delta$ is monotone. Furthermore (see Rockafellar [1966]), there exists ${ }^{1}$ a convex scalar function $g$ such that $\Delta(x)$ is in the subdifferential of $g$ at $x$ for all $x$, meaning

$$
g(y) \geq g(x)+\Delta(x)^{\top}(y-x) \quad \text { for all } x, y
$$

Moreover, setting $(x, y) \mapsto\left(y_{k}, 0\right)$ or $(x, y) \mapsto\left(y_{k}, y_{k-l}\right)$ leads to the two inequalities

$$
\begin{align*}
u_{k}^{\top} y_{k} & \geq g\left(y_{k}\right)  \tag{A.7}\\
u_{k}^{\top}\left(y_{k}-y_{k-l}\right) & \geq g\left(y_{k}\right)-g\left(y_{k-l}\right) \tag{A.8}
\end{align*}
$$

[^14]We will assume for simplicity that $g(x) \geq 0$ for all $x$, and we will first prove the case where we take the positive sign in $H(z)$. Substituting (A.7) and (A.8) into the left-hand side of (A.6), the partial sum from 0 to $T$ is

$$
\begin{aligned}
\sum_{k=0}^{T} \rho^{-2 k} u_{k}^{\top}\left(y_{k}-\gamma_{l} \rho^{2 l} y_{k-l}\right) & =\sum_{k=0}^{T} \rho^{-2 k}\left(\left(1-\gamma_{l} \rho^{2 l}\right) u_{k}^{\top} y_{k}+\gamma_{l} \rho^{2 l} u_{k}^{\top}\left(y_{k}-y_{k-l}\right)\right) \\
& \geq \sum_{k=0}^{T} \rho^{-2 k}\left(\left(1-\gamma_{l} \rho^{2 l}\right) g\left(y_{k}\right)+\gamma_{l} \rho^{2 l}\left(g\left(y_{k}\right)-g\left(y_{k-l}\right)\right)\right) \\
& =\sum_{k=0}^{T} \rho^{-2 k}\left(g\left(y_{k}\right)-\gamma_{l} \rho^{2 l} g\left(y_{k-l}\right)\right) \\
& =\sum_{k=0}^{T-l}\left(1-\gamma_{l}\right) \rho^{-2 k} g\left(y_{k}\right)+\sum_{k=T-l+1}^{T} \rho^{-2 k} g\left(y_{k}\right) \geq 0
\end{aligned}
$$

Since each partial sum is nonnegative, the infinite sum (which must converge) is also nonnegative, and therefore we have proven (A.6). Now, for the case where we take the negative sign in $H(z)$, further assume that $\Delta$ is an odd function, which implies $g$ is an even function. Using this fact and convexity inequality for $g$ with $(x, y) \mapsto\left(y_{k},-y_{k-l}\right)$ leads to the additional inequality

$$
u_{k}^{\top}\left(y_{k}+y_{k-l}\right) \geq g\left(y_{k}\right)-g\left(y_{k-l}\right) .
$$

The proof of nonnegativity of the partial sums then follows as before. Thus, a $[0, \infty]$-slope restricted $\Delta$ satisfies the off-by-l $\rho$-IQC (and also the negative version if $\Delta$ is assumed to be odd).

Now we consider the case of a more general $\hat{h}(z)$. Suppose $\hat{h}(z)=\sum_{k=0}^{\infty} h_{k} z^{-k}$ where $h_{k}$ satisfies $\sum_{k} \gamma_{k}^{-1} \rho^{-2 k}\left|h_{k}\right| \leq 1$. Then,

$$
\begin{aligned}
1-\hat{h}(z)= & \underbrace{1-\sum_{k=0}^{\infty} \gamma_{k}^{-1} \rho^{-2 k}\left|h_{k}\right|}_{\equiv c}+\sum_{h_{k} \geq 0} \gamma_{k}^{-1} \rho^{-2 k} h_{k}\left(1-\gamma_{k} \rho^{2 k} z^{-k}\right) \\
& +\sum_{h_{k}<0} \gamma_{k}^{-1} \rho^{-2 k}\left(-h_{k}\right)\left(1+\gamma_{k} \rho^{2 k} z^{-k}\right) \\
= & c\left(1-\hat{h}_{s}\right)+\sum_{h_{k} \geq 0} \gamma_{k}^{-1} \rho^{-2 k} h_{k}\left(1-\hat{h}_{k}^{+}(z)\right) \\
& +\sum_{h_{k}<0} \gamma_{k}^{-1} \rho^{-2 k}\left(-h_{k}\right)\left(1-\hat{h}_{k}^{-}(z)\right)
\end{aligned}
$$

where $\hat{h}_{k}^{ \pm}(z)= \pm \gamma_{k} \rho^{2 k} z^{-k}$ and $\hat{h}_{s}=0$ (for illustration). Note that $\hat{h}_{k}(z)$ corresponds the off-by- $k$ Zames-Falb IQC, which we proved above is a $\rho$-IQC, where the negative version is only used (with corresponding negative $h_{k}$ ) if $\Delta$ is assumed to be odd. Also, $1-\hat{h}_{s}$ corresponds to the sector IQC, which is also a $\rho$-IQC. Now note that the general Zames-Falb IQC (3.12) is linear in $1-\hat{h}$ and $1-\hat{h}^{*}$. Therefore, since by assumption $c \geq 0, \Pi(z)$ is a positive linear combination of $\rho$-IQCs and must therefore be a $\rho$-IQC itself.

## A.2.2 Specific Zames-Falb Classes

We would now like to generalize this proof (or equivalently, specify further the class of nonlinearities). Now, let us assume that the nonlinearity $\Delta$ can be written as $\Delta_{2} \circ \Delta_{1}$, where $\Delta_{1}$ satisfies a $\rho$-IQC of the Zames-Falb type in the preceding section where $\sum_{k} \gamma_{k}^{-1} \rho^{-2 k}\left|h_{k}\right| \leq 1$. Furthermore, assume that $\Delta_{2}$ (which is possibly time-varying) satisfies

$$
(1-\delta) u_{k} \leq \Delta_{2}\left(u_{k}\right) \leq(1+\delta) u_{k} \quad \forall u_{k}, \forall k
$$

or equivalently,

$$
\Delta_{2}\left(u_{k}\right)=\left(1+\delta_{k}\right) u_{k},\left|\delta_{k}\right| \leq \delta
$$

for some $\delta<1$. We would like to show under what conditions $\Delta_{2} \circ \Delta_{1}$ satisfies a Zames-Falb IQC with rate $\rho$.

To do this, we will show that $\Delta_{2} \circ \Delta_{1}$ satisfies the relevant off-by-l Zames-Falb $\rho$-IQC, which then extends to general Zames-Falb by the preceding section. As in Section A.2.1, we would like to show that

$$
\sum_{k=0}^{\infty} \rho^{-2 k} \Delta\left(y_{k}\right)^{\top}\left(y_{k} \mp \gamma_{l} \rho^{2 l} y_{k-l}\right) \geq 0
$$

Using our prescribed $\Delta$ (taking the negative sign for simplicity) and denoting $\Delta_{1}\left(y_{k}\right):=u_{k}$, we see that each partial sum satisfies

$$
\sum_{k=0}^{T} \rho^{-2 k}\left(1+\delta_{k}\right) u_{k}^{\top}\left(y_{k}-\gamma_{l} \rho^{2 l} y_{k-l}\right) \geq \sum_{k=0}^{T} \rho^{-2 k}\left(1+\delta_{k}\right)\left(g\left(y_{k}\right)-\gamma_{l} \rho^{2 l} g\left(y_{k-l}\right)\right)
$$

by the same argument from the preceding section. This is then equal to

$$
\sum_{k=0}^{T-l}\left(1+\delta_{k}-\left(1+\delta_{k+l}\right) \gamma_{l}\right) \rho^{-2 k} g\left(y_{k}\right)+\sum_{k=T-l+1}^{T}\left(1+\delta_{k}\right) \rho^{-2 k} g\left(y_{k}\right)
$$

A sufficient condition for this sum to be positive is

$$
\gamma_{l} \leq \frac{1+\delta_{k}}{1+\delta_{l+k}} \forall k
$$

which is satisfied if, for example,

$$
\gamma_{l} \equiv \gamma \leq \frac{1-\delta}{1+\delta}
$$

If so, the partial sums converge and so does the infinite sum. Again, if we further assume that $\Delta_{1}$ is odd, the negative off-by- $l$ IQC is also satisfied. The argument for general $H(z)$ follows as before.

Proofs for specific classes of nonlinearities in the literature correspond to specific choices of $\gamma_{k}$ and $\delta_{k}$. These are summarized in Table A.1.

Table A.1: Variable Choices for Specific Zames-Falb Proofs

| Type | $\delta_{k}$ | $\gamma_{k}$ | Notes |
| :---: | :---: | :---: | :--- |
| $[0, \infty]$-slope restricted | 0 | 1 |  |
| $[\alpha, \beta]$-slope restricted | 0 | 1 | Loop transformation <br> $(y, u) \mapsto(\beta y-u, u-\alpha y)$ |
| Noisy composition | $\delta$ | 1 |  |
| Stiction (slope $1 / \epsilon)$ | $\delta$ | $\frac{1-\delta}{1+\delta}$ |  |
| Quasi-monotone/odd | $\frac{R_{m}-1}{R_{m}+1}, \frac{R_{o}-1}{R_{o}+1}$ | $R_{m}^{-1}, h_{k} \geq 0$ <br> $R_{o}^{-1}, h_{k}<0$ | Notational change in def. <br> from Heath et al. [2015]: <br> $\underline{n}_{*} \mapsto \frac{2}{R_{*}+1} \underline{n}_{*}$ |

## A. 3 Proof of Theorem 3.6.2

Theorem 3.6.2. Assume $\Gamma$ is $(\rho, H)$-diagonally dominant. Then, if a static nonlinearity $\phi$ is $[\alpha, \beta]$ slope-restricted, the repeated nonlinearity $\Delta(y)=\operatorname{diag}\left\{\phi\left(y_{i}\right)\right\}$ satisfies the $\rho$-IQC

$$
\Pi=\left[\begin{array}{cc}
-\alpha \beta\left(2 \Gamma-\hat{H}-\hat{H}^{*}\right) & \alpha(\Gamma-\hat{H})+\beta\left(\Gamma-\hat{H}^{*}\right)  \tag{3.13}\\
\alpha\left(\Gamma-\hat{H}^{*}\right)+\beta(\Gamma-\hat{H}) & -2 \Gamma+\hat{H}+\hat{H}^{*}
\end{array}\right] .
$$

Moreover, it admits the factorization

$$
\Psi=\left[\begin{array}{cc}
\beta(\Gamma-\hat{H}) & -(\Gamma-\hat{H}) \\
-\alpha I & I
\end{array}\right], \quad M=\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right]
$$

We begin with an elementary lemma; a similar one is used in D'Amato et al. [2001] for the proof of (3.6.2).

Lemma A.3.1. For a repeated monotone nondecreasing nonlinearity $\Delta$ and with $u=\Delta(y)$, we have that

$$
u^{[i]} y^{[j]}+u^{[j]} y^{[i]} \leq u^{[i]} y^{[i]}+u^{[j]} y^{[j]}
$$

and if $\phi$ is odd,

$$
\left|u^{[i]} y^{[j]}+u^{[j]} y^{[i]}\right| \leq u^{[i]} y^{[i]}+u^{[j]} y^{[j]},
$$

for all indices $i, j$.
Proof. Assume without loss of generality that $y^{[i]} \geq y^{[j]}$. By monotonicity and the fact that the nonlinearity is repeated, we must have that $u^{[i]} \geq u^{[j]}$. Thus:

$$
\left(u^{[i]}-u^{[j]}\right)\left(y^{[i]}-y^{[j]}\right) \geq 0 .
$$

If $\phi$ is odd, then the second equation is proven by also observing that

$$
\left[u^{[i]},-u^{[j]}\right]^{\top}=\Delta\left(\left[y^{[i]},-y^{[j]}\right]^{\top}\right) \Longrightarrow\left(u^{[i]}+u^{[j]}\right)\left(y^{[i]}+y^{[j]}\right) \geq 0 .
$$

Let $E_{i j}$ denote the standard basis matrix. Now, given a diagonally dominant matrix $\Gamma$, define the following symmetric matrices:

$$
\begin{aligned}
\tilde{\Gamma}_{i j} & =\Gamma_{i j}\left(E_{i j}+E_{j i}\right)+\left(\left|\Gamma_{i j}\right|+1\right)\left(E_{i i}+E_{j j}\right), i \neq j \\
\tilde{\Gamma}_{i i} & =E_{i i} \\
\tilde{H}_{i j}^{l}(z) & =\rho^{2 l} z^{-l}\left(E_{i j}+E_{j i}\right), i \neq j \\
\tilde{H}_{i i}^{l}(z) & =\rho^{2 l} z^{-l} E_{i i} .
\end{aligned}
$$

Proposition A.3.1. $\Delta$ satisfies the " $(i, j)$ off-by-l $\rho$-IQC" defined by

$$
\Pi=\left[\begin{array}{cc}
0 & \tilde{\Gamma}_{i j}-\tilde{H}_{i j}^{l *} \\
\tilde{\Gamma}_{i j}-\tilde{H}_{i j}^{l} & 0
\end{array}\right]
$$

for all $\rho$ in $(0,1]$.
Proof. As before, assume the $\phi$ is the gradient of a potential function $f$. For notational convenience, define the following symbols:

$$
\begin{aligned}
d_{k} & =u_{k}^{[i]} y_{k}^{[i]}+u_{k}^{[j]} y_{k}^{[j]} \\
c_{k} & =u_{k}^{[j]} y_{k}^{[i]}+u_{k}^{[i]} y_{k}^{[j]} \\
p_{k}^{l} & =u_{k}^{[j]} y_{k-l}^{[i]}+u_{k}^{[i]} y_{k-l}^{[j]} \\
f_{k} & =f\left(y_{k}^{[i]}\right)+f\left(y_{k}^{[j]}\right) .
\end{aligned}
$$

Using convexity and the fact that the nonlinearity is repeated, we can obtain the inequalities

$$
\begin{aligned}
d_{k}-p_{k}^{l} & \geq f_{k}-f_{k-l} \\
d_{k} & \geq f_{k} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\sum_{k=0}^{T} \rho^{-2 k} u_{k}^{\top}\left(\tilde{\Gamma}_{i j}-\tilde{H}_{i j}^{l}\right) y_{k} & =\sum_{k=0}^{T} \rho^{-2 k}\left|\Gamma_{i j}\right|\left(d_{k}-c_{k}\right)+\sum_{k=0}^{T} \rho^{-2 k}\left(\left(1-\rho^{2 l}\right) d_{k}+\rho^{2 l}\left(d_{k}-p_{k}^{i j, l}\right)\right) \\
& \geq \sum_{k=0}^{T} \rho^{-2 k}\left|\Gamma_{i j}\right|\left(d_{k}-c_{k}\right)+\sum_{k=0}^{T} \rho^{-2 k}\left(\left(1-\rho^{2 l}\right) f_{k}+\rho^{2 l}\left(f_{k}-f_{k-l}\right)\right)
\end{aligned}
$$

The first sum is nonnegative by Lemma A.3.1 and the second sum is nonnegative by the same arguments as in Appendix A.2.1.

We will now show that for a $(\rho, H)$-diagonally dominant matrix $\Gamma$, the $\rho$-IQC defined by

$$
\Pi=\left[\begin{array}{cc}
0 & \Gamma-\hat{H}^{*} \\
\Gamma-\hat{H} & 0
\end{array}\right]
$$

is a positive combination of satisfied $\rho-\mathrm{IQCs}$ and is thus a satisfied $\rho$-IQC. Toward this end,

$$
\Gamma-\hat{H}(z)=\Gamma-\sum_{i \leq j, k} \rho^{-2 k} H_{i j, k} \tilde{\Gamma}_{i j}+\left[\sum_{i \leq j, k} \rho^{-2 k} H_{i j, k}\left(\tilde{\Gamma}_{i j}-\tilde{H}_{i j}^{k}(z)\right)\right]
$$

The term in brackets is a nonnegative linear combination of satified IQCs, so let us focus on the first term:

$$
Q:=\Gamma-\sum_{i \leq j, k} \rho^{-2 k} H_{i j, k} \tilde{\Gamma}_{i j}=\left\{\begin{array}{c}
\Gamma_{i i}-\sum_{k}\left[\sum_{j=1, j \neq i}^{n} \rho^{-2 k} H_{i j, k}\left(\left|\Gamma_{i j}\right|+1\right)+\rho^{-2 k} H_{i i, k}\right] \\
\quad(i i \text { indices }) \\
\left(1-\sum_{k} \rho^{-2 k} H_{i j, k}\right) \Gamma_{i j} \\
(i j \text { indices }) .
\end{array}\right.
$$

We can see that this constant matrix $Q$ is diagonally dominant, since

$$
\begin{aligned}
Q_{i i}-\sum_{j=1, j \neq i}^{n}\left|Q_{i j}\right|= & \Gamma_{i i}-\sum_{k}\left[\sum_{j=1, j \neq i}^{n} \rho^{-2 k} H_{i j, k}\left(\left|\Gamma_{i j}\right|+1\right)+\rho^{-2 k} H_{i i, k}\right] \\
& \left.-\sum_{j=1, j \neq i}^{n}\left(1-\sum_{k} \rho^{-2 k} H_{i j, k}\right)\left|\Gamma_{i j}\right|\right] \\
= & \Gamma_{i i}-\sum_{j=1, j \neq i}^{n}\left|\Gamma_{i j}\right|-\sum_{j=1}^{n} \sum_{k} \rho^{-2 k} H_{i j, k} \geq 0
\end{aligned}
$$

where the last line follows from the assumption that $\Gamma$ is $(\rho, H)$-diagonally dominant. Similar modifications to the assumptions and proof hold for odd and $[\alpha, \beta]$-sector nonlinearities. Also, note that in the case of diagonal (but not necessarily repeating) $\Delta$, Lemma A.3.1 will not hold in general. Thus, considering where it is used in the proof, we would need to constrain $\Gamma$ and $H$ to be diagonal.

## A. 4 Computational Considerations

## A.4.1 Homogeneity

We may leverage the structure of the repeated Zames-Falb $\rho$-IQCs to reduce the size and complexity of the LMI (3.6).

Proposition A.4.1. (Homogeneity simplification) If we are searching over a combination of repeated Zames-Falb IQCs with fixed $\alpha, \beta, \rho$ and varying over $\Gamma$ and $H$ matrices, and fixed non-Zames-Falb $\rho$-IQCs, i.e.

$$
\Pi_{A}=\left\{\sum_{\theta=1}^{n} \lambda_{\theta} \Pi_{Z F}\left(\Gamma_{\theta}, H_{\theta}\right)+\sum_{\delta=1}^{r} \lambda_{\delta} \Pi_{\delta} \mid \lambda_{\theta} \geq 0, \lambda_{\delta} \geq 0, \Gamma_{\theta} \text { is }\left(\rho, H_{\theta}\right) \text {-diag. dom. }\right\} .
$$

Then, searching over the associated LMI is equivalent to searching over

$$
\Pi_{B}=\left\{\lambda \Pi_{Z F}(\Gamma, H)+\sum_{\delta=1}^{r} \lambda_{\delta} \Pi_{\delta} \mid \lambda \geq 0, \lambda_{\delta} \geq 0, \Gamma \text { is }(\rho, H) \text {-diag.dom. }\right\} .
$$

That is, $\Pi_{A}=\Pi_{B}$.
Proof. $\Pi_{B} \subseteq \Pi_{A}$ is immediate. To check the other direction, first assume $\sum_{\theta} \lambda_{\theta}=\Lambda>0$ (the $\Lambda=0$ case is trivial). Now, note that, due to the linearity of the repeated Zames-Falb IQC in terms of $\Gamma$ and $H$, see that

$$
\sum_{\theta=1}^{n} \lambda_{\theta} \Pi_{Z F}\left(\Gamma_{\theta}, H_{\theta}\right)=\Lambda \Pi_{Z F}\left(\frac{\sum_{\theta} \lambda_{\theta} \Gamma_{\theta}}{\Lambda}, \frac{\sum_{\theta} \lambda_{\theta} H_{\theta}}{\Lambda}\right)
$$

All that remains is to check that the diagonal dominance definitions are satisfied; two require care. First, the filter condition on $H$ :

$$
\begin{aligned}
\sum_{k} \rho^{-2 k}\left|\frac{\sum_{\theta} \lambda_{\theta} H_{i j, k}^{\theta}}{\Lambda}\right| & \leq \sum_{k} \rho^{-2 k} \frac{\sum_{\theta} \lambda_{\theta}\left|H_{i j, k}^{\theta}\right|}{\Lambda} \\
& =\frac{\sum_{\theta} \lambda_{\theta}}{\Lambda} \sum_{k} \rho^{-2 k}\left|H_{i j, k}^{\theta}\right| \\
& \leq \frac{\sum_{\theta} \lambda_{\theta}}{\Lambda} \quad \text { (by assumption) } \\
& =1
\end{aligned}
$$

Second, the main diagonal dominance condition:

$$
\begin{aligned}
\frac{\sum_{\theta} \lambda_{\theta} \Gamma_{i i}^{\theta}}{\Lambda}-\sum_{j=1, j \neq i}^{n}\left|\frac{\sum_{\theta} \lambda_{\theta} \Gamma_{i j}^{\theta}}{\Lambda}\right| & -\sum_{j=1}^{n} \sum_{k} \rho^{-2 k}\left|\frac{\sum_{\theta} \lambda_{\theta} H_{i j, k}^{\theta}}{\Lambda}\right| \\
& \geq \frac{\sum_{\theta} \lambda_{\theta} \Gamma_{i i}^{\theta}}{\Lambda}-\frac{\sum_{\theta} \lambda_{\theta}}{\Lambda} \sum_{j=1, j \neq i}^{n}\left|\Gamma_{i j}^{\theta}\right|-\frac{\sum_{\theta} \lambda_{\theta}}{\Lambda} \sum_{j=1}^{n} \sum_{k} \rho^{-2 k}\left|H_{i j, k}^{\theta}\right| \\
& =\Lambda^{-1} \sum_{\theta} \lambda_{\theta}\left(\Gamma_{i i}^{\theta}-\sum_{j=1, j \neq i}^{n}\left|\Gamma_{i j}^{\theta}\right|-\sum_{j=1}^{n} \sum_{k} \rho^{-2 k}\left|H_{i j, k}^{\theta}\right|\right)
\end{aligned}
$$

$\geq 0$, by assumption.
The non-Zames-Falb IQCs carry straight through in both directions. Therefore, we see that $\sum_{\theta=1}^{n} \lambda_{\theta} \Pi_{Z F}\left(\Gamma_{\theta}, H_{\theta}\right)+\sum_{\delta} \lambda_{\delta} \Pi_{\delta} \in \Pi_{A}$, and we have $\Pi_{A}=\Pi_{B}$.

## A.4.2 Convexification for Repeated Nonlinearities

For repeated nonlinearities, the main LMI (3.6) with constraints can be written as

$$
\begin{aligned}
& \quad \min _{P, \lambda, \Gamma, H} 0 \\
& \text { s.t. } \mathcal{A}(P)+\lambda \mathcal{M}(\Gamma, H) \prec 0 \\
& P \succeq 0 \\
& \quad \lambda \geq 0 \\
& \Gamma_{i i} \geq 0, \forall i \\
& \Gamma_{i j} \leq 0,, \forall i \neq j \\
& H_{i j, k} \geq 0, \forall i, j, k \\
& \sum_{k=0}^{\infty} \rho^{-2 k}\left|H_{i j, k}\right| \leq 1, \forall i, j \\
& \\
& \Gamma_{i i} \geq \sum_{j=1, j \neq i}^{n}\left|\Gamma_{i j}\right|+\sum_{j=1}^{n} \sum_{k=0}^{\infty} \rho^{-2 k}\left|H_{i j, k}\right|, \quad \forall i
\end{aligned}
$$

for some known linear functions $\mathcal{A}, \mathcal{M}$ (note that the latter is linear in the pair $[\Gamma, H]$ ). This problem is nonconvex, due to the product of $\lambda$ and $[\Gamma, H]$.

However, one can show that this program can be reduced to the convex problem

$$
\begin{array}{ll} 
& \min _{\tilde{P}, \zeta, \tilde{\Gamma}, \tilde{H}} 0 \\
\text { s.t. } & \mathcal{A}(\tilde{P})+\mathcal{M}(\tilde{\Gamma}, \tilde{H}) \preceq-I \\
\tilde{P} \succeq 0 \\
\zeta>0 \\
& \tilde{\Gamma}_{i i} \geq 0, \forall i \\
\tilde{\Gamma}_{i j} \leq 0,, \forall i \neq j \\
\tilde{H}_{i j, k} \geq 0, \forall i, j, k \\
& \sum_{k=0}^{\infty} \rho^{-2 k}\left|\tilde{H}_{i j, k}\right| \leq \zeta, \forall i, j \\
& \tilde{\Gamma}_{i i} \geq \sum_{j=1, j \neq i}^{n}\left|\tilde{\Gamma}_{i j}\right|+\sum_{j=1}^{n} \sum_{k=0}^{\infty} \rho^{-2 k}\left|\tilde{H}_{i j, k}\right|, \quad \forall i .
\end{array}
$$

In practice, for numerical considerations it is helpful to replace $\preceq-I$ with $\preceq-t I$ and maximize over $t$, while placing upper bounds on $\zeta$ and $t$.

## A. 5 Proof of Theorem 3.8.1

Theorem 3.8.1. Consider the block interconnection of Figure 3.15. Assume the error signal $w_{k}$ comes i.i.d. from a distribution with zero mean and covariance matrix $\Lambda_{w}$, and is independent of $u_{k}$ and $x_{k}$. Suppose $G$ is given by (3.17) and $\phi$ satisfies a $\rho$-hard IQC defined by $\left(\Psi, M, z_{\star}\right)$ where $\Psi$ is given by (3.18) and $0 \leq \rho \leq 1$. Assume $x_{\star}$ is a fixed point of the dynamical system given by (3.19) when $w_{k}=0$. Consider the LMI

$$
\left[\begin{array}{cc}
\hat{A}^{\top} P \hat{A}-\rho^{2} P & \hat{A}^{\top} P \hat{B}  \tag{3.20}\\
\hat{B}^{\top} P \hat{A} & \hat{B}^{\top} P \hat{B}
\end{array}\right]+\lambda\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right]^{\top} M\left[\begin{array}{ll}
\hat{C} & \hat{D}
\end{array}\right] \preceq 0 .
$$

If (3.20) is feasible for some $P \succ 0$ and $\lambda \geq 0$, then for any $x_{0}$, we have

$$
\mathbb{E}\left\|x_{k}-x_{\star}\right\|^{2} \leq \kappa(P) \rho^{2 k}\left\|x_{0}-x_{\star}\right\|^{2}+\frac{\operatorname{tr}\left(B^{\top} P_{11} B \Lambda_{w}\right)}{\lambda_{\min }(P)} \frac{1-\rho^{2 k}}{1-\rho^{2}} \quad \forall k
$$

The complete proof follows in the same vein as the main result in Lessard et al. [2016]; we show the modifications needed in order to handle the noisy input case.

Let $x, u, z \in \ell_{2},{ }^{2}$, along with a sequence $w$, be a set of sequences that satisfies the perturbed system (3.19). Suppose $(P, \lambda)$ is a solution of (3.20). Suppose $z_{\star}$ and $u_{\star}$ are the values of $z$ and $u$ associated with the fixed point $x_{\star}$ of the unperturbed system (i.e. (3.19) with $w_{k}=0$ ). By the definition of fixed point, denoting $\bar{q}_{k}:=q_{k}-q_{\star}$ for all symbols $q$, we see that

$$
\begin{align*}
\bar{x}_{k+1} & =\hat{A} \bar{x}_{k}+\hat{B} \bar{u}_{k}+\left[\begin{array}{l}
B \\
0
\end{array}\right] w_{k}  \tag{A.9}\\
\bar{z}_{k} & =\hat{C} \bar{x}_{k}+\hat{D} \bar{u}_{k} .
\end{align*}
$$

For convenience, we denote an elementary probability fact.
Lemma A.5.1. If $a_{k}$ and $b_{k}$ are independent and $\mathbb{E} b_{k}=0$, then for every constant matrix $P$,

$$
\mathbb{E} a_{k}^{\top} P a_{k}=\mathbb{E}\left(a_{k}+b_{k}\right)^{\top} P\left(a_{k}+b_{k}\right)-\mathbb{E} b_{k}^{T} P b_{k}
$$

If we multiply (3.20) on the left and right by $\left[\begin{array}{cc}\bar{x}_{k}^{\top} & \bar{u}_{k}^{\top}\end{array}\right]$ and its transpose, respectively, by (A.9) we have that

$$
\begin{equation*}
\left(\hat{A} \bar{x}_{k}+\hat{B} \bar{u}_{k}\right)^{\top} P\left(\hat{A} \bar{x}_{k}+\hat{B} \bar{u}_{k}\right)-\rho^{2} \bar{x}_{k}^{\top} P \bar{x}_{k}+\lambda \bar{z}_{k}^{\top} M \bar{z}_{k} \leq 0 . \tag{A.10}
\end{equation*}
$$

Taking expectations, we can apply Lemma A.5.1 to the first term of (A.10), with

$$
a_{k}:=\hat{A} \bar{x}_{k}+\hat{B} \bar{u}_{k}, \quad b_{k}:=\left[\begin{array}{c}
B \\
0
\end{array}\right] w_{k} .
$$

We are then left with

$$
\mathbb{E}\left[\bar{x}_{k+1}^{\top} P \bar{x}_{k+1}-\rho^{2} \bar{x}_{k}^{\top} P \bar{x}_{k}+\lambda \bar{z}_{k}^{\top} M \bar{z}_{k}\right] \leq \mathbb{E} w_{k}^{\top} B^{\top} P_{11} B w_{k} .
$$

The rest of the proof follows as in Lessard et al. [2016]. Momentarily switching the index to $t$, multiplying each side by $\rho^{-2 t}$ and summing from $t=0$ to $k-1$ gives

$$
\mathbb{E}\left[\sum_{t=0}^{k-1}\left(\rho^{-2 t} \bar{x}_{t+1}^{\top} P \bar{x}_{t+1}-\rho^{-2(t-1)} \bar{x}_{t}^{\top} P \bar{x}_{t}\right)+\lambda \sum_{t=0}^{k-1} \rho^{-2 t} \bar{z}_{t}^{\top} M \bar{z}_{t}\right] \leq \mathbb{E} \sum_{t=0}^{k-1} \rho^{-2 t} w_{t}^{\top} B^{\top} P_{11} B w_{t}
$$

The sum telescopes, and only the $t=0$ and $t=k-1$ terms are left. Thus,

$$
\mathbb{E}\left[\rho^{-2(k-1)} \bar{x}_{k}^{\top} P \bar{x}_{k}-\rho^{2} \bar{x}_{0}^{\top} P \bar{x}_{0}+\lambda \sum_{t=0}^{k-1} \rho^{-2 t} \bar{z}_{t}^{\top} M \bar{z}_{t}\right] \leq \mathbb{E} \sum_{t=0}^{k-1} \rho^{-2 t} w_{t}^{\top} B^{\top} P_{11} B w_{t}
$$

[^15]Using the fact that $(\Psi, M)$ is a $\rho$-hard IQC, we can drop the term dependent on $M$, and we are left with

$$
\begin{aligned}
& \mathbb{E}\left[\rho^{-2(k-1)} \bar{x}_{k}^{\top} P \bar{x}_{k}-\rho^{2} \bar{x}_{0}^{\top} P \bar{x}_{0}\right] \leq \mathbb{E} \sum_{t=0}^{k-1} \rho^{-2 t} w_{t}^{\top} B^{\top} P_{11} B w_{t} \\
& \Longrightarrow \mathbb{E}\left[\bar{x}_{k}^{\top} P \bar{x}_{k}\right] \leq \rho^{2 k} \bar{x}_{0}^{\top} P \bar{x}_{0}+\sum_{t=0}^{k-1} \rho^{2(k-t-1)} \mathbb{E} w_{t}^{\top} B^{\top} P_{11} B w_{t} \\
& \quad=\mathbb{E}\left[\bar{x}_{k}^{\top} P \bar{x}_{k}\right] \leq \rho^{2 k} \bar{x}_{0}^{\top} P \bar{x}_{0}+\sum_{t=0}^{k-1} \rho^{2(k-t-1)} \operatorname{tr}\left(B^{\top} P_{11} B \Lambda_{w}\right) \\
& \quad=\mathbb{E}\left[\bar{x}_{k}^{\top} P \bar{x}_{k}\right] \leq \rho^{2 k} \bar{x}_{0}^{\top} P \bar{x}_{0}+\operatorname{tr}\left(B^{\top} P_{11} B \Lambda_{w}\right) \sum_{t=0}^{k-1} \rho^{2 t},
\end{aligned}
$$

where the final step reverses the order of summation. Finally, bounding the quadratic terms by the Rayleigh-Ritz inequalities gives

$$
\begin{aligned}
\mathbb{E}\left\|\bar{x}_{k}\right\|^{2} & \leq \kappa(P) \rho^{2 k}\left\|\bar{x}_{0}\right\|^{2}+\frac{\operatorname{tr}\left(B^{\top} P_{11} B \Lambda_{w}\right)}{\lambda_{\min }(P)} \sum_{t=0}^{k-1} \rho^{2 t} \\
& =\kappa(P) \rho^{2 k}\left\|\bar{x}_{0}\right\|^{2}+\frac{\operatorname{tr}\left(B^{\top} P_{11} B \Lambda_{w}\right)}{\lambda_{\min }(P)} \frac{1-\rho^{2 k}}{1-\rho^{2}} \\
& \leq \kappa(P) \rho^{2 k}\left\|\bar{x}_{0}\right\|^{2}+\frac{\operatorname{tr}\left(B^{\top} P_{11} B \Lambda_{w}\right)}{\left(1-\rho^{2}\right) \lambda_{\min }(P)} .
\end{aligned}
$$

## Appendix B

## Supplementary Material for Chapter 4

## B. 1 Details for Monte-Carlo Simulations

In all of our simulations we are faced with the following problem which we describe in some generality. Let $X$ be a random variable distributed according to the law $\mathbb{P}$. We assume we have access to iid samples from $\mathbb{P}$. Our goal is to estimate an upper bound on $\mathbb{P}(X \geq t)$ for a fixed $t \in \mathbb{R}$.

If the law $\mathbb{P}$ admits a density $f(\cdot)$ with respect to the Lebesgue measure, a possible solution could be to solve this problem exactly by numerically integrating

$$
\int_{X(\xi) \geq t} X(\xi) f(\xi) d \xi
$$

However, numerical integration does not scale favorably with dimension. For our experiments, $\xi$ is 75 -dimensional, which is prohibitive for numerical integration.

An alternative approach to numerical integration is to rely on concentration of measure. Let $X_{1}, \ldots, X_{N}$ be i.i.d. copies of $X$, and let $\mathbb{P}^{N}$ denote the product measure $\mathbb{P}^{N}=\otimes_{k=1}^{N} \mathbb{P}$. Using a Chernoff bound and defining $F_{t}:=\mathbb{P}(X \geq t)$, we have

$$
\begin{equation*}
\mathbb{P}^{N}\left(\frac{1}{N} \sum_{k=1}^{N} \mathbf{1}_{\left\{X_{k} \geq t\right\}} \leq F_{t}-\varepsilon\right) \leq e^{-N \cdot D\left(F_{t}-\varepsilon, F_{t}\right)} \tag{B.1}
\end{equation*}
$$

where $D(p, q)=p \log (p / q)+(1-p) \log ((1-p) /(1-q))$ is the KL-divergence between two Bernoulli distributions. Given a $\delta \in(0,1)$, define the random variable $Q$ as the solution to the implicit equation

$$
\begin{equation*}
N \cdot D\left(\frac{1}{N} \sum_{k=1}^{N} \mathbf{1}_{\left\{X_{k} \geq t\right\}}, Q\right)=\log (1 / \delta) \tag{B.2}
\end{equation*}
$$

Note that, from a realization of $X_{1}, \ldots, X_{N}$, the realization of $Q$ from (B.2) can be solved for by numerical root finding. Plugging the definition of $Q$ back into the Chernoff inequality (B.1), we conclude that there exists an event $\mathcal{E}$ (in the product $\sigma$-algebra) such that on $\mathcal{E}$ the inequality $F_{t} \leq Q$ holds, and furthermore $\mathbb{P}^{N}(\mathcal{E}) \geq 1-\delta$. This is the methodology which we use to generate all our bounds, with $\delta=10^{-4}$. Hence, the statements of the form " $F_{t} \leq \gamma$ " in Section 4.5 .1 should be understood as operating under the assumption that our implementation of the simulation chose a particular realization which is contained in the simulator event $\mathcal{E}$ described previously. This procedure - "inverting the Chernoff bound" is proven in the sequel. ${ }^{1}$

## B. 2 Inverting the Chernoff Bound

For convenience, we will assume that all infimums in this section are finite, as the general case is even more tedious. Our starting point is as follows: for any $0<\epsilon \leq F_{t}$, we have

$$
\mathbb{P}^{N}\left(F_{t} \geq \hat{p}+\epsilon\right) \leq e^{-N \cdot D\left(F_{t}-\epsilon, F_{t}\right)}:=H\left(F_{t}-\epsilon, F_{t}\right)
$$

where $\hat{p}=\frac{1}{N} \sum_{i} \mathbf{1}_{\left\{X_{i} \geq t\right\}}$ and $F_{t}=\mathbb{E} \hat{p}=\mathbb{P}(X \geq t)$. Define the quantity

$$
\alpha\left(F_{t}, \delta\right):=\inf \left\{\alpha: H\left(F_{t}-\alpha, F_{t}\right)>\delta, 0<\alpha \leq F_{t}\right\} .
$$

Since $H(u, v)$ is increasing in its first argument $u$ for $u \leq v$, we have that

$$
\mathbb{P}^{N}\left(F_{t} \geq \hat{p}+\epsilon\right) \leq H\left(F_{t}-\epsilon, F_{t}\right) \leq \delta,
$$

for all $\epsilon \in\left(0, \alpha\left(F_{t}, \delta\right)\right)$. Furthermore, we claim that the function $f(w):=w-\alpha(w, \delta)$ is increasing in $w$, for each $\delta$. To see this, consider some small $\eta>0$. Then:

$$
\begin{aligned}
f(w+\eta) & =w+\eta-\alpha(w+\eta, \delta) \\
& =w+\eta-\inf \{\alpha: H(w+\eta-\alpha, w+\eta)>\delta, 0<\alpha \leq w+\eta\} \\
& =w-\inf \left\{\alpha^{\prime}: H\left(w-\alpha^{\prime}, w+\eta\right)>\delta,-\eta<\alpha^{\prime} \leq w\right\} \\
& \geq w-\inf \left\{\alpha^{\prime}: H\left(w-\alpha^{\prime}, w+\eta\right)>\delta, 0<\alpha^{\prime} \leq w\right\} \\
& \geq w-\inf \left\{\alpha^{\prime}: H\left(w-\alpha^{\prime}, w\right)>\delta, 0<\alpha^{\prime} \leq w\right\} \\
& =f(w),
\end{aligned}
$$

where the penultimate inequality comes from the fact that $H(u, v+\eta) \leq H(u, v)$ when $u \leq v$.
Next, define the random variable

$$
Z(\hat{p}, \delta):=\inf \{z: z-\alpha(z, \delta) \geq \hat{p}\}
$$

[^16]and note that the increasing nature of $f(w)$ implies that
$$
F_{t} \geq Z(\hat{p}, \delta) \Longrightarrow F_{t}-\alpha\left(F_{t}, \delta\right) \geq Z(\hat{p}, \delta)-\alpha(Z(\hat{p}, \delta), \delta)
$$

Thus,

$$
\mathbb{P}\left(F_{t} \geq Z(\hat{p}, \delta)\right) \leq \mathbb{P}\left(F_{t}-\alpha\left(F_{t}, \delta\right) \geq Z(\hat{p}, \delta)-\alpha(Z(\hat{p}, \delta), \delta)\right)
$$

However, by definition, we have that $Z(\hat{p}, \delta)-\alpha(Z(\hat{p}, \delta), \delta) \geq \hat{p}$, so

$$
\begin{aligned}
\mathbb{P}\left(F_{t}-\alpha\left(F_{t}, \delta\right) \geq Z(\hat{p}, \delta)-\alpha(Z(\hat{p}, \delta), \delta)\right) & \leq \mathbb{P}\left(F_{t}-\alpha\left(F_{t}, \delta\right) \geq \hat{p}\right) \\
& \leq \mathbb{P}\left(F_{t}-\epsilon \geq \hat{p}\right) \quad\left(\text { for any } 0<\epsilon<\alpha\left(F_{t}, \delta\right)\right) \\
& \leq \delta
\end{aligned}
$$

Therefore, $F_{t} \geq Z(\hat{p}, \delta)$ with probability at most $\delta$, and $Z(\hat{p}, \delta)$ is a computable quantity-it is the solution $z^{*}$ to the system of equations

$$
\begin{aligned}
z-\alpha & =\hat{p} \\
H(z-\alpha, z) & =\delta \quad(\alpha<z) .
\end{aligned}
$$

If we let $\tilde{z}$ be the (upper) solution to the equation $H(\hat{p}, z)=\delta$, we see that $(\tilde{z}, \tilde{z}-\hat{p})$ is a solution to these equations. Finally, we see that $F_{t} \leq\{z: H(\hat{p}, z)=\delta\}$ with probability at least $1-\delta$.

## Appendix C

## Supplementary Material for Chapter 5

```
Algorithm 2: Power Method A [Rojas et al., 2012]
    Input: Normalized \(u^{(1)}\).
    for \(t=1\) to \(N\) do
        Perform the experiment \(y^{(t)}=G u^{(t)}+\eta^{(t)}\).
        Create the time-reversed \(\tilde{y}^{(t)}\).
        \(\mu^{(t)}=\left\|\tilde{y}^{(t)}\right\|_{2}\).
        \(u^{(t+1)}=\tilde{y}^{(t)} / \mu^{(t)}\).
        \(\hat{H}_{t}=\sqrt{\mu^{(t-1)}\left(u^{(t-1)}\right)^{\top} \tilde{y}^{(t)}}\).
    end
    return \(\hat{H}_{N}\).
```

```
Algorithm 3: Power Method B [Wahlberg et al., 2010]
    Input: Normalized \(u^{(1)}\).
    for \(t=1\) to \(N / 2\) do
        Perform the experiment \(y^{(t)}=G u^{(t)}+\eta^{(t)}\).
        Create the time-reversed \(\tilde{y}^{(t)}\).
        Perform the experiment \(z^{(t)}=G \tilde{y}^{(t)}+\eta^{\prime(t)}\).
        Create the time-reversed \(\tilde{z}^{(t)}\).
        \(\hat{H}_{t}=\sqrt{\left|\left(u^{(t)}\right)^{\top} \tilde{z}^{(t)}\right|}\).
        \(u^{(t+1)}=\tilde{z}^{(t)} /\left\|\tilde{z}^{(t)}\right\|_{2}\).
    end
    return \(\hat{H}_{(N / 2)}\).
```

```
Algorithm 4: Weighted Thompson Sampling (WTS) [Müller et al., 2017]
    Input: \(M, \lambda, \sigma, \rho_{k}^{1}=1 / K \forall k, m^{0}=0, v^{0}=\lambda^{2} I\).
    for \(t=1\) to \(N\) do
        Input design: Create the normalized input signal \(u^{(t)}\) proportional to the DFT
            power profile \(p^{t}=\rho^{t}\).
            Perform the experiment \(y^{(t)}=G u^{(t)}+\eta^{(t)}\) and obtain DFT coefficients
            \(X_{k}^{t}=Y_{k}^{t} / U_{k}^{t}\).
            Update the posterior for all \(k\) :
                \(m_{k}^{t+1}=\frac{\lambda^{2} \sum_{k=1}^{t} p_{k}^{\ell} X_{k}^{\ell}}{\sigma^{2}+\lambda^{2} \sum_{\ell=1}^{t} p_{k}^{\ell}}\).
            \(v_{k}^{t+1}=\lambda^{2} /\left(1+\lambda^{2} / \sigma^{2} \sum_{\ell=1}^{t} p_{k}^{\ell}\right)\).
            Update the posterior \(\rho^{t+1}\) :
            Draw \(s^{l} \sim \mathcal{N}_{\mathcal{C}}\left(m_{k}^{t+1}, v_{k}^{t+1}\right), \quad l=1, \ldots, M\).
            \(\rho_{k}^{t+1}=\frac{1}{M} \sum_{l=1}^{M} \#\left(\arg \max _{i}\left\{\left|s_{i}^{l}\right|\right\}=k\right)\).
            \(\hat{H}_{t}=\max _{k} \sum_{\ell=1}^{t} p_{k}^{\ell} X_{k}^{\ell} / \sum_{\ell=1}^{t} p_{k}^{\ell}\).
    end
    return \(\hat{H}_{N}\).
```


## Appendix D

## Supplementary Material for Chapter 6

## D. 1 Proof of Lemma 6.4.1

Lemma 6.4.1 (Robust Equivalence). Consider system responses $\widetilde{\boldsymbol{\Theta}}=\{\widetilde{\mathbf{R}}, \widetilde{\mathbf{M}}, \widetilde{\mathbf{N}}, \widetilde{\mathbf{L}}\}$ and $\widehat{\boldsymbol{\Theta}}=\{\widehat{\mathbf{R}}, \widehat{\mathbf{M}}, \widehat{\mathbf{N}}, \widehat{\mathbf{L}}\}$, where the latter is given by

$$
\begin{align*}
\widehat{\mathbf{R}} & =\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{R}}  \tag{6.10}\\
\widehat{\mathbf{M}} & =\widetilde{\mathbf{M}}-\boldsymbol{\Delta}_{2}\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{R}} \\
\widehat{\mathbf{N}} & =\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{N}} \\
\widehat{\mathbf{L}} & =\widetilde{\mathbf{L}}-\boldsymbol{\Delta}_{2}\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \widetilde{\mathbf{N}},
\end{align*}
$$

where by assumption $\left(I+\boldsymbol{\Delta}_{1}\right)^{-1}$ exists and is in $\mathcal{R} \mathcal{H}_{\infty}$. Let $\mathbf{G}=(A, B, C, D)$ be a given plant, and consider the following statements.
(i) $\widetilde{\boldsymbol{\Theta}}$ satisfies the robust SLS constraints for $\mathbf{G}$.
(ii) $\widehat{\boldsymbol{\Theta}}$ satisfies the $S L S$ constraints for $\mathbf{G}$.

Under the assumptions, $(i) \Longrightarrow$ (ii). Furthermore, let $\mathbf{G}^{\prime}=\left(A, B, C^{\prime}, D\right)$, and let

$$
\begin{aligned}
\boldsymbol{\Delta}_{1} & =-\widetilde{\mathbf{N}}\left(C-C^{\prime}\right) \\
\boldsymbol{\Delta}_{2} & =-\widetilde{\mathbf{L}}\left(C-C^{\prime}\right)
\end{aligned}
$$

Then, (i) is equivalent to a third statement (iii): $\widetilde{\boldsymbol{\Theta}}$ satisfies the SLS constraints for $\mathbf{G}^{\prime}$.

- (i) $\Longleftrightarrow$ (iii): The SLS constraints for $\mathbf{G}^{\prime}$ and the robust SLS constraints for $\mathbf{G}$ are identical, by the definitions of $\boldsymbol{\Delta}_{1}$ and $\boldsymbol{\Delta}_{2}$.
- (i) $\Longrightarrow$ (ii): Satisfaction of (6.9) under ( $\widetilde{\boldsymbol{\Theta}}, \mathbf{G}$ ) implies satisfaction of (6.7b) under $(\widehat{\boldsymbol{\Theta}}, \mathbf{G})$ as they are related by a linear transformation defined by

$$
V=\left[\begin{array}{cc}
\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} & 0 \\
-\boldsymbol{\Delta}_{2}\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} & I
\end{array}\right]
$$

We readily see that

$$
V\left[\begin{array}{cc}
\widetilde{\mathbf{R}} & \widetilde{\mathbf{N}} \\
\widetilde{\mathbf{M}} & \widetilde{\mathbf{L}}
\end{array}\right]=\left[\begin{array}{cc}
\widehat{\mathbf{R}} & \widehat{\mathbf{N}} \\
\widehat{\mathbf{M}} & \widehat{\mathbf{L}}
\end{array}\right] \quad \text { and } \quad V\left[\begin{array}{c}
I+\boldsymbol{\Delta}_{1} \\
\boldsymbol{\Delta}_{2}
\end{array}\right]=\left[\begin{array}{l}
I \\
0
\end{array}\right] .
$$

Next, satisfaction of (6.7a) under $(\widehat{\boldsymbol{\Theta}}, \mathbf{G})$ is implied by satisfaction of (6.7a) and (6.9) under $(\widetilde{\boldsymbol{\Theta}}, \mathbf{G})$. To see this, note that multiplying (6.9) on the right by $\left[z I-A ;-C_{2}\right]$ gives $B_{2} \boldsymbol{\Delta}_{2}=(z I-A) \boldsymbol{\Delta}_{1}$. One can then verify that

$$
\left[z I-A \quad-B_{2}\right]\left[\begin{array}{cc}
\widehat{\mathbf{R}} & \widehat{\mathbf{N}} \\
\widehat{\mathbf{M}} & \widehat{\mathbf{L}}
\end{array}\right]=\left[\begin{array}{ll}
I & 0
\end{array}\right]
$$

Finally, consider (6.7c). The second equation of (6.9), i.e.

$$
\widetilde{\mathbf{M}}(z I-A)-\widetilde{\mathbf{L}} C_{2}=\boldsymbol{\Delta}_{2},
$$

shows that $\boldsymbol{\Delta}_{2} \in \mathcal{R} \mathcal{H}_{\infty}$. Combined with our assumption that $\left(I+\boldsymbol{\Delta}_{1}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$, by the definition of $\widehat{\boldsymbol{\Theta}}$ we may assert that $z \widehat{\mathbf{R}}, z \widehat{\mathbf{M}}, z \widehat{\mathbf{N}}, \widehat{\mathbf{L}} \in \mathcal{R} \mathcal{H}_{\infty}$.

## D.1.1 Proof of Lemma 6.4.3 and Corollary 6.4.1

Lemma 6.4.3. Assume we estimate the system $g$ by a length-r FIR system $\tilde{g}$ using coarsegrained identification (output noise only) on $m$ experiments, where the inputs $\mathbf{u}^{(i)}$ are constrained to lie in a unit $\ell_{p}^{T}$ ball. Then, with probability at least $1-\eta$,

$$
\|\delta\|_{2} \leq 2 \sqrt{\log 2 \frac{\sigma^{2} r^{2 / m a x}(p, 2)}{m}}\left(1+\sqrt{2 \log \eta^{-1}}\right) .
$$

Recall the setup of Chapter 4 and the notation

$$
\Sigma(u):=\sum_{k=1}^{m} \operatorname{Toep}\left(\mathbf{u}^{(k)}\right)^{\top} \operatorname{Toep}\left(\mathbf{u}^{(k)}\right)
$$

We readily see that $\delta \sim \mathcal{N}\left(0, \sigma^{2} S\right)$ where $S=\left(\Sigma(u)^{-1}\right)_{[r]}$. Then, noting that $\|\delta\|_{2}$ is a $\sigma\left\|S^{1 / 2}\right\|$-Lipschitz function of i.i.d. standard Gaussian random variables, from concentration of measure (see Boucheron et al. [2013, Thm. 5.6]) we have that

$$
P\left(\|\delta\|_{2} \geq \mathbb{E}\|\delta\|_{2}+t\right) \leq e^{-t^{2} /\left(2 \sigma^{2}\|S\|\right)},
$$

for all $t \geq 0$. Furthermore, by Jensen's inequality,

$$
\mathbb{E}\|\delta\|_{2} \leq \sqrt{\sum_{i=1}^{r} \mathbb{E} \delta_{i}^{2}}=\sigma \sqrt{\operatorname{tr}(S)}
$$

This then gives

$$
\|\delta\|_{2} \leq \sigma\left(\|S\|^{1 / 2} \sqrt{2 \log \eta^{-1}}+\sqrt{\operatorname{tr}(S)}\right)
$$

with probability at least $1-\eta$. To probabilistically guarantee small error, we would then like to minimize the right hand side over input signals. When $\mathcal{U}$ is a unit $\ell_{p}$-ball in $\mathbb{R}^{T}$, the arguments around Lemma 4.3.6 provides relevant bounds on $S$. Since $\|S\| \leq \operatorname{tr}(S)$, in the most general case we have that

$$
\|\delta\|_{2} \leq 2 \sigma \sqrt{\log 2 \frac{r^{2 / \max (p, 2)}}{m}}\left(1+\sqrt{2 \log \eta^{-1}}\right)
$$

with probability at least $1-\eta$. If $p \in[1,2],\|S\|$ can be computed to be $\frac{1}{m}$, and we have

$$
\|\delta\|_{2} \leq 2 \sigma \sqrt{\frac{r}{m}}\left(1+\sqrt{\frac{2 \log \eta^{-1}}{r}}\right)
$$

Finally, with respect to Corollary 6.4.1, as noted in Section 4.3 we have that $\delta \sim \mathcal{N}(0, \Lambda)$, where

$$
\Lambda=\left(Z^{\top} Z\right)^{-1} Z^{\top}\left(\sigma_{w}^{2} \operatorname{Toep}(g) \operatorname{Toep}(g)^{\top}+\sigma_{\xi}^{2} I\right) Z\left(Z^{\top} Z\right)^{-1} \preceq\left(\sigma_{w}^{2}\|\mathbf{G}\|_{\mathcal{H}_{\infty}}^{2}+\sigma_{\xi}^{2}\right)\left(Z^{\top} Z\right)^{-1}
$$

where $Z:=\left[\operatorname{Toep}\left(\mathbf{u}^{(1)}\right)^{\top} \cdots \operatorname{Toep}\left(\mathbf{u}^{(m)}\right)^{\top}\right]^{\top} \in \mathbb{R}^{T m \times T}$ and the inequality comes from the stability of G .


[^0]:    ${ }^{1} L_{2}$ being the continuous-time analog of $\ell_{2}$.

[^1]:    ${ }^{2}$ The $\beta=\infty$ case for this and similar IQCs considers only the $\beta$ terms, i.e. $\Pi_{[\alpha, \infty]}=\lim _{\beta \rightarrow \infty} \beta^{-1} \Pi$.

[^2]:    ${ }^{3}$ Note that the conventional definition of "diagonally dominant" does not restrict the diagonal elements to be nonnegative.

[^3]:    ${ }^{4}$ This example was inspired by the continuous-time example given in Weiland and Scherer [2015], which showed that adding more IQCs yields better $\ell_{2}$ gain bounds.

[^4]:    ${ }^{1}$ The notation $\widetilde{O}(\cdot)$ suppresses dependence on polylogarithmic factors.

[^5]:    ${ }^{2}$ The $\mathcal{H}_{\infty}$-norm is equivalent to the $\|\cdot\|_{\infty}$ norm when viewed as a complex polynomial.

[^6]:    ${ }^{1}$ We note that our results extend naturally to the setting when $T(g)$ is the $\alpha r \times \alpha r$ upper left section for a positive integer $\alpha \geq 1$. Furthermore, one can restrict both the system coefficients $g$ and the inputs $u^{(t)}$ to be real-valued by considering the discrete cosine transform (DCT) instead of the discrete Fourier transform (DFT) in our proofs.

[^7]:    ${ }^{2}$ Code producing these plots can be found at https://github.com/rjboczar/hinf-lower-bounds-ACC. The experiments were carried out using the PyWren framework [Jonas et al., 2017].

[^8]:    ${ }^{1}$ We note that there have been recent results in the system identification literature (for example Campi and Weyer [2002] and Shah et al. [2012]) that also seek to provide non-asymptotic guarantees of model estimation quality.

[^9]:    ${ }^{2}$ We assume throughout that $\mathbf{P}_{22}$ is strictly proper-it follows that $\mathbf{K}\left(I-\mathbf{P}_{22} \mathbf{K}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ is a necessary and sufficient condition for internal stability of the closed loop system shown in Figure 6.1 [Zhou et al., 1995].

[^10]:    ${ }^{3}$ We use boldface notation for signals to reinforce the frequency-domain aspects in the sequel.

[^11]:    ${ }^{4}$ Here, $\gtrsim$ hides universal constants; see Lemma 6.4.3 for an explicit characterization.

[^12]:    ${ }^{5}$ Code for these computations can be found at https://github.com/rjboczar/0F-end-to-end-CDC.

[^13]:    ${ }^{6}$ The technique involves inverting the Chernoff bound to generate random variable tail bounds that hold with high probability with respect to the simulated instances. See the Appendix of Tu et al. [2017] for details.

[^14]:    ${ }^{1}$ In the loop-transformed case for $[\alpha, \beta]$-slope-restricted nonlinearities, the argument is more delicate. See Freeman [2018] for a rigorous discussion.

[^15]:    ${ }^{2}$ The precise version of this statement (much like many classical IQC-based arguments) would instead invoke the "extended" space $\ell_{2 \mathrm{e}}$ but we leave those technical details aside.

[^16]:    ${ }^{1}$ We thank Stephen Tu, Max Simchowitz, and Kevin Jamieson for their help in rigorously analyzing this idea.

