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Control of Caenorhabditis elegans germ-line
stem-cell cycling speed meets requirements of
design to minimize mutation accumulation
Michael Chiang1,2, Amanda Cinquin1,2, Adrian Paz1,2, Edward Meeds3, Christopher A. Price1,2, Max Welling3,4

and Olivier Cinquin1,2*
Abstract

Background: Stem cells are thought to play a critical role in minimizing the accumulation of mutations, but it is not
clear which strategies they follow to fulfill that performance objective. Slow cycling of stem cells provides a simple
strategy that can minimize cell pedigree depth and thereby minimize the accumulation of replication-dependent
mutations. Although the power of this strategy was recognized early on, a quantitative assessment of whether and
how it is employed by biological systems is missing.

Results: Here we address this problem using a simple self-renewing organ – the C. elegans gonad – whose overall
organization is shared with many self-renewing organs. Computational simulations of mutation accumulation
characterize a tradeoff between fast development and low mutation accumulation, and show that slow-cycling stem
cells allow for an advantageous compromise to be reached. This compromise is such that worm germ-line stem cells
should cycle more slowly than their differentiating counterparts, but only by a modest amount. Experimental
measurements of cell cycle lengths derived using a new, quantitative technique are consistent with these predictions.

Conclusions: Our findings shed light both on design principles that underlie the role of stem cells in delaying aging
and on evolutionary forces that shape stem-cell gene regulatory networks.
Background
Mutation accumulation is thought to drive aging, car-
cinogenesis, and the increased incidence of birth de-
fects with parental age. Mutations can be accrued as
the result of exogenous DNA damage caused by radi-
ation or mutagens, or as the result of errors in DNA
replication. An intricate cell machinery maintains the
genome by detecting and repairing both DNA lesions
and replication errors [1], strongly suggesting that
minimization of mutation accumulation is an import-
ant performance objective for cells and organisms. Yet
both eukaryotes and prokaryotes accumulate muta-
tions at a rate higher than set by physical limits – as
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shown strikingly in the case of prokaryotes by the ex-
istence of anti-mutator mutants with lower mutation
rates than wild-type [2]. Although in the case of some
eukaryotes higher-than-optimal mutation rates are
likely due in part to low population sizes causing gen-
etic drift [3], a more general possible explanation is
that genome maintenance comes at a substantial cost
in terms of metabolic resources or delays in DNA rep-
lication [4–7]. Strategies that do not incur a strong
metabolic or speed penalty would thus likely be ac-
tively sought out by evolution.
Stem cells are expected to play a major role in strat-

egies to minimize the accumulation of mutations in
tissues. Since stem cells stand at the top of cell line-
ages, they can help minimize this accumulation by
maintaining a high-quality genome and periodically re-
freshing a pool of cells that accumulate mutations at a
higher rate but that are only transiently present in the
tissue. Stem cells can maintain a high-quality genome
in essentially two ways. One possibility is for stem cells
le is distributed under the terms of the Creative Commons Attribution 4.0
.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
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to be intrinsically more resistant to mutation accrual
(for example, because of a reduction in metabolic ac-
tivity that lowers oxidative stress [8], or because of
more vigorous scavenging of reactive oxygen species),
or to undergo more active or less error-prone DNA
damage repair – likely at the cost of increased meta-
bolic expenditures or slow DNA replication. The other,
independent possibility is simply for stem cells to cycle
less frequently, and therefore incur fewer replication-
dependent mutations over the organism’s lifespan.
Asking whether and how organisms implement this
strategy, which was proposed by Cairns [9, 10], re-
quires a theoretical approach that asks how it should
be implemented in practice, and an experimental ap-
proach that asks whether theoretical predictions are
met.
Previous studies with a theoretical emphasis have ex-

plored particular principles governing the ratio between
the speed at which stem cells cycle and the speed at
which their differentiating descendants cycle. For ex-
ample, one study defined a performance objective as
minimizing the chance of multiple mutational “hits”
causing cancer, not considering the speed of develop-
ment, and assumed an intrinsic difference in mutation
rates between stem cells and their differentiating descen-
dants [11]; slower stem-cell cycling was reported to be
favored when the stem-cell mutation rate was orders of
magnitude lower than that for other cells. Another study
focused on speed of development as a performance ob-
jective, not considering mutation accumulation, and
found that the relative stem-cell cycle speed should be
high during the first phase of development before
abruptly switching to a lower value, following the “bang-
bang” principle of control theory [12]. Because both muta-
tion minimization and speed of development are perform-
ance objectives relevant to biological systems, here we
ask how the slow stem-cell cycling principle outlined
by Cairns applies when considering these objectives
jointly. The model self-renewing organ we use for this
purpose – the C. elegans hermaphroditic germ line – is
such that both performance objectives are accessible, as
detailed below.
A number of experimental studies have addressed cell

cycle properties of stem cells in various contexts. In ver-
tebrates, although stem cells are thought to reside often
in a quiescent state, many organs maintain stem-cell
populations that cycle fast (e.g. [13]). Such fast-cycling
populations appear to be supported by “reserve” popula-
tions that cycle less frequently and that are, for example,
mobilized upon injury [14, 15]. Multiple stem-cell sub-
populations can thus exist in the same organ; since their
discovery is often prompted by the use of new markers
or combinations of markers, more are likely to be dis-
covered in the future. These multiple subpopulations,
whose properties and relative contributions to tissue
homeostasis can be difficult to measure over extended
periods of time and often generate debate (e.g. [16, 17]),
make it challenging to test quantitatively whether cell
cycle control follows the pedigree-depth minimization
principle. Such a test is thus best performed in an ex-
perimental model system where the contribution of all
proliferating cells can be readily assayed.
The C. elegans germ line provides a stem-cell model

system that is highly amenable to stem-cell cycle studies
[18–21]. This germ line is contained in tube-like gonadal
arms, with stem cells located at the distal end within a
mitotic zone (MZ; Fig. 1). The stem cells ensure self-
renewal throughout life, compensating for cell loss to
spermatogenesis, which occurs during larval develop-
ment, and oogenesis and apoptosis that occur during
adulthood. The MZ contains cycling cells and expresses
factors driving the cell cycle – such as the worm
homologue of cyclin E, CYE-1 [22] – throughout the 20
cell rows that it spans. The MZ is patterned along its
distal–proximal axis, notably by counteracting gradients
of the Pumilio homologues FBF-1 and FBF-2, which pro-
mote the stem-cell fate [23, 24], and of factors such as
GLD-1 that promote differentiation [25] (Fig. 1). These
factors define steps of differentiation within the MZ, at
rows ~6–8 and ~12 from the distal end [26], before the
overt meiosis observed at row ~20. Cells do not undergo
active migration from one zone to the other, but rather
are displaced along the distal–proximal axis; their differ-
entiation state progresses accordingly. The spatial layout
of the MZ is important because it obviates the need for
fine markers to assay differentiation states – distance to
the distal end is a reliable differentiation marker – and
because it makes it straightforward to assay the prolifer-
ative contribution to the tissue of all cell subpopulations.
Although no spatial differences in cell cycle length were
found in previous studies [27], variation in M-phase
index hints at different cell cycle behavior along the
distal–proximal axis [28].
Because of its predominantly selfing mode of

reproduction, the C. elegans mutation rate is expected to
be low: a high mutation rate would have led to rapid ex-
tinction of the species via Mueller’s ratchet [29, 30]. Indeed,
the C. elegans mutation rate was found to be ~3 × 10−9

[31] or ~10−8 [32] per site per generation, slightly lower
than the human rate [33–37]. The C. elegans gonad thus
provides a highly suitable model system to ask how organs
minimize the accumulation of mutations, and what role
stem cells play in that minimization.
To address the role of stem cells in minimizing mutation

accumulation, we built models of cell cycling and mutation
accrual, and optimized their parameters computationally.
We find that when taking into account constraints on
speed of development and reproduction, C. elegans



Fig. 1 Organization of the C. elegans hermaphroditic gonadal arm. A mitotic zone (MZ) contains stem cells at the distal end, which ensure organ
self-renewal as cells are consumed proximally for spermatogenesis (during larval development) or oogenesis and apoptosis (during adulthood).
Differentiation of mitotic cells is controlled by opposing factors such as FBF-1/2 and GLD-1, expressed in opposing gradients. The cell cycle
regulator cyclin E1 (CYE-1) is expressed throughout the MZ. Subregions are shown that are considered in cell cycle analysis: distal-most
mitotic zone (DMMZ), medial mitotic zone (MMZ), and proximal mitotic zone (PMZ). Cell position can be measured by the number of rows
to the distal end (rows 1 to 19 are numbered)
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germ-line stem cells should cycle more slowly than their
differentiating counterparts, but that the difference should
only be approximately twofold. Using a new quantitative
analysis technique, we show that this prediction is borne
out experimentally. We further show that slower stem-cell
cycling could be due at least in part to fine-tuning along
the distal–proximal axis of expression of the cell cycle
regulator CYE-1, consistent with a previously identified
motif in the germ-line gene regulatory network whose po-
tential significance is highlighted by our approach.

Results
Slow-cycling progenitors can minimize replication-
dependent mutations by balancing pedigree trees
Many organs are generated and subsequently self-renew
by amplification of a progenitor cell through multiple
rounds of cell division. The magnitude of the accumula-
tion of DNA replication-dependent mutations that re-
sults from this amplification is heavily dependent on the
cell cycle control strategy that is followed. Accumulation
of replication-dependent mutations is best understood
by considering the pedigree of all cells that descend from
the primordial progenitor (Fig. 2a–c). This pedigree
forms a structure known in computer science as a binary
tree, where in this case each cell has either zero or two
descendants. We define the pedigree depth of a cell as
the number of divisions separating a cell from the primor-
dial germ cell. The average number of replication-
dependent mutations in an organ is then proportional to
the average pedigree depth. Average pedigree depth is
minimized when trees are balanced, i.e. when no pairs of
cells at the bottom of the tree have pedigree depths that
differ by more than one [38, 39]. The performance of cell
cycle control strategies in terms of replication-dependent
mutation accumulation can thus be assayed by the balance
in the cell pedigree trees that they produce.
The strategy that minimizes pedigree depth and thus

replication-dependent mutation accumulation has sig-
nificant drawbacks. This strategy produces a balanced
pedigree tree by maintaining an expanding pool of pro-
genitors in which all cells keep cycling at the same rate
until the time the organ has reached its final set number
of cells (Fig. 2a). It precludes the differentiation of cells
before that time, requires a large pool of progenitors,
and is impractical for organs that must undergo self-
renewal throughout life. Early cell differentiation and
small progenitor pools are made possible by the naive al-
ternative strategy that consists of maintaining a lineage
of asymmetrically dividing progenitors – but this comes
at the cost of an unbalanced pedigree tree and thus in-
creased pedigree depth (Fig. 2b). A third strategy is pos-
sible that compromises between the two previous
strategies: a population of long-lived slow-cycling pro-
genitors divides asymmetrically to self-renew and to give
rise to faster-cycling progenitors that only persist transi-
ently before differentiating. This strategy, which we refer
to as the pedigree-depth quasi-minimization strategy
hereafter, can lead to a highly balanced pedigree tree
while allowing early production of differentiated cells
and small progenitor pool size (Fig. 2c).

Organ spatial structure and cell cycle length distribution
can be exploited for beneficial shaping of pedigree trees
How can organs control differentiation of fast- and
slow-cycling progenitors to implement the pedigree-
depth quasi-minimization strategy? This compromise
strategy requires control of the transition from the fast-
cycling to the slow-cycling state, and control of the
number of cycles the faster-cycling population under-
goes before differentiation. Many organs have a spatial
structure with stem cells located in a niche and cells
outside of the niche undergoing differentiation (Figs. 1
and 2d–f ). This structure can provide for simple control
of both the transition between the stem cell and differ-
entiated states and the transition between slow- and
fast-cycling states, if cells are displaced from the niche
as a result of proliferation, and if the transitions are con-
trolled by distance to the niche. We considered a simple
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(See figure on previous page.)
Fig. 2 Slow-cycling stem cells allow for an advantageous tradeoff between pedigree-depth minimization and early production of differentiated
cells. a Average pedigree depth (P.D.) of differentiated cells, defined as the average number of divisions between differentiated cells and the
founding progenitor, is minimized by balanced trees (i.e. trees where no pair of cells at the bottom of the tree has pedigree depths that differ by
more than one), but differentiated cells (yellow) are not produced until all cells have finished dividing. In this optimal configuration, P.D. = log2(n)
where the total number of cells to be produced n = 8. β is the tree balance as defined by [39] (range: 0–0.5, with 0.5 corresponding to perfect
balance). The gray outline indicates sister subtrees that are the least balanced (most relevant to b and c). The time axis units are given in rounds
of cell division. The individual pedigree depth of differentiated cells is shown as the inset number. b Early production of differentiated cells can
be obtained by successive rounds of asymmetric divisions of a progenitor cell (blue), at the cost of a substantial increase in average pedigree
depth. c Pedigree trees can be shaped to allow for early differentiated cell production without incurring a large pedigree-depth penalty. d–f Pedigree
tree shape can be controlled by modulating the cycling speed of a stem cell located at the distal end of a model tubular organ. Cells are pushed out
toward the proximal end as a result of proliferation, and differentiate when reaching a threshold distance from the distal end (yellow). α is the ratio of
the cycling speed of non-stem cells to the cycling speed of the stem cell (the higher α, the lower the relative stem-cell cycle speed). Inset numbers
show cell pedigree depth as in (a–c). d If only the stem cell cycles, the pedigree tree is similar to that in (b) and the average pedigree depth is
high. e If the stem-cell cycles are ~30 % slower than other cells in the MZ, the pedigree-depth tree is more balanced. f It is not beneficial for
the stem cell to cycle more slowly than in (e): pedigree depth increases as a result of the increased cycling that other cells in the MZ must
undergo to produce the desired cell number. g There exists a single optimal value of α that minimizes the average pedigree depth within the
context of models shown in (d–f); the optimal α increases as the total number n of cells to be produced increases (compare blue, red, and
green curves). In other words, the more cells in total are to be produced, the slower stem cells should cycle to preserve the low pedigree depth
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model organ organized along a single axis, in which cell
proliferation pushes cells away from the niche and in
which cells speed up in their cell cycle as their distance
to the niche increases – but leave the cell cycle and
differentiate after reaching a threshold distance (set to
three cell rows for illustration purposes in Fig. 2). A
cell cycle speed ratio of ~1.3 between stem cells and
differentiating cells yields lower pedigree depth than
both lower and higher ratios (Fig. 2d–f ). The optimal
cell cycle speed ratio increases as the total number of
cells to be produced increases (Fig. 2g).

An approximately twofold slowdown in stem-cell cycle
length optimizes C. elegans germ-line mutation
accumulation
What is the optimal compromise between minimization
of mutation accumulation and early production of differ-
entiated cells, and what is the resulting optimal stem-
cell cycling speed? The answers to these questions de-
pend on the relative costs of mutation accumulation and
of delaying the production of differentiated cells. We
tackle this problem within the context of the C. elegans
hermaphroditic gonadal arm, which over the reproduct-
ive lifetime of an individual produces ~3000 cells that
differentiate by entering meiosis. Cells leaving the MZ
ensure compensation of germ-cell loss to apoptosis and
gametogenesis, maintaining gonadal arm cell numbers at
a rough steady state of ~1000 during adulthood (Fig. 1).
Only 220 meiotic cells give rise to gametes on average;
others contribute to oocyte growth by streaming cyto-
plasmic content [40] and can undergo apoptosis. The
germ-line mutation rate is low (3 × 10−9 to 10–8 per site
per generation [31, 32]) and timing of reproduction is
critical to worm fitness [41]. Therefore, both minimization
of mutation accumulation and early production of differ-
entiated cells are important performance objectives for the
worm germ line. We first sought to establish whether
the MZ’s tubular organization can efficaciously
minimize pedigree depth when combined with a cell
cycle gradient. The minimal average pedigree depth of
the ~3000 germ cells produced over the lifetime of a
gonadal arm is log2(3000) = 11.55. This minimal value
can only be reached by keeping all cells in a cycling
state until the time the population number reaches its
final value; the body of a young adult C. elegans herm-
aphrodite could most likely not fit such a high number
of germ cells. We thus asked whether average pedigree
depth of differentiated cells can be minimized to a
value close to its theoretical minimum even with an
MZ of limited size. We used the simulations outlined
in Box 1 and detailed in “Methods.” The length of the
mitotic cell cycle was modeled as a linear gradient,
varying from 2.8 h at the proximal edge of the mitotic
zone to a value at the distal end that was free to vary
above a minimum of 2.8 h (2.8 h is the shortest cycle
length we observed experimentally during germ-line
development; Fig. 3a and experimental results detailed
in the following). The value at the distal end was
allowed to vary between each of four ranges of develop-
mental stages (pre-L4 larval stages, L4 stage, L4 + 1 day
i.e. first day of adulthood, and L4 + 3 days); however, the
MZ length and width did not vary between developmental
stages. Thus, this simulation had six free parameters: MZ
width and length (sampled such that total MZ cell number
was no more than 2000), and distal cell cycle length for
each developmental stage. These six parameters were opti-
mized as described in “Methods” to minimize pedigree
depth of the first 3000 differentiated cells. The minimal
pedigree depth, achieved with an MZ comprising 359
cells, was 11.74 (Table 1, optimization 1; full optimization
results are given in Additional file 1: Table S1); this is close
to the theoretical minimum of 11.55.



a

b

Box 1 Simulation setup. Agent-based simulations used to characterize the dependence of pedigree depth on the spatiotemporal profile of cell
cycle lengths comprised control of cell cycle length by position along the distal–proximal axis, cell movement through the mitotic and meiotic
zones, and eventual differentiation or apoptosis. The spatial domain of the MZ was defined by a lattice of positions that could be occupied by at
most one cell at a time. The lattice was rectangular (with length and width that were either predetermined or that were set by parameters over
which optimization was performed), or had a shape defined from experimental measurements. The lattice was seeded with a single primordial
cell located at the distal end. As this cell divided, its descendants filled the MZ first width-wise and then length-wise, with daughter cells being
pushed laterally or proximally as cells behind them (i.e. more distal to them) divided. To mimic the cone-like structure of the gonad, cells at either
end of a given row could be displaced in a way that they wrapped around to the other end of the same row (a, red arrow). Once daughter cells
were pushed beyond the last MZ row, they exited the mitotic cell cycle and differentiated by entering the meiotic zone. The meiotic zone was
modeled as a first-in-first-out queue, with cells entering at the distal end as they left the MZ, and exiting at the proximal end as they underwent
apoptosis or matured as an oocyte. The length of the mitotic cell cycle was modeled as a linear gradient, controlled at the distal end of the MZ
and at its proximal end by two parameters with value greater than 2.8 h (b, double-ended arrows; some cell cycle fit simulations allowed for a
third, more proximal control point shown with a dashed line; see “Results”). Depending on the kind of simulation, cell length values at the control
points were allowed to change at various developmental stages (see Table 1); in this case, the cell cycle length was linearly interpolated along
the time axis in addition to the space axis.
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We next asked whether the cell cycle gradient present
along the distal–proximal axis played a substantial role
in minimizing pedigree depth in optimization 1. We per-
formed a second optimization that was identical to the
first except that cell cycle length was fixed both in space
and in time, and constrained total MZ cell number to be
no more than the optimum for optimization 1 (359
cells); the minimal pedigree depth was 13.94 (Table 1,
optimization 2). Note that temporal freedom in cell cycle
length does not make any difference to pedigree depth
in the absence of spatial freedom, since a fixed number
of cells are produced. The difference between optimiza-
tions 1 and 2 can thus be fully ascribed to the lack of
spatial freedom in optimization 2. We next performed a
third optimization that lifted the total MZ cell number
constraint in optimization 2, and found that even with-
out that constraint, the minimal pedigree depth was
12.05, still higher than when a cell cycle gradient is
allowed (Table 1, optimization 3). Lastly, when changing
optimization 2 to fix MZ cell number to 200 – the ap-
proximate number of actively cycling cells determined
from experimental data (see “Methods”) – the pedigree
depth was 17.20 (Table 1, optimization 4), a high value
that further underscores the importance of cell cycle
gradients. Overall, germ-cell pedigree depth can be effi-
caciously minimized by slow cycling of stem cells and
differentiation of cells pushed away from the niche.
We next focused on germ cells that become gametes,

because only they can transmit mutations to future gen-
erations. The majority of germ cells do not undergo
gametogenesis but instead undergo apoptosis [42] (apop-
tosis starts occurring at the same time gonads switch to
oogenesis at the end of larval development). The pro-
duction of the ~220 germ cells with a gamete fate is
intertwined through time with the production of ~3000
meiotic cells whose eventual fate is not gametogenesis.
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(See figure on previous page.)
Fig. 3 Experimental analysis of C. elegans germ-cell cycling. a Time course of larval germ-cell proliferation at its onset. A fit assuming exponential
growth gave a cell cycle length of 3.4 h for early germ-line development. b–e Spatial cytometry reveals qualitative differences in cell cycle behavior
along the distal–proximal axis of the C. elegans germ-line MZ. b Cell cycle phase indices change as a function of distance to the distal end (as measured
in cell rows), both at the L4 stage and at L4 + 1 day; in particular, the G2 index is higher distally at the expense of the S-phase index. Cell cycle
phase indices were determined by pulse-fixing worms with the S-phase label EdU and quantification of DNA contents. Thin lines show 95 %
bootstrap confidence band. Arrows show the position at which the G2 index starts to rise, which was used to define the proximal end of the
MMZ. c–f Different progression of EdU-positive and EdU-negative cell populations at L4 (c, d) or L4 + 1 day (e, f). c, e Cell cycle progression
after EdU pulse-chase differs between DMMZ (top row) and MMZ (bottom row). DNA content histograms are shown for EdU-positive cells
(blue) and EdU-negative cells (red), for a range of chase times (one chase time per column). Overall, DNA content histograms cycle as
expected as cells progress through the cycle; the original DNA content histogram is approximately reconstituted by 5–6 h. But crucially, DMMZ
and MMZ histograms show statistically significant differences (subset highlighted by arrows; Additional file 2: Tables S2 and S3) that suggest that MMZ
cells cycle faster; for example, at L4, the higher incidence of low DNA content, EdU-positive cells at the 2 h chase time in the MMZ suggests that
these cells underwent division earlier than in the DMMZ. d, f Independent analysis of EdU pulse-chase data confirms that MMZ cycles faster
than DMMZ. The fraction of EdU-labeled mitoses (FLM) in the DMMZ and MMZ is shown for the same chase times as in (c, e). Significant differences,
as expected for faster MMZ cycling, are apparent at L4 for the 1 h, 3 h, and 8 h time points (p < 4 × 10–3 with Bonferroni correction; Additional file 2:
Table S4) and at L4 + 1 day for the 2 h, 5 h, and 8 h time points (p < 0.02 with Bonferroni correction; Additional file 2: Table S5)
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The minimal average pedigree depth of gametes is thus
larger than the minimal average pedigree depth for 220
cells that are the only descendants of a primordial pro-
genitor – i.e. log2(220) = 7.78 – and likely smaller than
the minimal average pedigree depth for 3000 cells – i.e.
log2(3000) = 11.55. We extended our model to take into
account the extensive apoptosis that occurs in the germ
line, and asked how well the pedigree depth of the germ
cells that escape apoptosis and undergo gametogenesis
can be minimized. Using an apoptosis probability de-
rived from experimental data and that increases with
germ-line replicative age (Table 2; “Methods”) and loose
constraints on MZ size, we identified a minimal gamete
pedigree depth of 9.62, achieved with an MZ that was
112 cell diameters long and one cell diameter wide
(Table 1, optimization 5, which is set up in an identical
way to optimization 1 except for the change to gamete
pedigree-depth minimization). This gamete pedigree
depth, achieved with a steep cell cycle gradient that is
further discussed below, is substantially lower than the
theoretical minimum of 11.55 for the production of
3000 cells. It is also lower than the minimal pedigree
depth of the first 3000 cells, because differentiated cells
produced early in development (which have a lower
pedigree depth) are more likely to become gametes than
differentiated cells produced later. We next ran an
optimization identical to optimization 5 except that it
constrained MZ dimensions to 30 × 30 rows, closer to
experimental MZ dimensions, which led to a minimal
increase of optimal pedigree depth to 9.65 (Table 1,
optimization 6). The cell cycle gradient present along
the distal–proximal axis plays a substantial role in min-
imizing pedigree depth: with a cell cycle length fixed in
space and time, the minimal pedigree depth was 9.91
without constraints on MZ size (Table 1, optimization
7). Note that again temporal freedom in cell cycle length
does not make any difference to pedigree depth in the
absence of spatial freedom, because inputs to the
simulations that are not optimized over are defined in
terms of cell divisions rather than elapsed time (see sec-
tion “Derivation of experimental numbers required for
optimizations” in “Methods”). Overall, gamete pedi-
gree depth can be efficaciously minimized by slow
stem-cell cycling even when the size of the stem-cell
pool is constrained.
Having established that the simple rules we used for

control of germ-cell cycling and differentiation make it
possible to minimize gamete pedigree depth, we turned
to the tradeoff between pedigree-depth minimization
and speed of reproduction. The cell cycle speed profiles
reported above that minimize gamete pedigree depth
(Table 1, optimization 5) would cause slower germ-line
development than is experimentally observed. Assuming
that a minimal gonad size is required before oogenesis
begins, for example because of the role of meiotic cells
in streaming content to oocytes [40], a slower develop-
ment rate delays the onset of reproduction. Using a
matrix population model (see “Methods”), we computed
that the slower reproductive schedule imparted by the
optimal cell cycle profile derived from optimization 5
leads to a sixfold increase in population doubling time
compared to a flat cell cycle length profile fixed at 2.8 h
(76 h vs. 12 h, respectively). This delay would lead to a
fitness loss sufficiently large for natural selection to act
upon, since mutants with a developmental delay as small
as 2.6 h can be outcompeted by wild-type organisms
[41]. To ask where the optimum between pedigree-
depth minimization and fast reproduction lies, we de-
fined a fitness value that captures the effects of delays in
the reproductive schedule due to slow stem-cell cycling
and of long-term mutational load stemming from
replication-dependent mutations (the equation and details
are given in “Methods”). The impact of replication-
dependent mutations depends on the deleterious mutation
rate U, for which only indirect estimates are available
(see “Methods”). Using U = 0.03 following [43] or the



Table 1 Optimization results derived using simulations of cell cycling

Objective function Free parameters Optimization setup Optimization result

P.D.
first
3000
cells

P.D.
gametes

Aggregate
fitness

MZ
length

MZ
width

L2 cell
cycle

L4, L4 +
1, L4 +
3 cell cycle

Single
cell
cycle
length

Prod.
constraints

Exp.
geometry

Pre-meiotic
arrest

Max. MZ
cell number

Max. MZ
length/
width

Notes Objective
function
optimum

Optimal
MZ
length

Optimal
MZ
width

α
L4

α L4 + 1

Optimization 1 ✓ ✓ ✓ ✓ ✓ 2000 2000 11.74 359 1 709 198

2 ✓ ✓ ✓ ✓ 359 2000 13.94 1 359 – –

3 ✓ ✓ ✓ ✓ 2000 2000 12.05 1523 1 – –

4 ✓ ✓ ✓ ✓ 200 2000 17.20 1 200 – –

5 ✓ ✓ ✓ ✓ ✓ 2000 500 9.62 112 1 48 91

6 ✓ ✓ ✓ ✓ ✓ 2000 30 9.65 18 12 3.50 1.36

7 ✓ ✓ ✓ ✓ 2000 2000 9.91 1 216 – –

8 ✓ ✓ ✓ ✓ ✓ – – 1 1.01 – – 1.00 1.02

9 ✓ ✓ ✓ ✓ ✓ – – 1 1.00 – – 1.00 1.01

10 ✓ ✓ ✓ ✓ ✓ 500 30 9.72 19 12 2.14 1.94

11 ✓ ✓ ✓ ✓ ✓ – – 9.85 – – 2.30 1.43

12 ✓ ✓ ✓ ✓ ✓ – – 2 8.88 – – 2.34 2.79

13 ✓ ✓ ✓ ✓ ✓ – – 3 8.85 – – 0.63 0.71

Notes on optimizations:
1: Optimization 8 was run with deleterious mutation rate U = 0.03, and optimization 9 with U = 0.48
2: Optimization 12 assumes a mutation rate dependent on cell cycle speed
3: Optimization 13 assumes that distal cells preserve an immortal DNA strand
Each row shows results for one kind of problem, defined by the objective function to optimize (PD or pedigree depth; see main text and “Methods” for details), the parameters that are free to evolve within bounds
during the optimization procedure (which can include MZ dimensions and distal cell cycle lengths at various stages), and other characteristics grouped under “Optimization setup.” Results shown are derived using a
grid search (see “Methods”) α is the ratio of cell cycle lengths between the distal end of the DMMZ and the proximal end of the MMZ (slower distal cell cycle for α > 1). See Additional file 1: Table S1 for an extended
version of this table, including credible intervals derived from Markov chain Monte Carlo (MCMC)
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Table 2 Apoptosis probabilities used in mutation accumulation
simulations

Cell sequence index Stage of meiotic zone exit Apoptosis probability

1–210 L3 - L4 + 1 68 %

211–682 L4 + 1 - L4 + 2 83 %

683–1150 L4 + 2 - L4 + 3 86 %

1151–1478 L4 + 3 - L4 + 4 98 %

1479 onward L4 + 4 onward 99 %

Probabilities are given as a function of the sequence index of cells leaving the
MZ (cells leave the mitotic and meiotic zones in the same order), and
computed from cell cycle and germ-cell count data as described in “Methods”;
primary spermatocytes do not undergo apoptosis
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substantially higher value U = 0.48 following [44], we
found that the distribution of cell cycle speeds that
maximizes this fitness is one where all cells cycle essen-
tially as fast as permissible – which comes at the cost
of sub-optimal germ-cell pedigree depths (Table 1; op-
timizations 8 and 9). Therefore, within the context of
the C. elegans germ line, the pressure for slow stem-
cell cycling to minimize pedigree depth is strong only
as long as this slow cycling does not delay the repro-
ductive schedule.
We thus asked which MZ dimensions and cell cycle

profile minimized pedigree depth while allowing for a
speed of germ-line development and reproduction that
were at least as high as determined experimentally by
germ-cell counts and rates of oocyte production
(“Methods”; Table 3). We ran an optimization identical
to optimization 6, except that we introduced develop-
ment and reproduction rate constraints, reduced the
maximum MZ cell number to enhance computational
tractability, and fixed cell cycle length at larval stage L2
to its experimentally determined value of 3.4 h. The lat-
ter change was important because a short L2 germ-cell
cycle is favored by optimizations, which get close to the
2.8 h limit (optimizations 5, 6, 8, and 9; Additional file 1:
Table S1); yet the germ-cell cycle at that stage is longer
(3.4 h, Fig. 3a), possibly because of physical constraints
Table 3 Meiotic cell production constraints enforced on
optimizations 10–13

Stage Time window Gametes produced

L2 to L4 30 h 44 primary spermatocytes

L4 to L4 + 1 24 h 23 oocytes

L4 + 1 to L4 + 2 24 h 83 oocytes

L4 + 2 to L4 + 3 24 h 64 oocytes

L4 + 3 to L4 + 4 24 h 5 oocytes

L4 + 4 to L4 + 5 24 h 1 oocyte

The numbers are derived from the average reproductive schedule measured
from n = 19 worms by counting progeny laid at days 1 to 7 of adulthood, and
dividing the total of number of progeny by 8 for primary spermatocytes (since
one primary spermatocyte gives rise to four sperm, and since there are two
gonadal arms per worm), and the daily counts by 2 for oocytes
beyond the scope of our simulations (such as limited nu-
trient availability in early larvae whose intestine is substan-
tially smaller than that of L4 larvae). This optimization
minimized pedigree depth to a value of 9.72 (Table 1,
optimization 10; Additional file 1: Table S1). For compari-
son, a flat profile produced progeny with average pedigree
depth of 9.96; the advantage afforded by the cell cycle gra-
dient is thus ~0.2 fewer divisions in the germ-cell lineage
per generation, i.e. ~0.1 divisions per day given the C. ele-
gans generation time of 2–3 days. Optimal MZ dimen-
sions were 19 cells long by 12 cells wide (95 % credible
intervals: 17–22 × 10–13), and the optimal cell cycle gra-
dient amplitude was approximately twofold (95 % credible
intervals for ratio: 1.81–2.11 at L4 and 1.34–2.62 at L4 + 1
day). Experimentally determined dimensions are 19.3 cells
along the long axis (n = 157 gonadal arms, 95 % rank sum
confidence interval, CI = 19.0–19.5) and 13.5 cells on
average along the short axis (n = 157 gonadal arms, 95 %
rank sum CI = 13.1–13.7). Optimal dimensions derived
from simulations are thus in remarkably close agreement
with experimental measurements. Predicted cell cycle
lengths are very similar whether they are derived using the
rectangular geometry predicted to be optimal, or the ex-
perimentally characterized cone-like geometry that also
contains pre-meiotic cells that have left the cell cycle and
whose prevalence is forced to follow the experimentally
characterized profile along the distal–proximal axis
(Table 1, compare optimizations 10 and 11; see section
“Rules for leaving the cell cycle” in “Methods” for pre-
meiosis details). These predicted cell cycle lengths are also
in close agreement with experimental measurements, as
shown in the next section.
Finally, we asked how the optimal cell cycle profile is

affected by two putative mechanisms that alter the ac-
crual of replication-dependent mutations and their dis-
tribution to daughter cells. We first considered a model
according to which the accrual of mutations is inversely
proportional to the speed of the cell cycle, e.g. because a
slower cell cycle could leave more time for proofreading
and correction of replication errors. This leads to a cell
cycle length gradient that is marginally steeper than
when mutation accrual is independent of cell cycle speed
(Table 1, optimization 12; compare to optimization 11).
We next considered an “immortal strand” model, in
which stem cells located in row 1 do not retain muta-
tions caused by DNA replication, which are instead
passed on to daughter cells. According to this model, it
is optimal for stem cells to cycle quickly, because muta-
tions are flushed out of the tissue by stem-cell cycling
(Table 1, optimization 13). This prediction is at odds
with experimental measurements shown in the next sec-
tion, and we thus do not consider it further.
Overall, considering the performance objectives of

mutation minimization and timely reproduction allows
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us to make qualitative and quantitative predictions about
the germ-line cell cycle profile. First, starting from L4,
cells in the distal MZ should cycle more slowly than
cells in the proximal MZ (see e.g. optimizations 10 and
11); this difference should persist in adulthood. Second,
the cell cycle speed difference between distal and prox-
imal MZs should be of the order of twofold. To test
these predictions, we set out to quantify cell cycle speed
along the MZ distal–proximal axis in worms at the L4
and young adult stages.

Cell cycle speed varies ~1.5-fold along the distal–proximal
axis
To measure germ-line cell cycle speed, we performed
pulse-chase labeling using the thymidine analog EdU,
which is incorporated by cells in S phase. To distinguish
between different cell types within the MZ, we quantified
fluorescence intensities of cells segmented from confocal
images of intact gonadal arms; this allowed us to record
the distance of each cell to the distal end as well as DNA
and EdU contents (see “Methods” for details). We first ex-
amined the distribution of cell cycle phase indices along
the distal–proximal axis of the gonad (Fig. 3b). A sharp in-
crease in the proportion of G2 cells occurs at rows 15 (L4
stage) or 11 (L4 + 1 day, i.e. young adult stage). This is
consistent with an increasing proportion of cells having
entered the early stages of meiosis as they move proxim-
ally from that position, and with the ~123 cells distal to
that position providing most of the proliferative activity
in adults [45] (see “Methods”). To focus on mitotic
cells, we first analyzed the distal-most 15 rows (L4
stage) or 11 rows (L4 + 1 day). In the following, we fur-
ther subdivide this region into a distal region referred to
as distal-most MZ (DMMZ) comprising rows 1–8 (L4
stage) or 1–6 (L4 + 1 day) and a more proximal region re-
ferred to as medial MZ (MMZ) comprising rows 9–15 (L4
stage) or 7–11 (L4 + 1 day; see Fig. 1).
We first looked for qualitative differences in cell cyc-

ling along the distal–proximal axis of the gonad. Com-
parisons of DNA content for EdU-negative and EdU-
positive populations in the DMMZ and MMZ regions
revealed differences consistent with the MMZ cycling
more quickly than the DMMZ (Fig. 3c, e; p < 0.02 for
nine populations at a total of five time points; Kolmogo-
rov–Smirnov tests with Bonferroni correction shown in
Additional file 2: Tables S2, S3). To confirm this result
we analyzed the data in an independent way, scoring the
fraction of labeled mitoses (FLM) [46]. We also found
significant differences compatible with faster cycling
of the MMZ (Fig. 3d, f; p < 0.02 at six time points;
categorical chi-square tests with Bonferroni correction;
Additional file 2: Tables S4, S5).
We next quantified the differences in cell cycle speed be-

tween the DMMZ and MMZ regions. This quantification
must account for the fact that cells from the DMMZ feed
into the MMZ, minimizing the apparent differences be-
tween these regions; the MMZ thus cannot be analyzed in-
dependently. We therefore fitted experimentally derived
DNA content histograms and FLMs to simulations of
germ-cell cycling that assumed a linear gradient of cell
cycle lengths spanning those regions (see “Methods” for
details). These simulations were identical to those used for
pedigree-depth optimization in terms of rules for cell div-
ision and ensuing cell displacements, but different in that
they were initiated with a pre-filled MZ instead of a single
progenitor, only covered the period of time corresponding
to the cell cycle experiment analyzed (at most 8 h), did not
allow for changes in cell cycle length parameters over that
period, and kept track of progression through the G1, S,
G2, and M phases of the cycle. The best-fit simulation data
provided a close fit to the experimental data (Fig. 4a, b and
Additional file 2: Figure S1), supporting the validity of our
model. The average ratio of cell cycle speeds between the
distal DMMZ and proximal MMZ was 1.50 (95 % boot-
strapped CI = 1.26–1.67) and 1.53 (95 % bootstrapped
CI = 1.20–1.90) at the L4 and L4 + 1 day stages, re-
spectively (Fig. 4c, d, Additional file 2: Table S6). Im-
portantly, this result is supported by two independent
analysis techniques: one based on the FLM, which has
been used before without distinguishing between sub-
populations along the distal-proximal axis [45], and the
new technique we report based on DNA content histo-
grams (DNA earth mover’s distance or DEMD) that
makes use of all cells instead of only rare M-phase cells
(see overlap in Fig. 4c, d). FLM-based analysis of the prox-
imal MZ (PMZ) suggests a flat cell cycle profile for cells
that have not left the mitotic cycle (Additional file 2:
Figure S3, Additional file 2: Table S7). Therefore, our
experimental analysis verified the theoretical prediction
that an approximately twofold cell cycle speed gradient
should exist along the distal–proximal axis.
To begin asking how cell cycle length is regulated

across the distal–proximal axis of the gonad, we com-
puted the estimated distribution of cycle lengths based
on our best-fit simulations (Fig. 4e, f ). The length of G2
showed a clear reduction along the distal–proximal axis
(71 % and 61 % decrease between rows 1 and 15 at L4,
and rows 1 and 11 at L4 + 1 day, respectively; p < 0.05),
while the other phases did not (Additional file 2: Table S8).
We thus conclude that distal-most cells cycle more slowly
for the most part because they spend more time in G2.

A cyclin E gradient exists in the distal MZ that does not
depend on cell cycle phase
To begin identifying mechanisms potentially responsible
for slower stem-cell cycling in the C. elegans germ line,
we quantified the spatial expression profile of the cell
cycle regulator CYE-1. We focused on this regulator
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Fig. 4 Quantitative cell cycle models that allow for a cell cycle gradient across the MZ provide a good fit to experimental data, and show ~1.5-fold
slower cycling of stem cells. a DNA content histograms of EdU-positive cells derived from best-fit simulations of cell cycling to L4 + 1 day experimental
data (black) overlaid with the same experimental data (blue), at 0 h, 3 h, and 5 h (full overlay shown in Additional file 2: Figure S1). Experimental data
were derived from a total of n = 157 gonadal arms. b Fractions of EdU-labeled mitoses derived from L4 + 1 day experimental data (“Exp” row) or from
best-fit simulations (“Sim” row; full overlay shown in Additional file 2: Figure S1). c, d Best-fit cell cycle parameters show faster cell cycling at the proximal
end of the MMZ (y-axis) than at the distal DMMZ (x-axis) both at L4 (c) and L4 + 1 day (d), and both when fitting DNA content histograms (DEMD;
green) or fractions of labeled mitoses (FLM; blue). Each dot on the graph corresponds to a bootstrap sample; ellipses contain 95 % of bootstrap samples
and are located off the diagonal, which corresponds to equal cell cycle speeds across the distal–proximal axis. Jitter was added to bootstrap samples
to aid visualization (see Additional file 2: Figure S2 for display without jitter). e, f Distal cells have longer G2 than proximal cells. Stacked bars show the
length of each cell cycle phase along the distal–proximal axis, as computed using best-fit parameters. Note that absolute cell cycle lengths cannot be
directly derived from Fig. 3b
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because it is expressed in the MZ and is required for
germ-cell cycling [22, 47] and because of its intriguing
regulation: it is repressed by the proximal, differentiation-
promoting factor GLD-1 [48, 49], but its transcript is also
bound by the repressor FBF-1 [50], which acts to promote
stem-cell fate distally. Nuclear CYE-1 expression follows a
biphasic gradient within the MZ, with a peak at row 9
(Fig. 5a, b). A gradient of CYE-1 thus spans the region
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Fig. 5 (See legend on next page.)
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Fig. 5 Cyclin E levels are graded across the DMMZ and MMZ, and are differentially dependent on cell cycle phase in the DMMZ and MMZ. a Example
of CYE-1 staining pattern in a gonadal arm at L4 + 1 day (color-coded using ImageJ’s “Fire” lookup table). CYE-1 levels appear to start low in the distal
region, rise, and then fall in the proximal region. b Quantification of nuclear CYE-1 levels using 7508 cells segmented from 30 gonadal arms.
Each dot represents a cell; the red line is the average at each cell row, with a 95 % bootstrapped confidence interval. c, d Cells with typical G1
morphology (arrows in c) have higher CYE-1 content than their neighbors (d; arrows point to same G1 cells as in c). e Scatterplot of nuclear
CYE-1 content vs. DNA content, showing that cells with lower DNA content – i.e. early in the cell cycle – have moderately higher levels of
CYE-1 than cells with higher DNA content. Density colored via “jet” lookup table (red: high density, blue: low density), and piecewise-linear
trend line computed as described in “Methods”. f, g Variation of CYE-1 content with cell cycle phase is lesser for cells in the DMMZ (f; virtually
flat trend line) than in the MMZ (g; steeper trend line). The difference between DMMZ and MMZ is statistically significant (95 % bootstrapped
CI for difference in slopes of first component of trend lines: 0.024–0.38, n = 50,000 replicates). Arrows show two clusters at low and high DNA
content. h, i Quantification of nuclear CYE-1 profile as in (a), but considering only cells with low (h) or high (i) DNA content
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comprising rows 1–11, in which we showed that a cell
cycle gradient exists. The difference between the DMMZ
and MMZ is modest (11 %) but statistically significant
(p < 1.0 × 10–14; Wilcoxon rank sum test). Average
nuclear CYE-1 levels thus correlate positively with cell
cycle speed.
Since in most cell types CYE-1 levels oscillate with cell

cycle phase, we asked whether lower CYE-1 levels in
distal-most cells could be explained by their longer G2
phase. We first ascertained whether in the C. elegans
germ-line, CYE-1 expression levels oscillate with cell
cycle phase. We quantified CYE-1 contents in rows 1–
11, and found that cells at the beginning of the cycle in-
deed express moderately higher CYE-1 (see Fig. 5c, d for
example and 5e for quantification), but that this phase
dependence on cell cycle of CYE-1 levels is for the most
part contributed by the MMZ and not the DMMZ
(Fig. 5f, g). We next asked whether the CYE-1 gradient
we observed along the distal–proximal axis was predom-
inantly contributed by cells at a specific phase of the
cycle, but found no difference in overall CYE-1 profiles
when considering only cells at the beginning or at the
end of the cycle as defined by DNA content (Fig. 5h, i).
We conclude that CYE-1 expression levels are regulated
in a way that is partly independent of cell cycle phase.
Although evidence that is more direct awaits further
study, this is consistent with the idea that CYE-1 may
play a causative role in changes in cell cycle length along
the distal–proximal axis.

Discussion
Potential alternative explanations for slow stem-cell
cycling
Our simulations of replication-dependent mutation accu-
mulation predicted that, to minimize this accumulation
while meeting constraints on speed of reproduction, the C.
elegans MZ should have dimensions of 19 × 12 cell rows
and should have an approximately twofold cell cycle length
gradient across the distal–proximal axis. While these the-
oretical predictions were borne out experimentally, there
are alternative, non-mutually exclusive potential explana-
tions for the presence of a cell cycle length gradient. For
example, changes in cell cycle speed could be a side effect
of cells progressing through differentiation, or could even
be part of the mechanism that promotes differentiation
[51]. But the change commonly observed in the course of
differentiation is a lengthening of the cell cycle (see e.g.
[51]), in contrast to the shortening of the cell cycle that we
observed in C. elegans germ cells initiating differentiation.
It is also possible that a slower cell cycle allows for more

efficient DNA repair, a lower DNA replication error rate,
or lower metabolic demands on the cell that minimize pro-
duction of DNA-damaging free radical species. Indeed,
such slower cycling could be a requirement for the lower
stem-cell mutation rate posited in some models [11]. Data
are lacking to use these ideas to extract quantitative predic-
tions on the relationship between the extent of cell cycle
lengthening and a reduction in mutation rate. We showed
that our quantitative predictions of cell cycle length ratios
were largely unchanged by the additional assumption that
mutation rate is inversely proportional to cell cycle length,
and that the pedigree-depth quasi-minimization strategy is
still effective at further reducing mutation accumulation.
Since our quantitative predictions match experimental data
closely, the pedigree-depth quasi-minimization strategy is a
strong candidate for explaining how the speed of stem-cell
cycling was tuned by evolution.

Other strategies to minimize mutation accumulation
We note that there are a number of strategies other than
cell cycle control to minimize mutation accumulation.
Another potential strategy is asymmetric segregation of
immortal strands of DNA by stem cells [9]. By retaining
the unreplicated DNA strands at each division, stem
cells could segregate replication errors to their differentiat-
ing descendants and thus suppress the accumulation of
mutations in the stem-cell compartment. This strategy has
been proposed to apply in different contexts to all chro-
mosomes [52], some chromosomes [53], or not at all [54].
How does the pedigree-depth quasi-minimization strategy
interact with the immortal strand strategy, which does not
rely on control of cell cycle length? Our results show that
if this strategy were followed by the C. elegans germ line,
the cell cycle length profiles should be very different from
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those we observed experimentally: stem cells, which would
not accumulate mutations, should cycle quickly (see also
[11]). For organs that rely on a large pool of stem cells, if
an immortal strand strategy applies, slow cycling of cells
at the top of the lineage hierarchy would be beneficial as
the stem-cell pool expands during development [9], but
once the stem-cell compartment is fully developed stem
cells would cycle quickly.
An independent strategy to minimize the accumula-

tion of mutations, whether they were incurred from er-
rors in DNA replication or not, is for cells that
accrued mutations to senesce [55] or undergo apop-
tosis [56, 57]. In the C. elegans germ line, extensive
apoptosis occurs in older adults. While this apoptosis
could be explained by the elimination of nurse cells
[42] or the need to reduce competition between devel-
oping germ cells [58], it appears that apoptosis could
preferentially eliminate damaged cells in certain con-
texts [59, 60]. This idea could be further explored in
the future with tools to estimate the mutational load in
populations of cells before and after they have been
purged of apoptotic cells.

Extension to other organs
The pedigree-depth quasi-minimization strategy extends
to other tissues. In the following, we consider three
differences between the C. elegans gonad and other
self-renewing organs that are relevant to pedigree-
depth quasi-minimization. First, a difference with
many vertebrate organs is speed of development.
While small developmental delays are expected to have
a strong, deleterious effect on fitness in an organism
with a short life cycle and a boom–bust lifestyle such
as C. elegans, they are likely to have a smaller impact
on organisms with a longer life cycle. Such organisms
are thus expected to favor low mutation accumulation
over high speed of development at least to some ex-
tent, since pedigree-depth quasi-minimization will
come at a lessened cost. Notably, however, it has been
proposed that the development of mouse intestinal
crypts is designed to minimize the time to formation
of a mature crypt [12]. This strongly suggests that the
tradeoff we have investigated between mutation
minimization and speed of development is of broad
relevance to animals other than C. elegans.
Second, a large difference lies in the number of cells to

be produced over an individual’s lifetime – with a C. ele-
gans gonadal arm producing ~3000 cells and a human
testis or hematopoietic system over 1012 [61] and 1015

[62, 63], respectively. Because of these differences, the
pedigree-depth quasi-minimization strategy predicts that
stem cells in vertebrates should have a slower cycling
speed relative to their differentiating descendants than
in C. elegans. While in many contexts the contribution
of various stem-cell populations remains to be established,
the presence of sporadically cycling “reserve” populations
[64, 65] is consistent with this idea. The pedigree-depth
quasi-minimization strategy similarly predicts a negative
correlation between stem-cell cycling speed and number
of cells to be produced over a lifetime; this correlation
holds true when comparing hematopoiesis in a number of
mammalian species [66].
Third, different organs may have different optimal dis-

tributions of mutations in the cells that they produce. In
the context of somatic tissues, an important expected
benefit of mutation minimization is reduction of cancer
frequency. Since multiple “hits” are thought to be re-
quired for malignant transformation [67], it might be ad-
vantageous for a tissue to minimize the number of cells
that carry two or more mutations [11, 68], even if that
came at the cost of an overall increase in mutation fre-
quency. But mutator mutations likely play a significant
role in tumorigenesis [69], and control of stem-cell
lineage might be better used to minimize the frequency
at which the first mutator mutation occurs, since the
carcinogenic effects of such a mutation might be difficult
to counteract. In the context of the germ line, the per-
formance objective assumed in the present study was
minimization of the average number of mutations in
progeny. The mutation frequency in C. elegans is low
(~0.3–1 new mutations per progeny [31, 32]), suggesting
that the problem of multiple mutations per progeny
might not be of practical relevance – quantification of
mutation distributions in progeny from old hermaphro-
dites could confirm this or provide data to guide modifi-
cations to the performance objective. Overall, the
pedigree-depth quasi-minimization strategy is of broad
relevance but would gain from being fine-tuned once
the combined effects of multiple mutations carried by
the same cell are better understood.

Control of cell cycle length to minimize pedigree depth
Our study identified two cell cycle phases that show sub-
stantial variation in their duration. S phase is shorter
during larval development than in adulthood, and G2 is
longer in distal cells than in proximal cells both during
larval development and in adulthood. Lengthening of G2
in preference to other cell cycle phases is consistent with
mutation minimization, as replicated chromosomes offer
the possibility of error-free damage repair with homolo-
gous recombination using the sister chromatid [70].
Regulation of G2 length has been reported in other con-
texts [71]. Why the S phase lengthens as well as G2
when germ lines transition to the adult stage is less
clear. We speculate that a longer S phase could be less
error prone because it allows more time for error-free
repair before trans-lesion synthesis occurs [72]; the S
phase could be shorter during larval development



Chiang et al. BMC Biology  (2015) 13:51 Page 16 of 24
because the benefits of faster development outweigh the
costs of decreased DNA replication fidelity, which is
consistent with our findings and those of [5].
What role does cyclin E1 play in control of cell cycle

length? Our data contribute two new observations that
expand understanding of that role. First, we extend pre-
vious reports that cyclin E1 is expressed throughout the
cell cycle [22, 45, 48, 73–75] by showing with finer
quantification that cyclin E1 expression levels do change
with cell cycle phase (albeit in a dampened manner com-
pared to other cell types). Interestingly, a similar finding
has been made in mammalian embryonic stem cells
using APC activity as a readout [75], extending earlier
reports highlighting the lack of robust oscillations of cell
cycle regulators in these cells [74]. Second, and more
importantly, we show that cyclin E1 levels are graded
along the distal–proximal axis of the C. elegans germ
line in a way that is not solely dependent on changes in
the lengths of cell cycle phases. This suggests that CYE-
1 could play an upstream role in controlling overall cell
cycle length, which is also compatible with the complex
regulation of cyclin E by the mitosis-promoting factors
FBF-1/2 and the meiosis-promoting factor GLD-1.
A role of CYE-1 in regulating cell cycle length along

the distal–proximal axis could appear at first sight sur-
prising: cyclin E is better known for its role in driving
G1 progression [76], but a minimal fraction of cells are
in G1 along the distal–proximal axis – even in the very
proximal MZ, where cyclin E1 levels drop significantly –
and it is G2 whose length is modulated along that axis.
A role of CYE-1 in regulating the length of G2 is pos-
sible given that Cdk2 is known to play a role in progres-
sion through S phase and to M phase [76]. This Cdk2
role is thought to rely normally on complex formation
with cyclin A2 [76], but continued expression of cyclin
E1 past G1 in cycling MZ cells could allow activity of a
cyclin E/Cdk2 complex past G1. Although in the C.
elegans germ line CYE-1 is the cell cycle regulator whose
interplay with differentiation regulators is best docu-
mented [45, 48, 49, 73], B-type cyclins could also play an
important role in control of cell cycle length as they are
also potential targets of both FBF-1/2 and GLD-1 [49,
50, 77, 78].
Overall, it appears that there is a complex interplay be-

tween the cell cycle machinery and regulators of differ-
entiation. The design principle highlighted in this study
provides one potential reason for the need for fine cell
cycle control as cells proceed through differentiation.

Conclusions
To address the role of stem cells in minimizing mutation
accumulation, we built models of cell cycling and muta-
tion accrual and optimized their parameters computa-
tionally. We found that when taking into account
constraints on speed of development and reproduction,
C. elegans germ-line stem cells should cycle more slowly
than their differentiating counterparts, but the difference
should only be approximately twofold. We additionally
predicted optimal MZ size dimensions of 19 × 12 cell
rows. Using a new, quantitative analysis technique, we
showed that our predictions were borne out experimen-
tally. Our results provide the first quantitative test of the
slow stem-cell cycling strategy originally proposed by
[9]. These results strongly support the idea that muta-
tion minimization is a relevant performance objective
(although alternative interpretations remain possible),
and highlight an important limitation in the slow-cycling
strategy. We further showed that slower stem-cell cyc-
ling could be due at least in part to fine-tuning along the
distal–proximal axis of expression of the cell cycle regu-
lator CYE-1, consistent with the presence of a previously
identified motif in the germ-line gene regulatory net-
work whose potential significance is highlighted by our
approach.

Methods
Worm strains and maintenance
Bristol N2 was maintained as described [79] using E. coli
HB101 as a food source. Worms were staged by picking
at the L4 stage as identified by visual inspection of vulva
shape. For larval germ-cell counts, young adults were
transferred to fresh plates every 2 h for 8 h to produce
several synchronized egg populations. The embryos were
incubated for 21 h from the initial collection point and
the larvae were dissected at approximately 2-h intervals,
so that larvae used were collected between 21 and 36 h
after being laid. Germ cells were identified by staining
for PGL-1 [80]. In the course of the same experiment,
populations were set aside and were not sacrificed for
germ-cells counts but were observed at 2 h intervals on
the day they were expected to reach L4; it took 54 h
from the time of egg laying for 90 % of the population to
have reached mid-L4 (based on scoring n ⩾ 50 worms at
each time point).

Staining and imaging
For EdU pulse-chase experiments, worms were fed E.
coli MG1693 that had been grown in minimal medium
supplemented with glucose [81] and 75 mM of the thy-
midine analog EdU (C10337, Life Technologies, Grand
Island, NY). Immediately following seeding, plates were
stored at 4 °C. Plates were warmed to 20 °C prior to use.
Worms were kept for either 15 or 30 minutes on EdU-
labeled bacteria in the dark, returned to non-labeled
bacteria in the dark for the period of the chase, and were
fixed and processed as described [26] using 0.1 μg/ml
DAPI to label DNA and 1:200 anti-PH3 antibody (9706,
Cell Signaling, Beverly, MA) followed by Alexa 594-
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conjugated anti-mouse antibody (A21203, Life Tech-
nologies, Grand Island, NY) to label M-phase cells.
CYE-1 and PGL-1 stainings were performed by freeze-

cracking dissected gonads or whole larvae, dehydration in
acetone, 5-minute fixation in 4 % PFA, incubation with
anti-CYE-1 antibody (a gift from Edward Kipreos) at 1:5
dilution or rabbit anti-PGL-1 antibody (a gift from Susan
Strome) at a 1:500 dilution, and incubation with DAPI and
Alexa 594-conjugated anti-mouse or anti-rabbit secondary
antibodies.
All samples were imaged at ~0.3-μm z intervals with

LSM 710 or 780 confocal microscopes (Carl Zeiss MicroI-
maging, Oberkochen, Germany), using a 63× objective.
Computational simulations
We developed a computational model of germ-cell cycling
and differentiation as sperm or oocyte, and implemented
it in C++. The same computational core is used for simu-
lations of mutation accumulation and for fitting of cell
cycle parameters to experimental EdU pulse-chase data.
Rules for cell movement and differentiation
In the MZ, a two-dimensional lattice is considered that
has a long axis (corresponding to the distal–proximal
axis of the gonadal arm) and a short axis that wraps
around itself to form a hollow cylinder mimicking the
shape of the gonadal arm. Only one cell can occupy a
lattice point at any given time. When a cell divides, one
daughter remains at the same location and one daughter
needs to find a new position. If an empty lattice point
exists in the same row the division occurred, cells in the
row are pushed across the short axis so that the nearest
empty point in the row is filled. Otherwise, if the next
cell row has an empty position, the daughter cell is
pushed forward to that row, and cells within the new
row are displaced as necessary so that the empty pos-
ition is occupied. If both the row in which the division
occurred and the next row are full, the daughter is either
pushed forward to the next row or sideways in the same
row with equal probability and thereby displaces another
cell. The same movement rules are then iteratively ap-
plied to this displaced cell and other cells that are sub-
sequently displaced, until either an empty point is
filled in the MZ or a cell is pushed out of the MZ. The
randomness in simulated cell movement is inspired
from the randomness observed in the orientation of
cell division planes [27].
Within the meiotic zone (MeZ), eventual cell fate is ei-

ther spermatogenesis, oogenesis, or apoptosis. Cells are
drawn upon for these fates depending on their time of
entry into the MeZ (cells are pushed out in first-in-first-
out fashion), in a way that allows worms to maintain
homeostasis of germ-cell numbers and to meet the
experimentally defined development rate and reproduct-
ive schedule (as detailed below).
In some simulations (8, 9, 11–13 in Table 1 and

Additional file 1: Table S1), the shape of the MZ was
allowed to change with worm age to match experimental
behavior. For rows that see their capacity diminish, thus
requiring cell rearrangement, the same movement rules as
above are applied.

Rules for timing of cell division
Cell cycle length is defined using a piecewise-linear
function of position along the distal–proximal axis and
of developmental time. The number of control points
was kept to its smallest useful value to ensure computa-
tional tractability and avoid overfitting. For fits to experi-
mental data, there was no temporal freedom given the
short length of the EdU chase, and we used two or three
spatial control points. For simulations of mutation accu-
mulation, the number of control points we used is re-
ported in Additional file 1: Table S1.
At each cell birth during the simulation, a time of next

cell division is computed independently for the two
daughters by sampling from a uniform distribution whose
mean is determined by the piecewise-linear function de-
scribed above and whose width is 1 % of cell cycle length.
For simulations considering cells that can stop cycling
within the MZ (see section “Rules for leaving the cell
cycle”), the time at which the cell will enter G2 is com-
puted using experimentally determined cell cycle phase in-
dices (Fig. 3b). Both these times are entered into a priority
queue that keeps track of the next event to take place in
the simulation. If the cell is pushed forward before it has
divided, the time to next division is scaled using the ratio
of cycle lengths between the new row and the old row.
Time in the simulation moves forward by retrieving

the next simulation event from the priority queue each
time the previous event – a cell division and ensuing
displacement events or a cell leaving the cycle – has
been processed.

Rules for leaving the cell cycle
A fraction of cells within the PMZ leave the mitotic cell
cycle but do not immediately proceed with meiosis; these
cells have been referred to as pre-meiotic [27, 28, 45, 82].
The drop in M phase along the distal–proximal axis
(Fig. 3b) is consistent with pre-meiotic entry in the
proximal region (as previously reported [28]), as is the
concomitant rise we observe in G2 DNA content.
To model the process by which cells leave the mitotic

cell cycle while still in the MZ, we assumed that cells
reaching G2 in the PMZ could make a decision to
proceed with another mitotic cycle or to arrest in a pre-
meiotic state. In simulations that took pre-meiosis into
account, each time a cell reached G2 in the PMZ, the
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program checked whether the simulated local mitotic
index was higher than the experimentally derived index;
if it was, the cell was arrested at G2 and directed to a
meiotic fate. Given the difficulty in ascertaining which
particular cells are in pre-meiosis and which are not, we
further assumed that cell cycle indices remained con-
stant throughout the PMZ for the proliferative fraction.
Resulting fits show an excellent match to experimental
data (Additional file 2: Figure S4).
Our fits to experimental data taking pre-meiosis into

account result in ~227 actively cycling cells within the
population of ~257 cells comprising the MZ, with thus
30 pre-meiotic cells arrested in G2; note that at any
given time a substantial fraction of the 227 cycling cells,
found predominantly in the PMZ, will actually not get a
chance to undergo another round of mitosis and could
therefore also be considered pre-meiotic. Based on our
best-fit simulations, the rate at which cells are pushed
out of the MZ is ~20 cells per hour, in close agreement
with an experimental measurement of that rate [45].

Initial conditions and result collection
For simulations of mutation accumulation, gonadal arms
are seeded with a single progenitor cell. Each cell keeps
a record of the number of divisions that link it to the
progenitor cell, i.e. its pedigree depth. Depending on the
purpose of the simulation, average pedigree depth is
computed either from all cells leaving the MZ or from
gametes that led to progeny production. In relevant
cases, the pedigree-depth metric is adjusted to match
variations in underlying biological assumptions. Specific-
ally: 1) in immortal strand simulations, the pedigree
depth of daughter cells that stay in the distal-most row
is not incremented while the pedigree depth of daughter
cells that are pushed forward is incremented by two (in
such simulations, one daughter cell is always pushed for-
ward upon cell division in the first row) and 2) when the
mutation rate is assumed to depend on cell cycle length,
the pedigree depth is incremented by 1/Ɣ, where Ɣ is
the cell cycle length of the cell divided by the minimum
cell cycle length over all the MZ (this normalization is ap-
plied so that pedigree-depth results are non-dimensional
with respect to absolute cell cycle length).
For fitting to experimental cell cycle data, gonadal arms

are seeded with a population of cells whose initial age
within the cell cycle is taken from an exponential distribu-
tion, and whose overall cell phase distribution matched
experimentally determined cell cycle phase indices
(Fig. 3b). Simulations were pre-run for a period of 2 h in
simulation time, at which points cells in S phase were
marked as EdU-positive. Simulations were then further
run for various amounts of time, and the distribution of
cell cycle progression recorded at relevant simulated chase
times for comparison with experimental data.
Computation of population growth rate
We also used our simulations of germ-cell cycling and
differentiation to quantify the impact of slow germ-cell
cycling on the overall population growth rate. For a
given profile of cell cycle lengths along the MZ, we re-
corded the times at which cells destined to become oo-
cytes were pushed out of the MeZ. Since fertilization
occurs concomitantly with ovulation, this defined pro-
geny birth times. We computed an average reproductive
schedule based on 450 simulation runs, and used that
schedule to define a transition matrix whose dominant
eigenvalue yielded average population growth rate [83].

Derivation of experimental numbers required for
optimizations
Optimizations require the input of numerical values for
parameters that are not optimized and are thus derived
from experimental data. Constraints used to enforce
timely development and reproduction must also be de-
rived from experimental data. We detail below how we
used experimental data to set up optimizations, and how
we applied constraints to the simulations.

Apoptosis
When considering gamete production, pedigree-depth
optimizations need to take into account the fact that not
all germ cells produced become gametes: a number
undergo apoptosis (or contribute to growth of the MeZ
without leaving it by the time sperm depletion stops
reproduction). It has been reported that apoptosis is ini-
tiated as hermaphrodites transition to adulthood and
switch to oogenesis [42], but the rate at which apoptosis
occurs from that stage has not been fully determined: it
is only known to be 50 % or more [42]. We extended
this result and fully defined the apoptosis probabilities as
a function of worm age. Because the rate of apoptosis is
difficult to measure directly (counts of cells undergoing
apoptosis at a given point in time do not readily trans-
late to apoptosis rates), the idea we followed was to use
the difference between distal cell influx into the MeZ
from the MZ (inferred from cell cycle speed measure-
ments) and proximal oocyte efflux (inferred from the re-
productive schedule): after accounting for changes in
MeZ size through developmental time, this difference
provides the rate at which cells are eliminated. We im-
plemented this idea using our simulations, relying on
the following experimental data: measured cell cycle
rates, MZ geometry (Additional file 2: Table S9), MeZ
size at L4 + 1 and L4 + 3 (determined as 749 cells and
1077 cells, respectively, by subtracting MZ size from
total germ-cell counts performed on n = 19 gonadal
arms). We determined which apoptosis profile made it
possible to match the experimentally characterized re-
productive profile (Table 3), also adjusting the size of the
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simulated L4 MeZ (which is not completely filled at that
stage) to 500 cells, which allows the first oocyte to be
pushed out of the MeZ, thus initiating reproduction, at
the appropriate time. The resulting apoptosis profile is
shown in Table 2. In all subsequent simulations incorpor-
ating apoptosis, cells undergoing apoptosis were chosen
stochastically, with a probability following this profile.
The effect of apoptosis on pedigree depth led us to define

its temporal profile in the simulation as a function of total
number of germ-cell divisions rather than elapsed time, for
reasons detailed in the next two paragraphs. First, we note
that the presence of apoptosis leads to an overall increase
in gamete pedigree depth: for a given number of gametes
to be produced, more germ cells need to be produced by
the MZ if a number of these cells are fated for apoptosis
instead of gametogenesis, which requires more cycling and
thus a pedigree-depth increase. Second, because our ex-
perimental data show that cells leaving the MZ late in life
are more likely to undergo apoptosis than cells leaving the
MZ earlier (Table 2), taking apoptosis into account prefer-
entially increases pedigree depth of late-produced gametes.
Third, we note that cell cycling in the MZ sets the pace

at which reproduction proceeds in our simulations: faster
germ-cell cycling leads to faster filling of the MeZ, faster
pushing out of proximal MeZ cells once the MeZ is full,
and thus faster oocyte maturation and reproduction.
Therefore, if the apoptosis probability were defined as
an increasing function of time, this could cause
pedigree-depth optimizations to artificially favor a high
speed of MZ cycling in development and early adult-
hood to compress the reproductive schedule to early
adulthood; this would cause an unrealistically high rate
of early reproduction. To avoid this behavior, we de-
fined the apoptosis profile within the simulation as a
function of total number of germ cells produced rather
than as a function of developmental time. Put simply,
before the first n1 cell divisions have occurred, cells
leaving the MeZ have an apoptosis probability of p1; up
to the next n2 divisions, these cells have an apoptosis
probability of p2, etc. (where the pi are derived from ex-
perimental data as explained above). With this scheme,
an overall speedup in the cell cycle leaves pedigree
depth unaffected, which avoids an artificial pressure for
cycling at high speed in young adults. For consistency,
other simulation parameters that are dependent on
time (MZ and MeZ geometry) and the position of tem-
poral control points were also defined in terms of total
germ-cell divisions that had occurred up to that point;
only production constraints (detailed below) were de-
fined as a function of elapsed time.

Timing of developmental stages
The temporal points that we used in experiments (L4, L4 +
1 day, and L4 + 3 days) were defined as developmental
stages (worms were picked at mid-L4 based on vulva
morphology, and used immediately or after 1 or 3 days; for
simplicity mid-L4 is referred to as simply L4 throughout).
For the purposes of our simulations, these stages needed to
be expressed as total number of germ-cell divisions that
had occurred in a gonadal arm (as discussed above) and as
amount of elapsed time (to define production constraints).
We estimated the number of cell divisions that had oc-
curred by these stages using simulations of cell cycling in
which the spatiotemporal cell cycle profile was set to its ex-
perimentally determined value (the number of cell divi-
sions cannot be derived directly from cell counts because
of cell loss to apoptosis and gametogenesis). We measured
the amount of time that elapses from the time of egg laying
to L4 as 54 h (see section “Worm strains and mainten-
ance”). Given that the first sign of germ-cell proliferation is
seen at 24 h, 30 h elapse between the onset of germ-cell
proliferation and mid-L4. Overall, we defined the stages as
follows: onset of germ-line proliferation: at 0 divisions or 0
h; mid-L4 (referred to as L4) at 400 divisions or 30 h, mid-
L4 + 1 at 1200 divisions or 54 h, and mid-L4 + 3 at 2400
divisions or 102 h.

Production constraints
Pedigree-depth minimization favors a steep cell cycle
gradient across the MZ, as shown by optimizations 1
and 5. A steep gradient can be achieved by fast cycling
of proximal cells or slow cycling of distal cells. Physical
limits on cell cycle speed must derive in part from the
rate at which nutrients are processed and delivered to
germ cells, and also from the speed at which the cells
can replicate DNA and cellular structures; these limits
were inferred from experimental data. We set the max-
imal cell cycle speed to the highest speed observed ei-
ther during early development (3.4 h for L2–L3), or at
any time of development and adulthood (2.8 h from L4
onwards). Slow cycling of distal cells results in a lower
rate of cell production by the MZ. Simulations either in-
corporated constraints on the number of gametes pro-
duced by specific stages (following Table 3) and the total
number of germ-cell divisions that had occurred by 30
h, 54 h, and 102 h (see above), which effectively placed a
lower bound on the speed at which distal cells could
cycle, or explicitly incorporated the cost of delayed
reproduction caused by slow germ-cell cycling in the ob-
jective function being optimized. Overall, production
constraints were such that the slowest possible cell cycle
speed for distal cells was ~6 h at L4 (optimizations 10 or
11) and 16 h (optimization 11), or 32 h (optimization
10) at L4 + 1 day.

Geometry
For simulations that used an MZ geometry modeled
directly after experimental data, we used measurements
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of numbers of cells per row at L4, L4 + 1 day, and L4 +
3 days. That geometry was linearly interpolated in time,
and assumed to be constant before L4 and after L4 + 3
days. Details of parameters that change on a row-by-
row basis and are linearly interpolated in time are given
in Additional file 2: Table S9.

Image analysis
To quantify DNA, EdU, and CYE-1 contents cell by cell
in intact gonads, we acquired three-dimensional con-
focal stacks of dissected tissue at short z intervals and
used custom software to segment cells, i.e. to partition
image pixels into distinct subsets that correspond to
given cells (the software will be reported elsewhere and
has been released as open source at [84]; image datasets
can be downloaded [85]). Randomly chosen sample seg-
mentations are shown in Additional file 2: Figure S5. To
quantify the position of each segmented cell, we com-
puted the geodesic distance to the distal end along the
distal–proximal axis (using a principal curve computed
as described [86]). To avoid artifactual attenuation of
fluorescence intensity in cells deep in the tissue due to
scattering and absorption, we only kept cells that had a
direct line of sight to the microscope objective and thus
exhibited minimal attenuation; such cells were identified
by a metric we call top layer, defined as the relative
cross-sectional area of their segmentation mask that
projected to the top slice unhindered by masks of neigh-
boring cells. An alternative method would have been to
select stack top cells based on z position within the top
nth percentile of z positions, where n can be adjusted
stack by stack so that each stack contributes a given
number of cells. Because attenuation is stronger when
light travels through tissue than when it travels through
an immersion medium, and because z variation through-
out MZs was overall small (6 μm between MZ rows 1
and 10, n = 18), the top layer metric provided more ac-
curate fluorescence quantification than the stack top
metric (Additional file 2: Figure S6I, J; z position per-
centile adjusted so that both metrics selected the same
number of cells per MZ, to ensure a fair comparison).
DNA and EdU content were computed by summing all
pixels within the cell, while nuclear CYE-1 contents
were computed by summing pixels in a 0.4 × 0.4 × 1 μm
box centered on the nucleus; DNA and CYE-1 contents
were normalized so that the 10 % and 85 % quantiles
mapped to 2C and 4C, respectively (DNA) or to 1 and 2
arbitrary units, respectively (CYE-1). Then 10 % and
85 % quantiles were chosen so that G1 and G2 peaks
in the EdU-negative fraction of EdU pulse-fix experi-
ments were correctly positioned at 2C and 4C. We fur-
ther validated this normalization scheme on M-phase
DNA contents across the full range of chase times
(Additional file 2: Figure S6a–h). We also verified that
the variation in CYE-1 signal along the distal–proximal
axis was not an artifact of the deeper position of distal
cells in image stacks (Additional file 2: Figure S6M).

Cell cycle fits
The aim of the cell cycle fits is to find the spatial cell
cycle length profile that best fits experimental data. The
overall procedure is to perform cell cycle simulations as
described above, sampling free cell cycle parameters
from a grid, and to report the set of parameters that
provides the best fit to experimental data as measured
using the DEMD or FLM metrics defined below. The
free parameters are used to define total cell cycle length
at one control point located at the distal end, one
located at the proximal end of the MMZ, and, for sim-
ulations that encompass the PMZ, one located at the
proximal end of the MZ. The cell cycle profile at posi-
tions in-between control points is linearly interpolated,
as for pedigree-depth simulations. Unlike total cell
cycle length, the relative lengths of G1, S, G2, and M
can be directly computed from experimental EdU pulse
data (0 h chase); assuming an exponentially decreasing
cell age distribution f such that f(0) = 2 f(1) [87], we
computed the relative length of G1 by solving F(x) =
pG1, where F(x) = 2 – 21-x is the fraction of cells youn-
ger than x according to the exponential age distribu-
tion, and pG1 is the observed G1 phase index (and so
forth for subsequent phases). These experimentally de-
termined relative lengths are fixed in the simulation
(numerical values are shown in Additional file 2: Table S9),
and used in addition to total cell cycle length, which is
defined by free parameters, to track cell progression
through the phases of the cycle. Therefore, the free pa-
rameters that define total cell cycle length at their re-
spective control points (for a total of two or three
control points depending on the kind of simulation)
fully define cell cycle behavior in the simulation. For
each simulation run, a record is output that contains
the value of the free parameters, and for each simulated
cell its cycle phase, its DNA content (as computed from
its simulated progression through S phase), its EdU
content, and its position along the distal–proximal axis.
This set of records is compared to experimental data
using two independent metrics.
The two independent metrics that we used are

DEMD, a new metric we developed that has the advan-
tage of using all cells in the samples – thus providing
information about all cell cycle phases and decreasing
uncertainty in cell cycle parameter estimates – and
FLM, a well-established technique that only makes use
of the relatively small number of M-phase cells [46].
Briefly, DEMD measures the similarity between experi-
mental and simulated DNA content histograms of
EdU-positive and EdU-negative populations, while the
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FLM distance measures similarity between experimen-
tal and simulated FLM matrices. Algorithmic details for
the FLM and DEMD metrics are given below.

Fitting using DEMD
Consider a series of EdU pulse-chase experiments
across T different chase times. Suppose we quantify
DNA content, EdU content, and spatial compartment C
for each individual germ cell in our EdU pulse-chase ex-
periments. It is then straightforward to generate a set of
T × C × 2 DNA content histograms, where cells are par-
titioned based on chase time T, spatial position C, and
EdU content (labeled or unlabeled). Define DEMD his-
tograms as the set of histograms

g ¼ g1; …; gT�C�2

� �
; h ¼ h1; …; hT�C�2f g

Consider two sets of DEMD histograms g and h.
Define the DEMD distance dDEMD between g and h

dDEMD g; hð Þ ¼ Σin gi
� �

n hið Þ dCEMD gi;hi
� �

where n(.) gives the number of cells in a histogram and
dCEMD is the circular earth mover’s distance [88]. Now,
suppose g is drawn from experimental data and h(v) is
drawn from simulations with cell cycle profile v. The
goal of DEMD-based cell cycle fits is to perform the
following minimization:

vDEMD¼ arg minv dDEMD g; h vð Þð Þ
We found vDEMD via a grid search implemented in

MATLAB.

Fitting using FLM
Consider a series of EdU pulse-chase experiments across
T different chase times. Suppose we quantify cell phase,
EdU content, and spatial compartment C for each indi-
vidual germ cell in our EdU pulse-chase experiments. It
is then straightforward to generate a T × C matrix that
records the percentage of M-phase cells at chase time T
and spatial position C that are EdU-positive. Define this
T × C matrix as the FLM matrix p:

p ¼ et; c
� �

Consider two FLM matrices g and h. Define the FLM
distance dFLM between g and h:

dFLM g; hð Þ ¼ Σt; cn gt; c
� �

n ht; c
� �

gt;c− ht;c
� �2

where n(.) gives the total number of M-phase cells
used to compute the percentage. Now, suppose that g
is drawn from experimental data and h(v) is drawn
from simulations with cell cycle profile v. The goal of
FLM-based cell cycle fits is to perform the following
minimization:

vFLM ¼ arg minv dFLM g; h vð Þð Þ
We found vFLM via a grid search implemented in

MATLAB.

Confidence intervals
We computed confidence intervals on vDEMD and vFLM
via bootstrapping [89]. We performed bootstrapping in a
way that each sample maintained the same number of
gonadal arms at each chase time. Specifically, suppose
we use an experimental dataset z composed of N gonadal
arms. Suppose z is partitioned into T subgroups based on
chase time:

z ¼ z1; z2; …; zTf g
zi¼ g1; g2; …; gn ið Þ

n o
;

where gi is a gonadal arm and where n(1) + n(2) + … +
n(T) = N.
A bootstrap distribution for vEMD and vFLM was de-

rived by resampling each zi independently and rerunning
the grid-search minimization.

Pedigree-depth optimization
Our simulations of mutation accumulation are by nature
stochastic, because of the randomness in cell movement
and in cell cycling. Asking what cell cycle profile mini-
mizes mutation accumulation thus requires minimizing
a stochastic objective function, and deriving a range of
parameters that perform reasonably well around that
minimum. Compounding the difficulty of the problem,
many of our simulations are performed under con-
straints on speed of development and reproduction that
are subject to the same stochastic fluctuations.
We took a two-step approach to identify parameter

sets that minimize mutation accumulation. First, we
performed a grid search for parameters that met con-
straints on average and that minimized the empirical
average of the objective function, sampled at least 450
times at each point. To optimize performance given the
relatively high number of dimensions in our grid
searches (Additional file 1: Table S1), we used a grid
that dynamically self-refined around the parameter re-
gions in which the objective function was lowest. We
used custom-written software that used the Java remote
method invocation to distribute jobs to ~1000 single-
threaded workers provided by a cluster of 64-core
nodes, and dynamically adjusted the grid using aggre-
gated results. Using this setup, a six-dimensional
optimization takes ~1–2 days to complete.
As a second step, we used Markov chain Monte Carlo

[90] to establish a posterior distribution on the parameters
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that did at least as well as the best parameter identified by
the grid search. Each chain was initiated using that par-
ameter. Burn-in was calculated post hoc so that the
autocorrelation of all output parameters decayed to at
least 1/e. Each iteration computed an empirical average
for the objective function and for constraints using 450
samples; proposed moves were rejected if the empirical
average of the objective function was ε higher than the
grid-search optimum or if constraints were violated
with corresponding functions ε higher than for the
grid-search optimum (ε = 0.1 for cell production con-
straints, ε = 1.0 for fecundity constraints, and ε = 0.01 for
the fitness metric unless otherwise specified in Additional
file 1: Table S1). Each chain ran for 10,000 iterations. To
establish posterior distributions, we thresholded samples
along the chain path to keep those that met constraints
and did at least as well as the starting point in terms of
minimizing the objective function (note that some poster-
ior distributions only contain a large number of repeats of
the same point). After thresholding, each optimization
had at least 50 samples used to construct the posterior
distributions and 95 % credible intervals. We used a
parallelized version of our simulations for fast computa-
tion of empirical averages at each point, and used custom
Python software to drive the process (details of that soft-
ware will be reported elsewhere); each chain takes ~3 days
to complete on a 64-core computer. Detailed results are
shown in Additional file 2: Figure S7.

Fitness function for joint optimization of mutation rate and
growth rate
We defined a fitness function that captures the effects of
delays in the reproductive schedules due to slow germ-
cell cycling and of long-term mutational load stemming
from replication-dependent mutations. Consider a wild-
type population of worms with exponential growth rate
r0 and with gonads that produce progeny with pedigree
depth p0, and a mutant population with growth rate r
and gonads that produce progeny with pedigree depth p.
Then, making the approximation that all mutations are
dependent on replication (see below for a discussion of
this assumption), the change in deleterious mutation
rate is ΔU = U (p – p0)/p0. For selfing species, the selec-
tion coefficient for a trait that changes mutation rate by
ΔU is sU = −ΔU/2 [7, 91, 92]. For an exponentially grow-
ing population, the per-generation selection coefficient
corresponding to a change in growth rate can be
expressed as ln(1 + sG) = (r – r0)/r0 × ln (N), where N
is the number of progeny per generation, and where r =
ln(d), where d is the dominant eigenvalue of the popu-
lation transition matrix resulting from the reproductive
schedule and the assumption of a constant speed of
embryonic and larval development. Assuming independ-
ence of the effects on generation rate and mutation
accumulation, the fitness of the mutation population will
be 1 + sU + sG. We ran optimizations with two numerical
values of U. The lower value U = 0.03 reported by [43]
was derived from the decrease in fitness of mutation
accumulation lines. The higher value U = 0.48 reported
by [44] was derived from mutation rates measured by
sequencing and the ratio of synonymous to non-
synonymous substitution rates. Given our overall con-
clusion that speed of reproduction takes precedence
over pedigree-depth minimization, and given that con-
sidering the fraction of mutations that are not
dependent on DNA replication would decrease the
relative weight of pedigree-depth minimization (al-
though likely not by much, since DNA replication likely
plays a preponderant role in mutation accumulation, e.g.
[93]), our assumption for the purposes of this computa-
tion that all mutations are dependent on DNA replication
is conservative.

Additional files

Additional file 1: Table S1. Full results of pedigree-depth optimizations.
Asterisks: control points that are fixed to constant values; LX-D: cell cycle
length at distal end of DMMZ at stage LX (from L2 to L4 + 3 days); LX-P: cell
cycle length at proximal end of MMZ at stage LX; α LX: ratio of cycle lengths
between distal DMMZ and proximal MMZ at larval stage LX; CI: 95 %
credible interval derived from MCMC analysis. Further details of MCMC
results are given in Figure S7. See Table 1 for abbreviated results and
“Methods” for derivation details. (XLS 33 kb)

Additional file 2: This file contains Figures S1–S7 as well as Tables
S2–S9. (PDF 18206 kb)
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