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Abstract

High Definition Map as An Infrastructure for Urban Autonomous Driving

by

Yiyang Zhou

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Masayoshi Tomizuka, Chair

Technologies related to autonomous driving have been advancing rapidly for the past few
years, and the community has already seen promising applications of self-driving vehicles in
certain scenarios. However, urban driving environments, with their less structured roads,
complicated traffic rules, and numerous visual occlusions, remain to be challenging. To assist
the autonomous agents in such scenes, High Definition maps (HD maps) are proposed as an
infrastructure for urban autonomous driving. A typical HD map usually has multiple layers of
semantics including lane boundaries, drivable areas, and traffic rules. This prior knowledge
of the scene is of great importance for downstream modules like perception, localization,
prediction, and planning. Both in academia and in industry, nowadays, the HD map has
become a fundamental module for autonomous driving.

With their loaded information, the HD maps, however, are not usually easy to obtain.
Indeed, each module in the life cycle of an HD map imposes some challenges to researchers.
The development of an HD map starts with the sensor setup on mobile mapping platforms
and the collection of the mapping data. Typically, the mapping platform needs to be man-
ually calibrated for the correct spatial-temporal relationship among sensors, and careful
planning is required to prepare a mapping dataset. Then, the valuable data from these
sensors are processed through HD map generation pipelines for future usage. Currently, the
map construction requires intensive human labeling and post-processing, and few algorithms
are robust enough to automatically map an arbitrary urban environment. Lastly, how to
utilize a collection of HD maps is still a challenge for the mapping community. Due to limited
onboard storage and computing capacity, loading a complete map would be infeasible, and
end-users need an efficient submap query strategy in real-time.

Acknowledging the essential role of the HD map in urban autonomous driving and the
difficulties in development, this dissertation discusses multiple perspectives in the complete
life cycle of an HD map.

To begin with, this dissertation first discusses the mapping platform and the dataset
for mapping applications in Part I. Chapter 2 focuses on the geometrical calibration and
synchronization of the sensor suite on a mobile mapping platform. In this section, the com-
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plementary LIDAR-camera configuration is discussed, and a semantic-based optimization
algorithm is proposed to estimate both the geometric and the temporal relationship between
these two sensor modalities. In Chapter 3, an exemplar mapping platform and an urban
dataset are introduced. The design of the mapping vehicle considers complicated urban
scenarios, and the dataset includes some of the most challenging city driving scenes. The
dataset is open to the public to encourage research in the mapping field. With the mapping
platform configured, the next question in the life cycle of an HD map is the routing problem.
With more than one mapping vehicle, how to efficiently route a mapping fleet is discussed in
Chapter 4. Here, a Model Predictive Control-based algorithm is proposed to accommodate
traffic conditions and map updating problems.

Part II focuses on the algorithms related to the automatic generation of the HD map.
Chapter 5 introduces a particle filter-based algorithm to efficiently explore the lanes in
complicated urban situations. The algorithm specifically solves the merging, forking, and
irregular lane cases on city roads. Chapter 6 moves more towards the intersections and
discusses potential solutions with a multi-sensor setup. Here, the mapping problem is treated
as the semantic segmentation in the Bird’s Eye View frame. Network design comparisons
are also provided to demonstrate a preferred strategy in cross-domain fusion tasks. Chapter
7 studies the potential of multitask learning for both static and dynamic objects on the road
to exploit information in limited data. Built upon a single backbone, the proposed method
compresses six tasks into one neural network, and the evaluation shows that the performance
is comparable with single-task models.

In Part III, the management and the deployment of the HD map are discussed. Chapter
8 introduces a tile-based map management system to query and combine smaller HD maps
for real-time application. The proposed framework leverages an RB tree data structure and
uses a submap queue during vehicle operation to store only useful maps onboard.

This dissertation concludes with a summary of breakthroughs in the life cycle of the
HD map development process and comments on the future directions of HD map-related
research.
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Chapter 1

Introduction

1.1 Autonomous Driving and the HD Map

This is 2022. The tale of autonomous vehicles has been told for more than a decade, but
most of the full autonomy promises are yet to be delivered. With technology breakthroughs
in sensors, computations, and algorithms, the world has witnessed tremendous growth in the
autonomous driving industry, and there are indeed some applications of autonomous cars
deployed in certain scenarios. However, no one has successfully reached full autonomy in an
arbitrary urban environment.

Different from more regulated scenarios like highways or parking lots, urban driving is
hard. To begin with, traffic participants are more diversified in cities: walking pedestrians,
runners, cyclists, and various sizes of vehicles are together sharing the road. More detrimental
to the perception algorithms, these dynamic objects in the scene might occlude each other,
creating some unavoidable detection misses. On the other hand, the static road structure
in an urban scenario is more complicated as well. Figure 1.1 illustrates some typical roads
in the San Francisco Bay Area with satellite images from [41]. Forking or merging lanes
are common in cities. Other roads might not have any clear markings on their surfaces.
Sometimes urban scenes even have complicated 6-way intersections or roundabouts. To
handle these complexities and to alleviate the onboard sensing burden, some prior knowledge
about the scene is needed.

To represent this prior knowledge, maps were utilized in the early days of autonomous
driving. In the first DARPA urban challenge in 2007, various participating teams were
generating their own versions of the route map to facilitate the driving process [101, 148].
These maps were created with LIDARs or cameras to generate an accurate 3D representation
of the obstacles and the route itself. These maps showed rudimentary forms of the High
Definition Maps (HD Maps) nowadays.

The concept of the HD map was more specifically defined in Mercedes-Benz’s Bertha
Drive Project in 2013 [82, 173]. More than a map with detailed 3D geometrical information,
the map used in Bertha included semantics like lane topology and traffic rules. These
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(a) Forking lanes (b) Lanes without markings (c) Complicated roundabout

Figure 1.1: Urban driving scene illustrations

semantics are particularly useful for urban driving tasks because the semantics pre-define
how the vehicle should behave in a complicated environment. For example, by specifying the
right-turning lanes in the map, the vehicle understands to only use that specific lane when
planning a possible right turn.

Nowadays, HD maps carry even more information that is not directly visible to human
eyes. Some companies have proposed to include prior information like the usual traffic
patterns into the map, and other teams are adding real-time road conditions to assist real-
time path planning [12].

As a summary, Figure 1.2 illustrates a commonly acknowledged definition of the HD map
hierarchy. Starting with a base layer road network for human-level navigation, the HD map
then incorporates accurate measurements of the surrounding environment in the geometric
layer. The third layer contains semantic information like lane topology and traffic rules, and
more advanced blocks carry prior traffic information or real-time condition updates.

The popularity of HD maps comes from their wide application in driver-less cars. In-
deed, researchers in this field have demonstrated their significant roles in different modules
in autonomous driving. In perception, for example, maps help the algorithms to identify
potential drivable areas as semantic priors [162]. In localization modules, the map provides
a globally accurate reference for point clouds or camera images to match with [86, 146].
Furthermore, in behavior prediction modules, traffic rules and lane semantics within the HD
map give algorithms a strong hint of the target’s future trajectory [33]. Today, even more
applications with these HD maps are being developed.

Acknowledging the essential role of the HD map in autonomous driving, the next section
dives deep into the development process.
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Figure 1.2: HD map hierarchy in autonomous driving

1.2 The Life Cycle of an HD Map and Challenges

Thereof

The life of a paper map usually starts with a group of survey engineers in the field. The
survey team is equipped with levelers, locators, tripods, etc. to accurately measure the
geographical features in the environment. With raw data, specially trained cartographers
decode the information and draw one copy of the map. Lastly, publishers or local libraries
organize the maps and make them available to the public.

As an analogy of the traditional map-making process, an HD map also requires three
parts: hardware and data, map generation algorithms, and map management. Modern HD
map makers, just like their predecessors in ancient times, are facing challenges in these tasks.
This section explains each mapping module in detail and further introduces the challenges
faced by HD map researchers.

The Survey Team

The data source of the HD map comes from mobile mapping platforms (MMP) with various
sensors. Here, the mobile platform could be a satellite, an aircraft, a car, or simply a
pedestrian [142]. Nowadays, car-mounted mapping platforms are the most popular choices
because the sensors are traveling on the same route as future autonomous vehicles. More
importantly, the data collected during these travels could also be utilized for detection or
prediction tasks.

Some typical sensor choices on an MMP include LIDARs, cameras, Inertial Measurement
Units (IMU), Global Positioning Systems (GPS), On-board Diagnostic (OBD) sensors, etc.
One of the most important steps in jointly utilizing these sensors is to calibrate them carefully.
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Here, one needs to know both the spatial and the temporal relationship among these sensors,
and such calibration is not trivial. Currently, researchers are calibrating the sensor suite with
carefully prepared artificial rigs and meticulously designed synchronization algorithms [165].
More detrimentally is the irreproducible nature of such one-time calibration. If the sensor
suite experiences vibration or deformation in an accident, the geometry calibration result is
instantly voided. Thus, automatic calibration is critical for any onboard sensor suite [66].

With a fully functioning mapping platform, the next step is to collect a dataset for
downstream tasks. Here, the mapper needs to configure a data logging protocol for the
MMP and a database for storage. Furthermore, a mapping team also needs to consider
the routing problem for its mapping fleet. In dynamic urban scenarios, the road condition
changes every second, and it is important to consider various traffic patterns when routing
these mapping vehicles.

When all the data are collected in an accurate and efficient manner, the next step for
HD map development lies in the hand of the cartographic algorithm.

The Cartographic Algorithm

To make an HD map, one needs to first define the structure/model of the map. Take
OpenStreetMap (OSM) as an example. OSM is an open-source online map database with
course road-level information [109]. It constructs a map with a graph, where nodes are
waypoints, and edges show the connection relationship. Accommodating the huge amount
of information within an HD map, new map structures need to be proposed.

With an established map model, the next step is to encode each part of the model with
useful information. Within the map, one needs to fill in semantics like reference waypoints,
lane geometry, etc. Furthermore, it is also critical to include how lanes are connected at
the intersection. Here, the aforementioned third layer of the HD map is fully explored.
However, extracting the semantic information out of the raw sensor data is still largely
menial, requiring a significant amount of human labeling [115]. A few commercial products
have demonstrated the potential of automatic HD map-making in highway scenes [107], but
fully automatic map generation in cities is still challenging.

After the map generation process, these valuable maps are stored on the mapping team’s
server. Now, how to make them available to each individual autonomous vehicle will be the
next question.

The Atlas

A collection of maps is called an atlas. How to make the atlas available to all autonomous
vehicles is the question to be answered at the distribution time. Considering the limited
storage spaces and computing powers on autonomous vehicles, loading the whole atlas of
a city directly onto the vehicle’s hardware is often impossible. While some engineers are
trying to compress the map to a smaller scale [155], a new methodology to query the map
is needed. Instead of loading the complete map, a divide-and-conquer philosophy should be
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Figure 1.3: Dissertation outline

applied to map management. Here, one potential solution is to store all the HD maps on
the cloud, and the onboard system only downloads the current and future segments when
necessary [164]. However, more research into the atlas structure and the delivering strategy
is needed for a fast query during real-time implementation.

Facing these challenges in each step of the HD map development process, researchers in
the mapping domain needs a complete revisit of the HD map infrastructure.

1.3 The Dissertation Outline

Acknowledging the HD map’s role as a critical infrastructure for urban autonomous driving,
this dissertation is a revisit of each step in the complete HD map life cycle. As shown in
Figure 1.3, this work sequentially visits each module mentioned in Section 1.2 and introduces
related academic endeavors.

Part I Mapping Platforms and Data

As the first step of the mapping process, this dissertation starts with the sensors on the
MMP and the data acquisition process. Here a joint spatial-temporal calibration method
for LIDARs and cameras is first introduced as a demonstration of the hardware setup on a
mapping vehicle. Then, a sample mapping dataset preparation process is demonstrated as
a showcase. Lastly, a Model Predictive Control-based map routing solution is proposed for
mapping fleet management.
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Chapter 2 Joint Spatial-Temporal Calibration

Different sensor modalities describe a scene with different types of physical information, and
multiple sensors together contribute to a more comprehensive representation of the environ-
ment. Camera and LIDAR, with complementary semantic and depth information, are the
typical choices for detection tasks in complicated driving environments. For most LIDAR-
camera fusion algorithms, however, the calibration of the sensor suite will greatly impact the
performance. More specifically, these algorithms usually require an accurate geometric rela-
tionship among multiple sensors as the input, and they often assume that the contents from
these sensors are captured at the same time. Preparing such sensor suites typically involves
carefully designed calibration rigs and accurate synchronization mechanisms, which are rel-
atively time-consuming. More critically, the offline calibration result would be voided if the
sensor suite experiences any damages during deployment. In this chapter, a segmentation-
based framework is proposed to jointly estimate the geometric and the temporal parameters
in the calibration of a LIDAR-camera suite. A semantic segmentation mask is first applied
to both sensor modalities, and the calibration parameters are optimized through pixel-wise
bidirectional loss. Temporal parameters are estimated from visual odometry prediction be-
tween two consecutive frames. Since supervision is only performed at the segmentation level,
no calibration label is needed within the framework. The proposed algorithm is tested on
the KITTI dataset, and the result shows an accurate real-time calibration of both geometric
and temporal parameters.

Chapter 3 UrbanLoco: the Urban Mapping Dataset

As introduced in previous sections, mapping and localization are critical modules of au-
tonomous driving, and significant achievements have been reached in related fields. Beyond
Global Navigation Satellite System (GNSS), research in point cloud registration, visual fea-
ture matching, and inertia navigation has greatly enhanced the accuracy and robustness of
mapping and localization in different scenarios. However, highly urbanized scenes are still
challenging: LIDAR- and camera-based methods perform poorly with numerous dynamic
objects; the GNSS-based solutions experience signal loss and multipath problems; IMUs
suffer from drifting. Unfortunately, current public datasets either do not adequately ad-
dress this urban challenge or do not provide enough sensor information related to mapping
and localization. Here we present UrbanLoco: a mapping/localization dataset collected in
highly-urbanized environments with a full sensor-suite. The dataset includes 13 MMP trips
collected in San Francisco and Hong Kong, covering a total length of over 40 kilometers.
The UrbanLoco dataset includes a wide variety of urban terrains: urban canyons, bridges,
tunnels, sharp turns, etc. More importantly, this dataset includes the complete informa-
tion from LIDAR, cameras, IMU, and GNSS receivers. UrbanLoco is publicly available at
https://advdataset2019.wixsite.com/urbanloco.



CHAPTER 1. INTRODUCTION 7

Chapter 4 Routing for A Mapping Fleet

To build large HD maps covering an entire city, a mapping team usually commands a fleet of
vehicles to traverse different parts of the town to acquire accurate, comprehensive, and up-to-
date mapping information of the urban environment. However, how to efficiently route each
vehicle in the fleet remains to be a problem. This chapter specifically targets the mapping
fleet routing problem in dynamic urban scenes. Here, a Model Predictive Control-based map
routing solution MR.MPC is proposed. The method first abstracts a directed cyclic graph
representation of the city from public mapping datasets and then constructs a linear model
for the exploration task. The model is further extended to solve map updating problems.
The proposed method is tested with both simulated and real-world environments, and the
results demonstrate an efficient and robust exploration strategy.

Part II HD Map Construction

After the data is collected with calibrated sensors on mapping vehicles, the next step is to
extract the mapping information. In Chapter 5, an urban map structure is firstly defined, and
a road module exploration strategy is introduced. Chapter 6 extends the map exploration
into intersections and proposes to use Bird’s Eye View (BEV) segmented images as local
representations. Chapter 7 combines static mapping tasks with dynamic object detection
for multi-task learning.

Chapter 5 Road Module Exploration

As a crucial layer of the HD map, lane-level maps are particularly useful: they contain
geometrical and topological information for both lanes and intersections. However, large-
scale construction of HD maps is limited by tedious human labeling and high maintenance
costs, especially for urban scenarios with complicated road structures and irregular markings.
This chapter proposes an approach based on semantic particle filter to tackle the automatic
lane-level mapping problem in urban scenes. The map skeleton is firstly structured as a
directed cyclic graph from the online mapping database OpenStreetMap. The proposed
method then performs semantic segmentation on 2D front-view images from ego vehicles and
explores the lane semantics on a birds-eye-view domain with true topographical projection.
Exploiting OpenStreetMap, we further infer the lane topology and the reference trajectory
at intersections with the aforementioned lane semantics. The proposed algorithm has been
tested in densely urbanized areas, demonstrating an accurate and robust reconstruction of
the lane-level HD map.

Chapter 6 Multi-sensor Intersection and Road Inference

Either for an HD map construction or for an online perception of the static scene, it requires
more than a simple semantic segmentation or lane tracing in the camera domain. Instead,
it is essential to form a BEV representation of the 3D world with information gathered from
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multiple sensors. In this chapter, we focus on intersection/lane geometry and topology in the
BEV domain when the inputs are from multiple cameras. A local lane map representation
is firstly proposed. Then, based on different sensor fusion methodologies, we design multiple
variants of the BEV segmentation network to infer the local lane map. With experimental
outcomes, a network with pre-fused BEV image input supervised in the BEV domain is
concluded to be the preferred strategy for lane-level information extraction. The proposed
method is tested in both simulated and real-world environments, showing the effectiveness
of the chosen strategy in BEV sensor fusion tasks.

Chapter 7 Multi-task Learning, Mapping with Perception

Detecting dynamic objects and predicting static road information such as drivable areas
and ground heights are crucial for safe autonomous driving. Previous works studied each
perception task separately and lacked a collective quantitative analysis. In this chapter,
we show that it is possible to perform all perception tasks via a simple and efficient multi-
task network. The proposed network, LidarMTL, takes raw LIDAR point cloud as input and
predicts six perception outputs for 3D object detection and road understanding. The network
is based on an encoder-decoder architecture with 3D sparse convolution and deconvolution
operations. Extensive experiments verify the proposed method with competitive accuracy
compared to state-of-the-art object detectors and other task-specific networks.

Part III HD Map Management

With maps constructed, the next step in the HD map life cycle is for autonomous vehicles
to efficiently use these maps for downstream tasks. In Chapter 8, an efficient submap query-
stitching strategy is proposed for the real-time deployment of the HD map.

Chapter 8 Submap Query and Stitching

As demonstrated in previous sections, HD maps are extremely useful for downstream tasks
in autonomous driving. However, for individual vehicles, how to efficiently get access to these
pre-made maps is not trivial. Directly loading the complete map onto the onboard storage
device is infeasible, because the HD maps could occupy a large amount of the memory space.
In this chapter, the concept of a submap is introduced to dissect a large urban map into
smaller tiles, and a stitching algorithm is proposed to fuse neighboring maps to guarantee
local consistency. The patching algorithm is evaluated with Simultaneous Localization and
Mapping tasks, showing an effective querying and matching operation in real-time.
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Part I

Mapping Platform and Data
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Chapter 2

Joint Spatial-Temporal Calibration

Sensors are essential tools for robotic systems to perceive the physical world. Naturally, the
first step in the development of an HD map is to prepare a sensor suite that is suitable for
the environment. Figure 2.1 shows a typical mapping vehicle that is used by the Mechanical
Systems Control Lab at UC Berkeley [157]. On the top of the vehicle is a sensor suite that
contains a LIDAR, six cameras, an Inertial Measurement Unit, and several GPS antennas.
The sensor suite is designed to fully explore the complementary nature of these sensors. For
example, LIDAR point clouds provide accurate yet sparse 3D measurements, and camera
images yield dense semantics with no sense of depth. As a result, researchers would like to
jointly use these sensors for a complete representation of the scene.

For most sensor fusion algorithms, however, additional information about the spatial-
temporal relationships among these sensor modalities is needed. More specifically, algo-
rithms usually require an accurate geometric relationship among multiple sensors to perform

Figure 2.1: An example of the mapping sensor suite
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coordinate transformations, and it is often assumed that the contents from these sensors are
captured at the same time. Thus, a complete calibration of the sensor suite is needed.

Promoted by such demand, this chapter focuses on the joint spatial-temporal calibration
of a LIDAR-camera sensor suite. Here, a semantic segmentation-based method is proposed
to minimize the newly designed bi-directional loss in the image domain. Temporal parame-
ters are estimated from visual odometry prediction between two consecutive frames. Since
supervision is only performed at the segmentation level, no calibration label is needed within
the framework. The method is implemented on the KITTI [38] dataset, and the results show
a robust and accurate calibration of the LIDAR-camera sensor suite1.

2.1 Introduction

Robots nowadays are usually equipped with multiple types of sensors to ensure a compre-
hensive perception of the scene. Different sensors on a robot provide observations with their
unique physical characteristics. For mobile robots in particular, cameras and LIDARs are
among the most popular choices in perception tasks. In outdoor scenes, camera images
provide semantically rich representation in dense 2D formats without any depth data, and
LIDARs offer accurate yet sparse 3D measurements as point clouds.

The complementary nature of these two types of sensors inspires the designs of fusion
algorithms for detection tasks. In practice, the fusion algorithms are proved to out-perform
single-modal methods with a significant margin [165]. More importantly, since multiple
sensors are located differently on the mapping vehicle, a complete sensor suite can often
overcome potential occlusion problems in a single sensor setup.

One of the fundamental elements in sensor fusion algorithms is calibration [165]. To
begin with, the accurate geometric relationship between two sensor modalities is required
for most fusion algorithms [171, 139, 152, 135, 117]. More specifically, three translation
and three rotation parameters (six degrees of freedom or 6-DOF) need to be provided as
inputs. However, acquiring such geometrical relationships is challenging. Human labeling,
artificial rigs, and manual measurements are often involved in some earlier attempts, and such
processes are usually time-consuming. More detrimentally is the irreproducible nature of the
one-time calibration: whenever the vehicle experiences vibration or collision, the geometric
data from manual calibration is voided. Thus, automatically calibrating the geometry is
critical for any onboard sensor suite. In recent years, a series of learning-based methods
start to predict the extrinsic parameters of the sensor suite. These methods are usually
data hunger, requiring pre-labeled data as supervision to predict the parameters in the
target sensor setting [128, 55, 85]. However, the ground truth calibration data is still hard
to obtain and none of these works reported the generalization capacity on other datasets.
Some other methods leverage the semantic outcome of each sensor modality and directly
regress the extrinsic matrices without supervision. This work follows on SemAlign [83] for
finer geometric calibration.

1This chapter includes materials from the author’s previous work [66]



CHAPTER 2. JOINT SPATIAL-TEMPORAL CALIBRATION 12

Beyond the geometric parameter estimation, the temporal relationship among sensors also
requires researchers’ attention. More specifically, how to synchronize each sensor remains
to be a long-neglected problem in the autonomous driving research domain. Algorithms
usually assume naively that the content in each sensor frame is acquired at precisely the
same time, but this assumption rarely holds. For example, in the Argoverse dataset [14], the
synchronization is performed by simply associating the closest timestamp between LIDARs
and cameras. Some other works [157] perform synchronization at the data acquisition level,
but the static nature of a one-time delay compensation could not address the changes in
the real-world deployment. Thus, dynamically calibrating the time delay among sensors is
critical, yet almost unexplored.

This chapter proposes a joint spatial-temporal calibration framework between LIDARs
and cameras on an autonomous driving platform. The input of the proposed framework are
sequences of camera and LIDAR frames. Here, each sensor modality is processed through
an arbitrary semantic segmentation network, which one can choose based on the available
training data. Secondly, the segmented LIDAR point cloud is projected onto the semantic
image, where a newly designed bi-directional alignment loss is calculated for geometrical
parameter regression. Not limited to point-to-pixel loss, we downsample the semantic pixel
for pixel-to-point loss as well. To estimate the time delay between sensor modalities, we
estimate the visual odometry from two consecutive images and predict a shifted point cloud
for matching.

The joint spatial-temporal calibration framework is tested on the KITTI dataset for 150
frames, and the proposed method can robustly regress geometrical and temporal relation-
ships among LIDARs and cameras. Ablation studies are also included in this chapter to
demonstrate the bi-directional loss superiority and the strong temporal estimation capacity.

The major contributions of the work included in this chapter are:

• A joint spatial-temporal calibration algorithm is proposed for LIDAR-camera sensor
suite;

• A bi-directional loss is designed for more robust performance in geometrical parameter
regression;

• A time parameter is coupled with visual odometry to estimate the temporal delay
among sensors.

Geometric Calibration

Rig-based Calibration

The earliest attempts in geometric sensor calibration start with artificial targets, also known
as rigs. Such objects are often of regular shapes or specific patterns, making them easy for
simple detection algorithms.
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In Single-Shot Calibration, Geiger et al. propose to use checkerboards as targets for the
calibration task between cameras and range sensors [39]. The patterns on the checkerboard
are easy to identify for cameras, and the board themselves are easily detectable planes for
range sensors. A downstream optimization process is then carried out for the alignment.
Following a similar pipeline, other methods use different rigs or features for such calibration
tasks [65, 69, 71]. However, constructing an artificial rig could consume a significant amount
of time, and such a one-time calibration result is often not repeatable. For example, if the
sensor suite is changed geometrically in accidents, a new round of rig calibration is required.

Feature-based Calibration

Departing from the calibration board, some other methods explore the possibilities of finding
various features in the real world for calibration.

Exploring the geometric features in the environment inspires the authors of [59] and [100]
to use edges and lines in indoor scenes to estimate the 6-DOF of a sensor suite. Tamas et
al., on the other hand, use the plane feature in outdoor environments [140]. However, these
features are not universally available in all scenes, and advanced detection/correspondence
algorithms are often needed. Another school of thought is to utilize the color channels
in images and the intensity channels in LIDARs to maximize the mutual information for
calibration purposes [111]. However, depending on the viewing angle, the intensity return
from the LIDAR could be drastically different from the image outcomes [145].

End-to-end Calibration

More recently, some learning-based methods predict the extrinsic parameters of the sensor
suite with raw sensor inputs [128, 55, 85]. To train these prediction models, researchers
usually need to acquire a large dataset with ground-truth calibration data. More importantly,
none of the aforementioned works evaluate the models’ generalization capacity on other
datasets.

Last year, SemAlign was proposed as a semantic segmentation-based extrinsic calibration
method [83]. The model utilizes off-the-shelf segmentation networks for LIDARs and cam-
eras, and it optimizes the geometric calibration parameters for minimum Semantic Alignment
loss. Such a method is favorable because the generalization capacity lies within the semantic
segmentation modules, which are well explored-domains in computer vision. However, the
single-direction loss function in this work is not robust enough for complicated scenes.

Temporal Calibration

Sensor synchronization is often overlooked in driving-related tasks [165], and most algo-
rithms often naively assume that the data provided is already synchronized. However, such
assumptions rarely hold. To synchronize the sensors, researchers designed both offline and
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online mechanisms for synchronization. Here we introduce a few existing attempts related
to temporal calibration.

Offline Synchronization

In offline designs, the synchronization is performed before the data acquisition. Similar to
the triggering mechanism in multi-cameras setups in the early days of photography, a naive
attempt in sensor synchronization is to use hardware triggers [15] like a fix-frequency impulse
signal. Some other datasets prepare software triggers with compensated triggering time [157],
but the manual calibration of the time delay is usually time-consuming. More recently,
the IEEE1588 Precision Time Protocol is also introduced in system-wide synchronization
applications.

Online Synchronization

Online synchronization happens during or after the data acquisition process. A typical exam-
ple is the Argoverse dataset[14], where each camera image is matched to the closest LIDAR
scan, while the physical sensor themselves are not exactly synchronized. Most research work
in this domain estimates the time delay between sensors while they capture real-world data.
VINS calibrates the time delay between the high-frequency Inertia Measurement Unit (IMU)
and a camera by optimizing the trajectory consistency between these two sensors [122].

Joint Calibration

Calibration through Simultaneously Localization and Mapping (SLAM) is a popular method
for the joint calibration task. Through SLAM algorithms, each sensor modality provides a
unique odometry that is both spatial and temporal dependent. In [112] and [143], the authors
utilize such odometry estimation to find the best spatial-temporal match between the two
generated trajectories. However, the aforementioned methods leverage the performance of
the SLAM algorithms over the whole traveling trajectory, and SLAM’s drifting effect could
easily deteriorate the performance of the downstream calibration task. In our proposed work,
we optimize the extrinsic and the temporal parameter iteratively, avoiding error accumulation
along the traveling path. Furthermore, Persic et al. propose to use tracking results from
both sensor modalities to solve for geometric and temporal calibration parameters [116].
Similarly, the calibration performance is also limited by the accumulated error in tracked
objects.

2.2 Full Calibration of LIDAR-Camera Sensor Suite

The workflow of the proposed calibration method is shown in Figure 2.2. The calibration
process consists of the static spatial parameter calibration module for the spatial initial guess
and the joint spatial-temporal parameter calibration module for duo-parameter estimation.
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Figure 2.2: Workflow of the proposed calibration method

The inputs of the proposed algorithm are one point cloud scan Pk, and two sequential
RGB images {Ik+δ, Ik+δ−1}. The goal of the algorithm is to estimate a 6-DOF E = {R, t}
of the geometric relationship and the time delay δ between Pk and Ik+δ.

To do this, we first process Pk and Ik+δ through arbitrary semantic segmentation al-
gorithm to obtain semantic mask Pm,k, Im,k+δ. Then with initial extrinsic guess Einit =
{Rinit, t init} from either rough measurement or sampling and the known intrinsic matrix
K, we project the LIDAR point cloud onto the camera image plane. By finding the nearest
neighbor both from point to pixel and from pixel to point, we calculate the euclidean distance
between them to form the bi-directional loss function of the optimization algorithm.

The first optimization iteration (the static spatial parameter calibration module) will
be carried out at the frame when the ego vehicle’s velocity is almost 0. The static spatial
parameter calibration gives the initial estimation of the rotation and translation Êstatic =
{R̂static, t̂static}. This estimation will be used as the initial guess and the regularization
reference for the joint spatial-temporal parameter calibration. We include the static iteration
to avoid local minimum during the joint calibration processes.

Secondly, for dynamic scenes, we estimate the temporal information between Ik+δ and
Ik+δ−1 from the visual odometry which will predict the velocity v̂ k between two camera
frames. Here, the translation shift between Pk and Ik+δ can be represented as t δ,k = v̂ k ·δ. We

use this v̂ k as part of the optimization and estimate both the time delay δ̂, and Ê = {R̂, t̂}.

Semantic Segmentation

With off-the-shelf semantic segmentation modules, the proposed method would generalize
to any dataset with semantic labels. In this chapter, we use SqueezeSegV3[158] and SDC-
net[123] trained on KITTI dataset for point cloud and image semantic segmentation, respec-
tively. Considering the frequent presence of vehicles in the urban environment, in this work
we only use the car class for semantic segmentation. Applying these semantic segmentation
modules to the input, we get semantic masks Pm,k, Im,k+δ.
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Point Cloud Projection

In order to compute the semantic loss, we first project the semantic mask of a point pi,m,k ∈
Pm,k onto the 2D image plane. Based on the classic camera model [87], we can achieve the
projection as pxi,m,k

pyi,m,k

pzi,m,k

 = K[Rp i,m,k + t ], (2.1)

p̄ i,m,k =

pui,m,k

pvi,m,k

 =
1

pzi,m,k

pxi,m,k

pyi,m,k

 , (2.2)

where pui,m,k and pvi,m,k are the image coordinates of the projected point.

Bi-directional loss

Let p̄1,m,k...p̄np,m,k be a set of projected LIDAR points that are within the camera’s field
of view. Now for the projected point p̄ i,m,k, let q j,m,k+δ ∈ Im,k+δ be the nearest neighbour
pixel of the same class. Then, the single-direction point-to-pixel (point-to-image) semantic
alignment loss on frame k can be computed as

Lp2i,k =
∑
i

||p̄ i,m,k(R, t,p i,m,k)− q j,m,k+δ||22. (2.3)

Here, the loss is computed per projected point. Figure 2.3a illustrates the point-to-
pixel calculation process. As shown in [83], by minimizing this loss function, we can make
the projected point cloud well overlapped with the pixels that have same semantic label.
Thus, minimizing this loss function could lead us to the correct estimation for Êstatic =
{R̂static, t̂static}.

However, when the initial guess for the extrinsic matrix is significantly different from the
ground truth, the nearest neighbor matching does not necessarily give us the appropriately
matching result for most of the pairs, and the information of some important pixels will be
abandoned. Thus, minimizing the single-directional loss would fall into the inappropriate
local minimum.

To avoid such loss of information, we propose a bi-directional loss that utilizes the pixel-
to-point (image-to-point) nearest neighbor matching as well (Figure 2.3b).

Considering the fact that one image has too many pixels to match in real time, we
downsample the pixels for the pixel-to-point matching. Let {q̄1,m,k+δ...q̄ni,m,k+δ} ⊂ Im,k+δ

be a set of the downsampled pixels. Now for the pixel q̄ i,m,k+δ, p̄j,m,k ∈ Pm,k is the nearest
neighbor projected point. Then, the pixel-to-point semantic alignment loss on frame k can
be computed as
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(a) Point-cloud to Pixels

(b) Pixels to Point-cloud

Figure 2.3: Bi-directional projection demonstration

Li2p,k =
∑
i

||q̄ i,m,k+δ − p̄j,m,k(R, t)||22. (2.4)

Here, the loss is computed per sampled pixel. Then, the bi-directional semantic alignment
loss at the l-th iteration can be represented as

Lbi,k,l = Lp2i,k,l + wl ·
np

ni

· Li2p,k,l, (2.5)

where np

ni
is the normalization term and wl is the weight at the optimization iteration number

l. With smaller wl, the optimizer tends to align the projected points within the image
mask to minimize Lp2i,k,l. With larger wl for minimizing Li2p,k,l., the optimizer tends to
have the image mask well included in the projected point cluster. Thus, shifting the value
of wl during optimization iterations can avoid getting stuck in local minimum, and the
optimization solution would lead us to a better nearest neighbor matching for the next
iteration. Thus, optimizing the bi-directional loss function would yield a more refined guess
Êstatic = {R̂static, t̂static} for the joint calibration.
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Joint Spatial-Temporal calibration

To estimate the temporal parameter, we extract the velocity v̂ k between two sequential RGB
images {Ik+δ, Ik+δ−1} using visual odometry. The visual odometry used in this chapter is
based on the sparse optical flow for FAST feature tracking [84], and Nister’s 5-point algorithm
with RANSAC [106] for essential matrix estimation.

With a moving ego vehicle and an asynchronized sensor suite, the projected point cloud
obtained from Equation 2.1 will never match with the corresponding pixels, even with the
ground truth geometric calibration parameters. To compensate for this time delay, we need
to modify the projection equation aspxi,m,k,δ

pyi,m,k,δ

pzi,m,k,δ

 = K[R̂staticp i,m,k + t̂static + v̂ k · δ̂], (2.6)

p̄ i,m,k,δ̂ =

pui,m,k,δ̂

pvi,m,k,δ̂

 =
1

pzi,m,k,δ̂

pxi,m,k,δ̂

pyi,m,k,δ̂

 . (2.7)

Here, pui,m,k,δ̂ and pvi,m,k,δ̂ are the image coordinate of the projected point compensated

with δ̂ and v̂ k. Therefore, we can estimate both spatial and temporal parameters by mini-
mizing the modified bi-directional loss at iteration l:

Lbi,k,δ̂,l = Lp2i,k,δ̂,l + wl ·
np

ni

· Li2p,k,δ̂,l + β, (2.8)

β = λ1||t̂− t̂static||22 + λ2||R̂R̂−1
static||22. (2.9)

Here, β is the regularization term bringing the estimation closer to initial guesses. λ1

and λ2 are the regularization coefficients for translation and rotation respectively.

2.3 Implementation and Experiment

In this section, we report our experiment with the proposed algorithm and related works.
After introducing the implementation details, we report our algorithm performance on the
joint LIDAR-camera calibration. Furthermore, we show the experiment result of each cal-
ibration module under various noise levels in both geometrical and temporal sense. In the
end, we include an ablation study on the loss formulation.

Implementation Details

Each driving sequence in KITTI [38] includes RGB images, LIDAR point clouds, and accu-
rate extrinsic/intrinsic calibration parameters. We treat intrinsic calibration parameters as
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given and assume the provided extrinsic parameters as the ground truth. We use Sequence
00 (4541 frames) for evaluation on both static and dynamic calibration.

For static calibration, we use wl = 20 for the first 20 optimization iterations, wl = 1 for
the next 30 iterations, and wl = 0.02 for the last 10 iterations. The iterative optimization
has 60 iterations in total. For the joint calibration part, we use constant weight ratio w = 5
for 20 iterations in total. The regularization coefficient we use are λ1 = 106 and λ2 = 109.
The downsampling rate of pixels for the pixel-to-point matching is 2%.

We use quaternion angle difference (QAD) and the average euler angle difference (AEAD)
[83] to evaluate the rotational error between estimated rotations and the ground truth rota-
tion. Both angle differences are computed as

QAD = 2arccos (|p · q|), (2.10)

AEAD = (Rerror + Perror + Yerror)/3, (2.11)

where p and q are ground truth rotation and estimated rotation respectively. Rerror, Perror,
Yerror, denote the absolute Euler angle difference of roll, pitch, and yaw.

ATD (Average Translation Difference) is used to evaluate the absolute translation error.
The ATD is calculated as

ATD = (xerror + yerror + zerror)/3, (2.12)

where xerror, yerror, and zerror, represent the absolute translation error along the x, y, and
z-axis.

Joint Spatial-Temporal Calibration

In this experiment, it is assumed that the LIDAR and the camera are not synchronized,
meaning that there is a certain amount of time delay for each sensor’s data acquisition trigger.
To exacerbate this delay using the KITTI odometry dataset, we intentionally use RGB image
data acquired one frame ahead of the LIDAR point cloud. In the KITTI odometry dataset,
both the RGB image and the point cloud are captured every 100 ms, meaning that the data
acquisition frequency of both the camera and the LIDAR is 10 Hz. Therefore, the ground
truth of the time delay in this simulation is around 100 ms. The initial guesses of translation
for each x, y, z-axis are sampled from the uniform distribution [-10 cm, 10 cm] away from
the ground truth. The rotation guesses for roll, pitch, yaw are sampled from a uniform
distribution [-10 deg., 10 deg.] away from the ground truth.

First, we use Frame 547 to 552 where the car is not moving for the static calibration
part. The estimated spatial calibration result is then fed to the joint calibration algorithm
to estimate the temporal parameter.

We sample 50 frames for joint calibration evaluation. A visualization of the experimental
results could be seen in Figure 2.4. The blue points are the segmented LIDAR point clouds
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(a) Initial guess (b) After SST-Calib (c) Ground truth

Figure 2.4: Calibration results on the asynchronized KITTI odometry dataset

Table 2.1: Joint spatial-temporal calibration results

Delay Average ATD [cm] QAD [deg.] AEAD [deg.]
δ [ms] delay error [ms] Mean Median Mean Median Mean Median

Taylor et al.[143] 100 10.0 5.27 - - - 0.34 -
Park et al.[112] 10 3.5 20.00 - - - 0.88 -
SSTCalib (ours) 100 3.4 7.45 5.53 0.67 0.66 0.32 0.32

projected with the corresponding extrinsic matrix. The yellow masks are the segmentation
result for vehicles in the image. The quantitative results are shown in Table 2.1. Our
proposed method estimates the time delay as 96.6 ms, only 3.4 ms different from the ground
truth. While appropriately estimating the temporal parameters, the spatial parameters
estimation also achieves the same level of performance compared with the state-of-the-art
spatial calibration methods.

Robustness Study: Calibration under Noises

The robustness of our proposed method using the bi-directional loss is demonstrated in this
section. We sample 150 frames from sequence 00 with random translation and rotation initial
guesses. The initial guess noise for the translation is uniformly distributed within [-10 cm,
10 cm], and the initial guess noise for the rotation is uniformly distributed within [-10 deg.,
10 deg.] and [-20 deg., 20 deg.]. In Table 2.2, we observe that our proposed method has the
similar level of spatial parameters estimation capability without any costly pre-process. For
both rotational noise distribution, our method reports better AEAD results compared to
the SemAlign, which samples 5000 random transformations that may lead to better initial
guesses. More importantly, when the noise level doubles, our proposed algorithm maintains
a similar level of performance.

We also test the algorithm performance under different time delay intervals. Table 2.3
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Table 2.2: Static spatial calibration results

Pre-process
Initial
rotation

ATD [cm] QAD [deg.] AEAD [deg.]
Mean Median Mean Median Mean Median

SemAlign[83]
Sampling 5000

Einit for
initialization

[-10, 10]
[-20, 20]

-
-

-
-

1.14
2.59

0.46
0.49

0.62
1.49

0.23
0.24

SSTCalib (Ours) None
[-10, 10]
[-20, 20]

18.9
20.2

12.8
20.0

1.28
1.53

0.81
1.19

0.60
0.69

0.38
0.59

Table 2.3: Impact of the time delay magnitude

Time delay [ms]
Time delay ATD [cm] QAD [deg.] AEAD [deg.]

average error [ms] Mean Median Mean Median Mean Median

100 3.4 7.4 5.5 0.67 0.66 0.32 0.32
200 13.5 6.5 6.8 0.68 0.69 0.34 0.34
300 23.3 4.6 4.9 0.7 0.67 0.34 0.33

Table 2.4: Comparison between single- and bi-direction loss, an ablation study

Initial
rotation

ATD [cm] QAD [deg.] AEAD [deg.] Failure
rate [%]Mean Median Mean Median Mean Median

Single-direction [-10, 10] 42.7 22.4 3.67 1.62 1.63 0.79 16.2
Bi-direction [-10, 10] 18.9 12.8 1.28 0.81 0.60 0.38 8.8

shows a result of our experiments with time interval of 100, 200, and 300 milliseconds. The
proposed algorithm shows a successful estimation of both geometric and temporal parame-
ters.

Ablation Study: Bi-directional Loss

As a contribution of the proposed algorithm, we argue that the bi-directional semantic loss
is superior to the single-directional loss. The semantic calibration algorithm using single-
direction loss is similar to SemAlign [83], omitting the random pre-sampling process. We
report the calibration result of these two loss functions in Table 2.4. Here, all error metrics
of the single-directional loss are approximately twice as large as the ones of the bi-direction
loss. More importantly, the single-directional loss formulation fails more frequently at the
optimization phase, meaning that the point-to-pixel loss alone is not robust for complicated
scenes.

2.4 Chapter Summary

This chapter starts the HD Map development journey at its very first step: the sensor
suite calibration. More specifically, the complementary LIDAR-camera suite is studied for
complete spatial-temporal calibration.
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The proposed calibration method aims to optimize both geometric and temporal pa-
rameters with an accentuation on the generalization capacity. Here, the data from both
sensor modalities are firstly fed through arbitrary semantic segmentation networks, and a
bi-directional loss is calculated on the projected semantic image. To incorporate the tem-
poral elements, visual odometry is estimated to compensate for the asynchronized trigger
between sensor modalities. The proposed method is evaluated on the KITTI dataset, the ex-
periment result and related ablation studies demonstrate an accurate and robust calibration
of the sensor suite.

With well-calibrated sensors, the next step in the HD map development is to prepare a
full sensor-suite dataset for urban autonomous driving.
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Chapter 3

Urbanloco: the Urban Mapping
Dataset

Data is the foundation for most artificial intelligence systems nowadays. For mapping and
localization applications, in particular, collecting data is one of the first few steps in the
development process.

However, constructing a dataset is not usually easy. First, a complete sensor suite is
usually needed for mapping purposes. Beyond Global Navigation Satellite System (GNSS),
researchers in the mapping field also work on point cloud registration, visual feature match-
ing, and inertia navigation. Thus, sensors like LIDARs, cameras and Inertial Measurement
Units (IMU) are needed on the mapping platform. Furthermore, to push the limit of the
mapping algorithms, it is important for the dataset to include some of the most challenging
scenes. Highly urbanized areas fall well within this challenging zone: LIDAR- and camera-
based methods perform poorly with numerous dynamic objects; the GNSS-based solutions
experience signal loss and multipath problems; the IMUs suffer from drifting. Researchers
in both academia and industry are eager to see challenging public datasets with complete
sensor suites.

In this chapter, a sample mapping dataset UrbanLoco is presented. With Simultaneously
Localization and Mapping (SLAM) applications in mind, this dataset is constructed with
multiple sensor modalities including cameras, LIDARs, IMUs, and the GPS. The data is
collected in densely urbanized areas like San Francisco and Hong Kong to showcase the
challenging city environments. A few state-of-the-art algorithms are benchmarked on the
dataset, and the result shows that urban SLAM is still an unsolved problem for the research
community. Currently, UrbanLoco is open to the public for research and education purposes
1,2.

1https://advdataset2019.wixsite.com/urbanloco
2This chapter includes materials from the author’s previously published work [157]
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Figure 3.1: An overview of the UrbanLoco dataset

3.1 Introduction

Publicly available datasets have been hugely influential in autonomous driving research,
both in academia and in industries. In the past few years, numerous datasets were published
to advance different aspects of autonomous driving. One of the pioneers in academia is
the KITTI dataset [37], which covers most topics in current research and launches various
benchmarks for evaluation. Recently, a few companies, including Lyft [51], nuTonomy [9],
Waymo [154], and Argo AI [14], publish their datasets for detection and prediction. However,
few of these public datasets address the urban mapping and localization problem, which is
yet to be solved with a cost-effective sensor combination.

The need for urban datasets comes from the challenging nature of the urban scenes.
Due to high-rise structures and numerous dynamic objects, mapping and localization in a
densely populated area are hard, and simultaneous localization and mapping (SLAM)[43]
in a city is even harder. Figure 3.1 shows an overview of the city landscape in our dataset.
The traditional Global Navigation Satellite System (GNSS) based solution fails in urban
canyons due to limited satellite visibility and multipath problems. For more recent LIDAR-
or vision-based approaches, the dynamic objects (vehicles, pedestrians, cyclists) may cause
inaccurate point registration. While the Inertial Measurement Units are less affected by
urban environments, they suffer significantly from the drifting effect over time.

With the aforementioned challenges, however, most of the current public datasets are not
specifically targeted at the mapping and localization tasks in city applications. As densely
populated scenes are unavoidable for autonomous driving, it is urgent to provide the public
with a corresponding dataset. Here we present the UrbanLoco: a full sensor suite dataset for
mapping and localization in densely populated landscapes. The dataset includes information
from 4 essential sensor modalities: LIDAR, camera, IMU, and GNSS. The data is collected
in the populous districts in Hong Kong and San Francisco.

The major contributions of the work included in this chapter are:
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• We are releasing the first large scale full sensor suite dataset focusing on urban mapping
and localization challenges;

• The dataset includes over 40 kilometers of travel, covering various driving scenarios
including urban canyons, bridges, hills, tunnels, etc. There are also numerous dynamic
objects in the scene;

• The dataset provides information from a full sensor-suite: one LIDAR, six cameras
with 360 degrees views (one camera in Hong Kong), one IMU, and one GNSS. The
sensor-suite is carefully calibrated with calibration logs available online;

• We define the urbanization measure for localization in city landscapes and evaluate
the urbanization rate on current mapping/localization datasets;

• The dataset is publicly available through the project website, and related APIs are
also available for users’ convenience.

Autonomous Driving Datasets Review

Autonomous Driving Datasets for Mapping and Localization

Mapping/localization-focused datasets and benchmarks have been heavily used by current
researchers. KITTI [37] odometry is a popular benchmark collected in the German town of
Karlsruhe. Most of the trajectories are long enough (≥ 500 m) to test outdoor localization
algorithms. A total of 20 trips have been the popular test field for the latest algorithms. In-
deed, the KITTI odometry benchmark lead board is still updated nowadays. Unfortunately,
the KITTI dataset does not pose enough challenges for mapping and localization: the data
is collected in rural areas with light traffic and relatively low-lying structures. Furthermore,
KITTI only provides front-view cameras and LIDAR information, lacking the critical GNSS
and IMU outputs. Oxford RobotCar [88] is another popular dataset that specializes in
mapping and localization. Unlike KITTI, the Oxford RobotCar dataset offers extra infor-
mation from IMU and GPS measurements, which provides more possibilities for testings
of various algorithm designs. However, the data is collected in the less-urbanized Oxford,
not adequately addressing the urban mapping and localization problems. Table 3.1 shows a
comparison of the aforementioned two datasets with our dataset. We would further quantify
the urbanization rate specifically for localization in the next section.

Autonomous Driving Datasets for Urban Scenes

Until recently, it is rare to see autonomous driving datasets in highly-urbanized scenarios. In
early 2019, the Boston/Singapore-based NuScenes dataset [9] was published. Similar to our
dataset, the NuScenes data is collected among dense traffics and high-rise structures. More
importantly, the NuScenes dataset also incorporates visual information and IMU. However,
since the NuScenes dataset is majorly designed for perception and tracking, the data is
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segmented into scenes of 20 seconds in length. Thus, it is hard to acquire a sufficiently long
trajectory for mapping and localization purposes. Later in 2019, Lyft [51], Waymo [154], and
Argo AI [14] published their datasets that were targeted at detection and prediction tasks as
well. Thus, they are similarly segmented into discrete pieces. Furthermore, these datasets
do not include IMU and GPS information. Table 3.1 shows a comparison of different public
datasets for autonomous driving.

Table 3.1: Datasets comparison

Dataset Location
Urbanization Distance

LIDAR Camera IMU GNSS
rate (Max path)

KITTI[37] Karslruhe Low 1km ✔ front ✔ ✘
RobotCar[88] Oxford Low 1km ✔ front ✔ ✘
KAIST [56] Seoul High 11.42km Tilted front ✔ ✔
NuScenes[9] Singapore, Boston High 20s ✔ 360 ✔ ✔
Waymo[154] SF Bay Area High 20s ✔ 360 ✘ ✘
Lyft[51] San Francisco High 20s ✔ 360 ✘ ✘

Argoverse[14] Miami, Pittsburgh Mid 30s ✔ 360 ✘ ✘

Ours
San Francisco

High 13.8 km ✔ 360 ✔ ✔
Hong Kong

Geometric Mapping and Localization Algorithms

GNSS Based Localization

GNSS is widely used as a convenient tool for localization tasks. Equipped with a GNSS
receiver, the ego vehicle could easily navigate in regions where GNSS receptions and satellite
visibility are satisfactory. However, such requirements are rarely fulfilled in urban scenarios.
Indeed, GNSS manufacturers are incorporating IMU with GNSS receivers to continuously
navigate when the satellites are lost insight. However, such equipment is usually expensive,
and could not be used commercially for mass application.

Vision-based Mapping and Localization

Stereo cameras are used to extract spatial information about a scene [105, 90], but it is
hard for a monocular camera to solve the general motion. To complement the lack of depth
information for monocular cameras, RGB-D cameras are utilized successfully for SLAMs in
different scenes [54, 49, 64]. However, the depth perception span is very limited compared
to LIDARs. Another sensor fusion method for monocular navigation is the Visual Inertial
Navigation System (VINS-MONO) [121], which tightly couples a monocular camera along
with an IMU for localization. A nonlinear optimization algorithm is applied to incorporate
the loss in IMU measurement as well as the loss in visual feature matching. This specific
algorithm is evaluated in Section 3.4.
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Laser-based Mapping and Localization

Laser odometry is another significant branch of SLAM research. Point cloud registration
algorithms are the cornerstones for laser-based methods: ICP and its multiple variations
[7, 168, 129] are among the earlier attempts in odometry estimation. Other algorithms like
the Normal Distribution Transformation (NDT) [89] and the Mix-Norm Matching (MiNoM)
[151] also improve the quality of pure laser odometry estimation. The LIDAR Odometry
and Mapping method (LOAM) [167] extracts surface and corner features in the scan to
determine distances in a grid-based voxel map. In this chapter, we present the evaluation of
the performances of LOAM and NDT on our dataset.

3.2 The Urbanization Measure

In this section, we introduce an urbanization measure for localization challenges in different
scenes. This metric is further used to quantitatively compare our dataset with other publicly
available ones.

While GNSS is an intuitive and cost-effective solution for localization challenges, its
performance deteriorates in dense urban areas. One major reason for the poor performance
is the high-rise structures in the urban landscapes: skyscrapers in a city could block satellite
signals, resulting in a limited number of visible satellites for positioning. Moreover, the
GNSS signal can be reflected by building surfaces in urban canyons, introducing an extra
traveling path for the GNSS time measurement. The reflected GNSS signal would induce
the multipath effect and non-line-of-sight (NLOS) reception. More importantly, high-rise
structures are often associated with dense population and heavy traffics in a city. Thus, it
is intuitive to quantify the urbanization rate for localization problems based on the building
structures near the ego vehicle.

To define the urbanization rate of a specific location, a straightforward approach is to use
Skymask, a polar plot of the structures’ silhouette. Built upon a Skyplot [93], the Skymask
includes the building structures as a mask for satellites. As shown in Figure 3.2a, the gray
section denotes the sky-view blocked by the structures, and the white section denotes the
clear overhead sky. One way to generate a Skymask is to employ the 3D building models
which are widely used in the GNSS field [52, 53, 44]. Another method is to utilize the fisheye
camera on the top of the vehicle (shown in Figure 3.3a) and algorithms like normalized cut
[131] for image segmentation.

To quantitatively analyze a Skymask, we further define two parameters: the mean mask
elevation angle µMEA, and the mask elevation angle standard deviation σ2

MEA. The defini-
tions are:

µMEA =

∑N
α=1 θα
N

, (3.1)
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(a) Urbanization Measure Definition

KITTI

KITTI

Oxford

Oxford

Sunnyvale

Sunnyvale Hong Kong

Hong Kong

(b) Skymask Comparison

Figure 3.2: Skymask illustration

σ2
MEA =

√∑
(θα − µMEA)2

N − 1
, (3.2)

where θα represents the elevation angle at a given azimuth angle α. θα here is highly corre-
lated to the building heights. N denotes the number of equally spaced azimuth angles from
the Skymask. We usually use N=360, meaning that the azimuth angle has a resolution of 1
degree.

When the ego vehicle is in a dense urban area, the Skymask is usually dominated by
high-rise structures, resulting in a large µMEA, and a relatively small σ2

MEA. In rural areas,
on the other hand, both µMEA and σ2

MEA would be relatively small. In places with mixed
high-rise and low-lying buildings, σ2

MEA would be of a relatively large value.
With the aforementioned urbanization measure, we evaluated the urbanization rate for

current mapping/localization dataset, and the result is shown in Table 3.2 and Figure 3.2b.
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The Skymask is generated by 3D building models in these areas, and we developed Figure
3.2b through post-processing. Readers may notice that none of the three datasets match the
level of urbanization in Hong Kong.

Table 3.2: Quantified urbanization rate

Dataset Urbanization Rate
name µMEA (degree) σ2

MEA

KITTI [37] 32.8 21.42

Oxford RoboCar [88] 42.3 16.32

Waymo (Sunnyvale) [154] 15.2 7.92

Ours 60.9 15.92

3.3 The UrbanLoco Dataset

Compared with the current public datasets for autonomous driving, our presented dataset
covers more challenging urban trajectories with a full-sensor suite. The data is collected in
densely populated areas in Hong Kong and San Francisco. These two cities have drastically
different landscapes, driving behaviors (directions), architectures, and infrastructures. The
trajectories cover urban canyons, tunnels, bridges, hills, sharp maneuvers, and other chal-
lenging scenes for the aforementioned mapping and localization solutions. More importantly,
the scenes are filled with pedestrians, vehicles, trolleys, and cyclists. The sensors used are
one LIDAR, six cameras (San Francisco), one fisheye camera (Hong Kong), one IMU, and
one GNSS receiver. The ground truth for both cities is given by the Novatel SPAN-CPT,
a navigation system that incorporates Real-time Kinematic (RTK) corrected GNSS signals
and IMU measurements. In this section, we will explain our data collection platform and
calibration in detail.

The platform for data collection in Hong Kong is a Honda Fit. The corresponding
illustration and calibration coordinates are shown in Figure 3.3a. All the localization-related
sensors are equipped in a compact sensor kit on the top of the vehicle:

• LIDAR Velodyne HDL 32E, 360 Horizontal Field of View (FOV), -30 +10 vertical
FOV, 80 meters in range, 10 Hz;

• CameraGrasshopper3 5.0 MP (GS3-U3-51S5C-C), fisheye lens Fujinon FE185C057HA-
1, 185 HFOV, 185 V-FOV, 10 Hz;

• IMU Xsens Mti 10, 100 Hz;

• GNSS Ublox M8T, GPS/BeiDou, 1Hz;

We use Ublox M8T to collect raw GNSS signals for future research on GNSS positioning:
e.g., correcting the NLOS measurements [156]. A sky-pointing fisheye camera is also applied
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(a) Hong Kong data collection vehicle

(b) San Francisco data collection vehicle

Figure 3.3: Data collection platforms

to capture the sky view. With the camera, it is possible to quantify satellite visibility based
on the sky view image to monitor and improve the quality of GNSS positioning [63, 2]. The
3D LIDAR is employed to scan the environment for HD Map generation and SLAM [43]
purposes. Lastly, the Xsens IMU is employed to collect raw acceleration and orientation
measurements at high frequency.

The platform for data collection in California is a Toyota Prius as illustrated in Figure
3.3b. Slightly different from the Hong Kong platform, the following sensors are used:

• LIDAR RS-LIDAR-32, 360 Horizontal Field of View (FOV), -25 +15 vertical FOV,
80 meters in range, 10 Hz;

• Camera Six FLIR Blackfly S USB3, 2048*1536, 10 degree overlap on each side, 10Hz;

• IMU Xsens Mti 10, 100 Hz;

• GNSS Ublox M8T, GPS/GLONASS, 1Hz
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The additional six 360-degree view cameras are synchronized and calibrated with the
LIDAR. These two kinds of sensors are synchronized via triggering the front camera when
the rotating LIDAR beam passes the front centerline (software trigger). Following cameras
are triggered sequentially at a fraction of the running LIDAR frequency. To compensate for
the possible delay in the triggering signal, the triggering time is adjusted to align LIDAR
and cameras. Thus the specific section of the LIDAR scan and the corresponding camera
image contain information at the same clock time. The intrinsic matrices of the cameras are
calibrated through the kalibr toolbox [32], and the extrinsic calibration matrices are solved
through Autoware [61].

The ground truth used in this dataset is provided by Novatel SPAN-CPT, a GNSS-IMU
navigation system. The device is widely used for accurate localization assignments on mobile
platforms. For the GNSS receiver, the received signal is corrected from the RTK signal sent
from local public base stations. When the satellite visibility is satisfactory, the ground truth
error is within 2 cm. In cases of a complete loss of the GNSS signal, the device is still able
to output a continuous trajectory based on IMU measurements. The calibration certificate
dictates that the error after 10s of GNSS blackout is within 12 cm.

3.4 Dataset Benchmark

A few state-of-the-art SLAM algorithms are evaluated with our dataset. For the tested
open-source LIDAR and camera-based methods, the results are less satisfactory in the highly
urbanized scenarios. A quantitative evaluation is given in Table 3.3, and a collection of 2D
trajectory plots are shown in Figure 3.4. The dynamic objects in the moving scene largely
contribute to the failures of SLAM algorithms, as most of these algorithms use static feature
points to estimate the pose of the vehicle. Map CA 20190928173350, collected during the
rush hour on one of the busiest streets in San Francisco, is the most distorted map produced
with current SLAM algorithms.

Laser-based Methods

The tested LIDAR-based methods are LOAM [167] (ranking No.2 on KITTI [37] at the time
of the publication), and NDT [89] (a similar algorithm ranked No.24 on KITTI [37] at the
time of the publication). For LOAM, the reported average translation error on KITTI is
less than 5.7m/km, and the rotation error is 0.0013 degree/m. However, when retesting the
algorithm with the open-source LOAM algorithm by Leonid Laboshin [72], the translation
performance deteriorates significantly. For cases filled with dynamic objects (Figure 3.4e
and 3.4f), the performance drops to above 10m/km in the horizontal directions. In cases of
drastic altitude changes (Figure 3.4b, 3.4c and 3.4d), the translation performance further
decreases to over 20m/km. As for rotation, the rotation performance decreases when the
vehicle experiences sharp maneuvers (Figure 3.4c and 3.4d).
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For NDT [89] family solutions, the best algorithm on KITTI reaches 8.9m/km in transla-
tion error and 0.003 degree/m in rotation. In our evaluation, we apply the package prepared
by Kenji Koide [67] and fine-tune the parameters three times for the best performance. Fur-
thermore, a half real-time playback rate is used to guarantee solution convergence. However,
the result is less satisfactory: in the longest testing route (5.9km, Figure 3.4a), the transla-
tion error is more than 100 meters overall. It is also observed that the algorithm performed
poorly on altitude estimation.

Vision-based Methods

As for visual odometer estimation, we use the open-source VINS-MONO [121] algorithm
developed by Qin et al. VINS-MONO tightly couples visual odometry with IMU estimation
to output an optimized localization result. As pointed out in VINS-MONO, the algorithm
out-performs most existing visual odometry methods. During the experiment, we notice
that the visual odometry is very sensitive to changes in light conditions: the algorithm fails
when entering-exiting a tunnel. After using a half-real time playback rate, we generate the
continuous trajectory successfully. For performance, while the algorithm slightly outperforms
the LIDAR-based method in translation, the error in roll/pitch/yaw angle estimation is
worse. The performance further deteriorates when the path is filled with sharp maneuvers
(Figure 3.4d). Since VINS-MONO takes time for initialization, a rigid body transformation
[136] is applied to the constructed map before evaluation.

From the aforementioned evaluation and analysis, it is safe to say that our dataset in
Hong Kong and San Francisco addresses urban driving challenges adequately. Indeed, the
dataset is a valuable test field for future urban-focused localization solutions.

3.5 Chapter Summary

In this chapter, a challenging full sensor suite dataset for autonomous vehicle mapping
and localization is presented. Our data collection platform contains various sensors for
mapping and localization purposes: LIDAR, cameras, IMU, and GNSS receivers. Compared
with current datasets, the UrbanLoco dataset contains trajectories from more challenging
scenes, and the exemplar state-of-the-art algorithms performed poorly on the dataset. An
urbanization measure is also proposed to further quantify the challenges in different scenarios.

For the UrbanLoco dataset, the data is collected with one single mobile mapping platform.
However, in industrial applications, a mapping team is usually equipped with a fleet of
mapping vehicles. How to efficiently route each vehicle for more better data collection will
be the topic of the next chapter.
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(a) CA 20190828155828 (b) CA 20190828173350

(c) CA 20190828184706 (d) CA 20190828190411

(e) HK 20190426100200 (f) HK 20190426101600

Figure 3.4: Map evaluation results
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Chapter 4

Routing for A Mapping Fleet

In Chapters 2 and 3, sensor calibration and data acquisition processes are studied for single-
vehicle setups. However, most mapping teams are equipped with multiple mapping vehicles
for more efficient data collection and map updates. Typically, each vehicle explores a specific
section of a city to avoid repeated visits. Here, the natural question is: how to route these
vehicles in an ever-changing urban environment?

A classical mathematical problem, routing has been studied by researchers for centuries.
Just like instructing knights to travel through the Seven Bridges of Königsberg, here we are
directing vehicles to traverse a city. However, the dynamic nature of the urban environments
makes it hard to solve the problem in a classical graph theory way. First, the urban traffic
conditions are changing during the mapping process, making it a dynamic problem. Secondly,
maps expire the moment they are created, requiring frequent revisits to the same location.

Observing the characteristics of the urban routing problem, a Model Predictive Control
(MPC)-based solution is discussed as a potential strategy for the map routing problem. In
the problem formulation, the urban map is first treated as a Directed Cyclic Graph. We then
construct a linear model for the exploration task. The model is further extended to solve
real-time routing and map updating problems. We have experimented with the MPC-based
solution on simulated and real-world maps, and the proposed framework demonstrates an
efficient exploration of cities1.

4.1 Introduction

As the autonomous driving industry gradually shifts its interest to urban driving tasks, it is
critical for driver-less vehicles to be equipped with accurate, comprehensive, and up-to-date
maps of various city scenes. HD maps, with their detailed and vectorized representation of
the environment, have already demonstrated their quintessential role in urban driving [3, 33,
146, 162].

1This chapter includes materials from the author’s previous project [170]
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The great demand for maps has boosted the growth of numerous mapping companies and
their mapping fleets. However, how to route the mapping vehicles in a complicated urban
scene is still a challenge. Firstly, the urban environment is ever-changing: constructions,
accidents, traffic congestion, etc. could easily make an easy drive extremely time-consuming.
Secondly, an HD map is outdated immediately after its creation. How to keep the entire map
relatively up to date remains to be another challenge. Traditional solutions to the traveling
salesman problem (TSP) and the vehicle routing problem (VRP) largely assume a static
environment, which is not suitable for the mapping vehicle routing problem nowadays.

In this chapter, we propose a Model Predictive Control (MPC)-based algorithm to solve
the mapping vehicle routing problem. In our proposed algorithm Map Routing with MPC
(MR.MPC), we first extracted the urban road network from the open-source map platform
OpenStreetMap [109]. Following [171], we represent the map as a Directed Cyclic Graph
(DCG) stored as a two-dimensional matrix. The MPC problem is defined by vehicle state,
map state, vehicle control, and corresponding linear dynamics. We further design a ro-
bust cost function with time decay to encourage vehicle exploration. With the proposed
formulation, the map routing problem could be efficiently solved by a Mixed Integer Linear
Programming (MILP) solver. Lastly, we propose to extend this formulation to map updating
problems as well.

The designed algorithm is tested in simulated environments with simple road structures
and complicated real-world scenes in Downtown Berkeley. The proposed algorithm demon-
strates an efficient exploration strategy within the dynamic environment.

In this work, our major contributions are:

• An MPC-based routing solution is proposed for mapping fleets in a highly dynamic
urban environment;

• The routing problem is formulated as a linear system for an efficient solution with
MILP solvers.

• A potential alternative solution is provided for TSP and VRP from the control point
of view.

The Vehicle Routing Problem

The identified routing challenge in the urban mapping problem resembles those seen in the
TSP and the VRP. For the TSP, one agent is seeking an optimized route in a graph, while
in the VRP there are multiple agents for optimization. Both of these problems are proved
to be NP-hard [34].

Two schools of thought dominate the VRP solution: the optimization-based method, and
the learning-based method. To start with, the optimization-based method is seeking better
algorithmic solutions for the NP problem, often with better representations [22] or extensions
[48]. Such methods are usually exhaustive and optimal, but they take a significant amount
of time for execution.
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More recently, the rise of neural networks has encouraged researchers to solve the VRP
in a learning fashion. To start with, the VRP problem could be modeled with reinforcement
learning techniques, treating each vehicle as an agent and proposing policies at the graph
node. Typical works utilize Value Iteration Networks for Q value predictions [74, 137]. Some
other methods, observing the graphic nature of the VRP problem setup, utilize Graph Neural
Networks to explore the edge/node relationships [75]. With improved computational time,
the learning-based method, however, could not always provide an optimal solution. More
importantly, the learning-based methods require a large amount of data or simulation to
work with.

Observing the elegant representation of traditional optimization-based methods and the
iterative nature of the learning-based methods, we propose to model the mapping vehicle
routing problem with MPC. In general, we formulate the long-horizon problem with iterative
steps from the solution of MPC, and each state has a value estimation from the cost function.
For each time step, however, we are still solving an optimization problem with agents in
graphs. Furthermore, an MPC formulation of the VRP problem makes it possible for us to
handle dynamic environments and map updates.

4.2 An MPC Formulation of the Routing Problem

Map Preliminaries

Following the formulation in [171], we represent a city road network with a DCG. As shown
in the Figure 4.1, the city road map M is consisted of vertices {Vi} and edges {Eij}. Each
vertex Vi represents an intersection, and the edge Eij represents a directional road from
vertex Vi to vertex Vj. Here, we specifically use a directional representation for the existence
of one-way roads in the urban environment.

Figure 4.1: Map hierarchy as a directed cyclic graph

A graph, in data structure languages, could be represented in various ways. In this
problem formulation, considering the linearity of the solution, we chose to use a 2-dimensional
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matrix M with float number entries to represent the DCG. For a map with N vertices,
the matrix M will be an N by N matrix, with each Mij representing the cost to go from
intersection Vi to intersection Vj. The cost could be defined according to the mapping teams’
interests. A typical choice would be the length of the road. In this work, we firstly use the
length of the road extracted from OSM as the cost. We then add a traffic congestion factor
for certain edges to simulate the real-world condition of urban driving. M is a sparse matrix
with all the non-connected roads represented by infinity cost.

We also design a binary matrix Mbool to represent the connection logic of the map for
easier MPC formulation. An entry with 1 at edge Eij means that the road from Vi to Vj is
connected.

MPC parameter and discretization

To start with, we define the following parameters of the problem. The mapping fleet has a
total of K exploration agents, each of which represents a mapping vehicle Ck. Following the
aforementioned map definition, we have a N vertices map. Lastly, the horizon of the MPC
exploration is T .

Different from the real world traversing with physical locations and time-flow in seconds
or minutes, in the Map Routing task we are only seeking specific actions at the vertex of the
map M . That is to say, the algorithm only needs to make a decision when the vehicle is or
will be at an intersection, ignoring the deterministic traveling along the current edge. Thus,
we design the MPC model with a different timeline as compared with the physical world
time-flow. In the MPC problem, the timeline tmpc is defined by discrete steps. Between tmpc

and tmpc + 1, an arbitrary agent Ck is able to travel one whole edge Eij as long as the edge
has a bounded cost.

States

The first part of the state is the fleet location state [Xfleet(tmpc)] of a dimension of N by
K at each times step tmpc. The column k of the [Xfleet(tmpc)] matrix is a one-hot encoded
vector representing vehicle Ck’s location at tmpc. An entry of 1 at [Xfleet]nk means that the
vehicle Ck is currently at the vertex Vn. At the beginning of the exploration, assuming that
all vehicles depart from the depot at the zeroth vertex, the matrix [Xfleet] will have a row
of ones at the top and zeros for other entries.

The second part of the state is the map exploration state [Xexp(tmpc)], an N by N binary
matrix at each timestamp tmpc. Entry [Xexp(tmpc)]ij is a binary indicator of the exploration
status from vertex Vi to vertex Vj, where 1 means the edge is not explored, and 0 means that
the edge has been explored or not connected. At the beginning of the exploration, [Xexp(0)]
would be the same as Mbool.
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Controls

To linearize the system for faster solution time, we expand the controls to a 3-dimensional
matrix [U(tmpc)] at each time step tmpc. [U(tmpc)] is of shape N by N byK, where the ijk−th
entry represents that the vehicle Ck choose to travel from vertex Vi to Vj. Intuitively, the
matrix [U(tmpc)] is a sparse matrix.

As a side note for the choice of a 3-dimensional representation of the control, we also
implement a 2-dimensional control version with the same size as the [Xfleet(tmpc)]. However,
such a formulation would lead to a nonlinear dynamic system. We execute the two formu-
lations with GLPK [91] and Bonmin [6], and conclude that the nonlinearized formulation
would take 10× more time to solve.

Dynamics

The first dynamic rule in Equation 4.1 reflects the change in the [Xfleet(tmpc)] with given
[U(tmpc)].

Xfleet(tmpc + 1)[j, k] = Xfleet(tmpc)[j, k] +
N∑
i=1

U(tmpc)[i, j, k, t]− U(tmpc)[j, i, k, t] (4.1)

As expressed above, the interchanged indexes and signs in the summation term handle
the arrival and departure conditions at the vertex. When no actions are taken, which is
highly unlikely, the state indicator will also stay.

The second dynamic rule in Equation 4.2 demonstrates the change in [Xexp(tmpc)] with
respect to [U(tmpc)].

Xexp(tmpc + 1)[i, j] >= Xexp(tmpc)[i, j]−
K∑
k=1

U(tmpc)[i, j, k, t] (4.2)

The summation term collects the trajectories from all vehicles corresponding to the edge
of interest. Since multiple vehicles could traverse on the same edge when control options
are limited, the right-hand side of the equation could be negative. As a result, we chose to
use inequality during implementation. The cost function mentioned in the following sections
would enforce the [Xexp(tmpc)] to take the value of zero when there is indeed an action
involved on the specific edge.

Constraints

Other than the dynamics in the previous section constraining the MPC problem, there are
also static constraints at each time step.

The first two constraints are related to the initial conditions of Xfleet and Xexp. All
vehicle locations are assumed to be at the depot, encoded by the term X0[i, k]. The initial
exploration record Xexp will be the same as the binary map Mbool[i, j].
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Xfleet(0)[i, k] = X0[i, k] (4.3)

Xexp(0)[i, j] = Mbool[i, j] (4.4)

The third constraint is to ensure that each action taken by the controller is feasible,
meaning the next target node is reachable.

U(tmpc)[i, j, k] <= Mbool[i, j] (4.5)

The fourth constraint is to guarantee that at each time step, each vehicle only takes
one or no action when the next target is feasible. The agent will never choose an infeasible
action. Considering the binary nature of the U(tmpc), we could formulate this rule as an
inequality.

N∑
i=0

N∑
j=0

U(tmpc)[i, j, k] <= 1 (4.6)

The fifth constraint is to enforce that at each time step, each vehicle departs from where
it is located.

U(tmpc)[i, j, k] <= Xfleet(tmpc)[i, k] (4.7)

Cost Function

As mentioned in the introduction, the cost function involves an exponential decay parameter
γ. Here we follow a similar discount design in the Markov Decision Process to encourage
earlier exploration. The cost function is trying to minimize the sum of exploration matrix
cost at every time step.

min
T∑
t=0

N∑
i=0

N∑
j=0

γ(tmpc)Xexp(tmpc)[i, j]M [i, j] (4.8)

With changing road conditions like traffic congestion or construction, theM matrix would
be updated with a higher cost at each different MPC step. For the map updating case, one
could redefine the map cost as a dynamically changing matrix at each real-world time step.
The cost will reduce abruptly after the exploration, but it will increase exponentially to an
upper bound as time elapses.
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(a) Downtown Berkeley map for simulation

(b) Pixels to Point-cloud

Figure 4.2: Bi-directional projection demonstration

4.3 Experiments and Discussions

Simulator Setup and Data

For simulation purposes, we design a continuous world environment to test our MR.MPC
algorithm. In contrast to the discrete MPC model, the real-world model is based on the
clock time, in seconds. Without the limitation of the linearized system, states Xfleet,sim(t)
and Xexp,sim(t) are more expressive. In the simulation, Xfleet,sim(t) is a list of length K,
filled with dictionary data structure storing the vehicle Ck’s information. For each vehicle
Ck, we are interested in the current edge location (from Vi to Vj), the remaining edge cost
on the road, and a discrete control queue. Assuming that the cost in M is the traveling
distance between two nodes, the remaining cost is reduced at a rate of 10 meters per second
as the continuous system dynamic. Such a rate equals a vehicle traveling at around 22 miles
per hour. The first-in-first-out (FIFO) control queue is the output command from MPC,
which will give a control command once the vehicle’s remaining edge cost is smaller than a
threshold.

We implement the simulator environment in Python, and the MPC solver is built with
Pyomo [8] and GLPK [91]. We also implement the MPC solver with Casadi and Bonmin
[6] as a comparison. We test the MR.MPC algorithm with simulated toy case and the real
world map in Downtown Berkeley.
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Figure 4.3: Simulation process on the Berkeley map

Results

Restricted by the project scope, this experimental section focuses on the static and dynamic
map only, ignoring the map updating problem. We first design a toy case consisting of five
nodes in an A shape with two single-directional roads radiating out from the center node.
The optimal solution in three time steps should yield a cost of zero at the terminal state.
We use this case as a sanity check for the proposed algorithm.

From the Berkely OSM map shown in Figure 4.2a, we extract a DCG map model for
evaluation (Figure 4.2b) in real world. The simulation result is shown in Figure 4.3, where
the blue and green dots are fleet vehicles in the scene. Another factory map is also acquired
and processed for the experiment purpose.

Table 4.1 shows the solution cost in the static setting. We choose a random explorer as
a baseline for comparison. It could be seen that the MR.MPC algorithm could efficiently
explore the map in a limited amount of time, while the random agent wastes the effort.

Table 4.1: Static solution result

Maps Linear model Baseline

Toy case 0 1094
Downtown Berkeley 7931 11594

Factory 15950 39855

We further deploy the algorithm with a dynamic map update. We randomly change a
number of edges to infeasible during the running process to simulate road blockages and
compared the cost with the static method in Table 4.2. If the vehicles choose the original
exploration route, the exploration cost associated with the congestion will be much higher
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than the dynamically re-planned strategy. we only carry these experiments on larger Berkeley
maps, because the toy case does not have enough vertices for an update.

Table 4.2: Dynamic solution result

Maps Dynamic update Static exploration

Downtown Berkeley 437 11594
Factory 8501 39855

Discussion

As previously mentioned in the experiment setup section, we compare the proposed linear
case with the Casadi implemented nonlinear case. The solution time could be seen in Table
4.3. It is clear that the Pyomo model and GLPK could be solved in a shorter time. However,
it is worth noticing that the linear model has a O(N2) complexity associated with the control,
which could suffer from the Curse of Dimensionality [5] when a larger map is given.

Table 4.3: Linearization effect on MPC solver time (s)

Maps
Linear model Nonlinear model

(Pyomo+GLPK) (Casadi+Bonmin)

Toy case 0.02 0.09
Downtown Berkeley 0.7 6.5

Factory 0.45 41.32

4.4 Chapter Summary

In this chapter, an MPC-based map routing framework MR.MPC for urban map routing
problem is proposed. The introduced framework can dynamically explore the complicated
urban road network, taking both traffic conditions and road structure into consideration.
Experimented with both simulated and real-world data, MR.MPC demonstrated efficient
routing solutions in dynamic urban scenes.

Chapter 4 here concludes the discussion on mapping platforms and data. As a review
for Part I, we start with sensor setups on mobile mapping platforms in Chapter 2, where
a joint spatial-temporal calibration method is proposed. Built upon well-prepared sensor
suites, Chapter 3 showcases UrbanLoco, an urban mapping dataset. In Chapter 4, we try to
solve the mapping fleet routing problem with an MPC formulation.

In the life cycle of an HD map, finishing the aforementioned steps leaves us with datasets
containing accurate raw sensor measurements of the urban environment. The next step in
the HD map development will be to draw the map with the hard-won data.
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Part II

HD Map Construction
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Chapter 5

Road Module Exploration

In traditional paper maps development, after raw measurements are collected by the survey
team, cartographers will take these data and draw a representation of the world onto a piece
of paper. These cartographers are specially trained to decode the numbers to meaningful
semantic representations. For example, a series of elevation readings will be transformed
into contour lines on the map.

For HD maps development, one also needs these specially trained “cartographers”. Nowa-
days human labelers are employed to mark out the semantic components in an HD map.
For example, lane boundaries, curbs, and stop lines are marked out by human beings. How-
ever, considering the exhaustive details in an HD map and the massive scale of the urban
environment, manual labeling is not a feasible solution as the autonomous driving market
grows. Indeed, HD map researchers are working towards replacing human cartographers
with cartographic algorithms to automatically construct an HD map.

This chapter discusses an automatic HD map construction algorithm designed specifically
for the road modules: the algorithm studies the lanes between two intersections. In urban
scenes, lanes are more complicated with forking, merging, and irregular shapes. The work
included in this chapter proposes an approach based on the semantic particle filter to tackle
these scenes. The map skeleton is first structured as a directed cyclic graph from the online
mapping database OpenStreetMap [109]. Our proposed method then performs semantic
segmentation on 2D front-view images from ego vehicles and explores the lane semantics on
a birds-eye-view domain with true topographical projection. Exploiting OpenStreetMap, we
further infer lane topology and reference trajectory at intersections to verify outcomes of the
lane inference. The proposed algorithm has been tested in densely urbanized areas, and the
results demonstrate an accurate and robust reconstruction of the lane-level HD map1.

1This chapter includes materials from the author’s previously published work [171]
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Figure 5.1: Roads in an urban environment

5.1 Introduction

High definition (HD) maps have become a crucial component for full autonomy in a variety of
complex scenarios. Encoded with accurate and comprehensive information about the static
environment, HD maps can significantly facilitate perception, localization, prediction, and
planning [130]. HD maps contain multiple layers of information abstractions, and lane-level
information plays the quintessential role in many applications. Embedded with lane geome-
tries, road semantics, and connection topology, the lane layer can be utilized for defining a
potential region of interest (ROI) for some key modules in autonomous driving, including
but not limited to object detection [162], regulating the lateral location of the ego vehicle
[86, 146], and predicting the behavior of other vehicles [33].

With numerous alluring applications, these lane-level HD maps, however, do not scale
easily. Many of these HD maps are restricted to small-scale environments due to the high
costs of manual labeling and maintenance [115]. Recently, a few commercial products have
been launched to automatically map highways [107], where lanes are structured and markings
are clear. In urban scenes, however, the roads are much more complicated. As shown in
Figure 5.1, urban roads may have complicated forking, potholes, broken markings, or even
no markings at all. Furthermore, a city road also carries irregularities such as parking zones,
bus curbs, and bike lanes. As a result, automatic lane-level mapping in urban areas remains
an open and challenging problem.

It is worth noticing that the lane-level HD map construction problem is different from
geometry tasks like lane detection or trajectory inference. HD map requires a semantic and
topological understanding beyond the instance level, meaning that the map should contain
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logic connections with geometric information. As compared with simple lane boundary re-
gression, HD map constructors further infer the merging/forking relationship between lanes;
as compared with trajectory inference, HD maps further address the lane topological rela-
tionship.

Previous works have regarded lane detection and intersection trajectory generation as
separate problems, and most of these works only target the geometric understanding of the
scenes. In this work, we start with lanes and try to understand intersections jointly, providing
topological understanding beyond simple geometric representations.

In this chapter, we firstly define the HD map representation as a directed cyclic graph
(DCG) for easy data storage and query. We then propose the semantic particle filter to
automatically generate an urban lane-level HD map with a front view camera and an op-
tional LIDAR sensor. The proposed method contains two major components: a semantic
segmentation network for scene understanding, and a sequential Monte Carlo lane tracing
module over bird’s-eye-view (BEV). We further utilize lane exploration with OpenStreetMap
(OSM) [109] to showcase the potential in intersection inference. The whole pipeline only re-
quires one single execution per road direction for a complete reconstruction of the lane-level
details including the lane boundaries, reference trajectories, lane splitting information, and
road topology. Lastly, we represent our generated lane map in a differentiable format for
downstream modules. We test the proposed method in densely urbanized areas such as San
Francisco and Downtown Berkeley from the UrbanLoco dataset [157], and some exemplar
mapping results can be seen in Figure 5.1. The experiment covers areas with lane merg-
ing/splitting, missing/broken lane markings, complicated intersections, and irregular road
shapes such as bus curbs and parking areas. The results demonstrate an accurate and robust
construction of the lane-level HD maps.

The major contributions of the work included in this chapter are:

• We propose to combine semantic scene understanding with Monte-Carlo sequential
exploration for accurate and robust HD map construction in urban scenes.

• Geometrical representation and topological relationships are inferred for urban lanes.

• OSM is exploited as a coarse prior map to construct a directed cyclic graph represen-
tation of the urban road structure.

• The proposed algorithm is tested with a public dataset collected from densely urbanized
areas and validated the robustness and accuracy.

Extracting mapping semantics from raw sensor data has been a popular topic in the HD
map research community. We will start with a brief introduction of a few prior works in this
field.
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Lane detection: markings

Since the lanes are defined by markings painted on the road surface, a natural way for lane-
level map construction is initiated from the lane marking detection perspective. Nieto et
al. use a step-row filter [103] for lane marking detection and apply the Rao-Blackwellized
Particle Filter for lane tracing [104]. In [76], Li et al. use Convolutional Neural Network and
Recurrent Neural Network for lane marking detection on highways. More recently, Garnett
et al. [35] and Guo et al. [46] further use the 3D-LaneNet framework not only to classify
the lane in an image but also to predict its location in 3D.

These approaches achieve high-quality marking detection on highway or suburban roads
where the shape of the roads is simple and can be approximated by a polynomial-like func-
tion. However, it is hard to implement the aforementioned methods in urban scenarios with
complicated road structures, broken/missing lane markings, and frequent road splits. Fur-
thermore, the methods mentioned in [35] and [46] only work for scenarios with mild changes
in 3D slope, disregarding the abrupt changes in road topography.

Lane detection: drivable areas

Some other methods focus on drivable areas for lane detection. Meyer et al. designed a neural
network for ego and neighboring lane detection [95]. Kunze et al. create a scene graph from
semantic segmentation to generate a detailed scene representation of the drivable areas and
all road signage [70]. On the other hand, Roddick et al. use a pyramid projection network to
extract the drivable area as well as other vehicles [124]. Neither of these methods is extended
to the HD mapping domain, allowing a third vehicle to make full use of the detection results.

Intersection lane inference

Understanding the intersection structure is an indispensable technique for autonomous driv-
ing and HD Map generation. Thus a number of studies have been conducted to extract
invisible lanes and connecting topology at intersections.

Trajectories of other vehicles have been commonly used for intersection exploration. For
example, in [36] [58], the authors use vehicle trajectories acquired from on-board sensors
such as stereo cameras or LIDARs. Later, Meyer et al. use simulated vehicle trajectories
and employed a Markov chain Monte Carlo sampling to reconstruct the lane topology and
geometry at both real and simulated intersections [97, 96]. In [125, 20], the authors leverage
collected GPS data loaded on fleet vehicles. These methods have the potential to estimate the
lane-level structure of intersection, but they are data-hungry, and the performance heavily
relies on the quality of vehicle trajectories, which themselves are non-trivial to acquire.

More recently, directly predicting road connections at intersections from camera images
became another popular direction for lane inference. The work from Nvidia formulates the
inference problem as classification and chose the best trajectories from a real trajectory pool
with cross-entropy loss [117]. And Paz et al. predict the trajectory from a Gated Recurrent
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Unit on a BEV semantic map [114]. However, both methods focus on the ego vehicle lane
and only predict one trajectory as a reference for the ego vehicle, not considering all visible
lanes at an intersection.

HD map generation

Large-scale map generation has long been considered a Simultaneous Localization and Map-
ping (SLAM) problem [164]. However, instead of semantics, common SLAM algorithms
focus more on odometry estimation. Recently, in [115] and [25], the authors use semantics
in the image domain and fuse semantic results with LIDARs to generate a semantic rep-
resentation of the scene, not exactly an HD map. In terms of lane-level map generation,
a common approach is to accumulate extracted road environments along with localization
results. Authors of [45] and [57] utilize LIDAR to extract road environments, and leverage
the OSM as a map prior. In [57], fork and merge of the lanes are recognized by particle
filter-based lane marking tracking. Homayoundar et al. on the other hand, use a directed
acyclic graph (DAG) and treat each detected lane marking as a node to decide future ac-
tions for connection, initiation, or termination [50]. However, these methods focus on road
segments ignoring intersections, and they do not define the start and endpoint of the lanes.
Thus, connections between lanes are not studied in these works. With the help of aerial
images, authors of [94] study both road sections and intersections. However, the method is
limited by the availability and resolution of aerial images.

While the aforementioned efforts in lane detection and map generation have significant
contributions to the community, they are limited to either simple road structures or sin-
gle road segments. Our work targets specifically the complicated urban driving scenes and
considers both lane segments and intersection inference. Furthermore, we consider the to-
pographical deformation of the road surface for more robust and accurate lane detection.

5.2 Road Network Abstraction

We depart from a topological point of view for this cartography task. A city road network
consists of individual road segments and connecting intersections. As shown in Figure 5.2a,
an urban lane-level HD Map M could be abstracted into a directional cyclic graph repre-
sentation with each edge Eij representing a directional road from an intersection node Ii to
another intersection node Ij . We deliberately choose to have an edge for each direction due
to the ubiquity of one-way roads and physically separated two-way roads in urban scenes
(as shown in Figure 5.1). Previous works focused on either the edge Eij or the node Ii for
geometrical information extraction, but we study the HD map M containing both roads and
intersections

M := {Ei·, Ii}. (5.1)
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(a) DCG representation of the map M

(b) Intersection ROI

Figure 5.2: Map hierarchy as a directed cyclic graph

To acquire such a high-level map skeleton, we extract the coarse road-level topological
information from OSM [109]. Disregarding the direction of travel for most roads, the OSM
defines a road as a series of nodes connected together under a road instance. For special
two-way roads with solid barriers as the median, OSM would have one road instance for
each direction. Furthermore, the OSM defines an intersection as a connection node of two
or more road instances. Although represented by a single node, the actual intersection is
a geometrical region where multiple roads/lanes intersect. Utilizing such a definition, we
predict the intersection ROI (shown in Fig 5.2b) with a polygon formed by the closest road
node to the intersection node, leaving the rest of the road nodes as part of the atomic road.

With the atomic road E0
ij and intersection patch I0i defined as the skeleton M0 of our

map, we can match the moving data collection vehicle to an atomic road or an intersection in
the road network. Different from the goal variables M , Eij and Ii, M

0, E0
ij and I0i contains

neither geometric nor topological information of the lanes. Now we proceed to the proposed
methodology for automatic map generation.
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Figure 5.3: Particle filter exploration framework

5.3 Particle Filter Exploration

Problem formulation

To automatically generate the lane-level map from the aforementioned map skeleton M0, our
proposed approach utilizes an onboard front-view camera Ct and an optional (represented
by ∗) LIDAR L∗

t at time t. We also require the synchronized global vehicle poses RTt, which
come either from external sensors or SLAM algorithms. Representing our framework as a
function F (·), the goal map shown in Equation 5.1 could be further described by

M := {Ei·, Ii} = F (Ct, L
∗
t , RTt,M

0). (5.2)

The goal for atomic roads Eij estimation is to infer lane k’s centerline {Lk}K and its left-
right boundaries {Bk,left, Bk,right}K , where K is the number of lanes in this atomic road. We
deliberately go beyond a lane width as an asymmetrical representation of lane boundary due
to irregularities in the drivable areas of a lane (examples are in Figure 5.1). Here, Lk could be
represented either as a continuous trajectory function or as a collection of waypoints, while
discrete points Bk,left, Bk,right would form an enclosed drivable area of the lane. As shown
in Figure 5.3, we would start with semantic segmentation (S(Ct)) of the camera image, and
then use particles to explore the lane over the BEV domain, which is accumulated from
S(Ct), L

∗
t , RTt, and M0. To be more specific, we are looking for:

Eij = {Lk, Bk,left, Bk,right}K = G1(S(Ct), L
∗
t , RTt,M

0). (5.3)

The goal for intersection Ii estimation is to infer the topological relationship and geo-
metrical reference trajectory between E·i and Ei· as a Bezier curve B(Ek

·i, E
l
i·), where k and l

denotes specific lanes in atomic roads. When two lanes are not topologically connected, the
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Figure 5.4: Example results of semantic understanding module

function output is set to be null. Here, we are utilizing the result in the previously defined
Eij and the skeleton map M0 for lane tracing at the intersection. Again, we study:

Ii = {B(Ek
·i, E

l
i·)}K×L = G2(Ei·,M

0) (5.4)

In corresponding maps shown at the bottom of Figure 5.3, we start with a coarse map
skeleton M0, go through the road semantics Eij and reference trajectory Ii generation, and
end with a lane-level HD map M .

Semantic understanding of the scene

Drivable areas and lanes are defined by the road markings painted on road surfaces, but lane
markings in urban areas are more complicated: there are numerous lane splitting, frequent
stop lines, and broken/missing markings.

Therefore, instead of only extracting lane markings from camera images, we consider this
problem as semantic segmentation and infer both drivable areas and lane markings from
camera images. Built upon a DeepLab-v3+ [16] structure, we are particularly interested
in ego lanes, 2 neighboring lanes on each side of the ego lane, dashed lines, solid lines,
crosswalks, road curbs, and stop lines. As shown in Figure 5.4, the input of the network is
an image Ct, and we predict the aforementioned 10 classes. These semantic instances form
the foundation of our understanding of the current scene. Considering both lanes and lane
markings is especially efficient for urban scenes as the lane markings might be missing, and
some drivable areas may be confused with parking zones.

BEV accumulation and atomic road structure estimation

After the road semantics are extracted from the camera images, the segmented images
(S(Ct)) are projected onto the ground plane in map coordinates. These projected BEV
images are then accumulated together for a semantic representation of the atomic road. For
the scope of this semantic mapping problem, we assume that the pose of the ego vehicle RTt

is given from auxiliary sensors like inertia-GPS navigation systems or SLAM algorithms like
[164].

For the BEV projection, most previous works assume a flat ground as the road model.
However, such estimation is over-simplified in city scenes. For urban areas, undulating
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(a) Without LIDAR correction (b) With LIDAR correction

Figure 5.5: BEV projection comparison with LIDAR

road surfaces, either purposefully designed for drainage or accidentally caused by lack of
maintenance, are common. Figure 5.5a shows that by simply assuming a flat surface of the
road, the BEV projection could be distorted. We propose to optionally use a synchronized
LIDAR scan L∗

t as the ground topography, and then project the image onto a topography
mesh. To generate the ground mesh from sparse point clouds, we process the synchronized
LIDAR point cloud through a Delaunay Triangulation with each point as a vertex on the
mesh. After LIDAR correction, the BEV projection could be seen in Figure 5.5b, where the
distorted cross-walk markings are rectified. To further demonstrate the improvement of using
the true ground topography, we include an ablation study of the map quality with/without
the LIDAR correction in the experiment section.

With a semantic atomic road map shown as the background of 5.6a, we now study the
possible vehicle trajectories in such scenarios. To tackle the complicated, mostly irregular,
driving scenes, we propose to use a Monte Carlo exploration strategy: the particle filter. Each
particle represents a moving vehicle of an average sedan size with three state parameters: the
BEV location and the yaw angle: χn,t = [x, y, ϕ]Tn,t. The details of this exploration strategy
are shown in Algorithm 1. With the ego vehicle starting at one end of the atomic road with
RT0, we generate a strip of N particles {χn,t=0}N perpendicular to the driving direction in
RT0. Each particle χn,t then proceeds along the driving direction in the atomic lane map
shown in Figure 5.6a. Here, we are simulating the actual driving of the car with speed vm
and yaw-rate ωm uniformly sampled from noisy linear and angular velocity distribution Vm,
Ωm. The dynamic update function is

χn,t+1 = χn,t +

cos (ϕn,t + ωm) ∗ vm
sin (ϕn,t + ωm) ∗ vm

ωm

∆t (5.5)

Each predicted particle χn,t+1 will be re-weighted for it’s overlapping ratio with the lane
boundaries (Figure 5.6b), and the weight is saved as wn,t+1. Particles will be terminated at
Ij. Through the sequential Monte Carlo process, we could simulate vehicle behaviors at lane
splitting scenes. For unstructured roads too narrow to fit two lanes, the particle filter also
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(a) Particle history plotted next to the satellite
map

(b) Prediction and evaluation step of particle fil-
ter

Figure 5.6: Particle exploration illustration

demonstrated a preferred driving trajectory of the vehicle (Figure 5.1).
For particles traveled to the end of the atomic road {χn,T}, we first cluster these particles

with the geometrical clustering algorithm DBSCAN [26] to determine the resulting number
of lanes. Then we perform numerical regression to find the best representation of these
lanes. After experimenting with different regression models, we conclude that the best fit
would be an optimized piece-wise linear regression smoothed with a natural spline. By
minimizing the sum-of-squared regression loss shown in Equation 5.6, we first determine
the optimal breakpoints bi for the piece-wise regression function f(xn, bi), and then use the
natural spline to smooth the connection for a differentiable curve representation. Such a
differentiable form of reference trajectory is particularly valuable for further path-planning
and prediction tasks [33].

Lk = f(xn, argmin
bi

(
T∑
t=0

N∑
n=1

(yn − f(xn, bi))
2)) (5.6)

Sampling waypoints for each regressed lane Lk, we estimate the lane width by probing
towards the latitudinal direction of the lane. As a result, we would get accurate lane width
Bk,left, Bk,right at each specific sampled location. Together we form the atomic road map
Eij introduced in Equation 5.3 with reference trajectories Lk and their lane boundaries
Bk,left, Bk,right. It is worth noticing that such representation could be easily transferred to a
LaneLet2 [118] format for further tasks.

Intersection lane tracing

As previously introduced in Equation 5.4, the road connection topology and reference tra-
jectories inferences inside an intersection Ii come from the OSM skeleton M0 and the lanes
generated on neighboring atomic roads E·i and Ei·. Since the OSM defines the road con-
necting topology, we transfer this relationship to the lane level with general traffic rules: i.e.
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Algorithm 1: Lane Exploration Particle Filter

Result: Returns the regressed lane on atomic roads on Eij

initialize N particles {χn,t=0}N with RT0 and size;
while χn,t not at Ij do
{χn,t+1}N , {wn}N = ∅;
for n in 1 to N do

sample χn,t+1 from Equation 5.5 with Vn and Ωn;
wn = evaluate χn,t+1;
{χn,t+1}N ← χn,t+1; {wn}N ← wn;

end
for n in 1:N do

draw i from {wn};
{χt+1} ← χi,t+1;
save particle history;

end

end
cluster {χn,T} in C with DBSCAN;
for ck in C do

Lk = f(xk, bk|xk ∈ ck)
Bk,left, Bk,right ← Longitude explore Lk

end

left lanes in E·i would connect to left lanes in Ei·; and the algorithm is demonstrated in
Algorithm 2. Without explicit supervision, the topological inference would reach over 90%
precision in urban areas. Based on the topology, reference trajectories are then regressed
with an optimized second-order Bezier curve shown in Equation 5.7. We optimize Equation
5.7 for smoothness over the variable α ∈ [0, 1]. The Bezier curve’s head and tail correspond
to the lane’s location Lk1,−1 and Lk2,0 as shown in Figure 5.7, and we used intersecting point
of lines extending along the direction from the head and tail nodes as control point P for
the curve.

Here we only use this intuitive intersection exploration strategy to demonstrate the ef-
fectiveness of the road exploration module. More discussion on the intersection prediction
will be carried out in Chapter 6.

B(Ek1
ji , E

k2
il , α) = (1− α)2Lk1,−1 + 2α(1− α)P+ α2Lk2,0 (5.7)
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Algorithm 2: Lane inference at an intersection

Data: Eji, Eil: set of incoming and outgoing atomic roads to intersection I0i
Result: returns set of lanes Ii for intersection I0i
connections = ϕ
for Ein in Eji do

for Eout in E0
il do

Nin = num lanes(Ein)
Nout = num lanes(Eout)
for k in 1 to min(Nin, Nout) do

connections = connections
⋃
{(Ek

in, E
k
out)}

end

end

end
Ii = ϕ
for {(Ek

in, E
k
out)} in connections do

Bk = Bezier curve from Equation 5.7
Ii = Ii

⋃
Bk

end
return Ii

Figure 5.7: Lane inference at an intersection
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5.4 Experiments

Experimental Setup

To validate the proposed method, we have created lane-level HD maps for 3.5 KM routes
in 47 blocks of the San Francisco Bay Area. The data is from a public mapping dataset
[157] with a front-view camera, LIDAR, and ground-truth ego-vehicle pose. To evaluate the
atomic road and intersection reconstruction IOU, we manually label the drivable areas on
Bing [98], and we perform a global rectification [136] for alignment as the map and the ground
truth are generated in different coordinate systems. To quantify the trajectory deviation, we
use the trajectory from another driver passing through the same scenes on a different day.

For the semantic understanding module, We adopt DeepLab-v3+ [16]. We pre-train the
module with the Cityscapes dataset [23] and fine-tune with the BDD100K dataset [166].
Since the BDD100K dataset only defines ego-lane and neighboring lanes for drivable areas,
we extend this label to ego-lane, left lane, second left lane, right lane, and second right lane.
We use SDG as an optimizer with a learning rate of 0.01, momentum 0.9, and batch size
4. Fine-tuning is done for 250,000 steps. Images are resized to 512 × 512 on the semantic
segmentation process and restored to their original size on BEV projection.

For BEV accumulation, we use the ground-truth localization provided in [157]. In the
particle filter exploration, we deploy 500 particles, each with a length of 3m and a width of
1.5m. The velocity (m/s) is drawn uniformly from U(0.9, 1.1), and the yaw angle (radians)
is uniformly drawn from U(−0.2, 0.2). The maximum cluster distance for DBSCAN is set
to be 1m, which is around half of a typical lane in urban scenes.

Lane-level map in Berkeley and San Francisco

A qualitative atomic road module mapping result is shown in Figure 5.1: the proposed
method could successfully map lane-splitting (A), un-structured roads (B), and complicated
intersections (C). For quantitative studies on lane-level HD maps, we do not find a consensus
in academia for map quality evaluation. However, we use all popular metrics in previous
works to demonstrate the effectiveness of our algorithm: the root-mean-square (RMS) error
between the reference trajectory and ground truth, the mean intersection of union (mIOU)
index of the proposed lane boundary, and the precision-recall values. All the evaluations are
performed on a per-lane basis. To study the detection rate of the proposed approach, we
define a successful detection as one having over 0.7 mean IOU or less than 0.2m of RMS. A
quantitative study of the proposed methods could be seen in Table 5.1.

Gauged at 0.7 mIOU or 0.2m RMS, our proposed method has a mean RMS of 24cm for
lane center trajectory estimation, and an average IOU of 0.79 for lane boundary estimation
in Downtown Berkeley. With the same threshold, we are able to achieve 0.84 in precision
and 0.73 in recall. In North Beach, San Francisco, our approach has an RMS of 0.33m and
mIOU of 0.76 when gauged at 0.7 IOU with 0.63 precision and 0.63 recall.
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To the best of our knowledge, most previous endeavors in related fields use private data
for evaluation, and we could not test our proposed approach on their dataset. More critically,
most mapping-related algorithms and parameters are close-sourced, making it impossible to
re-evaluate on our dataset. Thus, Table 5.1 lists the performance of other proposed methods
[57, 25, 115, 94, 95] in similar matrices. We also list the urbanization rate at each location for
a qualitative review of the difficulties of mapping these areas. To support the urbanization
ratings, we further calculated the lane density index defined as #oflanes/km2. Higher
density means that more lanes are compacted in a unit area, making the lane structure more
complicated.

For the invisible topology and trajectory inference in intersections, we evaluate our perfor-
mance by the topological relationship precision-recall index as well as the inference trajectory
RMS error. Quantitative results for the intersection could be seen in Table 5.2. The previ-
sion and recall are gauged at 0.1m RMSE with correct topology prediction. Compared with
a series of other methods in less urbanized areas, our algorithm is still able to discover the
potential topological relationship at intersections with a lower RMS error.

Ablation study: true road topography

To study the effect of the road topography on our mapping system, we compare the map
generated with true road topography and the map generated with a plane assumption of the
ground. A quantitative comparison is shown in Table 5.1 and 5.2. It is clear that with the
LIDAR corrected topography, we have a significant improvement in atomic road detection
precision and recall score. Also, the estimated drivable area is closer to our labeled ground
truth.

5.5 Chapter Summary

Chapter 5 discusses the road exploration problem in the urban HD map construction process.
To begin with, an OSM-based city map skeleton is introduced, and a DCG is constructed
to represent the urban road network. Next, the semantic particle filter-inspired method is
proposed to explore each lane in the urban road setting. The proposed method is tested
on busy roads in San Francisco and Berkeley, and the result shows a robust and accurate
reconstruction of the urban road map.

The work included in this chapter majorly focuses on the road module exploration, only
studying the intersection topology and geometry with a naive approach. In the next chapter,
we will look closely at the intersection, and see how the HD map is constructed with multiple
sensors.



61

Chapter 6

Multi-sensor Intersection and Road
Inference

According to the Federal Highway Administration, more than 50 percent of fatal and injury
crashes occur at or near intersections [13]. The danger at the intersections comes from
drivers’ misjudgments, occlusions, etc. Naturally, intersections become the center of HD
map research.

Furthermore, to acquire a comprehensive understanding of complicated scenes like inter-
sections, autonomous agents need multiple sensors. Thus, how to leverage a multi-sensor
setup efficiently for mapping purposes is another problem faced by mapping researchers.

Acknowledging the challenges at intersections and the demand for multi-sensor setups,
here we design a novel sensor fusion mapping framework with the intersection in mind.

For an HD map construction at the intersection, it requires more than a simple semantic
segmentation or lane tracing in the camera domain to accomplish these tasks. Instead, it is
essential to form a Bird’s Eye View (BEV) representation of the 3D world with information
gathered from multiple sensors. In this chapter, we focus on lane geometry and topology in
the BEV domain when the inputs are from multiple cameras. We firstly proposed to use a
local lane map as a representation for the static scene. Then, based on different sensor fusion
methodologies, we design multiple variants of the BEV segmentation network to infer the
local lane map. With experimental data, we conclude that a network with pre-fused BEV
image input supervised in the BEV domain is the preferred strategy for lane-level information
extraction. The proposed method is tested in both simulated and real-world environments,
and the results show an accurate and robust segmentation in the BEV domain1.

6.1 Introduction

To achieve fully autonomous driving, it is critical for the perception module to understand
roads and lanes. These static features serve as a foundation for scene understanding, and

1This chapter includes materials from the author’s previous work [139]
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Figure 6.1: Mapping a scene between multiple cameras’ frames to a BEV frame

they are also important for downstream tasks. For the past few years, researchers have
demonstrated the key role of lane structures in perception [162], localization [3], and path
planning [33]. In particular, researchers are looking for geometrical and topological attributes
of the lanes. For example, the lane geometry contains instances like the drivable areas or
centerlines, and the lane topology contains information on connection logic.

For either online lane perception or offline High Definition (HD) map generation, there
exist two challenges in the camera-based lane exploration task: scene representation and
coordinate transformation.

Firstly, what kind of information would suffice the aforementioned needs in scene under-
standing remains an open question. In the past, researchers on this topic have given various
answers: derivable areas [92] [124], lane graphs [70], reference paths [117], etc. Considering
the demand for downstream tasks, in this chapter, we propose a more informational repre-
sentation of the scene with both geometric and topological information: a local lane map in
the Bird’s Eye View (BEV) as shown in Figure 6.1.

With the representation debate going on for detection tasks, the word “BEV” here trig-
gers a harder challenge: coordinate transformation. Typical perception works generate labels
in either a coordinate-agnostic frame (pixel) or a camera’s ego frame [117]. However, in the
static perception problem for automated vehicles, perception outputs should always be done
in the BEV frame (Fig. 6.1) for the information to be useful in downstream tasks [117, 92,
124]. More critically, perception modules sometimes need multiple cameras to cover a larger
field of view (FOV), thus involving the problem of sensor fusion. To tackle these challenges,
we propose to use a pre-fused BEV image as direct supervision for a convolutional neural
network to predict our desired class labels in the BEV domain. We also design different
variations of the proposed network to further study the optimal time and input combination
in the sensor fusion frameworks. Furthermore, we compare our proposed method with other
state-of-the-art networks on both synthetic and real-world datasets, and the experiments
show that the proposed method would accomplish an accurate and robust construction of
the static scene.

In this work, we study what is the desired output for the mapping problem, when is the
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prime time to fuse sensor inputs, and how to design a network for such a task. Our major
contributions are:

• We propose a representation in local lane map of the static scene around ego vehicle
and a method to predict the map from images captured by multiple cameras;

• Multiple variants of the proposed network are designed to study the performance of
different sensor fusion strategies;

• The proposed network is tested against other related works on both synthetic and real-
world datasets, and the results show a robust and accurate construction of the BEV
lane map.

Static Scene Representation

To formulate the static scene understanding problem, it is necessary to first define the desired
output. In general, such output should contain both geometric and topological information
for downstream tasks.

Some works treat the road network as a graphical model for investigation. Kunze et al
propose to use a lane graph to represent a road network [70], where lanes and signage are fit
into a graph for logical understanding. However, such a method does not analyze the lane
geometry. More recently, Wang et al model an intersection explicitly with 38 parameters
and try to learn these parameters from one camera image [153]. As demonstrated in their
paper, however, this method only handles simple road structures. Some other works are
trying to employ a model-free method for the road network. Roddick et al [124] and Mani et
al [92] use a drivable area segmentation result as a local map without topological connection.
Disregarding a dense representation, Lift Splat and Shoot from Nvidia [117] as well as Paz’s
TridentNet [114] choose to use sampled reference trajectory as the representation. Such
networks usually generate only one trajectory for the ego vehicle rather than a map for the
entire environment. Lastly, Li et al [77] and Tesla [60] propose to detect only lane markings
and curbs on the road surface, but it is unclear how to incorporate this information into
downstream modules.

Observing the limited capacity of the model-based method and the ambiguity in the
current model-free methods, we propose to use a road model consisting of directional lanes
and their individual segmentation to represent the static environment.

Cross coordinate image segmentation

Different from traditional perception problems like classification [127] and semantic segmen-
tation [23] where all predictions are made in the image or the camera frame, a useful scene
understanding for the autonomous vehicle should be in the BEV frame [60]. Moreover,
due to the limited FOV of a single camera, information from multiple cameras needs to be
merged at wider scenes such as intersections. Mathematically, the pin-hole camera model
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and epipolar constraints define such sensor fusion and coordinate transformation: one could
re-project the semantic image onto the road surface through each camera’s intrinsic and ex-
trinsic matrices. Intuitive as it may seem, however, such a method assumes 1. an accurately
calibrated camera rig and 2. a flat road surface. As a result, simple re-projection is rarely
seen in real-world applications.

Many studies are tackling the transformation problem with multiple sensors. BevSeg
[102] proposes to use both depth and semantic networks as bootstrap before the sensor
fusion. A following encoder-decoder network predicts a BEV segmentation map from the
fused images. A similar work from Pan et al [110] uses depth image as an additional input
with similar semantic bootstrap. However, in most cases, methods with bootstrap layers in
between could not be trained end-to-end. Nvidia’s Lift Splat Shoot [117] embeds a depth
estimation module inside the network and merges each image into the BEV frame for a
comprehensive semantic segmentation. More recently, Tesla demonstrates using a variation
of the transformer network [150] to query labels in the BEV domain for better segmentation
[60].

Some other methods focus more on the coordinate transformation. Roddick et al [124]
uses a pyramid occupancy network (PON) to dissect different parts of the image for BEV pro-
jection, and an extrinsic matrix transformation is then applied to the segmentation results.
MonoLayout [92] encodes information to latent variable and predicts road layout utilizing
the power of the General Adversarial Network [40]. Van Gool’s team takes temporal images
from a single camera and transfers its coordinate to the BEV frame inside the network [11].
However, as shown in our experiment section, such methods usually lack the accuracy on
the output BEV layer. In this work, we propose to use direct supervision of pre-fused BEV
maps in a semantic segmentation backbone to complete the sensor fusion and coordinate
transformation task.

6.2 Representation of the Map

Observing the limitations of the aforementioned representations, we propose to use a local
lane map YB as a mapping output to estimate the geometry and topology of lanes surrounding
the ego-vehicle.

YB = {yB,l|l ∈ L} (6.1)

The local lane map YBEV is a rasterized image per lane class l (Equation 6.1) in the BEV
frame as shown in Fig. 6.1. Here, we focus on 20 classes, which could be broken down as
follows. In the road model, there are 4 general traveling directions from the ego vehicle’s
perspective: the ego direction, the opposite direction, and two perpendicular directions.
For each of these directions, we further assume another set of 5 possible lane structures:
3 straight lanes and 2 turning lanes (left and right). In Figure 6.1, different color pixels
refers to the different segmentation result for these classes. Since there can be overlapping
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semantics on roads, the local lane map is not one-hot encoded, and two or more classes are
allowed to be assigned to a single pixel.

With the local lane map representation, we solve the global mapping problem in [117,
114] and the ambiguous interpretation problem in [60, 77].

6.3 Study of Fusion Strategies

Given the local lane map representation, the mapping problem can thus be regarded as a
semantic segmentation task. However, segmentation between multiple coordinate systems
remains as to be a challenge. In this section, we start with our proposed methods and
then introduce other variations. Along with the experiment results, we later clarify how
the performance varies depending on when to project to BEV, which domain to use for
supervision, and how to integrate multiple camera information. Diagrams of these variants
are shown in Fig 6.2.

(a) Proposed Method-BEV Input: The proposed method first projects all camera im-
ages to the BEV frame. Then, this BEV image is fed to the semantic segmentation
network as shown in Fig. 6.2a and outputs a local lane map in the BEV frame. Al-
though the input image quality is reduced by BEV projection, the network is expected
to acquire knowledge of the final BEV domain, because the input and the output are
sharing the same coordinate system.

The local lane map estimation discussed in this chapter ignores occlusion and treats
it as if it were transparent. Thus, we assume that a road surface is a plane that is
uniformly spread out under the vehicle, relying on the network for geometrical correc-
tion. With this assumption, a pixel (wc, hc) in the camera frame corresponds to a point
(xB, yB, 0) in the BEV frame, and can be obtained using the pinhole camera geometry
in Equation 6.2, where Kc and Pc denote intrinsic and extrinsic matrix respectively. d
is the depth from the camera.

d [wc, hc, 1]
T = KcPc [xB, yB, 0, 1]

T (6.2)

For semantic segmentation, we utilize DeepLabv3+ [16] with a modified EfficientNet-
B6 [141] backbone in order to align with other network variants. For the loss function
selection in this network, we choose to use channel-wise binary loss shown in Equation
6.3, where yl is the ground truth, and ŷl is a prediction from the network. Compared
with our selection, a cross-entropy loss is more common in segmentation tasks, and
it assumes each pixel is assigned only to one class. However, such a setting is not
appropriate for the local lane map since a single pixel may be assigned to multiple
classes.
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L =
1

|L|
∑
l∈L

yl · log (ŷl)) + (1− yl) · log (1− ŷl) (6.3)

In the following variants, unless otherwise noted, the BEV projection, network con-
struction, and loss function follow the same manner as mentioned here.

(b) Intermediate BEV: This model takes in individual camera images and outputs a local
lane map in the BEV frame. Camera images are first fed into the shared backbone,
and the network extracts image features at multiple resolutions. Then, each feature is
projected from the camera domain to the BEV domain and is aggregated by the Image
Feature Aggregation Module (Figure 6.3). The BEV features are then up-sampled by
applying a convolution block with skipped connections. Then, the prediction head
estimates the local lane map in the BEV frame. We adopt EfficientNet-B6 as the
backbone, and the convolution block consists of 3 convolutional layers (3 × 3) with
batch normalization.
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Figure 6.3: Diagram of the image feature BEV aggregation module

(c) Panorama Input: Another early fusion strategy is to use a panorama image to cover
a larger FOV. This variant first stitches images into a panorama image, which is then
fed into the semantic segmentation network. The output of the network is a local lane
map in the panorama domain YP , and we acquire the BEV domain local lane map YB

through Eq. 6.2. For panorama stitching, a method described in [138] is used with a
spherical coordinate.

(d) Panorama With BEV Refine: This variant is based on (c) with an extra refinement
network (Fig. 6.4) in the BEV domain. The refinement network is designed to com-
pensate for the distortions caused by the BEV projection. Since the lane region in the
local lane map has few high-frequency signals, the refinement network consists of an
Encoder-Decoder instead of a skip-connection architecture. Our motivation is that the
final BEV projection in (c) may reduce the accuracy of YB, which can be compensated
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by the refinement layer in this modified design. This variant supervises in both the
panorama and the BEV domain, and the total loss is a weighted sum of the loss of
each domain.
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Figure 6.4: Network architecture of the BEV refinement network

(e) Individual Image Input: In addition to the multi-camera input, we also design a
network with individual images as a baseline for comparison. Each camera image is
fed into the semantic segmentation network individually for a prediction in the camera
domain. The outputs are then transferred to the BEV domain through Equation 6.2.
This variant shares the same network structure with (c).

(f) Single Camera Input with BEV Refinement: In this variant, we add the afore-
mentioned refinement network to the single image network (e). This design can be
regarded as a simplified version of Van Gool’s method [11] with a new backbone de-
sign. Here, vehicles prediction and temporal accumulation in the original method are
ignored for a fair comparison. We follow [11] to add concatenated camera features at
BEV projection.

6.4 Experiments

For the experiments of the proposed variants and related works, we use both a synthetic
dataset generated from the CARLA simulator and a real-world dataset Argoverse.

CARLA [24] is a popular open-sourced simulator for autonomous driving. In this chapter,
we adopt CARLA to simulate an ideal environment with no vehicles or pedestrians. Three
cameras with 60 degrees horizontal FOV are mounted 2 meters above the center of the vehicle
at a 60-degree interval (as shown in Figure 6.5). From all possible intersections in each world
(Town01 to Town05) in CARLA, the data is generated around the intersection at 2-meter
intervals. Ground truth labels are generated from the HD Map and ego vehicle localization.
For labeling consistency, the data of roundabout and highway interchanges are excluded.

Argoverse dataset [14] is a pubic dataset that contains HD Map and perception data.
We follow the original train/validation splits of the dataset, and the ground truth label is
generated by projecting lane information from the HD Map. Input and output image size is
set to 568× 568 to fit the backbone network. The resolution of the local lane map is set at
0.1m.
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For evaluation metric, we adopt Intersection over Union (IOU) following prior works [124,
171, 92]. Since the output of each class is a probability, the IOU is calculated using 0.5 as the
threshold. We evaluate the performance with the average IOU of the straight lane classes,
the average IOU of intersection turn classes, and the overall mean IOU.

We train all networks on NVIDIA TITAN X with PyTorch [113]. All training parame-
ters are kept the same across the networks: we train for 50 epochs with a batch size of 2
and a learning rate of 0.001. The loss weight ratio between the BEV refine layer and the
panoramic/single image layer is 40:1. Scores are smoothed using an exponential moving
average with a window size of 4 among the last 10 epochs, and the best epoch is chosen for
evaluation.

We also evaluate the performance of other state of the art networks: Lift Splat Shoot
[117], PON [124], and MonoLayout [92]. Quantitative evaluation results are shown in Table
6.1, and visualization results of the inference are shown in Figure 6.5, and 6.6.

As a discussion, we first study the impact of the input format. Compared with methods
using panoramic images (c) or vanilla RGB images (variant (b), (e), Monolayout, PON, LSS),
BEV image (a) input has the best performance in terms of the IOU metric. Furthermore,
when adding BEV as a refinement step in the network, as shown in the comparisons of (d)
to (c) and (f) to (e) in Table 6.1, BEV can boost the performance of the original network.
Such improvement in performance comes from juxtaposing input and prediction in the same
coordinate system. As illustrated in Figure 6.8, even though the input BEV image of method
(a) is distorted due to imperfect calibration, the network learns implicit knowledge of the
road structure: e.g. roads are drawn straight, and intersections are perpendicular. The
bonus performance of training under the same coordinate could also be observed in camera
domains: the variants without inference in the BEV domain (variant (c) and (f)) show a
high IOU score in their own output domains. The average IOU for the Argoverse dataset of
variant (c) is 0.638 in the panorama domain, which is higher than the highest BEV domain
score of variant (a). An inference result is shown in Figure 6.7.

To study the effect of the fusion timing, we have classified the timing of sensor fusion
into three categories: early, mid and late. Early fusion represents methods where the input
of the network is a fused-up image, regardless of the fusion domain. Direct BEV input and
panorama images are typical early fusion methods. Mid-network fusions refer to methods
that combine sensor information in the middle of the network ([117] and (b)). Lastly, there
are late fusions where sensor fusion is outside the network after a prediction is made on
images. As shown in Table 6.1, it is clear that an early fusion strategy will greatly enhance
the network performance. Such improvement is likely caused by the errors in the intrin-
sic/extrinsic matrix, where the network could absorb and learn noisy input images for a
more regularized output.

Lastly, we study the effect of bootstrapping in network design. In the past few years, a
typical method of constructing cross-coordinate networks is through bootstrapping, meaning
that there would be an intermediate layer of output with physical meanings. For example,
Lift Splat Shoot [117] bootstraps on a depth image, and monolayout [92] bootstraps on static
and dynamic detection. However, as compared with bootstrap-free methods (variants (a)-(f))
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Ground Truth Inference

Figure 6.7: Loss function domain’s impact on performance

Ground Truth Inference

Figure 6.8: Road structure learned in the BEV domain
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and PON, bootstrapping decreases the performance on static road elements. In particular,
Lift Splat Shoot and (b) Intermediate BEV resembles in network structure without specific
depth supervision, but (b) out-performs LSS in the IOU metric.

Since the noisy extrinsic matrix will greatly change the result of the cross-view prediction,
we extend our experiment with an ablation study with noises added to the extrinsic at testing
time. We add uniform translation noise within 5 cm and a uniform rotational noise within
1 degree and the impact on performance could be seen in Table 6.2. By adding the BEV
supervision, the performance of (d) is more resistant to noises, even surpassing the single
image benchmark in (e).

Methods orig. mIOU Impact

Lift Splat Shoot [117] 0.399 -3.2%
(a) BEV Input 0.793 -10.19%

(b) Intermediate BEV 0.709 -7.53 %
(c) Panorama Input 0.683 -21.95 %

(d) Panorama with BEV Refine 0.711 -4.99%
(e) Individual Image Baseline 0.543 -6.15%

Table 6.2: Impact of noisy calibration

6.5 Chapter Summary

This chapter focuses on the representation and strategies for the BEV lane structure per-
ception. To answer the what, when, and how question raised in the Introduction section,
we propose to use a local lane map to convert the perception problem into semantic
segmentation. Furthermore, we design and verify that a early fusion with direct BEV
supervision is the optimal strategy among other variants. These proposed variants and the
state-of-the-art methods are compared to consolidate our findings.

Chapter 5 and Chapter 6 mainly study the static elements on the road. However, raw
data contains both dynamic and static entities, and it would be wasteful if we only utilize
the static entities on the road. Indeed, moving objects on the road are particularly useful for
detection teams. To exploit the full potential of the raw data, we will move on to multi-task
learning in the next chapter.
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Chapter 7

Multi-task Learning, Mapping with
Perception

Data is valuable. When a mapping team gathers data from raw sensors, it is natural to
exploit the limited data for more tasks. In urban scenes, beyond static road elements,
dynamic objects are of interest for perception teams as well. Furthermore, understanding
the movement of moving cars, cyclists, and pedestrians may provide insights into higher
layers of the HD map hierarchy.

The materials covered in this chapter show that it is possible to perform all perception
tasks and some mapping tasks via a simple and efficient multi-task network. The proposed
network, LidarMTL, takes raw LIDAR point clouds as inputs and predicts six perception
outputs for 3D object detection and road understanding. The network is based on an encoder-
decoder architecture with 3D sparse convolution and deconvolution operations. Extensive
experiments verify the proposed method with competitive accuracies compared to state-of-
the-art object detectors and other task-specific networks. LidarMTL is also leveraged for
online localization1.

7.1 Introduction

Reliable traffic object detection and road understanding near the ego-vehicle are fundamen-
tal perception problems in autonomous driving. Movable objects are often perceived at the
instance level with class labels and bounding boxes, or at the 2D image pixel or 3D point
level depending on sensing modalities. A comprehensive road understanding requires the
perception algorithm to identify drivable areas, lane markings, and road shapes, to name a
few. Furthermore, all these perception tasks need to run accurately and quickly for online de-
ployment. However, most existing methods, especially those using deep learning approaches,
focus on improving each task separately, with task-specific network architectures and eval-
uation metrics. This task-specific solution is inefficient when dealing with multiple tasks.

1This chapter includes materials from the author’s previously published work [30]
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Object detection (OD) Foreground (FG) Intra-object part 

location (IP)

Drivable area (DA) Ground (GC) Ground heights (GH)

Raw LiDAR scan

Figure 7.1: The proposed multi-task network, LidarMTL

While high inference speed might maintain via parallel computing, the memory footprints
and computation costs scale linearly with the number of networks, which quickly become
infeasible with limited hardware resources.

Multi-Task Learning (MTL) provides a strategy to largely reduce memory footprints and
computation costs by performing all tasks via a unified model in one forward pass [149]. In
deep learning, MTL means learning the shared representation of multiple tasks, typically via
an encoder-decoder network architecture.

MTL is applied to 2D object detection and road understanding using RGB camera im-
ages [144, 120, 17] and has been recently introduced to 3D perception using LIDAR point
clouds [162, 80, 160].

In this chapter, we propose a LIDAR-based multi-task learning network called LidarMTL
to jointly perform six perception tasks for 3D object detection and road understanding, as
shown in Figure 7.1. Objects are detected with class labels and 3D bounding boxes (task
OD). Furthermore, their associated LIDAR points are segmented as foreground (task FG),
and their relative locations to object centroids are regressed (task IP). Road perception
includes point-wise drivable area and ground area classification (tasks DA and GC) as well
as ground height estimation (task GH).
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The benefits of those perception tasks have been studied in previous works. For example,
FG and IP are leveraged to refine bounding boxes in the second stage of a two-stage object
detector [134], as they provide useful point-level semantic and geometrical information about
objects. GC and GH are used to remove ground [78] or normalize the heights of LIDAR
points [80], especially when the ground is not flat. DA provides strong road priors to re-
duce false-positive predictions in object detection [162] and motion forecasting [14]. Unlike
previous works which explore each perception task separately, we show that it is possible
to perform all perception tasks efficiently and accurately via a unified network. Besides,
previous works such as [134, 80] focus on how to employ one or several perception tasks
as auxiliary tasks to support the target task, without analyzing the performance of those
auxiliary tasks. In this work, we consider each perception task of equal importance and con-
duct comprehensive experiments to analyze their performance in single-task and multi-task
settings.

In principle, the LidarMTL network works by adding task-specific heads to a 3D UNet
architecture and training the full network with a multi-task loss in an end-to-end manner.
UNet is a well-performed encoder-decoder network widely applied to 2D image segmentation.
Following [134], we extend UNet to efficiently process 3D LIDAR points represented as voxels
with 3D sparse convolution and deconvolution operations. The resulting network has only
6.5M trainable parameters and runs at an inference speed of 30FPS on a Titan RTX GPU,
which is 2× smaller and 6× faster than performing all tasks sequentially using task-specific
networks. Extensive experiments on the Argoverse Dataset [14] show that the LidarMTL
network achieves competitive accuracies compared to state-of-the-art object detectors and
other task-specific networks. The network is also employed to substantially improve online
localization.

LIDAR-based Object Detection

LIDAR point clouds are usually represented by 2D projected images [163, 19], raw LIDAR
points [133, 159], and voxels [169]. Compared to the other methods, voxel representation can
not only be processed efficiently using 3D sparse convolution [161] but also preserve approxi-
mately similar information to raw point cloud with a small voxel size. Therefore, voxel-based
backbone networks have been widely applied to learn LIDAR features in conjunction with
a 2D CNN detection head [161, 134, 132, 47]. A special case is PointPillars [73], which
efficiently processes LIDAR points by vertical 3D columns called pillars. Our proposed Li-
darMTL network follows this “voxel-based backbone + 2D CNN detection head” pipeline to
perform object detection.

Road Understanding

Understanding the 3D road information online is crucial for safe autonomous driving, es-
pecially when HD maps are not available. A variety of methods have been proposed for
online mapping, such as road area classification [10, 28], lane/boundary detection [1, 79],
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Figure 7.2: The LidarMTL network architecture

ground plane estimation [18], road topology recognition [4, 108, 171], and road scene se-
mantic segmentation [99, 158, 124, 139]. In [160], a multi-task network is designed for
multiple object-free road perception tasks, including drivable area classification, road height
estimation, and road topology classification.

Joint Object Detection and Road Understanding

Existing methods usually follow the hard parameter sharing scheme [149], where networks
consist of a shared encoder and several task-specific decoders. MultiNet [144] jointly performs
object detection, street recognition, and road area classification. It is built by a large 2D
CNN encoder based on the VGG16 or ResNet backbones, followed by task-specific branches
with several convolution layers. DLT-Net [120] follows a similar architecture for object
detection, road area classification, and lane detection. Besides, HDNet [162] and MMF [80]
propose to use drivable road maps or ground heights as auxiliary inputs for LIDAR-based
object detectors to improve the detection accuracy by adding road priors. Our proposed
LidarMTL also uses hard parameter sharing: a detection head and a decoder with sparse
deconvolutions are added to the encoder for object detection and point-wise predictions,
respectively.
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7.2 Multi-task Formulation

Task Definition

The proposed LIDAR-based multi-task learning network, LidarMTL, jointly performs six
perception tasks via a single feed-forward pass, namely, 3D object detection (OD), foreground
classification (FG), intra-object part location regression (IP), drivable area classification
(DA), ground area classification (GC), and ground height regression (GH). The method is
developed based on the Argoverse dataset [14], because to our knowledge it is the only public
dataset that provides both dynamic object labels and static map information with ground
heights and drivable areas.

More specifically for these tasks, LIDAR points within the bounding boxes of the dynamic
objects are regarded as foreground. Intra-part object locations are defined as the positions
of foreground points relative to their corresponding object’s centroids. Driveable areas are
object-free regions that could be driven by vehicles. Ground height estimation is performed
both for ground areas and non-ground areas (such as foreground and buildings).

Overview

We aim to design a simple and efficient multi-task network for joint 3D object detection
and road understanding. In this regard, the LidarMTL is based on the voxelized LIDAR
point cloud representation and the UNet backbone with 3D sparse convolution and decon-
volutions (we name the model “UNet3D”). Figure 7.2 shows the network architecture. The
3D space is voxelized into regular voxels, with no-empty voxels being encoded with LIDAR
features. The voxelized LIDAR point cloud is processed by the UNet backbone network with
the encoder-decoder architecture [126]. The encoder consists of several 3D sparse convolu-
tions and downsamples the input spatial resolution by 8 times to extract high-level LIDAR
features. The decoder gradually upsamples the LIDAR features to the original spatial reso-
lution via 3D sparse deconvolutions. We choose the UNet backbone network and voxelized
LIDAR representation following the idea from [134]. The network well-preserves the geomet-
ric information of LIDAR points by setting a proper voxel size and has been shown in [134]
to achieve higher efficiency than the raw point-based methods (such as PointRCNN [133]).

Point-wise predictions are made by adding output layers directly to the decoder network,
including tasks FG, IP, DA, GC, and GH. To perform object detection (OD), the 3D LIDAR
features from the encoder are projected onto the Bird’s Eye View (BEV) and then processed
by a detection head with several standard 2D convolution layers for classification score
prediction and bounding box regression. Note that employing 2D CNN on LIDAR BEV
features is a common way to do object detection [161, 73, 132]. Besides, it is found more
effective than performing object detection from the decoder network.
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Input and Output Representation

Given an LIDAR scan, let y be the target output. The input features of each voxel are
encoded as the mean values of the LIDAR point positions in the LIDAR coordinate system.
The perception tasks FC, DA, and GC are formulated as the point-wise binary classification
problems, with their labels yFG, yDA, yGC = 1 indicating positive samples, and 0 negative
samples. The tasks IP and GH are formulated as the point-wise regression problems, with
yIP = [x′, y′, z′] a continuous vector indicating 3D LIDAR point locations relative to their cor-
responding object centroids, and yGH the ground heights. As for OD, the label yOD consists of
object classes ycls, and bounding box regression variables ybbox, i.e. yOD = [ycls, ybbox]. Bound-
ing boxes are parameterized by ybbox = [∆x,∆y,∆z,∆l,∆w,∆h,∆θ], with ∆x,∆y,∆z be-
ing the residual centroid 3D positions, ∆l,∆w,∆h the residual length, width, and height,
and ∆θ the residual orientation relative to pre-defined anchors. The network makes pre-
dictions for yFG, yDA, yGC, ycls via the softmax function, and directly regresses the bounding
box parameters. Following [134], yIP are normalized to be within [0, 1]3 and are predicted
by the softmax function as well, as this encoding strategy is found more stable than direct
regression.

UNet3D Backbone

As shown in Figure 7.2, the encoder in the backbone processes the voxelized LIDAR point
cloud by four stages of 3D sparse convolutions with increasing feature dimensions 16, 32, 64, 64.
The network downsamples the spatial resolution by 8 times through three sparse convolution
layers [161] with stride 2, each followed by two submanifold sparse convolution layers [42]
with stride 1. The decoder consists of four upsampling blocks with decreasing feature dimen-
sions 64, 32, 16, 16 and strides 2, 2, 2, 1. In each block, the features from the previous block
are combined with the skip-connected features from the encoder via concatenation and are
further processed by a submanifold sparse convolution layer and a sparse inverse convolu-
tion layer, in order to upsample the spatial resolution. All convolution and deconvolution
layers in the backbone have a kernel size of 3× 3× 3. Finally, task-specific 1× 1× 1 sparse
convolution layers are added to the last upsampling block for point-wise predictions.

Detection Head

The detection head projects the 3D LIDAR features from the UNet3D encoder to the Bird’s
Eye View (BEV) and processes the BEV features through three 2D convolution blocks. The
first block consists of six standard convolution layers with feature dimension 128 and stride
1. The second block increases the feature dimension to 256. It downsamples the spatial
resolution by a convolution layer with stride 2, stacked with five 2D convolution layers
with stride 1. The last block is an upsampling layer with dimension 256 and stride 2. All
convolution layers in the detection head have a kernel size of 3× 3. The classification scores
and bounding boxes are predicted by the output layers with 1× 1 convolution.
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Similar to [161], the object detector regresses residual bounding box parameters relative
to the pre-defined 3D anchors with fixed sizes, because objects from the same category are of
approximately similar sizes. For each pixel and object category, we place two anchors with
rotations of 0 and 90 degrees, with their sizes being the mean values from all ground truths
in the Argoverse dataset.

Joint Training

The full network is trained end-to-end via a multi-task loss function. Denote L as a loss
function. For an input data frame, the multi-task loss function, LMTL, is formulated as a
weighted sum of the task-specific losses:

LMTL =
∑

i∈{OD,FG,IP,
DA,FC,GH}

wiLi, (7.1)

where wi and Li represent the task-specific loss weights and loss functions, respectively.
To learn yDA, yGC, yIP, we use the standard cross entropy loss. As for yFG and ycls, we use
the focal loss [81] due to the large positive-negative sample imbalance problem. Finally, yGH

and ybbox are learnt by the standard L1 loss.
The loss weight wi controls the influence of a task. It can be pre-defined through grid

search or be optimized by task balancing approaches [149]. In this work, we employ the
uncertainty weighting strategy proposed by Kendall et al. [21]. It uses the task-dependent
uncertainty, parameterized by the noise parameter σ, to balance the single-task losses. Such
noise parameters are jointly optimized during training, resulting in an adaptive multi-task
loss function Ladaptive

MTL written as:

Ladaptive
MTL =

∑
i∈{OD,FG,IP,

DA,FC,GH}

1

2σ2
i

Li +
1

2
log σ2

i (7.2)

7.3 Experiments

The experimental results are structured as follows. First, we evaluate the performance of each
perception task separately. We compare the proposed multi-task network with single-task
networks and show its benefits in achieving on-par performance with task-specific networks
but with substantially lower memory footprints and higher inference speed. Afterward, we
conduct ablation studies regarding the number of tasks and the loss weights, and we further
test the network’s robustness with downsampled LIDAR points. Finally, we demonstrate
that our proposed multi-task network provides useful semantics that could largely improve
online localization.
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Experimental Setup

Dataset

All experiments are conducted on the Argoverse 3D Tracking Dataset [14], which is recorded
in Miami and Pittsburgh in the USA under various weather conditions and times of the day.
The dataset provides 3D bounding boxes and tracks annotations, with RGB images from
seven cameras, LIDAR point clouds from two 32-beam Velodyne LIDAR sensors, as well as
HD maps annotating drivable areas, ground heights, ground areas, and centerlines.

For the object detection task, we focus on the “VEHICLE” and “PEDESTRIAN” classes.
For the point-wise perception tasks, we prepare the ground truth labels for each LIDAR
point. The data is recorded in sequence with lengths varying from 15 to 30 seconds (10
Hz). To reduce the sequential dependency between frames, we down-sample the dataset by
a factor of 5.

The resulting dataset we use contains 2609 training frames and 996 evaluation frames,
with over 20K VEHICLE and 6.7K PEDESTRIAN objects.

Implementation Details

All networks are trained with the same optimization settings from scratch up to 80 epochs.
The ADAM optimizer is used with an initial learning rate of 0.01, a step decay of 0.1, and
a batch size of 4.

For a fair comparison with state-of-the-art object detectors (such as PV-RCNN [132] and
PointPillars [73]), which only process LIDAR point clouds on the camera front-view, we ex-
tract LIDAR point clouds corresponding to synchronized front-view images from the original
Argoverse dataset, and train the front-view networks for most experiments. In this regard, we
use the LIDAR point cloud within the range length × width × height = [0, 70.4] ×[−40, 40]
×[−1.5, 4, 0]in meters, and do discretization at 0.1 meter voxel resolution. Besides, to em-
ploy our proposed LidarMTL network in online localization, we train a full-range network
that processes LIDAR point cloud within the range [−70.4, 70.4] ×[−70.4, 70.4] ×[−1.5, 4, 0]
in meters. All experiments are conducted using a Titan RTX GPU. The inference time for
the front-view LidarMTL reaches 30FPS and for the full-range LidarMTL 7.7FPS.

Performance Evaluation

Object Detection (OD)

We evaluate the object detection performance using the standard Average Precision for
3D detection (AP3D) and on the Bird’s Eye View (BEV) (APBEV ). Both parameters are
measured at the Intersection Over Union IOU=0.7 threshold for “VEHICLE” objects and
IOU=0.5 for “PEDESTRIAN” objects, respectively, as suggested by [38]. The IOU scores
in object detection are geometric overlap ratios between bounding boxes, and they measure
the localization accuracy. We report the AP scores as a triplet with respect to increasing
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LIDAR ranges (0 − 30m, 30 − 50m, and 50 − 70m), as well as the mean AP scores, mAP,
by averaging over all distances and object classes (similar to [27]). Besides, we report the
number of trainable parameters and the inference speed for each object detector. Table 7.1
summarizes the results.

The proposed multi-task network (LidarMTL) is compared against several LIDAR-based
object detectors. The LidarBEV network follows the same detection architecture as Li-
darMTL (Encoder with sparse 3D convolution + BEV detection head with 2D convolution).
It serves as the baseline to study the object detection performance when introducing mul-
tiple tasks. The UNet3D network directly employs the encoder-decoder architecture from
LidarMTL to predict object classes and bounding boxes on each LIDAR point (without BEV
detection head and pre-defined anchors), and is used to verify the network architecture de-
sign. Furthermore, we re-train state-of-the-art detectors, PV-RCNN [132], PointPillars [73],
and Second [161], using our experimental setup. Note that PV-RCNN is a two-stage object
detector, whereas all other detectors are one-stage. UNet3D directly regresses bounding box
parameters, whereas the others are based on pre-defined anchors and BEV detection heads.

As Table 7.1 illustrates, the proposed LidarMTL network achieves similar detection ac-
curacy to LidarBEV, SECOND, and PointPillars, with comparable number of parameters
(6.52M) and reasonable inference speed (30FPS). PV-RCNN has the highest AP scores
compromised by over 2× more parameters and computation cost compared to LidarMTL.
Though UNet3D has only 1.9M parameters, it has the worst detection accuracy with 2−3%
smaller mAP scores compared to LidarMTL, indicating the importance of adding anchor
priors and BEV detection heads for precise object detection. In conclusion, the proposed Li-
darMTL shows competitive detection performance to other detectors in prediction accuracy,
model size, and inference speed.

Foreground (FG), Drivable Area (DA), and Ground Classification (GC)

We evaluate the foreground, drivable area, and ground classification tasks using the Average
Precision (AP), Intersection Over Union (IOU), and classification accuracy scores at a prob-
ability threshold of 0.5. Those evaluation metrics measure the classification performance at
each LIDAR point and have been used as the standard metrics for road detection [31] or
semantic segmentation [27]. Note that unlike the IOU metric for object detection in the pre-
vious section, here an IOU score is measured by IOU = 100 ∗ TP/(TP+FP+FN) according
to [27], with TP, FP, FN being the number of points categorized as true positive, false pos-
itive, and false negative samples. For each task, a task-specific UNet3D network is trained
to compare with the LidarMTL network. Furthermore, since these point-wise perception
tasks can be regarded as semantic segmentation, we additionally train two state-of-the-art
semantic segmentation networks, namely, RangeNet++ [99] and SqueezeSegv3 [158], to per-
form foreground and ground classification. We do not conduct experiments for drivable area
classification, because it is not mutually exclusive with the other two tasks.

Experimental results are shown in Table 7.2, Table 7.6, and Table 7.4. The proposed
multi-task network achieves on-par performance with the single-task network, with less than
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1% difference in all evaluation criterion. The network also shows competitive results with
RangeNet++ and SqueezeSegv3, verifying the effectiveness of the network architecture de-
sign.

Ground Height Estimation (GH)

We evaluate the ground height estimation performance using the Root Mean Squared Errors
(RMSE) and Mean Average Errors (MAE) metrics, which are widely used in the depth
prediction task for RGB camera images [147]. Table 7.3 reports the performance for all
LIDAR points, grouped with respect to the LIDAR ranges (0− 30m, 30− 50m, 50− 70m).
The LidarMTL network is compared with the task-specific UNet3D network, as well as a
simple heuristic that assumes a ground plane given the ego vehicle’s pose information. Note
that the ground plane assumption has been widely used to remove ground LIDAR points for
object detection [68, 18].

Table 7.3 shows that the ground plane method results in larger errors at longer distances,
indicating that the ground is not flat. The errors produced from the UNet3D and LidarMTL
networks are much smaller than the ground plane method (over 40% RMSE reduction for
all points), showing the benefits of the point-wise ground height estimation. The LidarMTL
network produces slightly larger errors than the UNet3D network (< 2cm), showing small
negative transfer phenomena often seen in multi-task learning [149].

A more interesting experiment is to evaluate the ground height estimation for LIDAR
points that belong to objects. Such information could be used to normalize objects’ heights
and has the potential to improve detection performance, as shown in [80]. Table 7.5 shows
that both networks predict ground heights accurately, with RMSE errors smaller than 20cm
even at 50− 70m range.

Intra-object part locations (IP)

Finally, we evaluate the performance for intra-object part location predictions, with the same
evaluation metrics (RMSE and MAE) used in the previous sections. Both LidarMTL and
UNet3D networks perform similarly, with the LidarMTL network producing slightly smaller
errors (< 1) at long distances (50− 70m) than the UNet3D network.

Model Size and Inference Speed

We quantitatively show the benefits of lower memory footprints and higher inference speed
brought by the proposed multi-task network, compared to the “Single-task models” that
perform all tasks separately by a chain of task-specific networks. In this regard, we employ
the LidarBEV network introduced in 7.3 for object detection, and train UNet3D networks
for other tasks. Starting from object detection, we gradually increase the number of percep-
tion tasks and calculate the required memory footprints and the inference speed averaged
overall predictions on the evaluation data. Figure 7.3a and Figure 7.3b show the model
size (in MegaByte) and the inference speed (in FPS), respectively. The LidarMTL network
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Figure 7.3: A comparison of model size and inference speed

outperforms the single-task models when considering more than one perception task. While
the LidarMTL network remains constant in model size and inference speed regardless of
the number of tasks, the single-task model approaches require linearly-increasing memory
and much lower inference speed. When performing all six perception tasks, the multi-task
network is more than 2× smaller and 6× faster, showing its high efficiency, which is critical
for online deployment.

Ablation Study

Number of Tasks

This section studies the performance of the single task which we focus on (“target task”),
with an increasing number of multiple tasks (“auxiliary tasks”) in the LidarMTL network.
Figure 7.4a, Figure 7.4b, and Figure 7.4c select object detection, foreground classification,
and ground height estimation as target task, respectively. We report the perception perfor-
mance from the multi-task network relative to the singe-task network, with an increasing
number of auxiliary tasks from left to right on the x-axis. No clear tendency is observed
between the object detection performance and the number of tasks. The mAP scores fluctu-
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ate between −1.5% and 1%. Introducing more auxiliary tasks increases AP for foreground
classification, as well as regression errors for ground height estimation. However, the differ-
ence is small (less than 1% AP and 1.5cm errors). In conclusion, we could achieve on-par
single-task perception performance, regardless of the combination of multiple tasks.

Impact of Loss Weights

It is known that a proper selection of the loss weight for every single task is crucial for multi-
task learning [149]. In this ablation study, we train the LidarMTL network with different
combinations of loss weights and compare their multi-task performances. “Fixed (equal
weights)” assumes that each loss weight is equal. “Fixed (balanced)” balances the losses to
similar scales. “Fixed (grid search)” finds a set of loss weights by grid search on the training
dataset. Note that the loss weights from those three methods are fixed, and do not change
during training (Equation 7.1). Instead, “Adaptive” employs the uncertainty weighting
strategy shown by Equation 7.2 to balance single-task losses adaptively. “Adaptive + grid
search” first puts a set of pre-defined loss weights from the grid search, and then balances
the learning with uncertainty weighting.

We report the perception performance for every single task as well as the averaged net-
work’s ranking in Table 7.8. Surprisingly, “Fixed (balanced)” shows inferior performance
even slightly worse than “Fixed (equal weights) on the averaged ranking, indicating that
simply balancing losses might not be the optimal choice in multi-task learning, as different
single tasks may have different learning paces. “Adaptive” ranks last, with 4 − 6cm larger
ground height errors compared to the best results, showing the challenge to learn a proper set
of loss weights from scratch. The networks trained with loss weights from grid search depict
visible improvements (e.g. comparing “Fixed (grid search)” with “Fixed (equal weights)”.
When combining uncertainty weighting and grid search, the network slightly outperforms the
“Fixed (grid search)” strategy and achieves the best multi-task performance. We conclude
the necessity of using loss weights with grid search.

Robustness Testing

Finally, we study the robustness of point-wise prediction tasks (tasks FG, IP, DA, GC, GH)
with increasingly sparse LIDAR points. Evaluating this robustness is crucial for autonomous
driving, because the sparsity of point cloud varies significantly among LIDAR sensors and
vehicle setup, and largely affects the perception performance [29]. In this regard, we use the
LidarMTL network trained with full LIDAR points (8000 voxels) to make inferences on the
evaluation data with downsampled LIDAR points by factors 2, 4, 8, 16, 32. Results are shown
in Figure 7.5. The performance of DA, GC, and IP drops slightly with downsample factors
smaller than 8. FG remains high AP scores above 90% even with 32 as the downsample factor
(i.e. 250 non-empty voxels). The performance of GH drops quickly with a downsample factor
of 4. The experiment shows that different tasks have different robustness against LIDAR
point cloud sparsity.
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Figure 7.5: The performance of point-wise predictions with increasingly sparse LIDAR points

Application to Online Localization

Localization in urban environments requires point cloud maps and point registration al-
gorithms. However, LIDAR-based localization typically suffered from dynamic objects and
undulating road surfaces[157]. By semantically segmenting the scene, LidarMTL provides an
ideal pre-processing for such localization modules. To study LidarMTL’s impact on localiza-
tion, we used the outputs from DA and FG to help localize the vehicle. As a comparison, we
have 4 types of inputs for the localization algorithm: the raw scan, the point cloud without
DA, the point cloud without FG, and the point cloud without both DA and FG.

We perform localization experiments on 24 trajectories spanning 2.69KM, and the vanilla
NDT registration algorithm in Autoware [62] is chosen as the real-time localization module.
In our experiment, the NDT voxel resolution is 1 meter. The map is created with the
ground-truth scan without DA and FG downsampled to 0.2 meters.

Table 7.9 shows the performance of the localization algorithm with various point cloud
inputs. We also include the result from ground-truth DA and FG tasks for comparison. The
performance is evaluated with Root Mean Squared Error along three axes and the yaw angle.
Furthermore, we list the success rate for these tests: one is considered a failure if the trans-
lation RMSE is larger than 3m or if the rotation RMSE is larger than 4◦. Compared with
the raw input, the LidarMTL-processed inputs yield more accurate localization. Further-
more, since dynamic objects are removed from the scan, the algorithm performed robustly
in complicated environments. As compared with the ground truth point cloud inputs, the
LidarMTL pre-processing reaches a similar level of localization accuracy and success rate.
Given the stochastic nature of the NDT algorithm, the LidarMTL even out-performs ground
truth segmentation in certain evaluation matrices.

7.4 Chapter Summary

The discussion in Chapter 7 provides an insight into the more efficient utilization of the
limited data resources. We present the multi-task network to jointly perform six percep-
tion tasks for 3D object detection and road understanding. Comprehensive experiments
demonstrate that the proposed network can complete all six tasks with a similar level of
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Table 7.9: Online localization results.

Point Cloud Translation RMSE (m) Rotation RMSE (◦) Success
Type X Y Z Yaw Rate (%)

Raw 1.80 1.27 1.13 1.16 83.3
no DA 1.13 0.67 0.34 1.00 95.8

GT no FG 1.46 0.56 0.46 0.71 95.8
no DA, FG 1.51 0.87 0.34 1.25 95.8
no DA 1.83 0.59 0.21 0.84 95.8

LidarMTL no FG 1.62 0.58 0.43 0.82 95.8
no DA, FG 1.73 0.65 0.06 1.13 100

performance from single-model designs. The LidarMTL network is small, fast, accurate, and
useful for localization, making it highly desirable for online deployment in autonomous cars.

With the conclusion of Chapter 7, we finish the discussion on cartographic algorithms.
In summary, Part II starts with a road module-focused algorithm for the robust exploration
of the scene. Then, shifting the concentration to intersections, we discuss sensor fusion
strategies in the BEV domain. Lastly, we propose a multi-task learning scheme to fully
utilize the limited data resource.

The next step in the life cycle of the HD map development lies in the hands of the
customer: how to efficiently query and use the map will be the main topic of Part III.
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Part III

HD Map Management
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Chapter 8

Submap Query and Stitching

The final step in the map development process, for either paper maps or HD maps, is the
distribution. In traditional paper map businesses, the final step for the publisher is to bind
individual maps together as an atlas, and then the distributor sends out the collection to
individual customers. Typically, contents within an atlas are divided into smaller maps on
each printed page, and these pages are indexed on the borders for readers’ queries. Such
map collection and indexing system has been in production for hundreds of years [119].

In the modern HD map distribution process, efficient map management and query mech-
anism are also needed. Even though HD maps are stored in digital formats on hardware
that is significantly smaller than paper map books, it is still not ideal to load a complete HD
map onto the onboard system. For each autonomous agent on the road, both the storage
and the computation capacities are extremely limited. Thus, a divide-and-conquer method
is preferred in the HD map distribution process.

A common practice is to divide a large city map into smaller tiles for a faster query. In this
chapter, an efficient submap query and alignment mechanism ATLAS is discussed. To begin
with, the urban map is firstly divided into square-shaped tiles to form a spatial occupancy
tree. Here, a Red-Black tree representation is introduced and the computational complexity
is analyzed to demonstrate the fast query capacity. To utilize these submaps in real-time,
a stitching algorithm based on point cloud registration is proposed. To demonstrate the
effectiveness of the map management system, the localization function in the autonomous
driving stack is tested with real-world data. The result demonstrates an efficient query
operation of the ATLAS framework1.

8.1 Introduction

As demonstrated in previous chapters, the HD map plays a significant role in urban au-
tonomous driving. These maps are loaded with detailed urban driving information such as
lane semantics, traffic rules, and road conditions. With the constructed maps stored in the

1This chapter includes materials from the author’s previous work [172]
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server, however, autonomous agents still have to gain access to these maps at the time of
deployment.

Map researchers are facing two questions. First, how to store the HD map, and second,
how to use the map efficiently in real-time. A naive approach is to load the entire map
onto the onboard storage system, and the agent could directly query the map information
from the hardware. However, a direct loading operation is usually infeasible as the onboard
storage devices are often of limited capacity. Furthermore, querying an entire city map might
exceed the computing power of the onboard computer.

When facing a hard-to-solve problem, computer scientists turn to the divide-and-conquer
strategy. In the mapping application, the map is firstly divided into smaller parts, namely
submaps [164]. Only a few submaps will be loaded onto the onboard device at a time, and
they will be replaced by new submaps once the related information is utilized.

The material covered in this chapter leverages the concept of submap in HD map manage-
ment. Under the proposed framework ATLAS, the urban landscape is divided into smaller
rectangular tiles as submaps. These tiles are organized into a Red-Black tree data structure
for fast queries. For inter-map transitions in real-time, we further design a submap stitching
algorithm to match two neighboring submaps. With pre-built geometric HD map layers,
the proposed framework is constructed and tested on localization tasks in urbanized ar-
eas. The ATLAS management-query-stitching framework demonstrates efficient operations
in real-time.

8.2 Tile-based Query

Submaps are pre-built map patches representing only a fraction of the complete urban en-
vironment {S}. In the scope of this chapter, each submap will be a 3D point cloud of
the corresponding area. Here, we assume that all the submaps are under the Universal
Transverse Mercator (UTM) coordinate system.

Each submap is an r × r grid Gi on the xy-plane. We denote

Gi(u, v) = {(x, y) ∈ R2 : x ∈ [ur, (u+ 1)r), y ∈ [vr, (v + 1)r)}. (8.1)

Here, r, x, and y are measured by meters, consistent with the UTM coordinates. For
each tile Gi(u, v), Gi(u, v) ∈ S if and only if Gi(u, v) has been visited by mapping vehicles
and contains geometrical information. Considering the shape of each submap is a square,
we will use the name square or tile interchangeably with submap.

An intuitive data structure to represent a collection of submaps is a list. Assuming
the maximal map distance in the interior of the map is L, both the storage and the query
complexity will be O(L2r−2).

Alternatively, we propose to use a Red-Black tree (RB tree) representation, which de-
creases the query time complexity to O(log(L2r−2)). Since most routing tasks are linear
between two points in a map, the query operations along the trajectory have a complexity of
O(log(L2r−2)). Here, the space complexity will still be O(L2r−2), because every map needs
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Figure 8.1: Inconsistent fused maps with simple overlapping

to be stored. However, since the storage device is located off-board, the onboard systems
bear no burden.

8.3 Map Stitching

When an autonomous agent is planning to go from point A to point B within a master
map {S}, a series of submaps will be queried sequentially following the aforementioned data
structure. However, the list of queried submaps will not be loaded directly onto the onboard
system due to the storage space limitation. Thus we propose to use a first-in-first-out (FIFO)
queue for the onboard map management processing, using at most three submaps at a time.

Within the FIFO queue, one submap will be the ego map where the vehicle is traveling
in, and the other two will be forecasting maps on the horizon of the vehicle’s path planning.
These submaps have some overlapping areas on the border as buffer zones.

However, due to the noises and errors in each submap creation process, naively overlap-
ping two submaps according to their UTM tags would result in inconsistent buffer zones as
shown in Figure 8.1. Thus, we further calibrate each map on the buffer zones with point
registration algorithms. With the UTM tags as initial guesses, we apply the Normal Distri-
bution Transformation [89] point matching between the two LIDAR point clouds to optimize
the relative translation and rotation. Once the vehicle passes through the buffer zones, we
will update the global coordinate reference with the ego map’s UTM tag. Thus, the relative
localization solution of the vehicle is always stable.
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Figure 8.2: Experiment map coverage in Downtown Berkeley

8.4 Experiments

Dataset and Preparation

The data used for our experiment is collected in downtown Berkeley with a similar sensor
setup in the UrbanLoco dataset [157]. Figure 8.2 is a demonstration of the submaps projected
onto the Google Map [41]. Here, each submap is constructed with the SLAM algorithm
provided by Koide et al. [67], and a global UTM tag is added to each map for initial
alignment.

Considering the geometrical nature of the proposed framework, the geographical local-
ization task is chosen for evaluation purposes. The ground truth localization is from an
RTK-IMU combined localization solution as introduced in [157], and we use a single-point
GPS as the baseline. We evaluate the absolute transnational error for both methods. For
ATLAS, the error is calculated in each corresponding submap frame, and for the GPS, the
error is calculated in the global frame.

Experiment Result

To begin with, the experiment is performed in real-time on a laptop with Intel 8750H CPU
and 16GB memory, and the proposed framework could query and stitch up the submaps
without impacting other sensing processes.

A visualization of the completely stitched map could be seen in Figure 8.3, but during
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Figure 8.3: Experiment stitching result in Downtown Berkeley

Mean Absolute Translation Error(m) Translation RMSE

ATLAS 0.79 0.92
GPS baseline 2.33 3.19

Table 8.1: Translation error with ATLAS and GPS baseline

implementation, we only use three maps in the FIFO queue. The translation error of the
localization experiment with the ATLAS map system is shown in Figure 8.4a. Compared with
the GPS baseline in Figure 8.4b, the mean absolute error of the ATLAS-backed localization
is significantly lower than that of the baseline. The periodic increases in absolute errors
with the ATLAS systems correspond to the map transition phase. It is worth noticing that
the maximum deviation of 2.15m of the ATLAS framework is still lower than the average
deviation of the baseline. Quantitatively (Table 8.1, both absolute errors and the RMS are
significantly smaller than those of the baseline GPS localization. The low RMS of ATLAS
shows a smooth trajectory prediction. Thus, the ATLAS-backed localization is efficient and
reliable in urban settings.



CHAPTER 8. SUBMAP QUERY AND STITCHING 99

(a) ATLAS (b) GPS

Figure 8.4: Algorithm performance in transnational error along the trajectory

8.5 Chapter Summary

As the last step in the complete life cycle of the HD map development process, this chapter
discusses a submap management framework ATLAS in the urban driving scenario. The
ATLAS framework stores submaps within an RB tree data structure for fast query and
efficient storage. A following map stitching mechanism is further designed to smooth the
transition between submaps during online deployment. The proposed framework is tested
with real-world localization tasks, and the result shows an efficient and robust localization
in urban settings.
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Chapter 9

Conclusion and Future Work

9.1 Summary

Recognizing the HD map as critical infrastructure for urban autonomous driving, this dis-
sertation reviews the complete life cycle of the HD map development process. To make the
HD map development suitable for large-scale urban applications, the materials included in
this work contribute to a salable HD map solution from multiple perspectives. We start
the discussion from the initial sensor setups and data collections for mapping purposes and
then extend to the automatic HD map construction algorithms. Lastly, we review the map
management system for real-time deployment of the HD map.

Mapping Platform and Data

Sensors and data are fundamental elements for any mapping tasks. To begin with, we first
discuss the mapping platform and the dataset for mapping applications in Part I. Chapter 2
focuses on the joint calibration and synchronization of the sensor suite on a mobile mapping
platform. In this section, the complementary LIDAR-camera configuration is discussed, and
a semantic-based optimization algorithm is proposed to estimate both the geometric and
the temporal relationship between these two sensor modalities. In Chapter 3, an exemplar
mapping platform and an urban dataset are introduced. The design of the mapping vehicle
considers complicated urban scenarios, and the dataset includes some of the most challenging
city driving scenes. The dataset is open to the public to encourage research in the mapping
field. With the mapping platform configured, the next question in the life cycle of an HD
map is the routing problem. With more than one mapping vehicle, how to efficiently route a
mapping fleet is discussed in Chapter 4. Here, a Model Predictive Control-based algorithm
is proposed to accommodate traffic conditions and map updating problems.
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HD Map Construction

With the sensor calibrated and the data collected, Part II focuses on the algorithms related
to the automatic generation of the HD map. Chapter 5 introduces a particle filter-based
algorithm to efficiently explore the lanes in complicated urban situations. The algorithm
specifically solves the merging, forking, and irregular lane cases on city roads, and the
proposed method was tested in densely urbanized areas to demonstrate its robustness in
complicated scenes. Chapter 6 moves more towards the intersections and potential solutions
with a multi-sensor setup. Here, we treat the mapping problem as semantic segmentation in
the Bird’s Eye View frame. Network design comparisons are also provided to demonstrate
a preferred strategy in cross-domain fusion tasks. Chapter 7 studies the potential of multi-
task learning for both static and dynamic objects on the road to exploit the information in
limited data. Built upon a single backbone, the proposed method compresses six tasks into
one neural network, and the evaluation shows that the performance was comparable with
single-task models.

HD Map Management

In Part III, the management and deployment of the HD map are discussed. Chapter 8
introduces a tile-based map management system to query and combine smaller HD maps
for real-time application. The proposed framework leverages an RB tree data structure and
uses a submap queue during vehicle operation to store only useful maps.

9.2 Future Work

With the HD map applications infiltrating into more perspectives of urban autonomous
driving, more mapping-related topics come into the view of researchers recently. Within the
scope of this dissertation, some of these topics are not entirely covered, but more research is
needed in the following domains.

Data Efficiency

Methods mentioned in Part II leverage public datasets to parse the driving scene. Looking
back at the datasets, one might find that the scene labels are still created by human beings.
In the past few years, self-supervised learning has been advancing quickly to help humans
label scenes. More recently, the raise of MLOps research pushes data efficiency to another
level. Map researchers also need to consider the data source and efficiency in the coming
years for more economic map construction.
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Map Update Problem

“A map expires the moment it is created.” Such a statement, though cruel to map re-
searchers, is true. More research is needed to see how maps could be updated accurately
at a reasonable cost. First, recognizing and localizing similar objects in the scene under
different lighting/traffic conditions are yet to be solved. Secondly, how to modify the old
map without replacing it completely is another potential research direction in the future.
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