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The holographic duality, often coined the AdS/CFT correspondence, conjectures a rela-

tion between strongly coupled quantum systems and quantum gravity in higher-dimensional

spacetimes. Gravitational theories in two and three dimensions are meaningful examples

for classical and quantum exploration due to their unique characteristics, notably the ab-

sence of propagating bulk degrees of freedom and the presence of only boundary degrees

of freedom, distinguishing them from higher-dimensional counterparts. These gravitational

theories exhibit complex interactions when the bulk spacetime has a finite size, regulated

by Zamolodchikov’s double-trace irrelevant TT operator. This thesis aims to gain a holo-

graphic understanding of pure three-dimensional AdS3 gravity and JT gravity under the

influence of the TT deformation. Under a finite radial cutoff, these theories exhibit pertur-

bative behavior that implies the emergence of the Nambu-Goto action for the corresponding

boundary graviton action. We also conducted semi-classical calculations of observables re-

lated to finite-cutoff gravity and its dual TT -deformed CFT description, including correlation

functions involving stress tensors and gravitational Wilson lines, along with an analysis of

their supersymmetric extensions. Additionally, we explored the implications of general stress

tensor deformations within field-theoretic and holographic settings.
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CHAPTER 1

Introduction

In contemporary perspectives, the holographic principle provides the most comprehensive

framework for understanding quantum gravity, sometimes called gauge/gravity duality or

the Maldacena conjecture, which, loosely speaking, states that quantum gravity in d + 1

dimensions is equivalent to a d-dimensional field theory. The AdS/CFT correspondence

stands out as a solid and early foundation for this phenomenon, providing what is arguably

our most modern advanced understanding of quantum gravity. AdS stands for “anti-de

Sitter,” which is the maximally symmetric solution of Einstein’s equations with a negative

cosmological constant. CFT stands for “conformal field theory,” which is a type of quantum

field theory characterized by its invariance under conformal transformations. The AdS/CFT

correspondence is one of the most significant results that string theory produced during the

second superstring revolution.

String theory, ambitiously aiming to unify quantum mechanics and general relativity,

gained widespread acceptance in the first superstring revolution (1984-1985). Key devel-

opments include the Green-Schwarz anomaly mechanism [12], validating the consistency of

supersymmetric gauge theories in ten dimensions when coupled to supergravity with gauge

groups SO(32) or E8 × E8. The discovery of heterotic string theories with these two gauge

groups [13] and the realization that E8 × E8 heterotic string theory allows solutions with a

six-dimensional Calabi-Yau space, resulting in a realistic four-dimensional field theory at low

energies [14], marked significant progress. Eventually, five superstring theories emerged in

ten dimensions: type I, type IIA, type IIB, SO(32) heterotic, and E8×E8 heterotic [13, 15].

The understanding of non-perturbative effects awaited the second superstring revolution in

the mid-1990s.
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The second superstring revolution brought groundbreaking advancements, unveiling per-

turbative and non-perturbative dualities (i.e. T-duality and S-duality) that connect the five

distinct ten-dimensional superstring theories. These theories emerge from a single theory

called M-theory found by Edward Witten [16], which lacks description in terms of quantized

fundamental strings but instead described by non-perturbative solitonic membranes living

in eleven dimensions. There were other developments, including the Matrix-theory interpre-

tation of M-theory [17–25], the black hole entropy derived from string theory [26], and the

establishment of the AdS/CFT correspondence [27–30] were key developments.1

To truly grasp the significance of the AdS/CFT correspondence, it is essential to delve

deeper. On one side, we have a theory of quantum gravity, operating in spacetime with d+1

dimensions, encompassing d spatial dimensions and one temporal dimension. On the other

side, there is what we call a “CFT” also inhabiting d spacetime dimensions. This CFT does

not incorporate gravity. In essence, the AdS/CFT correspondence reveals the emergence of

an additional spatial dimension as we transition between the gravity-free realm of the CFT

and the gravity-filled AdS space.

In 1997, Juan Maldacena proposed groundbreaking dualities that connect specific string

and M-theory solutions in AdSd+1 times a compact space to a CFTd [27]. The shared

SO(d, 2) symmetry between the conformal symmetry group and AdSd+1’s isometry group

supports these connections. Gubser, Klebanov, Polyakov, andWitten established the GKPW

dictionary, precisely relating amplitudes and correlation functions in these theories [28, 30].

Maldacena explored three maximally symmetric backgrounds, with the most studied in

the literature being type IIB superstring theory in AdS5×S5 dual to four-dimensional N = 4

super Yang-Mills theory with an SU(N) gauge group, based onN coincident D3-branes. Two

other examples linked M-theory in AdS4×S7 and AdS7×S4 to three-dimensional and six-

dimensional superconformal field theories. A decade later from [27], the understanding of the

AdS4×S7 example was expanded by Aharony, Bergman, Jafferis, and Maldacena (ABJM)

[43]. They considered a more general setting: M-theory on AdS4×S7/Zk with k as the

1For reviews and textbooks on string/M-theory, see [31–42].
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level of the Chern-Simons terms, leading to a dual gauge theory, a three-dimensional N = 6

superconformal Chern-Simons theory with gauge group U(N)k × U(N)−k and N coincident

M2-branes. The AdS7×S4 example, involving N coincident M5-branes, remains challenging

and less understood.

The foundation of the AdS/CFT correspondence comes from a strategy developed by ’t

Hooft in 1974 for the large-N expansion of quantum chromodynamics (QCD) and similar

theories [44]. This strategy posits that a gauge theory with large degrees of freedom N can

be equated with a string theory. In this context, the primary variables for the gauge theory

are N ×N matrices, where N corresponds to the rank of a specific gauge group.

However, while this universal argument provides a starting point for the large-N duality, it

doesn’t inherently indicate which specific string theory is the dual description of a given gauge

theory. Determining the dynamics of the string worldsheet requires separate, independent

methods, a task that is feasible only in select instances. One notable example is found in

maximally supersymmetric Yang-Mills theories, which possess distinct characteristics that

enable the unique identification of their dual string theory, as elucidated by Maldacena [27].

This thesis explores the AdS/CFT correspondence in low dimensions under stress tensor

deformations.2

1.1 AdS/CFT in low dimensions

Despite the rigorous string-theoretic formulation and motivation of the AdS/CFT corre-

spondence from the previous section, the earliest precursor of the AdS/CFT correspondence

comes from the study of pure AdS3 gravity by Brown and Henneaux [54]. Brown and Hen-

neaux famously discovered the asymptotic spacetime algebra of AdS3 given by two copies

of the Virasoro algebra with central charge c = 3ℓ
2G

. The CFT quantity c is related to two

bulk quantities: ℓ being the AdS3 length scale and Newton’s gravitational coupling G. The

large central charge limit corresponds to semi-classical behavior, whereas finite central charge

2For more in-depth background and applications of the holographic duality, refer to [45–53].

3



leads to fully quantized AdS3 gravity.

The perturbative expansion around an AdS3 background is well understood: one obtains a

theory of boundary gravitons governed by Virasoro symmetry [54, 55]. The quantum theory

of these boundary gravitons is perfectly sensible and self-contained, with a well-defined

Hilbert space and spectrum of local operators. Indeed, the boundary graviton theory is

simple as the action and stress tensor are rendered quadratic in appropriate field variables

[56–58]. In CFT parlance, this theory describes the Virasoro vacuum block of some putative

CFT with some spectrum of primary operators. A much-studied problem is how to reconcile

the desired modular invariance of such a spectrum with a sum over geometries interpretation

in gravity, e.g., [55, 59, 60].

There are two salient features of three-dimensional gravity motivating this thesis.

The first feature is that the three-dimensional Einstein-Hilbert action

I[gµν ] = −
1

16πG

∫

M3

d3x
√
g (R− 2Λ)− 1

8πG

∫

∂M3

d2x
√
h (K − 1) . (1.1)

in the first-order formulation of general relativity; may be written semi-classically as a Chern-

Simons gauge theory, as observed by [61, 62]. One can then calculate fundamental observ-

ables in the gravitational Chern-Simons theory, such as Wilson lines and loops obtained from

path-ordered exponential integrals of the one-form connection Aµ(x) along an open interval

and a closed contour, respectively.

In the following discussion, we will use the term “gravitational Wilson lines” to refer

to Wilson lines associated with the Chern-Simons gauge field Aµ. When considering two

endpoints, denoted as Z1 = (r1, z1) and Z2 = (r2, z2) located on the AdS3 boundary, the

gravitational Wilson line linking these points can be expressed as:

W [Z2, Z1] = P exp

(∫ Z2

Z1

Aµ(x) dx
µ

)
. (1.2)

In the classical (i.e. large-c) limit, the object W [Z2, Z1] has the peculiar property that it

transforms as a bi-local primary operator at its endpoints. In [63, 64], at least in perturbative

terms with respect to 1
c
, the quantum Wilson line appears to undergo a transformation
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resembling that of a bi-local primary operator at its endpoints. As argued in [63–70], another

physical feature of the Wilson line is that it serves as a convenient repackaging of the Virasoro

vacuum OPE block

⟨Tzz(w1) · · ·Tzz(wn)W [z2, z1]⟩0 = ⟨Tzz(w1) · · ·Tzz(wn)O(z2)O(z1)⟩0 , (1.3)

where ⟨W [z2, z1]⟩0 will be later defined by (2.212) in terms of a path-ordered exponential

integral involving only the stress tensor operator’s holomorphic component Tzz.

The Virasoro vacuum OPE block – whose characteristics are similar to those of the

gravitational Wilson line – precisely captures all operators built out of the stress tensor

operator appearing in the OPE of two primary operators O(z1) and O(z2). Schematically

(suppressing numerical factors, coordinate dependence, and derivatives in the OPE coefficient

COOOi
, as well as omitting the Tzz piece), the first term in the following OPE of two primary

operators

O(z2)O(z1) = (1 + Tzz + TzzTzz + · · · ) +
∑

i

COOOi
(Oi +OiTzz +OiTzzTzz + · · · ) , (1.4)

corresponds to the Virasoro vacuum OPE block.

From the bulk perspective, the (open) gravitational Wilson line calculates the expo-

nential of the worldline action for a massive point particle, accounting for gravitational

self-interaction effects that renormalize its mass [63, 64, 71, 72]. Conversely, the closed grav-

itational Wilson line, or the Wilson loop, quantifies the holonomy of the gauge connection.

In the context of a BTZ black hole, when the Wilson loop encircles the horizon, its value

corresponds to the Bekenstein-Hawking entropy [73, 74].

The second feature is that upon dimensionally reducing 3d gravity (1.1) on a circle with

a radius equal to the dilaton Φ, one obtains the JT gravity action

I[g(2)µν ,Φ] = −
1

16πG

∫

M2

d2x
√
g(2)Φ (R− 2Λ)− 1

8πG

∫

∂M2

dτ
√
γΦ (K − 1) , (1.5)

where g
(2)
µν is the 2d bulk metric and γττ is the 1d boundary metric. The holographic dual

description of JT gravity is the 1d Schwarzian theory [75–79].
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Just as one can reduce 3d gravity on a circle in the metric formalism, one may also perform

the dimensional reduction for the Chern-Simons description of 3d gravity and obtain the so-

called BF gauge theory, which enjoys similar features to 2d Yang-Mills gauge theory with a

non-compact group. BF theory with gauge group G is holographically dual to the worldline

theory of a particle with a free kinetic Lagrangian and moves on target space G; we call this

the “particle-on-a-group” theory.

Given these complementary perspectives and technical advantages of lower dimensional

gravity, it is desirable to understand these corners of the following diagram below in different

settings.

2d Liouville

Dimensional

Reduction

��

Holographic
// 3d Gravityoo

Dimensional

Reduction

��

Change

Variables // 3d CS Theoryoo //

Dimensional

Reduction

��

2d WZW

Dimensional

Reduction

��

Holographic
oo

1d Schwarzian
Holographic

// 2d JT Gravityoo

Change

Variables // 2d BF Theoryoo
Holographic

// 1d Particle on Groupoo

(1.6)

An area of particular relevance for this thesis involves the examination of diagram (1.6) in

the presence of Zamolodchikov’s double-trace TT operator, which is considered an irrelevant

operator [80]. Let us now review the TT deformation.

1.2 Zamolodchikov’s TT deformation

Understanding irrelevant deformations are notoriously difficult compared to marginal and

relevant deformations. Turning on an irrelevant operator will generically turn on infinitely

many additional operators at high energies, which modifies the theory in the UV and leads

to a loss of predictive power. However, the TT deformation is one irrelevant operator3 which

circumvents these technical difficulties: a TT -deformed quantum field theory remains under

3The stress tensor has mass dimension d in d-dimensions, so the TT operator has dimension 2d and is
irrelevant in any number of spacetime dimensions since 2d > d. Marginal operators have scaling dimension
∆ = d while relevant operators have scaling dimension ∆ > d.
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some analytic control and is “solvable.” Since this operator is irrelevant, a TT flow may seem

to be the opposite of a conventional renormalization group flow triggered by the addition

of a relevant operator. However, a conventional RG flow connects a family of local QFTs

controlled by an RG fixed point in the UV. It is known that a TT -deformed field theory

is not a local QFT and thus not controlled by a CFT in the UV, so this flow is not like a

conventional RG flow even in reverse.

A remarkable consequence arising from the behavior of TT -deformed one-point func-

tions is the existence of a differential equation governing the finite-volume spectrum of a

TT -deformed theory. This equation establishes a relationship between energy levels in the

TT -deformed theory and those in the undeformed seed theory [81, 82]. This relationship

between the energy levels exemplifies what we mean by characterizing the deformation as

“solvable.” The TT deformation is solvable because various quantities within the deformed

theory, including the torus partition function [83–85], flat space S-matrix [86, 87], and cor-

relation functions [1, 4, 9, 88–96], can be expressed in terms of corresponding data from the

undeformed theory.

It is worth noting that the TT operator in two spacetime dimensions retains several

symmetries of the original seed theory. These preserved symmetries encompass integrability

[81, 87] and supersymmetry [97–101]. For more information on manifestly supersymmetric

TT -like flows, refer to [3, 102–106]. However, it’s important to note that conformal symmetry

is not preserved because the flow parameter λ introduces a dimensionful scale to the deformed

theory.

The TT operator is a 2d bilinear operator constructed of the stress tensor Tµν which can

be expressed as the determinant

det (Tµν) =
1

2

((
T µµ

)2 − T µνTµν
)
, (1.7)

and is unambiguously defined by point-splitting up to total derivatives of local operators

that can be neglected [80, 81]. Zamolodchikov assumed the seed QFT has the following

properties:
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1. Local translation and rotation symmetry

The stress tensor is conserved ∂µTµν = 0 and symmetric Tµν = Tνµ.

2. Global translation symmetry

One-point functions are independent of the position ⟨Oi(z)⟩ = ⟨Oi(0)⟩ and any two-

point functions ⟨Oi(z)Oj(z′)⟩ = Fij(z − z′).

3. Clustering

There exists some direction r →∞ such that limr→∞⟨Oi(r)Oj(0)⟩ = ⟨Oi⟩⟨Oj⟩.

4. UV CFT

The seed QFT is a CFT at short distances.

With these four conditions, we show the coincident point limit defines a local operator:

TT = lim
z′→z

(Tzz(z
′)Tz̄z̄(z)− Tzz̄(z′)Tzz̄(z′)) . (1.8)

Furthermore, the conservation of the stress tensor gives

∂z̄ (Tzz(z)Tz̄z̄ (z
′)− Tzz̄(z)Tzz̄ (z′)) = (∂z + ∂z′)Tzz̄(z)Tz̄z̄ (z

′)− (∂z̄ + ∂z̄′)Tzz̄(z)Tzz̄ (z
′)

∂z (Tzz(z)Tz̄z̄ (z
′)− Tzz̄(z)Tzz̄ (z′)) = (∂z + ∂z′)Tzz(z)Tz̄z̄ (z

′)− (∂z̄ + ∂z̄′)Tzz(z)Tzz̄ (z
′) .

(1.9)

Next, recall the stress tensor’s OPEs

Tzz(z)Tzz̄(z
′) =

∑

i

Ai(z − z′)Oi(z′) , Tzz̄(z)Tzz̄(z
′) =

∑

i

Ci(z − z′)Oi(z′) ,

Tzz̄(z)Tz̄z̄(z
′) =

∑

i

Bi(z − z′)Oi(z′) , Tzz(z)Tz̄z̄(z
′) =

∑

i

Di(z − z′)Oi(z′) .
(1.10)

The stress tensor conservation equations (1.9) yield

∑

i

∂z̄ (Di(z − z′)− Ci(z − z′))Oi (z′)

=
∑

i

(Bi (z − z′) ∂z′Oi(z′)− Ci (z − z′) ∂z̄′Oi(z′))
(1.11)
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and ∑

i

∂z (Di(z − z′)− Ci(z − z′))Oi (z′)

=
∑

i

(Di (z − z′) ∂z′Oi (z′)− Ai (z − z′) ∂z̄′Oi (z′)) .
(1.12)

Consequently, this implies that any operator arising in the following OPE

Tzz(z)Tz̄z̄(z
′)− Tzz̄(z)Tzz̄(z′) =

∑

i

(Di(z − z′)− Ci(z − z′))Oi(z′) (1.13)

must have a coordinate independent coefficient function Di(z − z′) − Ci(z − z′) or itself is
the derivative of another local operator

Tzz(z)Tz̄z̄(z
′)− Tzz̄(z)Tzz̄(z′) = OTT (z′) +

∑

α

Aα(z − z′)∂z′Oα(z
′) . (1.14)

Therefore, we arrive at the composite operator Zamolodchikov [80] found

TT = OTT (z) (1.15)

up to derivative terms, but these vanish due to global translation symmetry where a one-

point function of a total derivative is zero.

At the classical level, given a seed theory’s Lagrangian L(0), the TT flow is captured by

the differential equation
∂L(λ)

∂λ
= − det

(
T (λ)
µν

)
, (1.16)

where the notation T
(λ)
µν emphasizes that at each step along the flow, the stress tensor is

recomputed from the deformed Lagrangian L(λ). We give an example of N free massless

scalars in the subsequent subsection.

1.2.1 TT -deformed free scalars

In this subsection, we review the solution for the TT flow equation for the deformed La-

grangian of multiple free scalar fields4

S(0) =
1

4π

N∑

n=1

∫
d2x
√
ggµν∂µϕn∂νϕn . (1.17)

4Appendix C.3 considers the case for a scalar theory with a potential V (ϕ).
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We first consider a single scalar field and write the ansatz for the deformed action

S(λ) =

∫
d2x
√
g
F (λ∂µϕ∂µϕ)

λ
(1.18)

and substitute (1.18) into the flow equation

dS(λ)

dλ
=

∫
d2x
√
gTT (x) (1.19)

to obtain a differential equation for F (z) with solution

S(λ) =

∫
d2x
√
g

(
1−

√
1− πλ∂µϕ∂µϕ
2π2λ

)
. (1.20)

A more sophisticated ansatz is required when dealing with multiple scalars

L(λ) = F (λgµν∂µϕn∂νϕn, λ
2gµσgνρ∂ρϕm∂σϕm∂µϕn∂νϕn) (1.21)

and the solution to the partial differential equation for F is now a determinant

S(λ) =

∫
d2x

(√
g −

√
det (gµν − πλ∂µϕn∂νϕn)

2π2λ

)
. (1.22)

The action (1.22) is the Nambu-Goto action written in static gauge

X0 = x0, Xn =
√
−πλϕn, XN+1 = x1 (1.23)

implying

S(λ) =
1

2π2λ

∫
d2x
√

det (∂µXA∂νXA) + constant , A = 0, 1, · · · , N + 1 . (1.24)

The Nambu-Goto action is invariant under an SO(N+2) global symmetry and reparametriza-

tion invariance. The nonlinear realization of the SO(2) symmetry in the gauge-fixed form

(1.22) arises due to the necessity of implementing a compensatory reparametrization to pre-

serve the static gauge.

As we will see in later chapters of this thesis, the same kind of Nambu-Goto action for

the deformed scalar theory also appears in the context of low-dimensional TT deformed
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gravitational theories. For example, in Euclidean signature, the resulting boundary graviton

action in cutoff AdS3 with planar boundary is

I(rc) =
1

32πG

∫
d2x

[
i
(
f ′ḟ − f̄ ′ ˙̄f

)

− 4

rc

(√
1− rc

2

(
f ′2 + f̄ ′2

)
+
r2c
16

(
f ′2 − f̄ ′2

)2 − 1

)] (1.25)

and its dimensional reduction yields the deformed Schwarzian theory in JT gravity. To be

explained in greater depth, rc is the radial location of the boundary such that rc → 0 (or

λ→ 0) is the conformal boundary and the fields (f, f̄) nonlinearly realize Lorentz symmetry.

Holographically, the TT deformation has the interpretation of gravity with Dirichlet

boundary conditions for the metric at a finite radial cutoff rc which is related to λ via the

TT flow equation (1.16).

In the forthcoming chapters, we delve into TT -deformed low-dimensional holography to

understand (1.6) in greater detail. Nevertheless, before delving into that discussion, we will

briefly touch upon some distinctive features of the TT deformation. Following this, we will

provide the rationale for exploring the AdS/CFT correspondence with a finite radial cutoff

in the subsequent two sections.

1.3 Factorizaton and flow equation

We derive the TT flow equation for the energy levels of a QFT on a cylinder with radius

R. We demonstrate that in the case of a conformal seed theory, the energy spectrum of the

TT -deformed system exhibits square root behavior. Throughout this thesis, we exclusively

examine seed theories characterized by conformal symmetry, and we anticipate observing

analogous square root-like behaviors in these cases.

It is imperative to establish the independence of the expectation value of the TT operator

with respect to the distance D(z, w) between insertion points

D(z, w) = ⟨Tzz(z)Tz̄z̄(w)⟩ − ⟨Tzz̄(z)Tzz̄(w)⟩ . (1.26)
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Next, use (1.9) and differentiate with respect to z̄

∂z̄D(z, w) = ∂z⟨Tzz̄(z)Tz̄z̄(w)⟩ − ∂z̄⟨Tzz̄(z)Tzz̄(w)⟩ . (1.27)

From the assumption of global translation invariance,

∂z̄⟨Tzz̄(z)Tzz̄(w)⟩ = −∂w̄⟨Tzz̄(z)Tzz̄(w)⟩ (1.28)

and

∂z⟨Tzz̄(z)Tz̄z̄(w)⟩ = −∂w⟨Tzz̄(w)Tz̄z̄(w)⟩ . (1.29)

Hence, by conservation of the stress tensor,

∂z̄D(z, w) = −⟨Tzz̄(z)∂wTz̄z̄(w)⟩+ ⟨Tzz̄(z)∂w̄Tzz̄(w)⟩ = 0 . (1.30)

Therefore, we have shown that D(z, w) is a constant. When z → w

lim
z→w

D(z, w) = ⟨TzzTz̄z̄⟩ . (1.31)

In the context of a QFT on a cylinder, we consider the points z and w infinitely separated

along the non-compact dimension of the cylinder. We use the fact that the vacuum two-

point functions cluster decompose into products of one-point functions at infinite separation

to find

lim
|z−w|→∞

D(z, w) = ⟨Tzz⟩⟨Tz̄z̄⟩ − ⟨Tzz̄⟩2 . (1.32)

Hence, with the above discussion, we conclude

⟨TzzTzz⟩ = ⟨Tzz⟩⟨Tz̄z̄⟩ − ⟨Tzz̄⟩2 (1.33)

proves the factorization property of the TT operator. This derivation assumes we are in the

vacuum state |0⟩, but the TT operator factorizes for any energy eigenstate |n⟩.

Proving that factorization holds for any energy eigenstate |n⟩ is straightforward. First,

from a spectral expansion for a complete set of states, we have

⟨n|Tzz(z)Tz̄z̄(w)|n⟩

=
∑

m

⟨n|Tzz(z)|m⟩⟨m|Tz̄z̄(w)|n⟩e(En−Em)| Im(z)−Im(w)|+i(Pn−Pm)|Re(z)−Re(w)| .
(1.34)
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The exponential factors contain dependence on coordinates (z, w). However, we know that

the function D(z, w) is constant for correlators of any energy eigenstate. Hence, the sum

expressed in equation (1.34) is zero for m ̸= n, rendering the exponential factor equal to one.

Consequently, we attain a meaningful limit as the points coincide, i.e. z → w:

⟨n|TzzTzz|n⟩ = ⟨n|Tzz|n⟩⟨n|Tz̄z̄|n⟩ − ⟨n|Tzz̄|n⟩2 (1.35)

implying that factorization holds for all energy eigenstates.

Now that we have proven factorization, we are prepared to derive the flow equation for

a field theory on a cylinder S1 × R with line element

ds2 = dy2 +R2dx2 . (1.36)

y

x R

Figure 1.1: We denote the compact direction by x ∼ x + R, where R is the radius of the

spatial S1, and write y for the non-compact Euclidean time direction.

The components of the stress tensor are5

⟨n|Tyy|n⟩ = −
En(R, λ)

R
,

⟨n|Txx|n⟩ = −
∂

∂R
En(R, λ) ,

⟨n|Txy|n⟩ =
i

R
Pn(R, 0) .

(1.37)

The governing flow equation (1.16) for the energy levels are

∂

∂λ
En(R, λ) = −R

(
⟨n|Txx|n⟩⟨n|Tyy|n⟩ − ⟨n|Txy|n⟩2

)
. (1.38)

5The momentum is quantized in units of 1
R and so it does not change with λ because λ is continuous.
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Substituting (1.37) into (1.38), we arrive at the same one-dimensional inviscid Burgers’

equation commonly used to describe the dynamics of a diffusionless fluid

∂

∂λ
En(R, λ) = En(R, λ)

∂

∂R
En(R, λ) +

Pn(R, 0)
2

R
. (1.39)

Before addressing the deformed energy levels, it is essential to establish the initial conditions.

While solving the differential equation in a closed form may not be feasible for general

seed theories, the situation significantly simplifies when the seed theory conforms to CFT

principles. The initial conditions for any CFT on a cylinder of radius R are the following:

En(R, 0) =
1

R

(
n+ n̄− c

12

)
,

Pn(R, 0) =
1

R
(n− n̄) ,

(1.40)

where n and n̄ are the eigenvalues of the Virasoro generators L0 and L̄0 respectively.

With the initial conditions (1.40), the solution to (1.39) is given by

En(R, λ) =
R

2λ

(√
1 +

4λEn(R, 0)

R
+

4λ2P 2
n

R2
− 1

)

=
R

2λ

(√
1 +

4λ

R2

(
n+ n̄− c

12

)
+

4λ2

R4
(n− n̄)2 − 1

)
.

(1.41)

1.4 TT and holography

Besides introducing new states, another route to enriching and extending the theory of

boundary gravitons is to move the AdS3 boundary radially inwards, and there are several

motivations for doing so. One is a way to access observables that are “more local” than

the usual asymptotically defined quantities, namely the S-matrix in Minkowski space and

boundary correlators in AdS. The need to develop such observables has long been appreci-

ated, particularly in a cosmological context where there may not exist any “far away spatial

region” that an observer at a fixed time can appeal to. In general dimensions, the complica-

tions of defining quantum gravity in a finite spatial region are hard to disentangle from the

usual UV problems,6 but the situation is better in AdS3 since the renormalizability argument

6See [107] for a review of the boundary value problem in D > 3 Euclidean gravity.
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of (1.1) applies to the case of a finite boundary.7 The problem is also interesting due to its

proposed description [108] as a TT -deformed CFT [80, 81]. These are theories described in

the IR as CFTs perturbed by irrelevant operators; their UV description is not well under-

stood, but they conceivably represent a new type of quantum theory in which locality breaks

down in a controlled manner. We take the perspective that these two descriptions – cutoff

AdS3 and TT -deformed CFT2 – are mutually illuminating.

Another holographic proposal is for λ < 0. This sign choice alters the asymptotic bound-

ary conditions for the metric as r →∞, yet it is crucial to emphasize that it does not impose

a finite cutoff on the spacetime, as discussed in [109]. While this modification enforces the

Dirichlet condition at a finite radial cutoff for λ > 0, it’s noteworthy that the same prescrip-

tion applied in the case of λ < 0, where the bulk theory extends to r →∞. In this context,

the entire spectrum of the boundary field theory remains real, at least for sufficiently small

values of λ.

These two holographic interpretations of the TT deformation in the metric formalism for

3d gravity have been studied in the Chern-Simons formalism by [1, 110–114]. In particular,

the Chern-Simons analysis of [110] studies 3d gravity in Lorentzian signature for λ < 0

and shows that a TT deformation of the dual CFT corresponds to a modification of the

boundary conditions for the gauge field Aµ. This interpretation of the modified boundary

conditions introduces a novel variational principle wherein specific linear combinations of the

undeformed source and expectation value are held constant. Consequently, this combination

is a newly defined deformed source.

To complete the corners of low-dimensional gravity in the diagram (1.6), it is desirable to

understand the bottom half under the TT deformation. The process of dimensional reduction

from 3D to JT gravity, along with its dual Schwarzian description and the associated partition

functions in the metric formalism, was initially explored by [115, 116] in the case of λ < 0.8

7At least if the boundary is flat, as will be the main case of interest in this thesis. More generally, we
might need boundary counterterms involving boundary curvature. See appendix B.2 for more discussion.

8The case for λ > 0 was studied by [117]. One immediately encounters a complex-valued energy spectrum
and partition function when E > 1

8λ . To cure this problem and obtain a real-valued partition function, [117]

15



However, unlike the extensive literature on TT deformations in the metric and Chern-Simons

descriptions of 3d gravity, such TT -like deformations of the BF theory description of JT

gravity (and its dual “particle-on-a-group” theory) have received less attention, which is one

of the motives for part of this thesis.

1.5 Effective field theory interpretation and higher dimensions

A different perspective to understand the deformation is from the observation that the par-

tition function of the effective field theory (EFT) on a radial slice must be a solution to the

radial Wheeler-DeWitt equation to describe gravitational physics. In other words, there is

a holographic dictionary for the EFT dual to a sharp radial cutoff in AdS. This interpreta-

tion was thoroughly studied in [118], and a few more intermediate calculations are provided

in appendix A. The difference is that the T 2 operator is a d-dimensional analog of the

two-dimensional TT operator in the large-N limit so we have factorization. We start with

Euclidean Einstein gravity coupled to matter with the appropriate gravitational counterterm

I = − 1

16πG

∫

Md

ddx
√
g (R− 2Λ)− 1

8πG

∫

∂Md

dd−1x
√
g0K

+
1

8πG

∫

∂Md

dd−1x
√
g0(d− 1 + LCurvature) + IMatter

(1.42)

and the renormalized Brown-York stress tensor of (1.42) is defined by

δI =
1

2

∫

∂Md

√
g0T̃ ijδg0ij (1.43)

which is determined in [119]

T̃ij =
1

8πG

(
Kij −Kg0ij + (d− 1)g0ij

)
− adC̃ij , (1.44)

where K is the trace of the extrinsic curvature Kij = 2∇(inj), nj is the outward-pointing

normal vector, ad is a constant, C̃ij are curvature-dependent counterterms, g0ij(x) ≡ gij(rc, x)

is the metric on the cutoff surface, and the tildes are for bulk quantities are related to their

included a non-perturbative contribution.
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undeformed counterparts up to a multiplicative factor of the cutoff. The boundary stress

tensor (1.44) obeys

T̃ ii + adC̃
i
i = −4πG

[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]
− R̃

16πG
+ t̃rr , (1.45)

where tij represents the stress tensor associated with matter, and one can find the proof

provided in appendix A.1. Here, (1.45) is the T 2 flow equation9

∂SEFT

∂λ
=

∫
ddx
√
γX , (1.46)

where

X =

[(
Tij + adC̃ij

)2
− 1

d− 1

(
T ii + adC̃

i
i

)2]
− rdc
dλ

(
− R̃

16πG
+ t̃rr − adC̃i

i

)
(1.47)

and

λ =
4πG

drdc
. (1.48)

Torus energy spectrum and quantum corrections

We can derive the energy spectrum under the T 2 deformation in the large-N limit where

factorization holds following [118]. An example to consider is a CFT on a manifold R×Md−1

with metric

ds2 = dτ 2 + habdx
adxb (1.49)

and the flow for the energy levels are

∂E

∂λ
=

∫
dd−1x

√
γX . (1.50)

Let’s specializeMd−1 to be (d− 1)-dimensional rectangular torus so the line element is

ds2 = dτ 2 +
d−1∑

i=1

L2
i dx

2
i , (1.51)

where τ is valued on R, Li is the radius of the ith cycle on the torus and xi are compact

coordinates on the torus. For this background, the Einstein tensor vanishes, and there are

9We derive this explicit form of X in appendix A and the explicit form of the holographic cutoff dictionary.
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no trace anomalies on the torus. We furthermore set t̃rr = 0. Therefore, the operator X

simplifies to

X = TijT
ij − 1

d− 1

(
T ii
)2

(1.52)

and the flow equation for the energy becomes10

∂ε

∂λ
=
d− 2

d− 1
ε2 − 2ε

(d− 1)Ld−2

∂

∂L

(
Ld−1ε

)
, (1.53)

where the energy density is ε = E/Ld−1. The solution to this differential equation (1.53) is

E =
(d− 1)Ld−1

2dλ

(
1−

√
1− 4dλ

d− 1
E0

)
, (1.54)

where the undeformed energy is E0 =
M
L
.

Related to this discussion, a question one could ask is if it is possible a higher dimensional

TT -like an operator exists that one can reliably compute O(1/N) corrections to the energy,

such as for a QFT on a torus. For large-N and d > 2, we have factorization in the operator

X defined in (1.52), but can one easily create an operator up to O(1/N) corrections

X(x, y) = Tij(x)T
ij(y)− 1

d− 1
T ii (x)T

j
j (y) +

1

N
O(1)

X (x, y) +
∞∑

p=2

1

Np
O(p)

X (x, y) (1.55)

so that ⟨X(x, y)⟩ is independent of (x, y)? For a straightforward example, consider a theory

with T ii = 0, such as N free massless scalars, then

⟨Tij(x)T ij(y)⟩ = ⟨Tij(x)⟩⟨T ij(y)⟩+NfE,P (x− y) . (1.56)

where fE,P (x − y) is a nontrivial energy-momentum state dependent function of x − y.

The first piece is factorized (i.e. connected) proportional to N2, while the second piece

is unfactorized (i.e. disconnected). The unwanted contribution is the connected piece is

removed via

⟨O(1)
X (x, y)⟩ = −N2fE,P (x− y) . (1.57)

10Here we take the torus to be square L1 = L2 = · · · = Ld−1 = L. See appendix A for more details.
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Now the candidate operator with the normal ordering of stress tensors up to O(1/N) is

X(x, y) = Tij(x)T
ij(y)− 1

d− 1
T ii (x)T

j
j (y)

−
[
: Tij(x) :: T

ij(y) : − 1

d− 1
: T ii (x) :: T

j
j (y) :

]
+

∞∑

p=2

1

Np
O(p)

X (x, y) .
(1.58)

This operator exhibits the desired properties within the free boson theory’s vacuum state as

all connected diagrams up to O(1/N) are removed. However, it appears to extend differently

for excited states because the normally ordered operators do not annihilate them.
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1.6 Outline

The outline of this thesis is as follows.

In chapter 2, we determine the boundary graviton action of AdS3 at a finite planar

boundary cutoff in the metric and Chern-Simons formalism to calculate the stress tensor

correlators at the two-loop order. This analysis extends the previous tree-level discussion.

Correlators of the deformed gravitational AdS3 Wilson line are computed semi-classically

via conformal perturbation theory.

In chapter 3, we study JT gravity in the BF formalism under the TT deformation to de-

termine the dual TT -deformed Schwarzian theory. Finally, we calculate deformed correlators

involving gravitational BF Wilson lines defined up to the Hagedorn temperature.

In chapter 4, we define a manifestly supersymmetric TT deformation for (0 + 1)d QFTs

with N = (0, 1) and N = (1, 1) supersymmetry. We determine the TT -deformed super-

Schwarzian theory dual to JT supergravity. These deformations, denoted as f(Q), are ex-

plicitly expressed within the Noether currents associated with supertranslations. We show

three seemingly different procedures to determine the same deformed supersymmetric quan-

tum mechanics theory.

In chapter 5, we consider the TT deformation of JT gravity and its ‘t Hooft limit, the

Airy model. Various aspects of the TT deformation are considered, such as complexification

of the spectrum at the disk level, negativities in the deformed spectral density, and, in

particular, the free energy for λ > 0 and λ < 0.

In chapter 6, we investigate properties of the newly defined root-TT operator using

holographic properties. In contrast to the better-known TT operator, the root-TT operator

is much harder to make precise in the quantum theory but is also classically marginal,

which makes it particularly interesting as a possible tool in CFT. We assume a large-N

limit corresponds to a large central charge in the CFT. This limit is needed to perform the

path integral to the lowest order in a 1/N expansion using large-N factorization. Using

this method, a suggestive form for the deformed metric and stress tensor of the CFT in
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terms of the undeformed quantities is derived. The same results are then derived using the

trace of the stress tensor staying zero in the deformed theory. The results require the root-

TT deformation to commute with the ordinary TT deformation. Similar ideas lead one to

conjecture the deformed energy levels in the root-TT theory. This conjecture is supported

by calculating the energy of a class of AdS spacetimes with the root-TT boundary conditions

derived in the previous sections and showing that it is consistent with the flow of the energy

levels.

In chapter 7, we conclude this thesis by continuing our previous studies of the root-TT

deformation from chapter 6 to the context of interacting chiral boson theories and perturba-

tively study their quantum aspects for particular backgrounds in two dimensions. We extend

our interacting chiral boson analysis to the three-dimensional abelian Chern-Simons context.

Details of various calculations, applications, and additional observations are relegated in

the appendices.
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CHAPTER 2

The Field Theory of Interacting Boundary Gravitons

We study pure three-dimensional gravity at a finite radial cutoff in this chapter. Pure

three-dimensional gravity is a renormalizable theory with two free parameters labeled by

Newton’s constant G and the cosmological constant Λ. As a result, correlation functions

of the boundary stress tensor in AdS3 are unambiguously determined solely by the central

charge of the Virasoro algebra. The same argument implies that AdS3 gravity at a finite

radial cutoff is a renormalizable theory, but now with one additional parameter corresponding

to the cutoff location. This theory is conjecturally dual to a TT -deformed CFT, assuming

these theories exist. To elucidate this, we study the quantum theory of boundary gravitons

living on a cutoff planar boundary and the associated correlation functions of the boundary

stress tensor. We compute stress tensor correlation functions to two-loop order (Newton’s

gravitational coupling G being the loop counting parameter), extending existing tree-level

results. This computation is feasible since the boundary graviton action simplifies greatly

upon making a judicious field redefinition, turning into the Nambu-Goto action. After

imposing Lorentz invariance, the correlators in this order are found to be unambiguous up

to a single undetermined renormalization parameter.

2.1 Introduction

We develop the quantum theory of boundary gravitons on a cutoff planar surface, focusing

on obtaining the optimal form of the action and using it to compute correlation functions of

boundary operators.

We work in the framework of the covariant phase space formalism [120, 121], and in both
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the metric and Chern-Simons formulation [61, 62] of 3d gravity, since they offer complemen-

tary perspectives. This cutoff phase space is established by considering an AdS3 background

and applying all coordinate and gauge transformations that maintain a Dirichlet boundary

condition. These phase space coordinates consist of two functions defined at some initial time

on the boundary; these are the coordinate transformations (x, t)→
(
x+A(x, t), t+B(x, t)

)

evaluated at t = 0. We need a symplectic form and a Hamiltonian on this phase space to

construct the canonical formulation, and we develop efficient methods for computing these.

In the asymptotically AdS3 case, this procedure is simple to carry out exactly, and we read-

ily arrive at the Alekseev-Shatashvili action [56, 57], as was obtained via the Chern-Simons

formulation in [58]. At finite cutoff, life is more complicated; we work order-by-order in

the (A,B) variables, but the resulting expressions quickly become complicated because the

phase space action contains an ever-growing number of higher derivatives acting on these

fields.

A pleasant surprise is that a field redefinition (A,B) → (f, f̄) can be used to remove

all higher derivatives from the action, at least to the order we have checked (eighth-order

in the fields). The resulting (imaginary time) action is the Nambu-Goto action written in

Hamiltonian form (1.25). We obtain further evidence for this action by deriving it to all

orders in the special case of linearly varying (f, f̄).

However, the stress tensor is not the canonical stress tensor of the Nambu-Goto theory

due to the non-linear action of the Poincaré group on the fields. The deformed stress tensor

includes a series of higher derivative correction terms reflecting the nonlocal nature of the

theory, e.g.1

4GTzz =
1

2
f ′′− 1

4
f ′2+

1

4
rcf

′′′f̄ ′− 1

8
rc
(
f ′2−2f ′f̄ ′)′ f̄ ′+

1

16
r2c
(
f ′′′′f̄ ′2+(f ′2)′′f̄ ′′)+ · · · . (2.1)

With the expressions for the action and stress tensor, we seek its quantization. The main

interest here is in computing two-point functions of the stress tensor order-by-order in the

1See (2.94) for all three components.
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loop counting parameter G.2 There is some tension coming from two perspectives on this

problem: on the one hand, the Nambu-Goto action with its square root is problematic to

quantize directly without ambiguity; on the other hand, the underlying theory is pure 3d

gravity, which one expects to be renormalizable.

The subtlety in reconciling these perspectives has to do with the complicated (nonlinear

and nonlocal) manner in which the symmetries of the gravitational description are realized

once we pass to the reduced phase space description, and in particular with preserving these

symmetries in the quantum theory. In this chapter, we compute the stress tensor correlators

to two-loop order using dimensional regularization. At tree level and one-loop, the results

are finite and unambiguous. At two loops, we find that a single renormalization of the stress

tensor is required, and the divergent part comes as usual with an associated undetermined

finite part parametrized here by µ. For example, we find the ⟨TzzTzz⟩ correlator at the

two-loop order to be3

⟨Tzz(x)Tzz(0)⟩ = 1
z4

[
c
2
+ 10(3 + 4G)

(
rc
zz

)2
+ 96G (8 + 60 ln(µ2zz))

(
rc
zz

)3
+ 2520G

(
rc
zz

)4]
.

(2.2)

Here c = c0 + 1 = 3ℓ
2G

+ 1 is the one-loop corrected Brown-Henneaux central charge [54,

58] of the rc = 0 theory.4 Regarding renormalizability, the main result in this chapter is

inconclusive: we suspect that the free parameter reflects that dimensional regularization is

not preserving all symmetries, but further work is required to substantiate this by imposing

the relevant Ward identities.

While our primary focus centers on a flat planar boundary, it is also valuable to explore

the case of a curved boundary metric. In preparation for the curved boundary metric, we

meticulously derive the Chern-Simons formulation that accommodates a general boundary

metric. As an illustrative example, we demonstrate the procedure for calculating the action

2Previous work [122, 123] on this problem in the gravitational formulation stopped at tree level.

3The full set of two-point functions is written in (2.193).

4In this thesis, the symbol c will be used, and its meaning – whether it represents the tree-level central
charge (c0) or the loop-corrected central charge – will be inferred from the context in which it is mentioned.
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for Euclidean AdS3 with a finite S2 boundary, taking into account the substantial radius-

related divergence linked to the Weyl anomaly of the boundary theory, as presented in

appendix B.2. This action is straightforward to obtain in the metric description. However,

it is somewhat subtle in the Chern-Simons formulation due to the need to introduce two

overlapping patches for the gauge potentials.

Furthermore, we focus on Wilson lines in 2d theories deformed by the double-trace version

of the TT operator. A conceptually related analysis involving deformed Wilson loops in

the single-trace setting was presented in [124]. However, in that work, the Wilson line

was computed for the DBI gauge field living on a D1-brane, rather than the gauge field

arising from a gauge theory presentation of a gravity theory. In this chapter, we content

ourselves with the double-trace version of the TT deformation and Wilson lines for gauge

fields associated with gravitational theories. One reason for doing this is that the bulk gravity

dual to a single-trace TT -deformed CFT also involves the dilaton and the three-form flux

H3, and writing the kinetic terms for these fields in Chern-Simons variables is somewhat

unwieldy. A second reason is that, although the gravity solution relevant for single-trace TT

is local AdS3 in the deep interior, the solution approaches a linear dilaton spacetime. The

linear dilaton region is qualitatively different from AdS3 (in fact, its causal structure is, in

some sense, more similar to that of Minkowski space), and the Chern-Simons formulation of

3d gravity is not straightforwardly applicable in this regime.

We highlight some prior research in a related vein. In [122], the authors investigated

AdS3 gravity with a finite cylindrical boundary. A result from [122] was that the asymptotic

Virasoro × Virasoro algebra was deformed by breaking the conformal invariance associated

with the finite boundary. Another result was that the free boundary graviton spectrum was

deformed in a manner compatible with TT considerations. In this chapter, the main focus is

on a planar boundary; this is simpler, and we make other technical advances that allow us to

go further than before. Stability and causality for gravity with cutoff boundary conditions

are discussed in [125–127]. The covariant phase space in the presence of boundaries is

reviewed in [128]. Jackiw-Teitelboim gravity [129, 130] at a finite radial boundary cutoff was
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studied in [117, 131, 132], with results relating to the spectrum of TT -deformed quantum

mechanics obtained in [2, 115, 116]. An important subtlety that arises, discussed in [131], is

the distinction between microscopic versus effective theories of the JT gravity path integral,

and the resulting non-trivial relations among the parameters and couplings; presumably

these issues are also present in this chapter’s context.

Correlation functions in the 2d field theory or 3d bulk were studied in [9, 88–94, 123, 133,

134]. Results in those papers were found either at low order in the TT coupling5 λTT ∼ rc
c
,

or lowest order in the 1
c
expansion (tree level in this chapter’s language). An exception is [89]

that proposed some results of all orders in λTT . The results in this chapter hold to all orders

in rc but are perturbative in 1
c
(we go to two-loop order, extending the previous tree-level

results). In the context of a massive scalar [133] and a Dirac fermion [135], integrability fixed

renormalization ambiguities. In [110–113], the TT -deformed CS formulation of 3d gravity

was discussed.

The remaining portion of this chapter unfolds subsequently: In section 2.2, we lay out

some general principles in computing the action for boundary gravitons common to the

metric and Chern-Simons formulations. In section 2.3, we discuss the metric formulation,

developing a streamlined approach to computing the boundary action for a flat radial cutoff

boundary. We show how to obtain the Alekseev-Shatashvili action straightforwardly in the

rc = 0 limit and acquire the all-order action at finite rc in the special case of constant

(f ′, f̄ ′): the Nambu-Goto action. In section 2.4, we turn to the Chern-Simons formulation.

Since it is of interest beyond the immediate concerns of this work, we carefully develop

the variational principle for CS gravity with a general curved cutoff boundary. We carry

out a perturbative computation of the action for gravitons on a cutoff planar boundary,

obtaining results to eight order in (f, f̄); the results turn out to match the expansion of the

Nambu-Goto action to this order, leading us to conjecture that this extends to all orders.

In section 2.5, we turn to correlation functions. We compute correlators of both elementary

5In this chapter, we denote the TT coupling by λTT instead of λ to avoid a clash of notation with the
AdS3 Gauss parameters (λ,Ψ, F, λ,Ψ, F ) defined in (2.122). In later chapters, we resort to λ being the TT
coupling.
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fields and the stress tensor. The one-loop four-point function of elementary fields is found to

require one counterterm in the gravitational action, and the two-loop stress tensor correlators

require a single renormalization of the stress tensor. Finally, in section 2.6.3, we calculate

the deformed gravitational AdS3 Wilson line correlators semi-classically. We conclude with

a brief discussion in section 2.7. In appendix B, we provide further details on a general

trace flow equation, the Chern-Simons formulation, including the comparison to the metric

formulation, relating Chern-Simons theory at finite cutoff and coupling to topological gravity,

details regarding the evaluation of Feynman diagrams and a discussion of how to compute

the action in the case of a spherical boundary.

2.2 Generalities on the phase space formulation of boundary gravi-

ton theories

In the upcoming two sections, we obtain the action and stress tensor for boundary gravitons

localized on a finite cutoff surface by working in the metric and Chern-Simons formulations.

The formalisms provide complementary viewpoints and bring distinct technical advantages

to the table, yet it is crucial to note that their outcomes are in complete agreement. To pave

the way for the in-depth analysis that ensues, we delve into several fundamental facets of

the issue.

The Einstein-Hilbert action (1.1), or its Chern-Simons equivalent, contains a mixture of

“physical modes” and “pure gauge modes,” and the goal in this chapter is to arrive at a

reduced action that omits the latter as much as possible. In general, one pays a price by

reducing the degrees in the form of a loss of manifest symmetry, for example, in the light

cone gauge treatment of Yang-Mills theory or string/M-theory. In Yang-Mills perturbation

theory, this price is typically too high, and a Lorentz invariant formulation with unphysical

modes is usually adopted. However, in a topological theory, like pure three-dimensional

gravity, the reduction of degrees of freedom is so dramatic (removing all but the boundary

modes) that the cost of losing some manifest symmetry is more than repaid.
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We will construct a reduced action living on a flat boundary surface with coordinates

(x, t). The action is of the phase space variety, built out of a Hamiltonian H and a “canonical

one-form” Υ.6 The phase space action takes the form

I = −
∫
dt
(
iVηΥ−H

)
, (2.3)

where t is Euclidean time and iVη denotes contraction with the phase space vector field Vη

that implements (Lorentzian) time translation. For example, for a particle moving in one

dimension, we might take Υ = pδq and H(p, q) = p2

2m
+V (q). We have iVηΥ = −ipq̇ implying

that I =
∫
dt
(
ipq̇ +H(p, q)

)
.

The symplectic form Ω is given by Ω = δΥ. On the true phase space of the theory, Ω

should be nondegenerate, meaning that iVΩ = 0 if and only if V = 0. In gauge theory or

gravity, one begins with a larger “pre-phase space” with a degenerate, closed two-form Ω.

The null directions of Ω on pre-phase space correspond to small gauge transformations. Part

of the task in this chapter will be to remove the pure gauge modes corresponding to these

null directions.

In the case of 3d gravity, the dynamical variables appearing in the phase space action will

be fields
(
f(x, t), f̄(x, t)

)
on the boundary which therefore comprises the physical degrees

of freedom.7 The route to obtaining the action for these fields differs in the metric versus

Chern-Simons descriptions.

In the metric formulation, the idea is to start with some reference solution and then apply

boundary-condition-preserving coordinate transformations to construct a space of solutions.

The symplectic form for gravity on pre-phase space was calculated in [120] and implies that

coordinate transformations that vanish at the boundary correspond to degenerate modes.

All that matters is the form of the coordinate transformation near the boundary, and this

information is specified by the fields (f, f̄). The coordinate transformations preserve the

metric on the boundary but change the value of the boundary stress tensor Tij(x). As we

6Note that Υ is a one-form on phase space, not on spacetime. We use δ to denote the exterior derivative
on phase space, reserving d for the exterior derivative on spacetime.

7More precisely, these fields are subject to residual gauge equivalences associated with isometries of AdS3.
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discuss in detail in the next section, the phase space action follows immediately from the

expressions for the boundary momentum density P = i
2π
Ttx and energy density H = 1

2π
Ttt.

Turning to the Chern-Simons formulation, in this approach, one can pass directly from

the Chern-Simons action to the reduced phase space action once one has been sufficiently

careful in defining boundary conditions and adding the associated boundary terms in the

gravitational action. In the case of an asymptotic AdS3 boundary, previous work on this

problem includes [58, 136–138]. The general approach in this chapter follows [58]. Nonethe-

less, in our context, we are dealing with a spacetime subject to a finite cutoff. Consequently,

our initial task is to establish a rigorously defined variational principle. Additionally, we

must incorporate the relevant boundary terms into the action, as they deviate from the con-

ventions typically employed in most of the existing literature. We do this for a general curved

boundary geometry, although our primary focus here is the case of a flat boundary. As usual

in gauge theory, the time components of the gauge fields At act as Lagrange multipliers im-

posing constraints [136]. Essentially, all one needs to do is to solve these constraint equations

in a manner compatible with the boundary conditions, and then substitute back into the

action. The Lagrangian density is observed to be a total derivative, and the resulting bound-

ary term is the desired phase space action. In this approach, the fields (f, f̄) appear as free

functions that parameterize solutions to the constraint equations and boundary conditions.

In either approach, obtaining the action (using perturbation theory if necessary) is rather

mechanical since the resulting expression may be unwieldy due to a suboptimal choice of

coordinates on phase space. Selecting coordinates such that the kinetic term in the gravita-

tional action (the terms involving time derivatives) is purely quadratic in fields is convenient

for performing quantum mechanical perturbation theory. This corresponds to choosing “Dar-

boux coordinates” such that the components of the symplectic form are constant, which is

always possible locally.8 The (f, f̄) are such Darboux coordinates, and part of our analysis

will be to identify them. We also find that it is possible9 to choose these coordinates such

8In general coordinates, the complication is that the path integral measure is proportional to the nontrivial
Pfaffian of the symplectic form.

9To at least eighth order in fields – we do not yet have a general proof.
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that the Hamiltonian takes a simple form, namely that of the Nambu-Goto action (1.25).

The Nambu-Goto action is well-known to be the TT -deformed action of a free scalar with

canonical stress tensor [82]; the new features here are that the stress tensor derived from

the gravity theory is not the canonical stress tensor and the existence of a highly nontrivial

field redefinition that relates the natural gravitational variables to those appearing in the

Nambu-Goto action.

2.3 Metric formulation of boundary graviton action on the plane

2.3.1 Preliminaries

We start from the Euclidean signature action of 3d gravity with cosmological constant Λ,

I = − 1

16πG

∫

M3

d3x
√
g (R− 2Λ) + Ibndy , (2.4)

where the boundary terms are written below. Einstein’s equations are

Rµν −
1

2
Rgµν + Λgµν = 0 . (2.5)

For Λ < 0, we define the AdS3 radius as Λ = − 1
ℓ2
, and henceforth choose units such

that ℓ = 1. We impose Dirichlet boundary conditions on the metric of a two-dimensional

boundary surface and pick coordinates (r, xi) such that this surface lives at r = rc. The

interior of the surface is selected to be the region r > rc, so that the vector ∂r is inward

pointing. It is convenient to choose Gaussian normal coordinates in the vicinity of the

boundary so that the metric is

ds2 =
dr2

4r2
+ gij(r, x)dx

idxj . (2.6)

These coordinates may or may not fail away from the boundary, but this is largely immaterial

to study the boundary graviton theory. The Dirichlet boundary condition means fixing

gij(rc, x
i) as well as the form (2.6) (we could, in principle, fix only the induced metric on

the boundary, but it is convenient to also put “gauge” conditions on the radial coordinate).
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The appropriate boundary action appearing in (2.4) is then

Ibndy = −
1

8πG

∫

∂M3

d2x
√

det gij(K − 1)− log rc
32πG

∫

∂M3

d2x
√

det gijR(gij) , (2.7)

where the extrinsic curvature and its trace are

Kij = −r∂rgij , K = gijKij . (2.8)

The terms in Ibndy not involving K depend only on the Dirichlet boundary data and are un-

necessary for a proper variational principle; however, one adds them to ensure the finiteness

of the action in the asymptotic AdS3 limit rc → 0.

The boundary stress tensor Tij is defined in terms of the on-shell variation of the action

[119, 139],

δI =
1

4π

∫

∂M3

d2x
√
det gijT

ijδgij , (2.9)

and works out to be

Tij =
1

4G
(Kij −Kgij + gij) . (2.10)

One can easily confirm the boundary stress tensor for three-dimensional gravity (2.10) is

conserved

∇iTij =
1

4G

[
∇i (Kij −Kgij) +∇igij

]
= 0 , (2.11)

where the first term ∇i (Kij −Kgij) vanishes from the vacuum Einstein equations (2.5) for

metric (2.6) and the second term always vanishes since ∇igij = 0.

To compare to a dual (deformed) CFT, we think of the latter as living on a rescaled

metric γij, defined as γij = rcgij(rc, x
i), which is in particular finite in the asymptotically

AdS3 case. The Einstein equations can be used to show that the stress tensor obeys the TT

trace relation (1.16) which was shown by [88]10

γijTij = πλTT det(γ
ikTkj)−

1

8G
R(γ) (2.12)

10We emphasize (2.12) holds only for AdS3. When Λ > 0, the trace relation, for example in dS3, differs
from AdS3 (2.12) by an additional constant ∝ 1

λTT
. See [140–144] and appendix B.1.
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with [108]

λTT =
4Grc
π

. (2.13)

On a flat surface, the TT deformation of the action is defined as

∂λTT
IλTT

= −1

4

∫
d2x
√
γ det(γikTkj) (2.14)

We now specialize in the case of a flat boundary metric,

gij(rc)dx
idxj =

dt2 + dx2

rc
, (2.15)

where t lives on the real line, and at this stage x is allowed to live on either the line or the

circle.

Now, let ξµ∂µ generate a diffeomorphism vector field that preserves the boundary con-

ditions; namely, (∇µξν +∇νξµ)
∣∣
rc

= 0. At this stage, we should emphasize that we do not

restrict to vector fields ξ that are tangent to the boundary; we allow for ξ with a nonzero

normal component ξr, which in an active sense corresponds to moving the location of the

boundary. To clarify this, note that a more geometrical characterization of our setup consists

of finding flat surfaces embedded in an ambient AdS3 background. To translate this picture

into the one we use, we note that near each surface, we can construct a Gaussian normal

coordinate system, with the surface at r = rc in these coordinates. The coordinate transfor-

mation needed to relate two such surfaces requires diffeomorphisms that are not tangent to

the surfaces. Alternatively, one could take the more algebraic view that the vector field ξ is

a computationally efficient way of representing a transformation on field space. Since this

canonical formalism only cares that our transformations preserve the boundary conditions,

there is no difficulty posed by nonzero ξr. Associated to each boundary condition preserving

vector field is a (not necessarily conserved) boundary charge [122, 139]11

Q[ξ] =
i

2π

∫
Ttiξ

idx , (2.16)

11These charges are only conserved and only generate symmetries if ξ is tangent to the boundary. It is
then also a boundary Killing vector. We should also note that the notation Q[ξ] is not to be confused with
Wald’s Qξ [145] as explained in footnote 20 of [128].
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where the integral evaluates on a constant t slice of the boundary, and the appearance of i

is due to our choice of Euclidean signature. Translation invariance of the boundary metric

implies the existence of conserved energy and momentum charges,

H = Q[−i∂t] =
1

2π

∫
Tttdx ,

P = Q[∂x] =
i

2π

∫
Ttxdx .

(2.17)

2.3.2 Phase space

Adopting the framework of covariant phase space [120, 121], we think of phase space as

the space of classical solutions that obey the boundary conditions (2.15) where we identify

solutions related by “small gauge transformations,” made precise momentarily. By definition,

a phase space equips to a symplectic form Ω, which is a non-degenerate, closed two-form.

For pure gravity described by the Einstein-Hilbert action in arbitrary dimension, a closed

(and conserved) two-form was found in [120] as an integral over a Cauchy surface Σ of an

expression involving the metric and its derivatives

Ω =
1

16πG

∫

Σ

dΣα
√
g

[
δΓαµν ∧

(
δgµν +

1

2
gµνδ ln g

)
− δΓνµν ∧

(
δgαµ +

1

2
gαµδ ln g

)]
.

(2.18)

This object is degenerate on the space of all classical solutions since it gives zero when

contracted against an infinitesimal displacement in solution space corresponding to a coordi-

nate transformation that vanishes at the boundary. To obtain the symplectic form, we must

mod out by such coordinate transformations so that the two-form becomes non-degenerate

on the quotient space. In the context of AdS3 gravity, this procedure is straightforward.

We denote δξgµν as the change of the metric under an infinitesimal coordinate transfor-

mation, δξgµν = ∇µξµ +∇νξµ. We let Vξ denote the corresponding vector field on the space

of solutions; in terms of the Lie derivative, this corresponds to the statement δξgµν = LVξgµν .

33



A key relation, verified by direct computation in [122], is12

iVξΩ = −δQ[ξ] , (2.19)

where i denotes the contraction operation and Q[ξ] is given by (2.16). Since Q[ξ] takes the

form of a boundary integral, this makes explicit the statement that diffeomorphisms that

vanish at the boundary correspond to null directions of Ω.

To provide an explicit expression for the symplectic form, we need a description for the

phase space with small diffeomorphisms properly quotient out. Given that (2.19) establishes

that diffeomorphisms persisting at the boundary correspond to non-degenerate directions,

it becomes a logical choice to employ these diffeomorphisms as our coordinate system on

phase space. We then begin with some chosen reference solutions and perform all possible

diffeomorphisms that preserve the boundary conditions. This construction gives us the

“boundary graviton phase space” associated with the chosen reference solution. It may

not coincide with the complete phase space if the latter encompasses distinct solutions that

cannot be connected through finite diffeomorphisms.

Within the realm of pure AdS3 gravity, our point of reference will be the AdS3 solution

in global or Poincaré coordinates. As for potential alternative solutions, we consider BTZ

black holes and conical defects with varying masses and angular momenta. However, BTZ

black holes obey different boundary conditions than vacuum AdS3 — i.e. the BTZ black

hole has two asymptotic boundaries in Lorentzian signature and a periodic time direction in

Euclidean signature — while conical defects have singular metrics. We are interested in the

phase space of boundary gravitons living on the boundary of vacuum AdS3.

We start by writing down the reference metric, which, in the vicinity of the boundary,

takes the form (2.6). We then change coordinates, r = r(r′, x′i), xi = xi(r′, x′j) and demand

that the metric at the boundary is unchanged,

ds2
∣∣
r′=rc

=
dr′2

4r2c
+ gij(rc, x

′i)dx′idx′j . (2.20)

12Note that this result is valid even when ξ has a component normal to the boundary, unlike what is often
assumed, e.g., in [128]. This relation holds in pure gravity, where one can choose a gauge so that the quantity
C defined in [128] vanishes.
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We demand that the metric components at the boundary take the same form in the primed

coordinates as in the original coordinates. Note, in particular, that in the new coordinates,

the location of the boundary is at r′ = rc; since this, in general, differs from r = rc and can

think of the coordinate transformation as actively changing the location of the boundary.

Imposing the boundary conditions in the new coordinates amounts to solving a system of

PDEs for r(r′, x′i) and xi(r′, x′j). Given the nature of the problem, it is natural to expand

the coordinates transformation near the boundary, and so we write

x = x′ + A(x′, t′) + (r′ − rc)U(x′, t′) + · · · ,

t = t′ +B(x′, t′) + (r′ − rc)V (x′, t′) + · · · ,

r = r′ + r′C(x′, t′) + r′2W (x′, t′) + · · · .

(2.21)

We then further expand around an initial time surface (taken to be t = 0) on the boundary,

x = x′ + A(x′) +
∞∑

n=1

An(x
′)t′n + (r′ − rc)

∞∑

n=0

Un(x
′)t′n + · · · ,

t = t′ +B(x′) +
∞∑

n=1

Bn(x
′)t′n + (r′ − rc)

∞∑

n=0

Vn(x
′)t′n + · · · ,

r = r′ + r′
∞∑

n=0

Cn(x
′)t′n + r′2

∞∑

n=0

Wn(r
′)t′n + · · · .

(2.22)

The reason for writing things in this way is that an inspection of the PDEs reveals that one

can take as “initial data” any freely chosen functions (A(x′), B(x′)) (which respect periodicity

conditions, if any, on x) and then determine the remaining functions in terms of these. At

finite rc, it seems rather arduous to solve this problem in closed form, so we will work

perturbatively and treat the amplitudes of (A,B) small. This analysis is equivalent to a

small G expansion. Perturbation theory is straightforward to carry out since the functions

(Un, Vn, Cn,Wn) are determined algebraically in terms of (A,B) — no differential equations

need to be solved — and one only needs a finite number of these functions at any given

order.

The functions (A(x′), B(x′)) will (modulo the gauge invariances discussed below) serve as

coordinates on phase space. These functions determine the location of the boundary in the
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original reference spacetime. The new boundary at r′ = rc is located at r = rc+ rcC(x
′, t′)+

r2cW (x′, t′) + · · · with (C,W, · · · ) are functions of (A,B).

2.3.3 Boundary stress tensor

Proceeding, the output of this analysis that we will need is an expression for the boundary

stress tensor Tij, evaluated at t′ = 0, in terms of (A,B). For this procedure to work, we

need the radial derivatives of the metric components evaluated at the boundary. One can

straightforwardly work this out to any desired order. We focus on the case that the reference

solution is Poincaré AdS3 given by (2.15) with x non-compact. Up to the quadratic order in

fields, the stress tensor works out to be

4GTtt = −A′′′ +
1

2

(
(A′2)′′ + A′′2)− 1

2

(
(B′2)′′ +B′′2)− 1

2
(A′′2)′′rc + · · · ,

4GTxt = −B′′′ + (A′B′)′′ + A′′B′′ + (A′′′B′′)′rc + · · · ,

4GTxx = A′′′ − 1

2

(
(A′2)′′ + A′′2)+ 1

2

(
(B′2)′′ +B′′2)+ (A′′A′′′′ −B′′2)rc + · · · .

(2.23)

At higher orders in the fields, the stress tensor components are more complicated but, as we

discuss below, are greatly simplified after making an appropriate field redefinition.

The general structure of the stress tensor is fixed by gauge invariance (see section 2.3.6 for

more detail). Consider the four-parameter subgroup of the entire six-dimensional isometry

group corresponding to translations, rotations, and dilatations of (x, t) (with the dilatation

accompanied by a rescaling of r). Since the stress tensor vanishes for the vacuum solution

at A = B = 0, this means it vanishes for any (A,B) = (a + bx, c + dx) because any

such coordinate transformation is expressed as some combination of these isometries. These

choices of (A,B) are “pure gauge.” From this, we deduce that (A,B) can only appear with

at least one derivative and that every term in the stress tensor must have at least one factor

with at least two derivatives.
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2.3.4 Symplectic form

We now discuss how to compute the symplectic form Ω. We can use the relation iVχΩ = −δP ,
where χ acts as an x-translation on the boundary, to efficiently deduce Ω given P . We first

note that the gauge invariance of the preceding paragraph implies that P can always be put

in the form, possibly after integrating by parts,

P =

∫
dx
(
PA(A,B)A′ + PB(A,B)B′

)
, (2.24)

where PA,B(A,B) are local functions of (A,B) and their derivatives (regular as A,B → 0),

and are furthermore total derivatives of such local functions. The latter statement follows

from the fact that each term in P contains at least one factor with at least two derivatives.

We now argue that the symplectic form is given by Ω = δΥ with

Υ =

∫
dx
(
PA(A,B)δA+ PB(A,B)δB

)
. (2.25)

To compute iVχΩ and verify equality with δP , we need expressions for iVχδA and iVχδB. To

this end, we start from (2.21) and perform a subsequent infinitesimal translation (x′, t′) =

(x′′ + χx, t′′) and evaluate the effect at t′′ = 0. For an x-translation, take χ = χi∂i = ∂x.

This x-translation acts as

A(x)→ A(x) + χx + A′(x)χx ,

B(x)→ B(x) +B′(x)χx ,
(2.26)

so that

iVχδA = χx + A′(x)χx , iVχδB = B′(x)χx . (2.27)

Using this to evaluate iVχΩ, the first term in iVχδA gives zero since PA is a total derivative.

The remaining terms give

iVχΩ = −
∫
dx
(
PAδA

′ + PBδB
′ + δPAA

′ + δPBB
′
)

= −δP , (2.28)

as desired.
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We also need to establish that Ω defined above is the unique object obeying all require-

ments. Consider replacing Ω→Ω +∆Ω. We can always write ∆Ω in the form

∆Ω =

∫
dx
(
δXA(A,B) ∧ δA+ δXB(A,B) ∧ δB

)
(2.29)

with XA,B(A,B) being local functions with a perturbative expansion by the following argu-

ment. First, ∆Ω is closed. Second, by gauge invariance each A or B in XA,B appears with

at least one derivative, and XA,B must be total derivatives of local functions. Using these

facts, we contract with the x-translation vector field and find

iVχ∆Ω = δ

∫
dx
(
XAA

′ +XBB
′
)

= −δ
∫
dx
(
X ′
AA+X ′

BB
)
. (2.30)

We proceed to assert that this quantity must equal zero to maintain iVχΩ = −δP . Using

that XA,B admit a perturbative expansion and does not involve undifferentiated A or B, it

is easy to see that iVχ∆Ω = 0 requires X ′
A = X ′

B = 0. Since XA and XB are constants, they

obey δXA = δXB = 0, which then implies ∆Ω = 0.

2.3.5 Action and equations of motion

From (2.21), the canonical equations of motion are

Ȧ = A1 , Ḃ = B1 , (2.31)

where we recall that (A1, B1) are functions of (A,B) and their derivatives. Related to this,

if we consider a diffeomorphism by the time translation vector field ηi∂i = ηt∂t, we have

iVηδA = A1η
t , iVηδB = ηt +B1η

t . (2.32)

The equations of motion (2.31) are equivalent to the statement that Vη is the Hamiltonian

vector field corresponding to Q[η], i.e. iVηΩ = −δQ[η], as this is a special case of (2.19). In

particular, taking ηt = −i gives Q[η] = H.
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We now seek an action whose Euler-Lagrange equations coincide with these equations of

motion, iVηΩ = −δH. The answer is

I = −
∫
dt
(
iVηΥ−H

)

=

∫
d2x
(
iPAȦ+ iPBḂ +H

)
, (2.33)

where H = 1
2π
Ttt so that H =

∫
dxH. The equality between the two lines makes use of the

fact that PA,B are total derivatives so that the ηt term in iVηδB does not contribute. To

see that this is the correct action, we evaluate iVηΩ as we did in (2.28) in the case of an

x-translation. We now get

iVηΩ = −i
∫
dx
(
ṖAδA− δPAȦ+ ṖBδB − δPBḂ

)

= i

∫
dxδ
(
PAȦ+ PBḂ

)
, (2.34)

which implies

iVηΩ + δH = i

∫
dxδ
(
PAȦ+ PBḂ − iH

)
. (2.35)

The vanishing of iVηΩ + δH is equivalent to the Euler-Lagrange equations for (2.33).

From (2.23), the action in quadratic order is

I =
1

16πG

∫
d2x
(
A′′′(Ḃ − A′) +B′′′(Ȧ+B′) + cubic+ · · ·

)
. (2.36)

The cubic and higher order terms are complicated when expressed in terms of (A,B), but

we will later find a field redefinition that significantly simplifies the action.

2.3.6 Symmetries

The action (2.33) is invariant under certain gauge and global symmetries. We begin with

the former, which originates due to the isometries of the reference solution. AdS3 has a

six-parameter group of coordinate transformations that leave the metric invariant, which

in Lorentzian signature is SL(2,R)× SL(2,R). Applying one of these followed by a general
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coordinate transformation has the same effect as applying only the latter, and this statement

implies an equivalence relation between distinct (A,B).

We will adopt more compact notation, with xi = (x, t), writing (2.21) as

xi = x′i + Ai(x′j) + (r′ − rc)U i(x′j) + · · · ,

r = r′ + r′C(x′j) + r′2W (x′j) + · · · . (2.37)

Let ξµ obey ∇0
µξν+∇0

νξµ = 0, where the derivatives are defined with respect to the reference

solution g0µν . Writing the coordinate transformation xµ = x′µ + ξµ(x′) in the form (2.37)

defines (Aiξ, U
i
ξ, Cξ, Fξ). We compose this with the subsequent transformation

x′i = x′′i + Ai(x′′i) + (r′′ − rc)U i(x′′i) + · · · ,

r′ = r′′ + r′′C(x′′i) + r′′2W (x′′i) + · · · , (2.38)

and evaluate at (t′′, r′′) = (0, rc). This defines a transformation between xµ and x′′µ labeled

by some modified Ai functions and is equivalent to the transformation (2.37) in which (xi, r)

appears on the left-hand side. Explicitly, the gauge equivalence is

Ai(x) ∼= Ai(x) +
[
Aiξ
(
xj + Aj(xk)

)
+
(
rcC(x

j) + r2cW (xj)
)
U i
ξ

(
xj + Aj(xk)

)] ∣∣∣
t=0

. (2.39)

Recalling that C and W are nonlinear functions of Ai and their derivatives, we see that

gauge transformations act in a complicated nonlinear way. The stress tensor is invariant

under these transformations. The symplectic form is also invariant; this is not entirely

obvious from our somewhat indirect method for extracting the symplectic form, but it is

manifest when one expresses (as in [120]) the symplectic form as an integral over a spacelike

surface since that expression is expressed in terms of the metric, which is by definition

invariant under the isometries. Furthermore, both the stress tensor and the symplectic form

do not depend on time derivatives of (A,B), so the invariance extends to transformations in

which the parameters are allowed to have arbitrary dependence on time. This type of gauge

symmetry was referred to as “quasi-local” in [58]. The phase space action is determined from

the symplectic form and Hamiltonian, which implies that the action is also gauge invariant.

As noted, the SL(2,R)×SL(2,R) gauge transformations act on (A,B) in a complicated
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nonlinear fashion. The formulas of course simplify markedly for rc = 0, and we write out

the corresponding transformations explicitly in the next section.

Global symmetries correspond to isometries of the metric on the boundary, which are

simply translations and rotations (i.e. Poincaré transformations in real-time). In this case,

we first apply (2.37) followed by the infinitesimal transformation

x′i = x′′i + ϵi + θijx′′j , r′ = r′′ , (2.40)

with θij = −θji.

Composing these transformations, we find

A(x)→A(x) + (1 + A′)ϵx + A1ϵ
t + A1xθ

tx ,

B(x)→B(x) + (1 +B1)ϵ
t +B′ϵx +B1xθ

tx , (2.41)

where we used Ȧ|t=0 = A1 and Ḃ|t=0 = B1. These transformations are again highly nonlinear

due to the appearance of (A1, B1). The stress tensor transforms into a symmetric tensor

under these translations and rotations.

2.3.7 Asymptotic AdS3 case: Alekseev-Shatashvili action

For illustrative purposes, we consider the asymptotic case of rc = 0 where it is simple to

carry out our general procedure in closed form. Starting from

ds2 =
dr2

4r2
+

1

r
dzdz , (2.42)

the coordinate transformation [146]

z = F (z′)− 2r′F ′2F
′′

4F ′F
′
+ r′F ′′F

′′ ,

z = F (z′)− 2r′F
′2
F ′′

4F ′F
′
+ r′F ′′F

′′ ,

r =
16r′F ′3F

′3

(4F ′F
′
+ r′F ′′F

′′
)2
, (2.43)
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gives

ds2 =
dr′2

4r′2
+

1

r′
dz′dz′ − 1

2
{F, z′}dz′2 − 1

2
{F , z′}dz′2 + 1

4
r′{F, z′}{F , z′}dz′dz′ . (2.44)

Here F = F (z′), F = F (z′), primes on (F, F ) denote derivatives, and the Schwarzian

derivative is

{F, z′} = F ′′′

F ′ −
3

2

F ′′2

F ′2 . (2.45)

Writing z = x+ it, and comparing (2.43) to (2.21) we read off

A+ iB = F − z′ ,

A− iB = F − z′ ,

U + iV = −1

2

F ′F
′′

F
′ ,

U − iV = −1

2

F ′′F
′

F ′ ,

C = F ′F
′
,

W = −1

4
F ′′F

′′
. (2.46)

The stress tensor is

Tzz =
c0
12
{F, z′} , Tzz =

c0
12
{F , z′} , Tzz = 0 , (2.47)

where c0 =
3
2G

is the Brown-Henneaux central charge.

In this case, we, of course, could have written down (2.47) directly from knowledge of

the asymptotic Virasoro symmetry of AdS3 with rc = 0, but, here, we are emulating the

procedure we carry out for the general cutoff case. Expressing Tij in terms of (A,B) gives

the all-order version of the expressions (2.23) at rc = 0.

From here, it is straightforward to calculate the Alekseev-Shatashvili action for (F, F ).

It is useful to generalize a bit by taking the stress tensor to be

Tzz =
c0
12

(a
2
F ′2 + {F, z′}

)
, Tzz =

c0
12

(a
2
F

′2
+ {F , z′}

)
, Tzz = 0 , (2.48)
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where a is a parameter that can be thought of as the stress tensor of a more general reference

solution with Tzz = Tzz = ac0
24
. For example, a = 1 corresponds to global AdS3 provided

x ∼= x + 2π, while values 0 < a < 1 correspond to conical defect solutions. The energy and

momentum from (2.17) are

H = − 1

2π

∫
dx(Tzz + Tzz) = −

c0
24π

∫
dx
(a
2
F ′2 + {F, z′}+ a

2
F

′2
+ {F , z′}

)
,

P = − 1

2π

∫
dx(Tzz − Tzz) = −

c0
24π

∫
dx
(a
2
F ′2 + {F, z′} − a

2
F

′2 − {F , z′}
)
. (2.49)

We now apply our general procedure to compute the symplectic form. This procedure was

previously stated in terms of (A,B) but applies equally in terms of (F, F ). We write P in

the form

P =

∫
dx
(
PFF

′ + PFF
′)
, (2.50)

where PF and PF are total derivatives. This is easily achieved using

{F, z} = −1

2

(
1

F ′

)′′
F ′ + total derivative (2.51)

yielding

PF = − c0
48π

(
aF ′ −

(
1

F ′

)′′)
, PF =

c0
48π

(
aF

′ −
(

1

F
′

)′′)
. (2.52)

The value of Υ (2.25) in this case gives

Υ = − c0
48π

∫
dx

[(
aF ′ −

(
1

F ′

)′′)
δF −

(
aF

′ −
(

1

F
′

)′′)
δF

]
. (2.53)

The general formula (2.33) then yields the Alekseev-Shatashvili action [56]

I = − c0
24π

∫
d2x

[
aF ′∂zF −

(
1

F ′

)′′
∂zF + aF

′
∂zF −

(
1

F
′

)′′
∂zF

]
, (2.54)

with

∂z =
1

2
(∂x − i∂t) , ∂z =

1

2
(∂x + i∂t) . (2.55)

The theory (2.54) describes a single (left and right moving) boson with variable central

charge. As such, one expects it to be equivalent to the standard action for a free boson with
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a linear dilaton (or background charge) contribution to its stress tensor. Indeed, as noted in

[56, 57] the field redefinition

(
ei

√
aF
)′

=
√
aef ,

(
e−i

√
aF
)′

=
√
aef . (2.56)

yields

Tzz = −
c0
12

(
1

2
f ′2 − f ′′

)
,

Tzz = −
c0
12

(
1

2
f
′2 − f ′′

)
,

Υ =
c0
48π

∫
dx
(
f ′δf − f ′

δf
)
,

I =
c0
96π

∫
d2x

(
f ′∂zf + f

′
∂zf
)
. (2.57)

As a→0, the field redefinition reads

F ′ = ef , F
′
= ef (2.58)

and relations (2.57) continue to hold. Each chiral half of the action I in (2.57) is the

Floreanini-Jackiw action [147]; the two halves combined give a standard free scalar action

in Hamiltonian form. On the other hand, the stress tensor in (2.57) coming from gravity

includes an improvement term (unlike considered in [111]). The improvement term is crucial

since without it, the central charge would be fixed at c = 1.

Restricting now to a = 0, the gauge transformations act as

δϵF =
2∑

n=0

ϵn(t)F
n , δϵF =

2∑

n=0

ϵn(t)F
n
. (2.59)

To compute the gauge variation of the stress tensor, symplectic form, and the action, we

only need the transformations of (f ′, f
′
) which are

δϵf
′ = 2ϵ2(t)e

f , δϵf
′
= 2ϵ2(t)e

f . (2.60)

Gauge invariance of the stress tensor fixes the relative coefficient of the two terms in Tzz

and Tzz. Using standard formulas from free boson CFT, it follows that correlators of stress
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tensors are those of a CFT with central charge c = c0 + 1; we elaborate on this more in the

course of our rc ̸= 0 discussion below.

It is also instructive to see how the stress tensor in (2.57) arises from Noether’s theorem

applied to the quadratic action in (2.57). An infinitesimal rigid translation of the boundary

coordinates, xi→xi + ϵi acts on (F, F ) as

δϵF = ∂iFϵ
i , δϵF = ∂iFϵ

i , (2.61)

derived using the same reasoning that led to (2.41). We want a transformation on phase

space, and so we use the equations of motion ∂zF = ∂zF = 0 to trade away time derivatives

and obtain

δϵF = F ′ϵz , δϵ = F
′
ϵz . (2.62)

As usual in the derivation of Noether’s theorem, we now consider the transformation (2.62)

that ϵi depends arbitrarily on xi. We then work out the transformation of (f, f) as

δϵf = f ′ϵz + (ϵz)′ , δϵf = f
′
ϵz + (ϵz)′ . (2.63)

We finally compute the variation of the action and write this in the form

δI = − 1

2π

∫
d2xTij∂

iϵj , (2.64)

yielding the stress tensor in (2.57).

2.3.8 Exact action for constant (f ′, f
′
)

Besides the asymptotic rc = 0 limit, there is another special case in which we can derive the

action to all orders. This is a consequence of the fact that we can find exact solutions to the

boundary value problem in the case that second and higher derivatives of f and f vanish.

This leads to a result for the action which captures all dependence on (f ′, f
′
), but not on

higher derivatives of these fields.

We start from

ds2 =
dρ2

4ρ2
+

1

ρ
dwdw (2.65)
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and first, perform the coordinate change

w =
1− r
1 + r

e2(
x

1+rc
+ it

1−rc
) ,

w =
1− r
1 + r

e2(
x

1+rc
− it

1−rc
) .

ρ =
4r

(1 + r)2
e

4x
1+rc , (2.66)

which gives the line element

ds2 =
dr2

4r2
+

1

r

[(
1− r
1− rc

)2

dt2 +

(
1 + r

1 + rc

)2

dx2

]
. (2.67)

We now perform a further two-parameter coordinate redefinition that preserves the form of

the metric at r = rc. This corresponds to a rescaling by a parameter a,

r→ar , t→
√
a(1− rc)
1− arc

t , x→
√
a(1 + rc)

1 + arc
x , (2.68)

followed by a rotation by angle θ,

t→t cos θ + x sin θ , x→x cos θ − t sin θ . (2.69)

Writing the combined transformation in the form w = A(r)ef(x,t) and w = A(r)ef(x,t), we

compute

f ′ =
2
√
a

1− a2r2c
(eiθ − arce−iθ) ,

f
′
=

2
√
a

1− a2r2c
(e−iθ − arceiθ) . (2.70)

On the other hand, it is straightforward to compute the stress tensor in terms of (a, θ) and

re-express the results in terms of (f ′, f
′
). Writing P =

∫
dxp = i

2π

∫
Ttxdx, we find

p =
i

2π
Ttx =

1

32πG
(f ′2 − f ′2

) (2.71)

as in (2.84). Further, writing H =
∫
dxh = 1

2π

∫
Tttdx we find that h obeys

h− 4πGrc(h
2 − p2) = h0 , (2.72)
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where

h0 =
1

32πG
(f ′2 + f

′2
) . (2.73)

Solving (2.72) for h gives,

h = − 1

8πGrc

(√
1− 16πGrch0 + (8πGrcp)2 − 1

)

= − 1

8πGrc

(√
1− 1

2
rc(f ′2 + f

′2
) +

1

16
r2c (f

′2 − f ′2
)2 − 1

)
, (2.74)

where we chose the root which obeys limrc→0 h = h0.

This result implies that the full action takes the form

I =
1

32πG

∫
d2x


if ′ḟ − if ′

ḟ − 4

√
1− 1

2
rc(f ′2 + f

′2
) + 1

16
r2c (f

′2 − f ′2
)2 − 1

rc




+ higher derivatives ,

(2.75)

where the higher derivative terms vanish when f ′′ = 0 and f
′′
= 0.

From [114], we define

ϕ =
1√

32πG

(
f + f̄

)
, Π =

1√
32πG

(
f ′ − f̄ ′) (2.76)

so that the full action (2.75) becomes the Nambu-Goto action in static gauge13

I =

∫
d2x

[
iΠϕ̇− 1

λ

(
1−

√
1− λ (ϕ′2 +Π2) + λ2ϕ′2Π2

)]

=

∫
d2x

[
iΠϕ̇− 1

λ
+ LNambu-Goto

] (2.77)

and

LNambu-Goto =
1

λ

√
− det (ηµν∂iXµ∂jXν) , (2.78)

with target space indices being µ, ν = 0, 1, 2, worldsheet indices being i, j = 0, 1 and

Minkowski target space metric ηµν = diag (−1, 1, 1).

13The static gauge is the gauge choice that one identifies two of the target space coordinates with the
worldsheet coordinates. More specifically: X0 = t, X1 = x, X2 =

√
λϕ and the direction X1 is taken to be

compact X1(x+ 2π, t) = X1(x, t) + 2π for unit winding sector.
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In the λ→ 0 limit, or going from the “string” to the particle α′ → 0 limit, of (2.77), we

obtain14

I =

∫
d2x

(
iϕ̇Π+

1

2

(
ϕ′2 +Π2

))
. (2.79)

In the next section, we will provide strong evidence that the higher derivative terms are

absent in general provided we define (f, f) appropriately.

In this context, we can address the fact that the square root can become imaginary in

some region of the (f ′, f
′
) plane. From (2.70), we have

1− 1

2
rc(f

′2 + f
′2
) +

1

16
r2c (f

′2 − f ′2
)2 =

(
1− 2arc cos(2θ) + a2r2c

1− a2r2c

)2

(2.80)

or in terms of (ϕ,Π)

1− 4πGrc
(
ϕ′2 +Π2

)
+ (8πGrc)

2ϕ′2Π2 =

(
1− 2arc cos(2θ) + a2r2c

1− a2r2c

)2

. (2.81)

Therefore, the square root is real for any real value of (a, θ). It is natural to expect that

in general (i.e. dropping the linearity assumption) the domain of (f, f) is bounded such that

the integrand in (2.75) is real, but this remains to be shown.

2.3.9 Boundary gravity action on planar cutoff

We now consider the general case, a planar boundary at r = rc with arbitrary functions f

and f . As explained, the strategy is to start from the reference solution

ds2 =
dr2

4r2
+
dx2 + dt2

r
(2.82)

and look for coordinate transformations, expressed in the form (2.21)-(2.22), such that

gr′r′|r′=rc =
1

4r2c
, gr′i′ |r′=rc = 0 , gi′j′ |r′=rc =

δij
rc
, (2.83)

where i and j run over (x, t). This problem can be solved order-by-order as an expansion

in the freely specifiable functions (A(x′), B(x′)). Only algebraic equations need to be solved

14The quotation marks are to remind us from section 1.3 that the TT -deformed theory is not a full-fledged
string theory due to the absence of dynamical gravity.
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in each order, and the procedure is easily automated on the computer. What we need from

this procedure are expressions for the components of the boundary stress tensor evaluated

at t′ = 0, which in turn depend on ∂r′gi′j′ |r′=rc . The resulting expressions to quadratic order

were written in (2.23).

At rc = 0, we saw that the expressions for the stress tensor simplify dramatically under

the field redefinition (2.58), and so we seek a version of this at nonzero rc. As a criterion for

what constitutes an optimal field redefinition, we note that the symplectic form Ω = δΥ will

have a complicated expansion in (A,B). Quantization of the phase space action uses the

natural measure Pf(Ω). A nontrivial measure is incorporated by expressing the Pfaffian as a

fermionic path integral, but life is much simpler if the Pfaffian is constant, which is indeed

the case at rc = 0 after making the field redefinition. We therefore try to generalize this

feature to rc ̸= 0. Recall that the symplectic form is obtained from the momentum P via

the formulas (2.24)-(2.25).15 We look to define new fields (f, f) such that

P =
i

2π

∫
Ttxdx =

1

32πG

∫
dx(f ′2 − f ′2

) , (2.84)

which implies

Υ =
1

32πG

∫
dx(f ′δf − f ′

δf) . (2.85)

In particular, we want

Ttx = −
i

16G
(f ′2 − f ′2

) + total derivative . (2.86)

By explicit computation, we find that this is achieved by taking

A′ + iB′ = exp

[
f − 1

4
rcf

′2 − 1

8
r2cf

′
(f ′f

′
)′ − 1

16
r2cf

′(f
′2
)′ + · · ·

]
− 1 ,

A′ − iB′ = exp

[
f − 1

4
rcf

′2 − 1

8
r2cf

′(f ′f
′
)′ − 1

16
r2cf

′
(f ′2)′ + · · ·

]
− 1 . (2.87)

This redefinition involves the spatial derivatives of (A,B), so (A,B) are non-locally related

to (f, f). However, no undifferentiated (A,B) will ever appear in the stress tensor, and so

15We argued for this using the (A,B) fields, but we will see below that the argument also holds after the
field redefinition to new fields (f, f).
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the stress tensor and action will be local in terms of (f, f). The terms written in (2.87)

are sufficient to work out the stress tensor and action up to quartic order in the new fields,

which is sufficient for the two-loop computations we perform in this work. For Txt, we have

4GTxt = −
i

4
(f ′2 − f ′2

) +
i

16
r2c
(
2f ′f ′′f

′′ − f ′2f
′′′ − 2f ′′f

′
f
′′
+ f ′′′f

′2)′
(2.88)

+ quartic total derivatives . (2.89)

Ttt is found to be

4GTtt =
1

4
(f ′2 + f

′2
)− 1

16
r2c

(
f ′′f

′2
+ f ′2f

′′)′′
+

1

8
rcf

′2f
′2

(2.90)

+ quartic total derivatives . (2.91)

The Hamiltonian to quartic order is

H =

∫
dxH =

1

2π

∫
dxTtt =

1

16πG

∫
dx

(
1

2
f ′2 +

1

2
f
′2
+

1

4
rcf

′2f
′2
+ · · ·

)
, (2.92)

leading to the simple action

I = −
∫
dt
(
iVηΥ−H

)

=
1

16πG

∫
d2x
(
f ′∂zf + f

′
∂zf +

1

4
rcf

′2f
′2
+ · · ·

)
, (2.93)

where as usual (z, z) = (x + it, x − it). This agrees with the expansion of (2.75) to this

order, with no higher derivative terms present.16 Coming back to our choice of the 1/16 in

(2.87), for any other choice of coefficient the Hamiltonian includes a term proportional to

r2cf
′f

′
f ′′f

′′
. The full expressions for the stress tensor components to cubic order are

4GTzz =
1

2
f ′′ − 1

4
f ′2 +

1

4
rcf

′′′f
′ − 1

8
rc
(
f ′2 − 2f ′f

′)′
f
′

+
1

16
r2c
(
f ′′′′f

′2
+ (f ′2)′′f

′′)
+ quartic ,

4GTzz =
1

2
f
′′ − 1

4
f
′2
+

1

4
rcf

′′′
f ′ − 1

8
rc
(
f
′2 − 2f

′
f ′)′ f ′

+
1

16
r2c
(
f
′′′′
f ′2 + (f

′2
)′′f ′′)+ quartic ,

4GTzz = −
1

4
rcf

′′f
′′
+

1

8
rc(f

′′f
′2
+ f ′2f

′′
)− 1

8
r2c (f

′′′f
′
f
′′
+ f ′f ′′f

′′′
) + quartic . (2.94)

16In the next section, we use the Chern-Simons formulation to verify (2.75) to eighth order.

50



The action and stress tensor are invariant under the gauge transformation discussed in

section 2.3.6. The complicated form of these transformations, along with the need to re-

express them in terms of (f, f), make these symmetries difficult to use in practice. However,

we expect that the full expressions for the stress tensor are fixed by gauge invariance in

terms of their leading terms. Let us also comment that the stress tensor in principle can be

derived via Noether’s theorem using the transformations (2.41), as was done at rc = 0 at

the end of section 2.3.7.

Finally, we justify why we can pass from the momentum (2.84) to the canonical one-

form Υ in (2.85). As before, the question is whether the equation iVχΩ = −δP fixes the

symplectic form Ω according to our rule, or whether there is an ambiguity of the form

∆Ω =
∫
dx(δXf ∧ δf +Xf ∧ δf). To this end, we note that we can invert (2.87) order-by-

order to obtain local expressions for (f, f) in terms of (A,B). (A,B) will always appear with

a least one derivative. Given this, it follows that any candidate ∆Ω of the form just noted

will, under the field redefinition to (A,B) turn into a ∆Ω of the sort that we previously

excluded. This justifies the procedure in the (f, f) frame.

2.4 Chern-Simons formulation of boundary graviton action

Classically or in quantum perturbation theory, 3d Einstein gravity can be formulated as a

gauge theory, namely a Chern-Simons theory whose connections are constructed from the

spin connection and vielbein of the first-order formulation of general relativity. The relation

between Chern-Simons theory and Einstein gravity at the non-perturbative level is unclear.

One of the main ingredients in a non-perturbative theory of gravity is a sum over topologies,

while such a sum is not natural from the perspective of gauge theory. These issues are,

however, beyond the scope of this work. In this section, we are interested in understanding

the perturbative theory of boundary gravitons from the Chern-Simons perspective.

The general strategy will be similar to section 2.3: to identify the boundary phase space,

we consider all gauge transformations of a chosen solution that preserve the boundary condi-
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tions and then quotient out small gauge transformations. Having identified the phase space,

we evaluate the action. This will be done for the case of boundary conditions imposed at

the asymptotic boundary of AdS3, as well as the case of a finite cutoff boundary.

We start with a quick review of Chern-Simons gravity in three dimensions. In this section,

we work in Lorentzian signature, and only Wick rotate to Euclidean signature at the end of

the computation to connect to the results of section 2.3.17

2.4.1 Action and boundary conditions

As mentioned above, Einstein gravity in 3d is classically equivalent to a gauge theory. For

negative cosmological constant, the gauge group is SO(2, 2) = SL(2,R)× SL(2,R)/Z2.

We denote the generators of sl(2,R) by L0,±1 and take them to obey

[Lm, Ln] = (m− n)Lm+n . (2.95)

An explicit representation is

L0 =




1
2

0

0 −1
2


 , L1 =


 0 0

−1 0


 , L−1 =


 0 1

0 0


 , (2.96)

which obey

Tr(L2
0) =

1

2
, Tr(L1L−1) = −1 , (2.97)

with other traces vanishing.

The Chern-Simons connections are related to the dreibein and the spin connection of the

first-order formulation of gravity as follows

A = La
(
ωaµ + eaµ

)
dxµ , A = La

(
ωaµ − eaµ

)
dxµ . (2.98)

The base manifold M3 equips with coordinates xµ = {r, t, x}, where r is the holographic

coordinate for which r → 0 at the conformal boundary. Greek indices are reserved for the

17To be precise, we will relate Lorentzian to Euclidean time by tL = itE and Lorentzian actions S to
Euclidean actions I through I = iS|tL→itE .
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boundary M3, which is equipped with coordinates xi = {t, x}. The metric extracted from

the Chern-Simons connections is

gµν = 2Tr (eµeν) =
1

2
Tr
[
(A− A)µ(A− A)ν

]
. (2.99)

The gravitational action is written in terms of the connections as

Sgrav = SCS[A]− SCS[A] + Sbndy , (2.100)

where the Chern-Simons action at level k reads

SCS[A] =
k

4π

∫

M3

Tr

(
A ∧ dA+

2

3
A ∧ A ∧ A

)
. (2.101)

Here k is related to Newton’s constant G and the AdS3 length scale as18

k =
ℓ

4G
. (2.102)

The equations of motion imply the flatness of the Chern-Simons connections, which corre-

spond to the Einstein equations and the vanishing of torsion.

We now turn to the choice of boundary conditions and the associated boundary term in

the action. In complete generality, we write the connections as

A = E+L1 + ΩL0 + f−L−1 ,

A = f+L1 + ΩL0 + E−L−1 , (2.103)

where at this stage, all functions depend arbitrarily on all three coordinates. The corre-

sponding metric is

ds2 =
1

4
(Ω− Ω)2 + (E+ − f+)(E− − f−) . (2.104)

We choose boundary conditions that mimic our construction in the metric formulation, where

we choose to fix all metric components at r = rc. We write

(
Ω− Ω

)
|rc =

1

rc
dr , (E − f)±|rc = ±2e±i dxi , (2.105)

18We are again working with ℓ = 1 in this section.
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so that

ds2
∣∣
rc
=
dr2

4r2c
− 4e+i e

−
j dx

idxj . (2.106)

Here, e±i is the fixed boundary zweibein. A boundary term compatible with these boundary

conditions is19

Sbndy =
k

4π

∫

∂M3

TrA ∧ A− k

4π

∫

∂M3

Tr
[
L0(A− A) ∧ (A− A)

]
. (2.107)

In particular, a straightforward computation yields the following on-shell variation of the

action

δSbulk + δSbndy =
k

2π

∫

∂M3

(
f− ∧ δe+ + f+ ∧ δe−

)
. (2.108)

Since only variations of the fixed quantities e± appear, our variational principle is consistent.

In practice, it is convenient to impose additional boundary conditions that are compatible

with the variational principle and incorporate all solutions of interest. The boundary spin

connection ω, given by
1

2

(
Ω + Ω

)
|rc = ω , (2.109)

is so far unfixed. However, the vanishing of the Chern-Simons field strength implies

de+ − ω ∧ e+ = de− + ω ∧ e− = 0 , (2.110)

which are the usual torsionless conditions that uniquely fix the boundary spin connection

ω in terms of the vielbein e±. We therefore impose (2.110) as a boundary condition. The

remaining flatness conditions evaluated at the boundary impose conservation of the stress

tensor (defined below) and also fix its trace.

19This boundary term appears in a different form in [110].
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2.4.2 Stress tensor

The boundary stress tensor is defined in terms of the on-shell variation of the action as20

δS =
1

4π

∫
d2x
√
g T ijδgij

=
1

π

∫
d2x det e T iaδe

a
i . (2.111)

Comparing to (2.108), we read off

T j+ = kϵijf−
i , T j− = kϵijf+

i , (2.112)

where our boundary orientation is defined by

ϵtx = −ϵxt = 1

det e
. (2.113)

2.4.3 Relation to metric formulation

We write the relation between the bulk and boundary terms in the metric versus Chern-

Simons descriptions. For the bulk Einstein-Hilbert action, we have

1

16πG

∫

M3

√
g(R + 2) = SCS[A]− SCS[A]−

k

4π

∫

∂M3

dTr(A ∧ A) . (2.114)

For the Gibbons-Hawking terms, where hµν is the boundary metric, we explain in appendix

B.5 how it can be rewritten as

1

8πG

∫

∂M3

d2x
√
hK =

k

2π

∫

∂M3

Tr(A ∧ A) , (2.115)

under the condition ∂an
a = 0, which is satisfied given our choice of gauge (2.105). We finally

have the boundary area counterterm,

− 1

8πG

∫

∂M3

√
h = − k

4π

∫

∂M3

Tr[L0(A− A) ∧ (A− A)] . (2.116)

20In this formula
√
g and det e refer to boundary quantities, related by

√
g = 2det e according to our

convention (2.98).
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The relationship between the complete actions is therefore21

1

16πG

∫

M3

√
g(R + 2) +

1

8πG

∫

∂M3

d2x
√
hK − 1

8πG

∫

∂M3

√
h

= SCS[A]− SCS[A] +
k

4π

∫

∂M3

Tr(A ∧ A) − k

4π

∫

∂M3

Tr[L0(A− A) ∧ (A− A)].(2.117)

So, our Chern-Simons action agrees with the standard gravity action.

2.4.4 Boundary action

We now reduce the bulk theory to the boundary by solving the constraints of the theory and

substituting it back in. The Chern-Simons connections can be written in a space-time split

as

A = Atdt+ Ã , A = Atdt+ Ã (2.118)

and we similarly write the exterior derivative on spacetime as d = dt ∂t+ d̃. The components

At and At appear in the action as Lagrange multipliers,

SCS[A] =
k

4π

∫

M3

Tr
[
2Atdt ∧ F̃ + Ã ∧ dt ∧ ∂tÃ− d̃

(
Ã ∧ Atdt

)]
, (2.119)

where the spatial field strength is F̃ = d̃Ã+ Ã∧ Ã. The At equation imposes the constraint

that the spatial components of the field strength (and its barred counterpart) must vanish,

F̃ = F̃ = 0 . (2.120)

These constraints are solved by writing

Ã = g−1d̃g , Ã = g−1d̃g . (2.121)

We write the group elements in a Gauss parametrization

g =


 1 0

−F 1




 λ 0

0 λ−1




 1 Ψ

0 1


 ,

g =


 1 F

0 1




 λ

−1
0

0 λ




 1 0

−Ψ 1


 . (2.122)

21Note that we are defining the action with an overall sign flip compared (1.1); this has to do with the
fact that (1.1) defined in Euclidean signature.
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It is a straightforward exercise to rewrite the boundary conditions (2.105) in terms of the

functions appearing in (2.122). The (Ψ,Ψ) are determined as

Ψ = − λ′

λ3F ′ +
ωx

2λ2F ′ ,

Ψ = − λ
′

λ
3
F

′ −
ωx

2λ
2
F

′ , (2.123)

where ωx is the space component of the boundary spin connection, fixed in terms of the

boundary vielbein. The remaining boundary conditions amount to the following differential

equations

2e+x = λ2F ′ −Ψ
′ − λ2Ψ2

F
′ − 2Ψ

λ
λ
′
,

−2e−x = λ
2
F

′ −Ψ′ − λ2Ψ2F ′ − 2Ψ

λ
λ′ . (2.124)

The equations (2.123) and (2.124) are to be imposed at the boundary surface r = rc. Hav-

ing chosen the Gauss parametrization, one finds that the bulk Lagrangian becomes a total

derivative and so the complete action takes the form of a boundary term. After performing

some algebra (detailed in appendix B.3), we obtain:

Sgrav = −
k

2π

∫

∂M3

d2x

(
λ′∂tλ

λ2
− λ2F ′∂tΨ

)
− k

π

∫

∂M3

d2x
(
λ2Ψ2F ′ +Ψ′ +

2Ψλ′

λ

)
e+t

+
k

2π

∫

∂M3

d2x

(
λ
′
∂tλ

λ
2 − λ

2
F

′
∂tΨ

)
− k

π

∫

∂M3

d2x
(
λ
2
Ψ

2
F

′
+Ψ

′
+

2Ψλ
′

λ

)
e−t . (2.125)

The boundary conditions (2.123)-(2.124) imply four equations for the six Gauss functions,

leaving two free functions, which we can take to be (F, F ). So, in principle, we should use

(2.123) and (2.124) to obtain (Ψ,Ψ, λ, λ) in terms of (F, F ) and substitute into (2.125)

to obtain the reduced action. However, in practice, it is not possible to carry this out

analytically22. To obtain explicit results we either need to consider the asymptotic AdS3

case of rc→0, or use perturbation theory. We discuss these in turn below.

22Even though it is not possible to solve the boundary conditions analytically, they do have a beautiful
physical interpretation. They correspond to the definition of the stress tensor in a TT -deformed theory,
understood as a theory coupled to topological gravity. See appendix B.4 for more details.
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One feature to keep in mind is that we only need to solve for the Gauss functions on the

cutoff surface. These functions determine the connections restricted to that surface, which

we call (a, a). The full connections (A,A) may then be determined away from the boundary

by the construction

A = b−1ab+ b−1db , A = bab−1 + bdb−1 , (2.126)

where

b = e−
1
2
ln( r

rc
)L0 (2.127)

and with a and a functions of only the boundary coordinates. This is the Chern-Simons

equivalent of radial gauge, which we can always choose at least in a neighborhood of the

boundary. Flat boundary connections (a, a) are thereby promoted to flat bulk connections

(A,A).

2.4.5 Asymptotic boundary

In this subsection, we consider imposing boundary conditions at the asymptotic boundary

of AdS3. The results obtained here are found in [58].

Asymptotically AdS3 boundary conditions correspond to taking rc→0 with boundary

vielbein eaµ ∼ r
− 1

2
c . The boundary conditions (2.123) and (2.124) imply (Ψ,Ψ) ∼ r

1
2
c and

(λ, λ) ∼ r
− 1

4
c , while (F, F ) stay finite. The solution for (2.124) reads

λ =

√
2e+x
F ′ , λ =

√
−2e−x

F
′ , (2.128)

while the boundary action evaluates to

Sgrav = −
k

π

∫

∂M3

d2x

(
λ′Dλ

λ2
− λ2F ′DΨ

)
+
k

π

∫

∂M3

d2x

(
λ
′
Dλ

λ
2 − λ2F ′

DΨ

)

− k

8π

∫

∂M3

d2x
e+t e

−
x − e−t e+x
e+x e

−
x

ω2
x (2.129)

with

D =
1

2

(
∂t −

e+t
e+x
∂x

)
, and D =

1

2

(
∂t −

e−t
e−x
∂x

)
. (2.130)
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The term in the second line of (2.129) is a constant determined by the boundary conditions.

For a flat planar boundary, we arrive at the Alekseev-Shatashvili action

Sgrav = SAS[F ] + SAS[F ] , (2.131)

with

SAS[F ] =
k

4π

∫

∂M3

d2x

(
1

F ′

)′′
∂zF

=
k

4π

∫

∂M3

d2x

[
Ḟ

F ′

(
F ′′′

F ′ −
F ′′2

2F ′2

)
+
F ′′′

F ′ −
3

2

F ′′2

F ′2

]
. (2.132)

As noted previously by (2.58), the field redefinition

F ′ = ef , F
′
= ef , (2.133)

yields the free boson action

Sgrav[f, f ] = −
k

4π

∫

∂M3

d2x
[
f ′∂zf + f

′
∂zf
]
. (2.134)

2.4.6 Perturbation theory for planar cutoff boundary

We now consider the case of a boundary at a finite cutoff r = rc, with the simplifying

assumption of a flat boundary geometry. We will be able to solve the boundary conditions

(2.124) by perturbing around a reference solution. Explicitly, we keep rc finite and fixed and

take the boundary vielbein corresponding to a flat plane

e+ =
1

2
√
rc
(dx+ dt) , e− = − 1

2
√
rc
(dx− dt) . (2.135)

The corresponding solution to (2.110) is ωx = 0. We will perturb around the solution

F (0) = F
(0)

= x , (2.136)

which implies Ψ(0) = Ψ
(0)

= 0 and λ(0) = λ
(0)

= r
− 1

4
c . This solution corresponds to the

Poincaré AdS3 background metric

ds2 =
dr2

4r2
+
dx2 − dt2

r
. (2.137)
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Having identified a background field configuration, we expand around it order by order.

We adopt the following notation for the perturbations:

λ2 =
1√
rc

(
1 + f + f (2) + f (3) + · · ·

)
,

λ
2
=

1√
rc

(
1 + f + f

(2)
+ f

(3)
+ · · ·

)
,

F ′ =1 + g(1) + g(2) + g(3) + · · · ,

F
′
=1 + g(1) + g(2) + g(3) + · · · .

(2.138)

We will regard f and f as the fundamental fields of our perturbative action, while f (i), g(i)

and their barred counter-parts will be chosen so that the boundary conditions (2.124) are

satisfied perturbatively. The boundary conditions fully determine g(i) while the functions

f (i) can be chosen freely. This freedom amounts to a field redefinition of (f, f), which will

be used to obtain the simplest action possible.

Solving the boundary conditions perturbatively, which means working order-by-order in

the amplitudes of (f, f), we find the following expressions for the first few functions g(i):

g(1) =− f − rc
2
f
′′
,

g(2) =f 2 − f (2) +
rc
4

(
f
′2
+ 2ff

′′
+ 2ff

′′ − 2f (2)′′
)
− 1

r2c

(
f ′′f

′′
+ f

′
f ′′′
)
,

(2.139)

and similarly for g(i). The formulas for higher order terms are easily found since the boundary

conditions amount to linear equations for g(i). However, their expressions are not illuminating

and get messy at higher orders, so we do not write them explicitly.

As mentioned above, we are free to choose the functions f (i), which amounts to a choice

of field redefinition. Just as we found in the metric formulation, a judicious choice simplifies

the expression of the action greatly. First of all, demand

4GTxt =
1

4

(
f
′2 − f ′2

)
+ total derivatives , (2.140)

which implies a simple expression for the part of the action involving time derivatives, agree-

ing with (2.134), and essentially corresponds to choosing Darboux coordinates. The field
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redefinition that achieves this reads

f (2) =
1

2
f 2 − rc

2
f ′f

′
+ · · · ,

f (3) =
1

6
f 3 − rc

2
ff ′f

′
+
r2c
4

[
1

2
f
′2
f ′′ + f ′2f

′′
+ · · ·

]
,

(2.141)

and similarly for the barred functions. The second condition that can be satisfied is that

all higher derivatives of f and f can be canceled in the action, i.e. only powers of the first

derivatives appear. This condition first appears in the fourth order, where the appropriate

choice of field redefinition reads

f (4) =
1

4!
f 4 − rc

4
f 2f ′f

′ − r2c
8
(f ′3f

′ − ff ′′f
′2 − 2ff ′2f

′′
+ f ′f

′3 − 2f ′2f
′2
)

− r
3
c

16
(4f ′f ′′f

′
f
′′
+ 1

3
f ′′′f

′3
+ f ′3f

′′′
) . (2.142)

Perturbation theory subject to these conditions can be automated using computer algebra

software (we used Mathematica) and performed to higher orders. One useful observation

is that the terms needed in the choice of f (n) and f
(n)

to satisfy the two aforementioned

conditions already appear (with different coefficients) in the Hamiltonian density at order

n−1. More specifically, the Hamiltonian density has a simple expression up to a total double

derivative contribution, and the terms that appear in this double derivative are exactly the

ones that make up our choice of f (n) and f
(n)

.

We carried out this perturbation theory to the eighth order (i.e. computing all terms of

the schematic form fnf
m
with n+m ≤ 8). The result coincides with the expansion to this

order of the Nambu-Goto action (1.25). We naturally conjecture that this result extends to

all orders, but we do not have proof.

This analysis also yields expressions for the boundary stress tensor Tij to eighth order.

These agree with the expressions found in the metric formulation (up to quartic order, which

is as far as we pushed the computation in the metric formulation). Since our computations

below only use the stress tensor up to cubic order, written in (2.94), we refrain from writing

the higher order expressions, which rapidly become complicated.
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2.5 Correlation functions

In this section, we discuss the computation of correlation functions of the fundamental fields

(f, f) and the stress tensor Tij. We will work up to a two-loop order where, as seen from

(2.93), G acts as a loop counting parameter.

Some subtleties have to do with the realization of symmetries in this theory. For example,

the action is not manifestly Lorentz invariant, even though the underlying theory is Lorentz

invariant since it was obtained by expanding around a Lorentz invariant background (the flat

plane). We expect the stress tensor should behave in correlators like a Lorentz tensor. As

was discussed above, Lorentz symmetry is realized nonlinearly on the (f, f) fields. A general

phenomenon that can occur when doing perturbation theory in a QFT with a nonlinearly

realized symmetry is that one encounters divergent terms that are not invariant under the

symmetry. One then needs to perform a field redefinition to restore the symmetry (or

equivalently, to modify the symmetry transformation), e.g., [148]. Another approach is to

modify the theory off-shell to preserve the symmetry, e.g., [149]. Our approach is to modify

perturbation theory in a way that maintains Lorentz invariance while only changing contact

terms in correlators. In particular, correlation functions of stress tensors at non-coincident

points will respect Lorentz invariance.

2.5.1 Action

We found that the action to quartic order is

I =
1

16πG

∫

∂M3

d2x
(
f ′∂zf + f

′
∂zf +

1

4
rcf

′2f
′2
+ · · ·

)
. (2.143)

Recall that z = x+ it and z = x− it so that

∂z =
1

2
(∂x − i∂t) , ∂z =

1

2
(∂x + i∂t) . (2.144)

Here G is the loop counting parameter. In particular, since the stress tensor also has a 1/G

prefactor, it follows that an L loop contribution to a stress tensor correlator has dependence

GL−1.
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2.5.2 Propagator

Let’s first discuss the propagators in momentum space using the Fourier transform convention

ψ(x, t) =

∫
d2p

(2π)2
ψ(p)eiptt+ipxx (2.145)

or in complex coordinates

ψ(z, z) =

∫
d2p

(2π)2
ψ(p)eipzz+ipzz (2.146)

with

px = pz + pz , pt = i(pz − pz) . (2.147)

Note also that

p2 = p2t + p2x = 4pzpz . (2.148)

The free two-point functions are

⟨f ′(p)f ′(p′)⟩0 = 32πG
pxpz
p2

(2π)2δ2(p+ p′) , ⟨f ′
(p)f

′
(p′)⟩0 = 32πG

pxpz
p2

(2π)2δ2(p+ p′) .

(2.149)

We wrote the results for the fields with an x-derivative since (f, f) always appears in the

action and stress tensor with at least one x-derivative.

We will be using dimensional regularization to compute loop diagrams. Our convention

for going from two to d dimensions is that we introduce d − 2 new spatial dimensions. We

continue to refer to momenta in the original two dimensions by (px, pt) or (pz, pz), but p
2 is

taken to run over all dimensions: p2 = p2t + p2x +
∑d

i=2 p
2
i . In particular, the relation (2.148)

only holds in d = 2.

Coming back to the propagators, after stripping off delta functions and using (2.147), we

have

⟨f ′(p)f ′(−p)⟩0 = 32πG

(
p2z
p2

+
pzpz
p2

)
, ⟨f ′

(p)f
′
(−p)⟩0 = 32πG

(
p2z
p2

+
pzpz
p2

)
. (2.150)
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We now argue that we can drop the pzpz
p2

terms. First, note that in d = 2 this term is constant

in momentum space and corresponds to a delta function contribution to the propagator in

position space. Including such delta functions in propagators is equivalent to a redefinition

of couplings and operators since they contract lines down to points, thereby inducing new

vertices. The situation in dimensional regularization with d = 2 + ε is a bit more subtle.

While the violation of p2 = 4pzpz is morally proportional to ε, this can, of course, be

compensated by factors of 1
ε
arising from divergent loop integrals. Nonetheless, as shown by

explicit computation (see appendix B.6.4), the effect of including or excluding the pzpz
p2

terms

in the propagator is the same as changing the coupling in front of some local operator.

In general, this local operator will be non-Lorentz invariant. We will allow ourselves

to add local operators to maintain Lorentz invariance, and what we see from the present

discussion is that the simplest way to do this is to drop the pzpz
p2

terms from the propagators.

This should be thought of as part of our renormalization scheme.

We take the propagators to be

⟨f ′(−p)f ′(p)⟩0 = p
= 32πG

p2z
p2
,

⟨f ′
(−p)f ′

(p)⟩0 = p
= 32πG

p2z
p2
. (2.151)

Arrows indicate momentum flow. With this propagator rule, f ′ is effectively the same as

∂zf , and f
′
is effectively the same as ∂zf . We then see from (2.94) that the stress tensor

components have indices that match the ∂z and ∂z derivatives that appear. This implies

that stress tensor correlators will be Lorentz covariant.

It will also be useful to Fourier transform back to position space. To perform the d-

dimensional Fourier transform of the propagators (2.151) is a straightforward application of

the integral (B.85), the result of which produces the position space propagators

⟨f ′(x)f ′(0)⟩0 = −8Gπ1− d
2Γ

(
d

2
+ 1

)
z2

(x · x) d
2
+1
,

⟨f ′
(x)f

′
(0)⟩0 = −8Gπ1− d

2Γ

(
d

2
+ 1

)
z2

(x · x) d
2
+1
, (2.152)
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where x · x = zz +
∑d

i=2(x
i)2. In d = 2, (2.152) becomes

⟨f ′(x)f ′(0)⟩0 = −
8G

z2
,

⟨f ′
(x)f

′
(0)⟩0 = −

8G

z2
. (2.153)

We take ⟨f ′f ′⟩0 and ⟨f
′
f
′⟩0 as the propagators. When we refer to an “amputated” diagram,

we mean that we have divided by these propagators.

2.5.3 Interaction vertex

To the order we work, there is a single quartic interaction vertex whose Feynman rule is

p2p1
p4p3

= − rc
64πG

. (2.154)

2.5.4 Stress tensor in terms of Feynman diagrams

From (2.94) and the Feynman rules we have derived, we can express the components of the

deformed stress tensor Tµν in terms of the following Feynman diagrams:

+ + + · · ·Tzz =

+ + + · · ·Tz̄z̄ =

+ + + · · ·Tzz̄ =

(2.155)
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2.5.5 Structure of stress tensor two-point function

The general stress tensor two-point function can be reconstructed from ⟨TzzTzz⟩, as in [88].

To see this, note that Lorentz invariance and parity implies

⟨Tzz(x)Tzz(0)⟩ =
1

z4
f1(y) ,

⟨Tzz(x)Tzz(0)⟩ =
1

z3z
f2(y) ,

⟨Tzz(x)Tzz(0)⟩ =
1

z2z2
f3(y) ,

⟨Tzz(x)Tzz(0)⟩ =
1

z2z2
f4(y) , (2.156)

where the dimensionless variable y is

y =
zz

rc
. (2.157)

Stress tensor conservation implies

f ′
1 + y3

(
f2
y3

)′
= 0 ,

(
f2
y

)′
+ y

(
f3
y2

)′
= 0 ,

(
f2
y

)′
+ y

(
f4
y2

)′
= 0 . (2.158)

As rc→0, we should recover the usual CFT correlators, which implies that we are looking

for solutions with f1→ c
2
as y→∞, and with the other functions vanishing in this limit. The

central charge c will be computed in terms of G momentarily. Note that f3 = f4, which

implies that ⟨Tzz(x)Tzz(y) − Tzz(x)Tzz(y)⟩ = 0. This is compatible with the trace relation

Tzz = πλTT detT given that ⟨Tzz⟩ = 0.

We find the central charge c by computing correlators at rc = 0, where the stress tensor

is

Tzz|rc=0 =
1

8G

(
f ′′ − 1

2
f ′2
)
, Tzz|rc=0 =

1

8G

(
f
′′ − 1

2
f
′2
)
, Tzz|rc=0 = 0 . (2.159)

Using (2.153), we have

⟨Tzz(x)Tzz(0)⟩|rc=0 =
c

2z4
, ⟨Tzz(x)Tzz(0)⟩|rc=0 =

c

2z4
, (2.160)

⟨Tzz(x)Tzz(0)⟩|rc=0 = ⟨Tzz(x)Tzz(0)⟩|rc=0 = 0 , (2.161)
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with

c =
3

2G
+ 1 = c0 + 1 . (2.162)

This one-loop correction to the Brown-Henneaux formula is the same as in [58]. We display

the contributing diagrams as

+⟨Tzz(x)Tzz(0)⟩rc=0 = (2.163)

where the unfilled circles denote stress tensor insertions. In particular, the details of the

calculation in (2.163) are straightforward

+⟨Tzz(x1)Tzz(x2)⟩rc=0=

=
c20
36

(
1
4
⟨f ′′ (z1) f ′′ (z2)⟩+ 1

8
⟨f ′ (z1) f ′ (z2)⟩2

)

=
c20
144

(
∂x1∂x2⟨f ′(x1)f ′(x2)⟩0 + 1

2
⟨f ′(x1)f ′(x2)⟩20

)

=
c20
144

(
2·3·12
c0z412

+ 1
2

144
c20z

4
12

)

= c
2z412

,

(2.164)

where the tree-level propagators in terms of the central charge (G = 3
2c0

) are

⟨f ′(z1)f
′(z2)⟩ = −

12

c0

1

z212
, ⟨f̄ ′(z̄1)f̄

′(z̄2)⟩ = −
12

c0

1

z̄212
. (2.165)

For the deformation included at O(r2c ), then:

⟨Tzz (z1)Tzz (z2)⟩ =
c20
36

(
1

4
⟨f ′′ (z1) f

′′ (z2)⟩+
1

8
⟨f ′ (z1) f

′ (z2)⟩2

+
1

16
r2c ⟨f ′′′ (z1) f

′′′ (z2)⟩
〈
f̄ ′ (z̄1) f̄

′ (z̄2)
〉)

=
c0 + 1

2z412
+

30r2c
z612z̄

2
12

(2.166)

and using the fact that λ = 6rc
π
, we arrive at

⟨Tzz(z1)Tzz(z2)⟩ =
c0 + 1

2z412
+

5π2λ2

6z612z̄
2
12

(2.167)

which matches [88].

67



2.5.6 Correlators of elementary fields

To determine any needed counterterms in the action, we now consider the one-loop four-point

and two-loop two-point correlators of (f, f).

2.5.6.1 ⟨f ′(p1)f ′(p2)f ′(p3)f ′(p4)⟩

The basic diagram is

p1

p2

p1 + p2 − q

q

p3

p4

G4(p1, p2, p3, p4) =

(2.168)

The full correlator is then

⟨f ′(p1)f
′(p2)f

′(p3)f
′(p4)⟩ = G4(p1, p2, p3, p4) +G4(p1, p3, p2, p4) +G4(p1, p4, p3, p2) .

(2.169)

The amputated diagram is

Gamp
4 (p1, p2, p3, p4) = 2r2c

∫
ddq

(2π)d
(p1,z + p2,z − qz)2q2z
(p1 + p2 − q)2q2

=
r2c
12π

(p1,z + p2,z)
4

(p1 + p2)2
. (2.170)

This diagram is in particular finite, hence requires no (f ′)4 counterterm.

2.5.6.2 ⟨f ′(p1)f ′(p2)f
′
(p3)f

′
(p4)⟩

The correlator has an (amputated) tree-level contribution

⟨f ′(p1)f
′(p2)f

′
(p3)f

′
(p4)⟩tree = −

rc
16πG

. (2.171)
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The one-loop diagram is

p1

p3

p1 + p3 − q

q

p2

p4

G2,2(p1, p2, p3, p4) =

(2.172)

which we need to evaluate to compute the one-loop contribution to the correlator

⟨f ′(p1)f
′(p2)f

′
(p3)f

′
(p4)⟩1−loop = G2,2(p1, p2, p3, p4) +G2,2(p1, p2, p4, p3) . (2.173)

Employing the shorthand pij = pi+pj, the result computed using dimensional regularization

and setting d = 2 + ϵ reads

Gamp
2,2 (p1, p2, p3, p4) = 4r2c

∫
ddq

(2π)d
(p1,z + p3,z − qz)2q2z
(p1 + p3 − q)2q2

= 4r2c

[
p213
32πϵ

+
6γ − 11− 6 ln(4π)

384π
p213 +

p213
64π

ln p213

]
. (2.174)

The amputated correlator works out to be

⟨f ′(p1)f
′(p2)f

′
(p3)f

′
(p4)⟩amp

1−loop =
r2c (d+ 2)(d+ 4)

4d+5/2π
d−3
2

(p213)
d/2 + (p214)

d/2

sin
(
πd
2

)
Γ(d/2 + 3/2)

. (2.175)

This amputated correlator (2.175) has a pole at ε = 0,

⟨f ′(p1)f
′(p2)f

′
(p3)f

′
(p4)⟩amp

1−loop ∼
1

8πε
r2c
[
p213 + p214

]
. (2.176)

This divergence (2.176) is canceled by the counterterm:

Ict =
r2c
4πε

∫

∂M3

d2x∂z(f
′f

′
)∂z(f

′f
′
) . (2.177)

The original action has no term of the form (2.177). One interpretation is that this implies

the existence of a new parameter in our theory corresponding to including an undetermined

finite term along with (2.177). On the other hand, as discussed in this chapter’s introduction,

the 3d gravity origin of this theory indicates that no such new parameters should be needed.

We thus suspect that the appearance of the undetermined parameter may reflect that our

renormalization scheme has not incorporated all symmetries of the 3d gravity theory.
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2.5.7 ⟨f ′(x)f ′(0)⟩ at two-loops

We will first compute the correlator in momentum space. The relevant Feynman diagram to

compute ⟨f ′(p)f ′(−p)⟩ is a sunset-type diagram

k

p− k − k′

k′

p −p
(2.178)

The two-loop contribution to the amputated correlator is then

⟨f ′(p)f ′(−p)⟩amp
two-loop = 8

( rc
64πG

)2
(32πG)3

∫
d2k

(2π)2

∫
d2k′

(2π)2
k2zk

′2
z (p− k − k′)2z

k2k′2(p− k − k′)2 , (2.179)

where the overall normalization involves two vertex factors as in (2.154), the normalization

of the three internal propagators as in formulas (2.151), and a symmetry factor of 8. The

integrals over the internal momenta k and k′ are computed in dimensional regularization in

appendix B.6.3. The result reads

∫
d2k

(2π)2

∫
d2k′

(2π)2
k2zk

′2
z (p− k − k′)2z

k2k′2(p− k − k′)2 =
1

273π2
pzp

3
z log p

2 + polynomial . (2.180)

Attaching the external legs and Fourier transforming back to position space using formulas

(B.89), we conclude

⟨f ′(x)f ′(0)⟩two-loop = −64r2cG
3

z4z2
. (2.181)

This diagram is, in particular, finite (up to contact terms at x = 0), so no wavefunction

renormalization is required.23

23As seen in (B.6.3), the integral (2.180) does have a divergence in dimensional regularization. However,
the divergence is a polynomial in the momentum, which only leads to delta function contact terms in position
space.
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2.5.8 ⟨Tzzf ′f
′⟩

To identify the need for a counterterm for Tzz, we consider the correlator of the stress tensor

with two elementary fields

k

q

k − q

p1

p2
⟨Tzz(k)f ′(p1)f

′
(p2)⟩ = (2.182)

The amputated diagram is

⟨Tzz(k)f ′(p1)f
′
(p2)⟩amp = 4πr2c

∫
ddq

(2π)d
q3z(kz − qz)3
q2(k − q)2

=
1

32ε
r2c (k

2)2 + finite . (2.183)

To cancel this divergence we need to redefine this stress tensor component as

Tzz→Tzz −
1

2ε
r2cf

′′′f
′′′
. (2.184)

Here, we have adopted a minimal subtraction scheme. Of course, we are free to also add a

finite contribution, which will appear below as an undetermined constant in the stress tensor

correlator.

2.5.9 ⟨TzzTzz⟩

To compute ⟨TzzTzz⟩ to two-loop order, we recall

4GTzz = −
1

4
rcf

′′f
′′
+

1

8
rc(f

′′f
′2
+ f ′2f

′′
)− 1

8
r2c (f

′′′f
′
f
′′
+ f ′f ′′f

′′′
) + quartic . (2.185)

The contributing diagrams to the two-loop order are

⟨Tzz(x)Tzz(0)⟩ = + + + (2.186)

The first three diagrams are trivially computed by Wick contraction in position space. The

one-loop diagram is

=
9r2c
z4z4

(2.187)
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and the two simple two-loop diagrams sum to

+ =
12Gr2c
z4z4

− 192Gr3c
z5z5

+
1200Gr4c
z6z6

. (2.188)

We next turn to the two-loop diagram in (2.186). Working in momentum space, the contri-

bution to ⟨Tzz(−k)Tzz(k)⟩ is

⟨Tzz(−k)Tzz(k)⟩∞ = −k k

p

−k − p

q

−k − q

= 28π3Gr3c

[∫
ddp

(2π)d
p3z(kz + pz)

3

p2(k + p)2

]2
.

(2.189)

This diagram has double and single pole divergences in ε. The double pole is polynomial

in k and can be ignored as it won’t contribute to the two-point function at finite spatial

separation. The simple pole is canceled, by design, via the stress tensor counterterm (2.184);

i.e. by the two one-loop diagrams in which one of the stress tensor insertions given by the

counterterm in (2.184). The resulting finite part is

⟨Tzz(−k)Tzz(k)⟩∞ = 2−7πr3cG
(
a ln k2 + (ln k2)2

)
(k2)4 + polynomial . (2.190)

The constant a is left unspecified since it can be shifted arbitrarily due to the freedom in

including a finite counterterm in (2.184). Fourier transforming back to position space, we

obtain

⟨Tzz(x)Tzz(0)⟩∞ = 28 · 32r3cG
ln(µ2zz)

(zz)5
, (2.191)

where we now traded the arbitrary constant a for a renormalization scale µ.24

2.5.10 Summary of two-point deformed correlators at two-loop order

Combining results to the two-loop order, we have found

24Logarithms also appear in the TT deformed correlation functions of [88, 89].
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⟨Tzz(x)Tzz(0)⟩ = 3
(zz)2

[
(3 + 4G)

(
rc
zz

)2 − 64G (1− 12 ln(µ2zz))
(
rc
zz

)3
+ 400G

(
rc
zz

)4]
.

(2.192)

Using the Ward identities (2.156) and (2.158), we read off the other two-point functions

⟨Tzz(x)Tzz(0)⟩ = 1
z4

[
c
2
+ 10(3 + 4G)

(
rc
zz

)2
+ 96G (8 + 60 ln(µ2zz))

(
rc
zz

)3
+ 2520G

(
rc
zz

)4]
,

⟨Tzz(x)Tzz(0)⟩ =
4

z3z

[
−(3 + 4G)

( rc
zz

)2
+ 24G

(
1− 30 ln(µ2zz)

) ( rc
zz

)3
− 360G

( rc
zz

)4]
,

⟨Tzz(x)Tzz(0)⟩ =
3

(zz)2

[
(3 + 4G)

( rc
zz

)2
− 64G

(
1− 12 ln(µ2zz)

) ( rc
zz

)3
+ 400G

( rc
zz

)4]
,

(2.193)

where c = c0 + 1 = 3
2G

+ 1.

2.5.11 Higher point correlators

We have acquired a systematic method to compute any n-point stress tensor correlator at

any given order in λ and c. Despite contenting ourselves to two-point correlators in detail

so far, studying higher-point correlators is straightforward.

For example, at the one-loop level at rc = 0, the three-point correlator is

⟨Tzz(x1)Tzz(x2)Tzz(x3)⟩rc=0 = + = c
z212z

2
23z

2
31
. (2.194)

Another example is the tree-level deformed three-point correlator at O(rc):

⟨Tzz̄(x1)Tzz(x2)Tz̄z̄(x3)⟩rc = = − πλc20
4z412z̄

4
13
. (2.195)

We can express (2.195) in terms of a product of undeformed tree-level two-point correlators

with the trace flow equation

⟨Tzz̄(x1)Tzz(x2)Tz̄z̄(x3)⟩rc = ⟨(−πλTzz(x1)Tz̄z̄(x1))Tzz(x2)Tz̄z̄(x3)⟩0 +O(λ2)

= −πλ⟨Tzz(x1)Tzz(x2)⟩0⟨Tz̄z̄(x1)Tz̄z̄(x3)⟩0 +O(λ2)

= −πλc
2
0

4

1

z412z̄
4
13

+O(λ2) ,

(2.196)
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where

⟨Tzz(x1)Tzz(x2)⟩0⟨Tz̄z̄(x1)Tz̄z̄(x3)⟩0 = =
(

c0
2z412

)(
c0

2z̄413

)
.

(2.197)

Moreover, from perturbation theory at the tree-level and O(rc), we may compute

⟨Tzz(x1)Tz̄z̄(x2)Tz̄z̄(x3)⟩rc . (2.198)

Using the fact that
√
gd2x = 1

2
d2z, ∂z̄1

1
z1−z2 = 2πδ2(z1 − z2) and integration by parts, we

arrive at the following at O(λ)

⟨Tzz(x1)Tz̄z̄(x2)Tz̄z̄(x3)⟩rc

=

〈
Tzz(x1)Tz̄z̄(x2)Tz̄z̄(x3)

(
−λ
∫
d2x
√
gTzz(x)Tz̄z̄(x)

)〉

0

= −λ
∫
d2x
√
g⟨Tzz(x1)Tz̄z̄(x2)Tz̄z̄(x3)Tzz(x)Tz̄z̄(x)⟩0

= −λ
∫
d2x
√
g⟨Tzz(x1)Tzz(x)⟩0⟨Tz̄z̄(x2)Tz̄z̄(x3)Tz̄z̄(x)⟩0

= −λ
∫ (

1

2
d2z

)(
c0
2

1

(z − z1)4
)(

c0
(z̄ − z̄2)2(z̄ − z̄3)2(z̄2 − z̄3)2

)

= −λc
2
0

4

∫
d2z

(z − z1)4(z̄ − z̄2)2(z̄ − z̄3)2(z̄2 − z̄3)2

=
λc20
12

∫
d2z

[
∂z

1

(z − z1)3
]

1

(z̄ − z̄2)2(z̄ − z̄3)2(z̄2 − z̄3)2

= −λc
2
0

12

∫
d2z

1

(z − z1)3
∂z

[
1

(z̄ − z̄2)2(z̄ − z̄3)2(z̄2 − z̄3)2
]

= −λc
2
0

12

∫
d2z

1

(z − z1)3
(
−2π∂z̄δ2(z − z2)

) 1

(z̄ − z̄3)2(z̄2 − z̄3)2
+ (x2 ↔ x3)

= −πλc
2
0

3

1

(z̄2 − z̄3)5
(

1

(z1 − z2)3
− 1

(z1 − z3)3
)
.

(2.199)

These are just a few sample diagrams related to three-point correlators. Combinatorially,

there are various ways of constructing three-point diagrams than there are for two-point

correlators, as we saw earlier. For illustrative purposes, a few three-point diagrams are:

(2.200)
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2.6 Gravitational AdS3 Wilson lines

To close this chapter, we perturbatively compute the deformed classical and quantum grav-

itational Wilson line and its correlators in AdS3. As a consistency check, our classical grav-

itational Wilson line correlator analysis is consistent with previous results on TT -deformed

scalar correlators [88, 89, 91] for constant stress tensor backgrounds.

2.6.1 The classical AdS3 Wilson line

The gravitational AdS3 Wilson line anchored at the endpoints z1 and z2 is conjectured to be

dual to a bi-local primary operator:

⟨W [z2, z1]⟩0 ←→ ⟨O(z2)O(z1)⟩0 . (2.201)

Given two arbitrary AdS3 bulk points Z1 = (r1, z1) and Z2 = (r2, z2), the classical Wilson

line is defined as the path-ordered integral

W [(r2, z2; r1, z1)]0 = P exp

(∫ (r2,z2)

(r1,z1)

A

)
. (2.202)

Under a gauge transformation, the Wilson line transforms as

W [(r2, z2; r1, z1)]0 → g(r2, z2)
−1W [(r2, z2; r1, z1)]0g(r1, z1) , (2.203)

with g ∈ SL(2,R) and A → g−1 (d+ A) g. In particular, the radial dependence of the

connection

A = b(r) (d+ a(z)) b(r), b(r) = rL0 ,

A = b(r) (d+ a(z)) b(r)−1, b(r) = rL0 ,
(2.204)

arises through a gauge transformation:

W [(r2, z2; r1, z1)]0 = b(r2)
−1P exp

(∫ z2

z1

a

)
b(r1) . (2.205)

The matrix elements of W [z2, z1] between the lowest and highest weight states are

⟨W [z2, z1]⟩0 = ⟨j,−j | P exp

(∫ z2

z1

a

)
| j, j⟩0

= ⟨j,−j | P exp

[∫ z2

z1

dz

(
L1 +

6

c
Tzz(z)L−1

)]
| j, j⟩0 ,

(2.206)
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where |j,m⟩ is the state of weight m in the spin-j representation of SL(2,R). To see the

bi-localness of the classical Wilson line, first consider the vacuum state of 3d gravity. In the

vacuum state, the path-ordered integral reduces to an ordinary integral

⟨W [z2, z1]⟩0
∣∣
Tzz=0

= ⟨j,−j | exp
(∫ z2

z1

dz L1

)
| j, j⟩0 = z2j21 , (2.207)

where zij = zi − zj and the bi-local primary field has dimension h = −j.

One can recover the case when Tzz ̸= 0 through a local conformal transformation z → f(z)

which is given by inverting the Schwarzian

Tzz =
c

12
{f(z), z} . (2.208)

As a result, the classical Wilson line for a general background is

⟨W [z2, z1]⟩0
∣∣
Tzz ̸=0

=
[f(z2)− f(z1)]2j

[f ′(z2)f ′(z1)]
j , (2.209)

and behaves as a bi-local primary operator at the endpoints. Intuitively, a way to argue for

the bi-locality of the Wilson line is because the Chern-Simons equations of motion for the

connections are flat. Consequently, this makes the Wilson line path-independent between

the two endpoints.

2.6.2 The quantum TT -deformed AdS3 Wilson line

The quantum Wilson line is obtained by beginning with the definition of the classical Wilson

line, where the stress tensor Tzz is thought of as a commuting number and promoting the

stress tensor to an operator of the CFT. The resulting object is conjectured to behave as a

bi-local primary operator at its endpoints, ⟨W [z2, z1]⟩0 = z
−2h(j,c)
21 . Because the stress tensor

is now an operator, short-distance singularities arise from the stress tensor OPE, so the

scaling dimension h(j, c) of the Wilson line experiences quantum corrections of the form25

h(j, c) =
∞∑

n=0

hn(j)

cn
. (2.211)

25The specific values of hn(j) are easily calculable from [63, 64, 71]. For instance, a few values are:

h0(j) = −j, h1(j) = −6j(j + 1), h2(j) = −78j(j + 1), h3(j) = −1230j(j + 1), h4(j) = −21606j(j + 1) . (2.210)
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Due to these short-distance singularities from the stress tensor OPE, we must regularize the

gravitational Wilson line to verify that the quantum Wilson line

⟨W [z2, z1]⟩0 = ⟨j,−j | P exp

(∫ z2

z1

dz

(
L1 +

6

c
Tzz(z)L−1

))
| j, j⟩0

=
∞∑

n=0

∫ z2

z1

dyn

∫ yn

z1

dyn−1 · · ·
∫ y2

z1

dy1

⟨j,−j |
(
L1 +

6

c
Tzz(yn)L−1

)
· · ·
(
L1 +

6

c
Tzz(y1)L−1

)
| j, j⟩0

(2.212)

captures the correct scaling dimension (2.211) as a bi-local primary operator. Further per-

turbative evidence of the Wilson line’s bi-localness was provided in [63, 64, 71]. The authors

of [71] successfully calculated the undeformed quantum Wilson line ⟨W [z; 0]⟩0 up to O(1
c
)

and encountered some ambiguities in the coefficients at the two-loop order, O( 1
c2
), due to the

absence of a systematic renormalization scheme that preserves conformal invariance. The

most promising scheme is the dimensional regularization approach used in [63], where an

overall multiplicative renormalization N(ε) and a renormalization of the vertex factor α(ε)

were needed in d = 2− ε dimensions:

lim
ε→0
⟨Wε[z2, z1]⟩0 = z2j21 lim

ε→0
N(ε)⟨j,−j | P exp

(
6α(ε)

c

∫ z2

z1

dy

(
L1 +

6

c
Tzz(y)L−1

))
| j, j⟩0 .
(2.213)

Here N(ε) and α(ε) are chosen order-by-order in 1
c
to cancel the poles in ε. The authors

in [63] corrected the issue which arose at O( 1
c2
) in [71]. They also carefully calculated and

confirmed the O( 1
c3
) corrections to the Wilson line.

Using the systematic renormalization approach in [63], the authors of [64] calculated

Wilson line correlators with multiple stress tensors insertions
〈∏n

i=1 Tzz(wi)W [z2, z1]
〉
and

found results consistent with the expectation that the Wilson line yields the vacuum Virasoro

OPE block (1.3)-(1.4). However, whether the quantum Wilson line behaves as a bi-local

primary operator non-perturbatively in 1
c
is still unknown as dimensional regularization may

violate conformal invariance. This completes our review of the quantum Wilson line; we now

set up the necessary formalism to compute the deformed quantum Wilson line.

We begin with the Wilson line in terms of the boundary stress tensor, which is valid in
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the undeformed theory because the connections can be brought into Bañados form:

W [z2, z1] = P exp

(∫ z2

z1

dy

(
L1 +

6

c
Tzz(y)L−1

))
. (2.214)

Following [71], we write (2.214) in a more convenient form by defining

V [z1, z2] = exp (−L1z21)W [z1, z2] , (2.215)

so that

d

dz2
V [z1, z2] = exp (−L1z21)

6

c
Tzz(z2)L−1 exp (L1z21)V [z1, z2]

=
6

c
((1− L1z21)L−1(1 + L1z21))Tzz(z2)V [z1, z2]

=
6

c

(
L−1 + z21[L−1, L1]− z221L1L−1L1

)
Tzz(z2)V [z1, z2]

=
6

c

(
L−1 − 2z21L0 + z221L1

)
Tzz(z2)V [z1, z2] ,

(2.216)

where we have used the facts L2
±1 = 0, L1L−1L1 = −L1, and [L−1, L1] = −2L0.

Here (2.216) is solved by the usual path-ordered exponential and this allows us to write

the Wilson line in a more convenient form to systematically implement a 1
c
expansion:

⟨W [z2, z1]⟩

= ⟨j,−j | exp (z21L1)P exp

(
6

c

∫ z2

z1

(
L−1 − 2(y − z1)L0 + (y − z1)2L1

)
Tzz(y)dy

)
| j, j⟩ .
(2.217)

The gravitational Wilson line in this form (2.217) can be understood as a perturbative

expansion in 1
c
of self-energy Feynman diagrams:

⟨W [z2, z1]⟩0 = +

+ +

+ + + · · · .

(2.218)
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The first diagram in (2.218) contributes at O( 1
c0
), the second diagram contributes at O(1

c
),

the final four diagrams contribute at O( 1
c2
), and the ellipsis denotes higher order quantum

corrections past O( 1
c2
).

For every vertex, in the undeformed case, we have holomorphic stress tensor insertions.

For n vertices, we have an n-point correlator of holomorphic stress tensors to integrate

over. Using this setup for the quantum gravitational Wilson line, writing down formal

expressions for the deformed corrections from the n-point deformed stress tensor correlators

is straightforward.

One can then use the Feynman rules of the fundamental fields derived in this chapter

(2.153) and (2.154) to calculate the deformed stress tensor correlators. Intuitively, the quan-

tum corrections to the deformed gravitational Wilson line ⟨W [z2, z1]⟩λ involve non-vanishing
self-energy interactions between both holomorphic and anti-holomorphic exchanges of the

fundamental fields denoted by solid and dashed propagators respectively.

Determining the deformed quantum Wilson line at a given order in λ and 1
c
is compu-

tationally complicated for two reasons. The first reason is that the n-point stress tensor

correlator is subject to both quantum corrections in 1
c
and λ corrections. To be more pre-

cise, we notice that the expectation value of the undeformed Wilson line Wε[z, 0] has the

expansion

⟨Wε[z; 0]⟩0 = z2jN(ε)
∞∑

n=0

(6α(ε))n

cn

∫ z

0

dyn · · ·
∫ y2

0

dy1Fn(z; yn, . . . , y1)⟨Tzz(yn) · · ·Tzz(y1)⟩0
(2.219)

from (2.213). Here the SL(2,R) group theory factor Fn (z; yn, . . . , y1) is defined by the

following homogeneous polynomial in the variables z, yn, · · · , y1 of degree n:

z2jFn (z; yn, . . . , y1) =
〈
j,−j | ezL1

(
L−1 − 2ynL0 + y2nL1

)
· · ·
(
L−1 − 2y1L0 + y21L1

)
| j, j

〉
.

(2.220)

Computing ⟨Wε[z; 0]⟩λ via conformal perturbation theory in λ involves an infinite λ expansion

at each order of the O
(
1
c

)
expansion of the undeformed Wilson line ⟨Wε[z; 0]⟩0. For instance,
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the O
(

1
c2

)
term in the 1

c
expansion26 of ⟨Wε[z; 0]⟩0 is

z2jN(ε)
(6α(ε))2

c2

∫ z

0

dy1

∫ y2

0

dy1F2(z; y1, y2)⟨Tzz(y1)Tzz(y2)⟩0

→ z2jN(ε)
(6α(ε))2

c2

∞∑

p=0

∫ z

0

dy1

∫ y2

0

F2(z; y1, y2)

·
〈
Tzz(y1)Tzz(y2)

λp

p!

(∫
d2wTzz(w)Tzz(w)

)p〉
.

(2.221)

The divergences from the integrals are handled by the dimensional regularization scheme,

which we mentioned in the discussion of the renormalized vertex factor and multiplicative

renormalization around equation (2.213). For exposition’s sake, we content ourselves with

determining the leading order corrections to the quantum Wilson line (2.217). Expanding

the exponential (2.217), we find

⟨W [z2, z1]⟩λ

= z2j
[
1 +

(
6

c

)2 ∫ z2

z1

dy1

∫ y2

z1

dy2⟨j,−j | exp (L1z21)
(
L−1 − 2(y1 − z1)L0 + (y1 − z1)2L1

)

×
(
L−1 − 2(y2 − z1)L0 + (y2 − z1)2L1

)
| j, j⟩⟨Tzz(y1)Tzz(y2)⟩λ

]
.

(2.222)

The tree-level deformed planar stress tensor two-point function at O(λ2c2) was determined

first by [88] via translational/rotational invariance and stress tensor conservation. Alterna-

tively, using the approach in this chapter, this is easily understood by the propagators of the

fundamental fields as

⟨Tzz(y1)Tzz(y2)⟩λ =
1

(8G)2
∂y1∂y2⟨f ′(y1)f

′(y2)⟩0

+
r2c

(16G)2
(
∂2y1∂

2
y2
⟨f ′(y1)f

′(y2)⟩0
)
⟨f ′(y1)f

′(y2)⟩0

=
c

2 (y1 − y2)4
+

5π2λ2c2

6 (y1 − y2)6 (y1 − y2)2
.

(2.223)

26We start with O
(

1
c2

)
because at O

(
1
c

)
, the one-point planar correlator ⟨Tzz(y1)⟩λ vanishes identically

by Lorentz and translational invariance. In the case of non-planar backgrounds, such as the cylinder or torus
[58, 150], the one-point function is nonzero.
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Thus

⟨j,−j | exp (L1z)
(
L−1 − 2y1L0 + y21L1

) (
L−1 − 2y2L0 + y22L1

)
| j, j⟩

= z2j−2 [2jy2 (z − y1) (2jy1(z − y2)− y2(z − y1))] .
(2.224)

The integral (2.222) reduces to

⟨W [z, 0]⟩λ = z2j
[
1 +

36j

cz2

∫ z

0

dy1

∫ y1

0

dy2
y2(z − y1) (2jy1(z − y2)− y2(z − y1))

(y1 − y2)4

+
60π2λ2j

z2

∫ z

0

dy1

∫ y1

0

dy2
y2(z − y1) (2jy1(z − y2)− y2(z − y1))

(y1 − y2)6(y1 − y2)2
]
,

(2.225)

which clearly diverges when y2 → y1 or y2 → y1.

We dimensionally regularize the stress tensor correlators to evaluate these divergent in-

tegrals (2.225). The O(λ
0

c
) integral has already been evaluated in [63] via dimensional regu-

larization, which gives

36j

cz2

∫ z

0

dy1

∫ y1

0

dy2
y2(z − y1) (2jy1(z − y2)− y2(z − y1))

(y1 − y2)4
=

12j(j + 1)

c
ln z . (2.226)

To deal with the O(λ2c0) integral in (2.225), we first specify an integration contour in the

complex plane that is a straight line along the direction towards z:

y2 = y1t, 0 ≤ t ≤ 1 ,

y1 = zT, 0 ≤ T ≤ 1 ,
(2.227)

and we find

60π2λ2j

z2

∫ z

0

dy1

∫ y1

0

dy2
y2(z − y1) (2jy1(z − y2)− y2(z − y1))

(y1 − y2)6(y1 − y2)2

=
60π2λ2j

|z|4
∫ 1

0

dT
1− T
T 5

∫ 1

0

dt
2j(t− t2T )− t2(1− T )

(1− t)8 .

(2.228)

The above integral is evaluated via dimensional regularization:

60π2λ2j

|z|4
∫ 1

0

dT
1− T
T 5−2ε

∫ 1

0

dt
2j(t− t2T )− t2(1− T )

(1− t)8−2ε

=
π2j(9j − 1)λ2

21|z|4 .

(2.229)

In summary, the leading order correction to the Wilson line is

⟨W [z, 0]⟩λ = z2j
(
1 +

12j(j + 1)

c
ln z +

π2j(9j − 1)λ2

21|z|4
)
. (2.230)
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An alternative renormalization approach, which yields the same numerical coefficient as

(2.229), is to introduce cutoffs ε1 and ε2 as

60π2λ2j

|z|4
∫ 1

ε2

dT
1− T
T 5

∫ 1−ε1

0

dt
2j(t− t2T )− t2(1− T )

(1− t)8 , (2.231)

and perform “minimal subtraction” to remove the divergent terms. Evaluating (2.231) gives

π2j(9j − 1)λ2

21|z|4 . (2.232)

2.6.3 AdS3 Wilson line correlators

The correlator involving the product of a holomorphic and anti-holomorphic Wilson line is

a scalar correlator. A meaningful check is to compute this Wilson line product correlator

and see if it is consistent with TT -deformed scalar correlators [88, 89, 91]. We use conformal

perturbation theory at O(λ) to find

⟨W [z, 0]W [z, 0]⟩λ =
〈
W [z, 0]W [z, 0] exp

(
λ

∫
d2w Tzz(w)Tzz(w)

)〉

= ⟨W [z, 0]W [z, 0]⟩0 + λ

∫
d2w

〈
Tzz(w)Tzz(w)W [z, 0]W [z, 0]

〉
0

= |z|−4h(j) + λ

∫
d2w ⟨Tzz(w)W [z, 0]⟩0

〈
Tzz(w)W [z, 0]

〉
0

= |z|−4h(j) + λh2|z|4
∫

d2w

|w|4|w − z|4 ⟨W [z, 0]⟩0
〈
W [z, 0]

〉
0

= |z|−4h + λh2|z|4
∫

d2w

|w|4|w − z|4 |z|
−4h

= |z|−4h(j)
(
1 + λh2|z|4I2222(0, z, 0, z)

)
.

(2.233)

Here, we have used the Ward identity in [64]

⟨Tzz(w)W [z, 0]⟩0 =
h(j)z2

(z − w)2w2
⟨W [z, 0]⟩0 ,

〈
Tzz(w)W [z, 0]

〉
0
=

h(j)z2

(z − w)2w2

〈
W [z, 0]

〉
0
,

(2.234)

which displays the bi-local structure of the gravitational Wilson line. From appendix A in

[91], the integral (2.233) is of the form

Ia1,··· ,am,b1,··· ,bn (zi1 , · · · , zim , zj1 , · · · , zjn) =
∫

d2z
∏m

k=1 (z − zik)
ak
∏n

p=1

(
z − zjp

)bp , (2.235)
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and is evaluated via dimensional regularization. In particular,

I2222(0, z, 0, z) =
∫

d2w

|w|4|w − z|4

=
4π

|z|6
(
4

ε
+ 2 ln |z|2 + 2 lnπ + 2γ − 5

)

=
1

|z|6
(
C1 + C2 ln |z|2

)
,

(2.236)

where C1 and C2 are constant coefficients. We arrive

⟨W [z, 0]W [z, 0]⟩λ = |z|−4h(j)

(
1 +

λh(j)2 (C1 + C2 ln |z|2)
|z|2

)
, (2.237)

which exactly matches what we expect at O(λc0) from previous analyses of TT -deformed

scalar correlators [88, 89, 91]. This confirms the claim that the correlator of two Wilson lines

behaves as a scalar correlator, at least in this order.

Additionally, at leading order in λ and in the large-c limit, (2.233) agrees with the

structure one would expect from the linear mixing of sources and expectation values discussed

above. Schematically, in the leading order,

〈
P exp

[∫ z

0

dy

(
ei(λ)L1 +

6

c
Tzz(y)L−1

)]
P exp

[∫ z̄

0

dy

(
ei(λ)L1 +

6

c
Tz̄z̄(y)L−1

)]〉

λ

=

〈
P exp

[∫ z

0

dy

(
(1 + λTz̄z̄(y))L1 +

6

c
Tzz(y)L−1

)]

· P exp

[∫ z̄

0

dy

(
(1 + λTzz(y))L1 +

6

c
Tzz(y)L−1

)]〉

λ

= ⟨W [z, 0]⟩0⟨W [z, 0]⟩0 + λ⟨exp (zL1)L1⟩
∫ z

0

dy
〈
Tz̄z(y)W [z, 0]

〉
0
+O(λ2)

= |z|−4h(j) + λ∂z⟨exp (zL1)⟩
∫ z

0

dy
〈
Tz̄z(y)W [z, 0]

〉
0
+O(λ2)

= |z|−4h(j) − 2λh(j)z−2h(j)−1

∫ z

0

dy
h(j)z2

(z − y)2y2 ⟨W [z̄, 0]⟩0 +O(λ2)

= |z|−4h(j) − 2λh(j)2z−2h(j)−1z−2h(j)+2

∫ z

0

dy

(z − y)2y2 +O(λ2)

= |z|−4h(j)

(
1 + λh(j)2z−1z̄2

(
c1 + c2 ln |z|2

z̄3

)
+O(λ2)

)

= |z|−4h(j)

(
1 + λh(j)2

(
c1 + c2 ln |z|2
|z|2

)
+O(λ2)

)
, (2.238)
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where in the large-c limit, the quantum corrections to the Wilson line’s scaling dimension

h(j) = −j are suppressed and ⟨exp (zL1)⟩ = z−2h = z2j. The integral in (2.238) may be

evaluated via the integration cutoff introduced in (2.231) or by dimensional regularization.

Using either method, one finds that the result has a similar structure as (2.237), where c1

and c2 are constant coefficients.

We emphasize that if one had not used the linear mixing or conformal perturbation theory,

but rather expanded each path-ordered exponential in ⟨W [z2, z1]W [z2, z1]⟩λ, then the leading

contribution in λ would be at O(λ2c0), which arises from integrating the tree-level deformed

stress tensor two-point function. To see this, let us compute the correction

δ⟨W [z, 0]W [z, 0]⟩λ = ⟨W [z, 0]W [z, 0]⟩λ − ⟨W [z, 0]W [z, 0]⟩0 (2.239)

to the correlator using this prescription. We expand the path-ordered exponential27 for

W [z, 0] and W [z, 0] up to O(1
c
) in (2.217), which gives

(
6

c

)2 ∫ z

0

dy1

∫ z

0

dy2⟨j,−j | eL1z(L−1 − 2y1L0 + y21)e
L1z(L−1 − 2y2L0 + y22) | j, j⟩

· ⟨Tzz(y1)Tzz(y2)⟩λ .
(2.240)

Using (2.94) and the Feynman rules for the relevant tree diagrams,

⟨Tzz(y1)Tzz(y2)⟩λ =
r2c

(16G)2
(
∂2y1⟨f ′(y1)f

′(y2)⟩0
) (
∂2y2⟨f ′(y1)f

′(y2)⟩0
)
+O(r3c )

=
π2λ2c2

4

1

(y1 − y2)4 (y1 − y2)4
+O(λ3) .

(2.241)

Thus the above prescription involving correlators of Wilson lines (2.240) is incorrect because

the leading correction enters at O(λ2c0), rather than the expected order of O(λc0) for scalar
two-point correlators.

Furthermore, one may also consider a string of holomorphic and anti-holomorphic stress

tensor insertions in correlators involving a Wilson line. For instance, we can calculate this

kind of correlator via conformal perturbation theory at O(λ):

⟨Tzz (w1)Tzz (w2)W [z, 0]⟩λ = λ

∫
d2y ⟨Tzz(y)Tzz (w1)W [0, z]⟩0 ⟨Tzz(y)Tzz (w2)⟩0 . (2.242)

27For the single Wilson line (2.225), we expanded up to O( 1
c2 ) in the path-ordered exponential since the

planar one-point function vanishes. At O( 1c ), the path-ordered exponential reduces to a regular integral.
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In [64], the following tree-level correlator to O(1/c0) was derived:

⟨Tzz (w1)Tzz (w2)W [z, 0]⟩0

=
j2z2j+4

w2
1 (z − w1)

2w2
2 (z − w2)

2 +
jz2j+2

w1 (z − w1)w2 (z − w2) (w1 − w2)
2 ,

(2.243)

in agreement with the predictions from the conformal Ward identities. Therefore, using the

fact that

⟨Tzz(y)Tzz (w2)⟩0 =
c

2(y − w2)4
, (2.244)

the integral (2.242) is reduced to

⟨Tzz (w1)Tzz (w2)W [z, 0]⟩λ =
cjλz2j

2

∫
d2y

[
jz4

y2(y − z)2w2
1 (z − w1)

2 (y − w2)
4

− z2

y(y − z)w1 (z − w1) (y − w1)
2 (y − w2)

4

]
,

(2.245)

and is evaluated in terms of the integrals defined in (2.235):

⟨Tzz (w1)Tzz (w2)W [z, 0]⟩λ

=
jλcz2j+2

2w1 (z − w1)

[
jz2

w1 (z − w1)
I224 (0, z, w2)− I1124 (0, z, w1, w2)

]
.

(2.246)

Another example is a correlator involving two insertions of anti-holomorphic stress tensors,

a holomorphic stress tensor, and a holomorphic Wilson line. The desired correlator

〈
Tzz (w1)Tzz (w2)Tzz (w3)W [0, z] exp

(
λ

∫
d2yTzz(y)Tzz(y)

)〉
(2.247)

is easily computable at O(λ) via conformal perturbation theory.

Noting that the undeformed tree-level planar three-point stress tensor correlator is

⟨Tzz(y)Tzz (w2)Tzz (w3)⟩0 =
c

(y − w2)
2 (w2 − w3)

2 (w3 − y)2
, (2.248)
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then the leading order correction to the integral (2.247) at O(λc) is

⟨Tzz (w1)Tzz (w2)Tzz (w3)W [z, 0]⟩λ
= ⟨Tzz (w1)W [z, 0]⟩0 ⟨Tzz (w2)Tzz (w3)⟩0

+ λ

∫
d2y ⟨Tzz(y)Tzz (w1)W [0, z]⟩0 ⟨Tzz(y)Tzz (w2)Tzz (w3)⟩0

=
h(j)z2

(z − w1)
2w2

1

⟨W [z, 0]⟩0
c

2(w̄2 − w̄3)4

+ cjλz2j
∫
d2y

[
jz4

y2(y − z)2w2
1 (z − w1)

2 (y − w2)
2 (w2 − w3)

2 (w3 − y)2

− z2

y(y − z)w1 (z − w1) (y − w1)
2 (y − w2)

2 (w2 − w3)
2 (w3 − y)2

]
. (2.249)

Evaluating (2.249) in terms of the integrals defined in (2.235), we find

⟨Tzz (w1)Tzz (w2)Tzz (w3)W [z, 0]⟩λ =
h(j)cz2−2h(j)

2(z − w1)2w1(w̄2 − w̄3)4

+
jλcz2j+2

w1 (z − w1) (w2 − w3)2

[
jz2

w1(z − w1)
I2222 (0, z, w2, w3)− I11222 (0, z, w1, w2, w3)

]
.

(2.250)

The integrals presented here, which are of the general form given in (2.235) but with higher-

valued indices, can be expressed in terms of derivatives and linear combinations of known

integrals with lower-valued indices. See appendix A in [91] for several detailed examples.

One can automate the above perturbative analysis in λ to produce more complicated

expressions for correlators involving products ofm-insertions of holomorphic stress tensors, n-

insertions of anti-holomorphic stress tensors, and a network of Wilson lines (e.g. p-insertions

of the holomorphic Wilson line and q-insertions of the anti-holomorphic Wilson line) following
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[64]. The leading correction for such a general correlator takes the form

〈
m∏

i=1

Tzz(xi)
n∏

j=1

Tzz(wj)

p∏

k=1

W [zk+1, zk]

q∏

l=1

W [rl+1, rl] exp

(
λ

∫
d2yTzz(y)Tzz(y)

)〉

=

〈
m∏

i=1

Tzz(xi)

p∏

k=1

W [zk+1, zk]

〉

0

〈
n∏

j=1

Tzz(wj)

q∏

l=1

W [rl+1, rl]

〉

0

+ λ

∫
d2y

〈
Tzz(y)

m∏

i=1

Tzz(xi)

p∏

k=1

W [zk+1, zk]

〉

0

〈
Tzz(y)

n∏

j=1

Tzz(wj)

q∏

l=1

W [rl+1, rl]

〉

0

+O(λ2) .
(2.251)

2.7 Conclusion

We gave evidence for the Nambu-Goto action (in Hamiltonian form) as the all-order action

for 3d gravity with a cutoff planar boundary. Secondly, we used the action to compute corre-

lators of the stress tensor operator to two-loop order. The proposal for the action was based

on finding a suitable field redefinition yielding Nambu-Goto up eighth order in fields. Prov-

ing this conjecture and determining the explicit form of the field redefinition to all orders is

desirable. Although the action takes the familiar Nambu-Goto form, the stress tensor is not

the canonical one, which is due to the way that the original translation symmetries of the

AdS3 background act on the redefined fields. Our computation of stress tensor correlators

to two-loop order revealed the need for one stress tensor counterterm with an associated

undetermined finite part. As mentioned in the introduction, considering the overarching

arguments supporting the renormalizability of pure 3d gravity, even when accounting for a

finite planar cutoff boundary, it is anticipated that symmetries will play a crucial role in

determining all the parameters involved. The implementation of these symmetries is compli-

cated by the non-Lorentz invariant form of the action and by the nonlocal field redefinition

that puts the action in Nambu-Goto form. A task for the future is to systematically imple-

ment the Ward identities corresponding to these symmetries and check if these yield unique

results for stress tensor correlators. The ultimate goal here is to get sufficient control over
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the stress tensor correlators to say something about their short-distance structure, since this

gets to the heart of the nature of this theory, including its anticipated nonlocal character; e.g.

[151, 152]. Third is that in the 3d Chern-Simons setting, we studied modifications to correla-

tors involving boundary-anchored Wilson lines, which were induced by a TT deformation on

the 2d boundary; results were presented at both the classical level (using modified boundary

conditions) and the quantum-mechanical level (using conformal perturbation theory).

Developing cases with curved cutoff boundaries would also be worthwhile. The Chern-

Simons computation of the action for a finite S2 boundary is considered in appendix B.2,

and it should be possible to extend this to one-loop and compare with results in [153]; see

also [154, 155] for related results. The technical complication here is the two patches needed

to define the gauge connections on the sphere.

We close this chapter by commenting on the appearance of the Nambu-Goto action in

our analysis. By construction, solutions of our Nambu-Goto equations of motion yield flat

two-dimensional surfaces embedded in AdS3. On the other hand, the precise Nambu-Goto

action that arises is that of a string worldsheet embedded in flat R3, with α′ controlled by the

cutoff rc. One usually thinks of the solutions as describing extremal area surfaces embedded

in this flat spacetime. There is a correspondence between flat surfaces embedded in AdS3

and extremal area surfaces embedded in R3.
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CHAPTER 3

TT in JT Gravity and BF Gauge Theory

JT gravity can be represented using a first-order formulation akin to a two-dimensional BF

theory. This formulation can be perceived as the dimensional reduction of the Chern-Simons

description of 3d gravity. We consider TT -type deformations of the (0 + 1)-dimensional

dual to this 2d BF theory and interpret the deformation as a modification of the BF theory

boundary conditions. The fundamental observables in this deformed BF theory and its 3d

Chern-Simons lift are Wilson lines and loops. In the last chapter, we studied the 3d Chern-

Simons setting and the modifications to correlators involving boundary-anchored Wilson

lines induced by a TT deformation on the 2d boundary. In this chapter, we determine the

TT -deformed boundary conditions in the BF description of JT gravity. We discuss Wilson

lines in the BF theory and calculate the analogous deformed Wilson line correlators in 2d

BF theory below the Hagedorn temperature, where the principal series dominates over the

discrete series.

3.1 Introduction

In this chapter, we consider the TT -deformation of two-dimensional gauge or gravity the-

ories, which are constructed in the following way. We begin with a three-dimensional bulk

gravity theory dual to a 2d CFT. Then, we deform the boundary CFT by the TT oper-

ator and interpret this deformation as a modification of the bulk gravity theory. Finally,

we dimensionally reduce this scenario on the circle to obtain a correspondence between a

deformed 2d gravity theory and a dual one-dimensional theory. One can also rewrite the

gravity theory in gauge theory variables and study the deformation of the 2d gauge theory.
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In the diagram (1.6), this corresponds to deforming the 2d WZW model in the top-right

corner and then studying the image of this deformation under the sequence of maps relating

this theory to 2d JT gravity and 2d BF theory.

We emphasize that this deformation is not the same as directly applying the TT deforma-

tion in the JT gravity or BF theory itself. Indeed, in the JT case, it is unclear how to define

a local stress tensor in a theory of gravity, and in the BF case, the theory is topological, so

the stress tensor vanishes. We also note that, although we consider TT -like deformations of

two-dimensional AdS gravity theories, our procedure is quite different from defining the TT

deformation for a 2d field theory on a fixed AdS2 geometry. The latter problem has been

considered in [155, 156]. Likewise, although the deformation of BF gauge theory treated

in this manuscript is not the same as performing a TT deformation of a 2d gauge theory

directly, such direct deformations of gauge theories have been considered for 2d Yang-Mills

both with and without matter [157–160]. Instead, we study a deformation holographically

dual to a TT -like deformation of the boundary (0 + 1)-dimensional theory rather than a

TT -deformation of the 2d gauge theory itself.

The layout of this chapter is as follows. Sections 3.2 and 3.3 are relevant reviews for this

chapter of standard results about 3d gravitational Chern-Simons theory and 2d JT gravity,

respectively, including the interpretation of a boundary TT deformation in both theories.

In section 3.4, we find the change in BF theory boundary conditions corresponding to a

TT -like deformation of the dual 1d theory for two different choices of boundary conditions

in the seed theory. In section 3.5, we first study the deformed BF theory’s boundary spec-

trum to find that the contribution from the principal series dominates the discrete series

only below the Hagedorn temperature. The TT -deformed Schwarzian theory description of

the boundary spectrum is only valid below the Hagedorn temperature. We conclude the

section by computing deformed Wilson lines and their correlators in the BF theory below

the Hagedorn temperature. In section 3.6, we conclude with a summary and discussions on

possible extensions of the results presented in this chapter.
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3.2 TT deformations in 3d Chern-Simons theory

In this section, we review the presentation of the Chern-Simons formulation of AdS3 gravity,

which will be relevant for later sections. In particular, we recall that the bulk interpretation

of a TT deformation in the boundary CFT is a change in the boundary conditions for the

Chern-Simons gauge field [110].

3.2.1 Revisiting TT -deformed 3d SL(2,R) gravitational Chern-Simons

The most general asymptotically AdS3 metric is described by a Fefferman-Graham expansion

of the metric. It was shown in [110] that, in Chern-Simons variables, such an expansion

corresponds to a solution where the connections a and a take the more general form

ai = 2e+i L+ − f−
i L− + ωiL0 ,

ai = f+
i L+ − 2e−i L− + ωiL0 .

(3.1)

The connections (3.1) are solutions to the equations of motion when

da+ a ∧ a = 0 ,

da+ a ∧ a = 0 .
(3.2)

Substituting (3.1) into (3.2), we find

dω − 2εabe
a ∧ f b = 0 ,

dea − εabeb ∧ ω = 0 ,

dfa − εabf b ∧ ω = 0 ,

ea ∧ fa = 0 ,

(3.3)

which are the zero torsion conditions for the frame ea with spin connection ω. Since by our

conventions early Latin indices a, b are flat while middle Latin indices i, j are curved, εab is

the Levi-Civita symbol with constant entries ε+− = −ε−+ = 1, while εij is the Levi-Civita

tensor with curved indices εx
+x− = −εx−x+ = 1

2e
.

In the presence of a boundary, additional boundary terms are needed in the action to have

a well-defined variational principle. Varying the Einstein-Hilbert action written in terms of
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the Chern-Simons connections gives

δSEH = δSCS[A]− δSCS[A]

=
1

8πG

∫

M3

Tr
(
F ∧ δA− F ∧ δA

)
− 1

16πG

∫

∂M3

Tr
(
A ∧ δA− A ∧ δA

)
.

(3.4)

We desire a variational principle with Dirichlet boundary conditions for the metric, which

corresponds to holding ea fixed at the boundary but letting fa vary. However, going on-shell

by using the connections in (3.1), we find that (3.4) reduces to

δSCS[A]− δSCS[A] = −
1

8πG

∫

∂M3

εab
(
ea ∧ δf b − fa ∧ δeb

)
, (3.5)

which does not vanish and is inconsistent with the specified boundary conditions. We must

add the following boundary term to (3.4):

Sbdry = −
1

8πG

∫

∂M3

εab
(
Aa ∧ Ab + Aa ∧ Ab

)
. (3.6)

The result now is consistent with Dirichlet boundary conditions since

δSEH + δSbdry =
1

4πG

∫

∂M3

εabf
a ∧ δeb . (3.7)

From the GKPW dictionary [28, 30], it is understood that ea is the source and fa is the

expectation value of the dual operator. In particular, the operator dual to the boundary

vielbein is the stress tensor. By identifying

δS = 4

∫

∂M3

d2x (det e) T ia δe
a
i , (3.8)

we find that

T ia =
1

4πG
εabε

ijf bj , (3.9)

with ∇[if
a
j] = 0.

When we turn to the two-dimensional BF theory in section 3.4, it will be convenient to

refer to the dimensional reduction of the 3d Chern-Simons action on a circle. The resulting

dimensionally reduced theory is equivalent to BF theory with a particular choice of boundary
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term. To perform this reduction, we first write

8πGSCS =
1

2

∫

M3

Tr

(
A ∧ dA+

2

3
A ∧ A ∧ A

)

=
1

2

∫

M3

d3x εµνρTr

(
Aµ∂νAρ +

2

3
AµAνAρ

)

=

∫

M3

Tr (AφFtr + Ar∂φAt) +
1

2

∮

∂M3

TrA2
t .

(3.10)

Next we impose the boundary condition At = Aφ|∂M3 so that ϕ ≡ Aφ and ∂φ = 0 (see [161]).

Doing this yields

SBF =

∫

M2

Tr (ϕF ) +
1

2

∮

∂M2

Tr
(
ϕ2
)
. (3.11)

The first term is the usual action for 2d BF theory, which in this case has gauge group

G = SL(2,R). The degrees of freedom in this theory are a gauge field Aµ with field strength

Fµν along with an SL(2,R)-valued scalar field ϕ. We will again consider this action in section

3.3.1, where we will recall that the theory is equivalent to JT gravity. The second term of

(3.11) controls the dynamics of a boundary degree of freedom, which can be described via the

Schwarzian theory or the particle-on-a-group theory. We refer to this as a “Schwarzian-type”

boundary term, which will be revisited in section 3.4.2.

3.2.2 Interpretation of the TT deformation

The 3d gravitational Chern-Simons theory is dual to a conformal field theory on the 2d

boundary of the spacetime via the usual AdS/CFT correspondence. On the other hand,

in any two-dimensional field theory enjoying translation invariance, one can define a de-

formation by the double-trace TT operator. Our goal in the present section is to apply

this deformation to the boundary CFT and interpret the resulting flow in terms of bulk

Chern-Simons variables. We follow the discussion of [110] where this analysis first appeared.

We must first express the TT deformation in terms of the asymptotic expansion coeffi-

cients for the Chern-Simons gauge fields. We have already seen, for instance, in (3.7) and

(3.9), that the functions eai correspond to the boundary vielbein (or equivalently the metric)
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and that the fai are the dual expectation values which encode the stress tensor as

T ia =
1

4πG
εabε

ijf bj . (3.12)

On the other hand, using the definition of the determinant in terms of the Levi-Civita symbol,

the TT operator can be written as

TT = −2εabεijT ia T jb . (3.13)

In terms of the one-forms f− and f+, one therefore has

TT =
1

(4πG)2
f− ∧ f+ . (3.14)

The flow equation for the boundary action can be written as

∂S

∂λ
=

1

(4πG)2

∫

∂M3

f− ∧ f+ . (3.15)

We note that this is a flow equation for the combined boundary action, which in the unde-

formed case is a sum of three terms:

S(λ = 0) = SCS[A]− SCS[A] + Sbdry . (3.16)

In section 3.2.1, we saw that variation of the first two terms SCS[A] − SCS[A] generated a

boundary variation of the form εab(e
a ∧ δf b − fa ∧ δeb). The first term involving δf b was

unsuitable for our desired variational principle, so we added Sbdry to cancel this variation.

We will make the ansatz that the finite-λ deformed boundary action has the same struc-

ture as a sum of three terms involving sources eai (λ) and dual expectation values fai . In this

ansatz we allow the sources to acquire λ dependence under the flow, but not the expectation

values. As a result, the total boundary variation (3.7) of our λ-dependent ansatz takes the

form

δS =
1

4πG

∫

∂M3

εabf
a ∧ δeb(λ) . (3.17)

We now substitute this ansatz into the flow equation (3.15). More precisely, if the boundary

action S satisfies (3.15), then its variation satisfies

∂(δS)

∂λ
=

1

(4πG)2

∫

∂M3

δ(f− ∧ f+) . (3.18)
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This then implies

∫

∂M3

εabf
a ∧ δ

(
∂eb(λ)

∂λ

)
=

1

4πG

∫

∂M3

εabf
a ∧ δf b . (3.19)

We see that (3.19) will be satisfied if

∂eb(λ)

∂λ
=

1

4πG
f b . (3.20)

Since f b is independent of λ by assumption, this equation can be trivially integrated to find

eai (λ) = eai (0) +
λ

4πG
fai , (3.21)

and fai (λ) = fai (0). One can show that if the spin connection ω vanishes in the seed theory

(as we will typically assume), then ω(λ) = 0 along the flow. We have characterized the full

solution to the flow equation.

Remarks on deformed boundary conditions

We now pause to make several comments on this interpretation. We see that the effect

of a boundary TT deformation is to rotate our undeformed source eai into a new source

eai (λ), which depends linearly on the corresponding undeformed expectation value. Since

eai determines the boundary metric, this means that the deformed theory sees an effective

stress-tensor-dependent metric. This is reminiscent of the result of TT -deforming a two-

dimensional field theory defined on a cylinder of radius R. As we will review around (4.182),

in the zero-momentum sector, this deformation has the interpretation of placing the theory

on a cylinder with an effective energy-dependent radius R̃(R,En).

Next, we note that although the sources eai have been modified. The variational principle

defining our theory has not changed when expressed in terms of the new sources. The

deformed boundary variation solving our flow is written as (3.17), which vanishes if the

sources eai (λ) are held fixed. Therefore, the theory described by these TT -deformed boundary

conditions still corresponds to a variational principle where the metric is held fixed at the

boundary, but the dual expectation value is free to fluctuate. All that has changed is the

expression for this fixed metric in terms of the undeformed metric and stress tensor.
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A third remark concerns the trace flow equation for the TT deformation. Because there

is no dimensionful scale in a CFT, if one solves a TT flow beginning from a CFT seed then

the resulting theory has a single effective energy scale Λ = 1√
λ
set by the length dimension

2 parameter λ. By noting that the derivative of the action with respect to this single scale

λ is controlled by the trace of the stress tensor,

Λ
d

dΛ
S =

∫
d2xT µµ . (3.22)

while on the other hand, the derivative of the action is related to the TT operator by the

definition of the flow (1.16)

Λ
d

dΛ
S =

1√
λ

d

d
(

1√
λ

)S

= −2λ
∫
d2x

(
T µνTµν −

(
T µµ

)2)
, (3.23)

one finds the relation

T µµ (λ) = −2λTT (λ). (3.24)

Since the modified boundary conditions (3.21) correspond to a TT -deformation of a CFT,

it is an instructive check to verify explicitly that the trace flow equation (3.24) holds. Indeed,

the trace of the deformed stress tensor with respect to the deformed metric is

T ii = ηijeai Tja

=
1

4πG

(
eai (0) +

λ

4πG
fai

)(
εabε

ijf bj
)

=
λ

(4πG)2
εabε

jkfai f
b
j , (3.25)

where in the last step, we have used that the undeformed stress tensor is traceless by as-

sumption. On the other hand, at finite λ the combination TT is given by (3.13):

TT = −2εabεijT ia T jb
= − 2

(4πG)2
εabεij

(
εacε

ikf ck
) (
εbdε

jnfdn
)

= − 2

(4πG)2
εabε

jkfai f
b
j , (3.26)
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where we have repeatedly used the 2d contracted epsilon identity εinεij = δnj . Comparing

(3.25) to (3.26), we see that the trace flow equation T µµ (λ) = −2λTT (λ) holds as expected.

We make a fourth and final comment, which is a trivial observation in this case but could

conceivably be relevant for generalizations of the procedure described here. We emphasized

around (3.16) that the undeformed action S(λ = 0) = SEH + Sbdry includes a boundary

term which was added by hand to give a particular variational principle. Since the process

of deforming the action by TT and the process of adding the boundary term Sbdry are two

distinct steps, there are näıvely two ways to proceed:

(I) First add the boundary term Sbdry to get the total boundary action S. Then solve the

flow equation (3.15) for this combined action.

(II) First solve the flow equation ∂SEH

∂λ

∣∣∣
bdry

= 1
(4πG)2

∫
∂M3

f−∧f+ which only deforms the first

contribution to the action. Solve this by identifying new sources eai (λ). After doing

this, add a new boundary term Sbdry(λ) by hand to restore the desired variational

principle.

In the discussion above, we performed the deformation described by (I). However, it is

straightforward to see that procedure (II) gives the same result precisely because the dual

expectation values fai do not flow according to our ansatz. To show this, we recall from (3.5)

that

δSEH

∣∣∣
on-shell

= − 1

8πG

∫

∂M3

εab
(
ea ∧ δf b − fa ∧ δeb

)
. (3.27)

Suppose that we had allowed both eai and f
a
i to acquire λ dependence along our flow. Then

the derivative of this boundary variation would be

∂(δSEH)

∂λ
= − 1

8πG

∫

∂M3

εab

(
∂ea(λ)

∂λ
∧ δf b(λ) + ea(λ) ∧ ∂(δf

b(λ))

∂λ

− ∂fa(λ)

∂λ
∧ δeb(λ)− fa(λ) ∧ ∂(δe

b(λ))

∂λ

)
.

(3.28)
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In order to satisfy the flow equation ∂(δSEH)
∂λ

∣∣∣
on-shell

= 1
(4πG)2

∫
∂M3

δ(f− ∧ f+), whose right side

is again

1

(4πG)2

∫

∂M3

δ(f− ∧ f+) =
1

(4πG)2

∫

∂M3

εabf
a ∧ δf b , (3.29)

we must have

∂ea(λ)

∂λ
∧ δf b(λ) + ea(λ) ∧ ∂(δf

b(λ))

∂λ
− ∂fa(λ)

∂λ
∧ δeb(λ)− fa(λ) ∧ ∂(δe

b(λ))

∂λ

= − 1

2πG
fa ∧ δf b .

(3.30)

The left side involves both δea and δfa, whereas the right side only involves δfa. If these

two variations are both independent, nonzero, and λ-dependent, it seems that we cannot

have a solution. However, if we assume that fa and therefore δfa are independent of λ as

we did before, in addition to imposing that δea(λ) = 0 according to our choice of deformed

variational principle, the equation (3.30) reduces to

∂ea(λ)

∂λ
∧ δf b(λ) = − 1

2πG
fa ∧ δf b . (3.31)

The solution to this simple flow is

eai (λ) = eai (0)−
λ

2πG
fai . (3.32)

Up to an overall rescaling of λ by a factor of −1
2
, this is the same solution as (3.21). This

completes the first step of the alternate deformation procedure described in (II), but we must

still add a new boundary term so that the combined boundary action is consistent with the

variational principle δea = 0 that we have assumed. Our λ-dependent deformed boundary

variation before adding this boundary term is

δSEH(λ)
∣∣∣
on-shell

= − 1

8πG

∫

∂M3

εab
(
ea(λ) ∧ δf b − fa ∧ δeb(λ)

)
. (3.33)

But because this has the same form as the variation (3.5) which we saw in the undeformed

case, we may repeat the same procedure and add the term Sbdry as defined in (3.6), except

replacing eai with eai (λ) everywhere that it appears in the expansions of Aa and Ab. The

result is, again,

δSEH(λ)
∣∣∣
on-shell

+ δSbdry(λ) =
1

4πG

∫

∂M3

εabf
a ∧ δeb(λ) , (3.34)
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exactly as we found before.

The upshot of this simple calculation is that the two processes described above – first

adding a boundary term and then deforming, or first deforming and then adding a boundary

term – commute in the calculation we consider here. However, in another setting where both

the sources and expectation values become λ-dependent, performing the second deformation

procedure (II) would produce a flow equation analogous to (3.30), which is not equivalent

to the flow of procedure (I). In such cases, one must choose a prescription to define the

deformation.

3.3 TT deformations in 2d JT gravity

We now review features of JT gravity and its BF gauge theory description, which are relevant

to later sections when we study the TT deformation in BF theory. As in section 3.2, none

of the material in this discussion is new. For instance, the interpretation of a TT -like

deformation in the boundary dual to 2d JT gravity was considered in [115, 116], and we

follow their discussion closely in section 3.3.2. We include a reminder of these results here

to facilitate comparison with the new results of section 3.4, where we present an analogous

interpretation of the TT deformation in BF variables.

3.3.1 JT gravity as a BF gauge theory

In the introduction of this chapter, we mentioned that one salient feature of 3d gravity

motivating the present work is that it can be dimensionally reduced on a circle to yield JT

gravity as described by the action (1.5). This subsection’s goal is to recall the standard

statement that this 2d dilaton gravity theory can be, equivalently, written in gauge theory

variables as a BF theory. Our treatment will follow [72].

One way of motivating this reformulation is to note that 3d gravity is equivalent to a

Chern-Simons theory, as we reviewed in section 3.2, and that the dimensional reduction of

this 3d Chern-Simons theory is a BF gauge theory. Indeed, we saw this reduction explicitly

99



around (3.11). These observations are summarized by the sub-diagram formed by the second

and third columns of (1.6):

3d Gravity

Dimensional

Reduction

��

Change

Variables // 3d CS Theoryoo

Dimensional

Reduction

��

2d JT Gravity

Change

Variables // 2d BF Theoryoo

(3.35)

We have reviewed all of the arrows in (3.35) except for the change of variables linking the

two theories in the bottom row. Although such a change of variables must exist by the

consistency of the diagram, it is instructive to spell out the map explicitly.

Recall that the BF theory in Euclidean signature is described by the action

IBF = −i
∫

M2

Tr (ϕF ) , (3.36)

where ϕ is a scalar field and F is the field strength of the gauge field Aµ. At the moment, we

will only be concerned with the bulk equations of motion and will not include any additional

boundary term like the one that appeared in (3.11). The equations of motion arising from

(3.36) are

ϕ : F = 0 ,

Aµ : Dµϕ = ∂µϕ− [Aµ, ϕ] = 0 .
(3.37)

On the other hand, beginning from the action (1.5) of JT gravity and setting Λ = −1, one
finds the equations of motion

Φ : R = −2 ,

gµν : ∇µ∇νΦ = gµνΦ .
(3.38)

Next, we will argue that the JT equations of motion in (3.38) are equivalent to the BF

equations of motion in (3.37). To accomplish this, we first expand the BF fields in terms of

generators:

A(x) = e2(x)P2 + e1(x)P1 + ω(x)P0 , ϕ(x) = ϕ1(x)P1 + ϕ2(x)P2 + ϕ0(x)P0 , (3.39)
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where

P0 =


 0 1

2

−1
2

0


 , P1 =


 0 1

2

1
2

0


 , P2 =




1
2

0

0 −1
2


 . (3.40)

Written in differential form notation, the equation of motion for Aµ in (3.37) becomes

dϕ− A ∧ ϕ = 0. The exterior derivative of the scalar ϕ is

dϕ = dϕ0(x)P0 + dϕ1(x)P1 + dϕ2(x)P2 . (3.41)

Meanwhile, a short calculation gives

A ∧ ϕ =
(
e2 ∧ ϕ1 − e1 ∧ ϕ2

)
P0 +

(
e2 ∧ ϕ0 − ω ∧ ϕ2

)
P1 +

(
ω ∧ ϕ1 − e1 ∧ ϕ0

)
P2 . (3.42)

Putting everything together, we find

dϕ0(x) = e2(x) ∧ ϕ1(x)− e1(x) ∧ ϕ2(x) ,

dϕ1(x) = e2(x) ∧ ϕ0(x)− ω(x) ∧ ϕ2(x) ,

dϕ2(x) = ω(x) ∧ ϕ1(x)− e1(x) ∧ ϕ0(x) .

(3.43)

We now act with the covariant derivative ∇µ on the equation for dϕ0 in (3.43). At the risk

of being pedantic, we pause to clarify one point of possible confusion. When acting on a

generalized tensor with both curved (spacetime) indices and flat (tangent space) indices, the

action of the covariant derivative ∇µ involves Christoffel symbol terms associated with the

curved indices and spin connection terms associated with the flat indices. For instance, on

the vielbein eaν with one curved and one flat index, one has

∇µe
a
ν = ∂µe

a
ν + ω a

µ be
b
ν − Γσνµe

a
σ . (3.44)

Since the covariant derivative annihilates the vielbein by the zero-torsion constraint τa =

dea + ωab ∧ eb = 0, the combination (3.44) vanishes.

However, the equations (3.43) are covariant with respect to their single curved index but

not with respect to the implicit flat index on the vielbeins. It is easiest to see this by writing

the equations in components. For instance, the ϕ0 equation is

∂µϕ
0 = ϕ1e2µ − ϕ2e1µ . (3.45)
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Although this equation has a free µ index, there is no free a index in the eaµ factors. Indeed,

this equation could never have been covariant with respect to such a tangent space index

since the quantity ∂µϕ
0 on the left has no flat indices. Therefore, when we act with the

covariant derivative, there will be no spin connection terms introduced in the derivatives of

vielbein factors. One has

∇µe
2
ν = ∂µe

2
ν − Γσνµe

2
σ , (3.46)

and likewise for ∇νe
1
µ. However ∇µe

a
ν = 0, (3.44) implies

∂µe
2
ν − Γσνµe

2
σ = −ω 2

µ be
b
ν , (3.47)

and again a similar equation for ∇νe
1
µ. Using ω

1
2 = −ω2

1 = ω, we find

∇µe
1
ν = −ω 1

µ be
b
ν = −ωµe2ν ,

∇µe
2
ν = −ω 2

µ be
b
ν = ωµe

1
ν . (3.48)

Now we are prepared to act with the covariant derivative on the ϕ0 equation of motion. On

the left, the result is a two-tensor with components ∇µ∇νϕ
0. One finds

∇µ∇νϕ
0 =

(
∂µϕ

1
)
e2ν −

(
∂µϕ

2
)
e1ν + ϕ1

(
∇µe

2
ν

)
− ϕ2

(
∇µe

1
ν

)

=
(
∂µϕ

1
)
e2ν −

(
∂µϕ

2
)
e1ν + ϕ1ωµe

1
ν + ϕ2ωµe

2
ν (3.49)

On the other hand, writing the second and third equations of (3.43) in components gives

∂µϕ
1 = ϕ0e2µ − ϕ2ωµ and ∂µϕ

2 = ϕ1ωµ − ϕ0e1µ. Substituting these into (3.49) gives

∇µ∇νϕ
0 =

(
ϕ0e2µ − ϕ2ωµ

)
e2ν −

(
ϕ1ωµ − ϕ0e1µ

)
e1ν + ϕ1ωµe

1
ν + ϕ2ωµe

2
ν

=
(
e1µe

1
ν + e2µe

2
ν

)
ϕ0 . (3.50)

If we identify the metric as gµν = e1µe
1
ν+e

2
µe

2
ν and assume that the JT dilaton Φ is proportional

to the BF field ϕ0, then this is the metric equation of motion in (3.38):

∇µ∇νΦ = gµνΦ . (3.51)
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We, therefore, have demonstrated that the JT gravity equations of motion (3.38) are recov-

ered from the BF equations of motion in (3.37) after making the change of variables

ϕ0 =
i

4πG
Φ , gµν = e1µe

1
ν + e2µe

2
ν . (3.52)

Here, the choice of the proportionality factor i
4πG

between ϕ0 and Φ is required by our

normalizations for the BF and JT actions in (3.36) and (1.5), respectively. Under this

identification, we see that the expansion coefficients ea appearing in the BF gauge field Aµ

are interpreted as the frame fields in the JT gravity theory, whereas the field ω defines the

spin connection, which satisfies dω = R
2
e1∧ e2 for a 2d manifold. In this correspondence, the

ϕ1, ϕ2 equations of motion are mapped onto the torsionless conditions τa = dea+ωab ∧eb = 0.

This completes our review of the final arrow on the bottom row of (3.35) linking JT gravity

with BF gauge theory.

Next, we explain the boundary conditions and the choice of boundary term for the BF

gauge theory, which recovers the Schwarzian action. Variation of the BF action on-shell

yields the boundary action

δIBF = −i
∫

∂M2

dτ Tr (ϕ δAτ ) , (3.53)

with τ parametrizing the one-dimensional boundary ∂M2.

Thus, the variation (3.53) of the BF action vanishes if Aτ is held fixed on ∂M2. In fact,

from JT gravity’s first-order formulation, the spin connection and frame are already fixed,

so no boundary term is required to have a well-defined variational principle. Unfortunately,

this means the BF theory cannot be holographically dual to the Schwarzian because the

theory is topologically trivial. In particular, the observables of the theory would depend

on the holonomy around the boundary rather than depending on the local value of Aτ . To

recover the Schwarzian dynamics, one includes a string defect Istring around a loop L ⊂M2,

which yields the modified action

I = −i
∫

M2

Tr (ϕF )−
∮ β

0

du V (ϕ) , V (ϕ) =
ν

4
Trϕ2 . (3.54)

The second term in (3.54) is the string defect with coupling ν, and u is the proper length

parametrization of the loop with circumference β. This form of V (ϕ) is consistent with the
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boundary term in (3.11), which we expect from the dimensional reduction of Chern-Simons

and, as we will see, correctly recovers the Schwarzian action.

The overall action (3.54) preserves the defect diffeomorphisms and the degrees of freedom

from the string defect are realized by the Schwarzian theory as [72] showed by evaluating

the action (3.54) using the solution to the equation of motion (3.37) for ϕ(u) along L. To

see the derivation more explicitly, we parametrize the boundary fields ϕ and Aτ by1

Aτ = ωℓ0 + e+ℓ+ + e−ℓ− , ϕ = ϕ+ℓ+ + ϕ−ℓ− + ϕ0ℓ0 , (3.55)

where

ℓ0 = iP0, ℓ+ = −iP1 − P2 , ℓ− = −iP1 + P2 ,

ω = −iωτ
∣∣∣∣
∂M2

, e+ =
ie1τ − e2τ

2

∣∣∣∣
∂M2

, e− =
ie1τ + e2τ

2

∣∣∣∣
∂M2

.
(3.56)

We compute the commutator

[Aτ , ϕ] = (e+ϕ0 − ωϕ+) ℓ+ + (ωϕ− − e−ϕ0) ℓ− + 2 (e+ϕ− − e−ϕ+) ℓ0 (3.57)

to write the complete set of equations of motion Dτϕ = 0 at the loop

ℓ0 : ∂τϕ0 = 2 (e+ϕ− − e−ϕ+) ,

ℓ− : ∂τϕ− = ωϕ− − e−ϕ0 ,

ℓ+ : ∂τϕ+ = e+ϕ0 − ωϕ+ .

(3.58)

To solve the equations at the loop (3.58), we perform the same change of variables as [72]

ϕ−(τ) =
2e−
∂τu(τ)

=⇒ ϕ−(u) = 2e−τ
′ , (3.59)

where

∂τϕi = (∂τu) (∂uϕi) =
∂uϕi
τ ′

. (3.60)

Substituting the above into the equation of motion for the ℓ− component, we find

ϕ0 = −
∂τϕ− − ωϕ−

e−
= −2τ ′′

τ ′
+ 2ωτ ′ . (3.61)

1Note that a different representation of the generators when solving the equations of motion for the field
ϕ at the loop.
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Then, solving for the ℓ0 component, one uses ϕ− and ϕ0 to find

ϕ+ =
1

e−

(
−1

2
∂τϕ0 + e+ϕ−

)

= 2

(
e+τ

′ +
τ ′′′

2e−τ ′2
− ωτ ′′

2e−τ ′
− τ ′′2

2e−τ ′3

)
.

(3.62)

We have found all the components for the field ϕ(u):

νϕ(u) = 2e−τ
′ℓ− + 2

(
ωτ ′ − τ ′′

τ ′

)
ℓ0 + 2

(
e+τ

′ +
τ ′′′

2e−τ ′2
− ωτ ′′

2e−τ ′
− τ ′′2

2e−τ ′3

)
ℓ+ . (3.63)

Here τ(u) is further constrained by the ℓ+ component of the equation Duϕ = 0, which gives

4 (detAτ ) τ
′4τ ′′ + 3τ ′′3 − 4τ ′τ ′′τ ′′′ + τ ′2τ ′′′′ = 0 , (3.64)

where τ(u) is monotonic so τ ′(u) ̸= 0 and detAτ = e−e+ − ω2

4
.

Now we are ready to evaluate the string defect action by computing Trϕ2. This compu-

tation is straightforward as

ϕ2 =
1

ν2


 −4e−e+τ

′2 + ω2τ ′2 + 3τ ′′2

τ ′2
− 2τ ′′′

τ ′
0

0 −4e−e+τ ′2 + ω2τ ′2 + 3τ ′′2

τ ′2
− 2τ ′′′

τ ′


 (3.65)

and

V (ϕ) =
ν

4
Trϕ2

=
1

ν

(
{τ(u), u}+ 2τ ′(u)2 detAτ

)

=
1

ν

{
tan
(√

(detAτ ) τ(u)
)
, u
}
.

(3.66)

As expected, we have recovered the Schwarzian action2 from including the string defect in

the BF action (3.54), which gives

I = −1

ν

∫ β

0

du
{
tan
(√

(detAτ ) τ(u)
)
, u
}
. (3.67)

2One can show that this derivation of the Schwarzian theory holds for any Λ by using the more general
parameterization Aτ = ωℓ0+

√
Λe+ℓ++

√
Λe−ℓ−. Equivalently, this corresponds to replacing the determinant

in (3.67) by detAτ = Λe−e+ − ω2

4 .
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3.3.2 Interpretation of TT deformation

Before we begin with the TT deformation in JT gravity, we first recall how a general class of

related deformations is defined and their physical meaning in the AdS/CFT correspondence.

Following [116], we deform a seed action I(0) via a generic operator Mλ as

I(λ) = I(0) +

∫
dτ
√
γ Mλ(Tττ , γ

ττ ) , (3.68)

where the variational principle in the undeformed theory (where M0 = 0) is defined by

δI(0) =
1

2

∫
dτ
√
γ Tττδγ

ττ . (3.69)

With the deformation (3.68), one finds the following variation:

δI(λ) = δI(0) +

∫
dτ
[
δ (
√
γ)Mλ +

√
γδMλ

]
. (3.70)

Using the facts that

δMλ =
∂Mλ

∂Tττ
δTττ +

∂Mλ

∂γττ
δγττ (3.71)

and

δ (
√
γ) = −

√
γ

2γττ
δγττ (3.72)

we find (3.70) is written as

δI(λ) =
1

2

∫
dτ
√
γ

[(
Tττ −

Mλ

γττ
+ 2

∂Mλ

∂γττ

)
δγττ + 2

∂Mλ

∂Tττ
δTττ

]
. (3.73)

We wish to identify sources and expectation values by demanding that we can rewrite (3.73)

in terms of λ-dependent quantities T̃ττ , γ̃ττ as

δI(λ) =
1

2

∫
dτ

T̃ττ√
γ̃ττ

δγ̃ττ

=
1

2

∫
dτ

T̃ττ√
γ̃ττ

(
∂γ̃ττ

∂Tττ
δTττ +

∂γ̃ττ

∂γττ
δγττ

)
.

(3.74)

Here the operator T̃ττ is sourced by γ̃ττ . In other words, the deformation changes the

variational principle from one where γττ is held fixed to one where γ̃ττ is fixed.
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Comparing (3.73) and (3.74), we find the following coupled PDEs for the deformed bound-

ary stress tensor and metric:

T̃ττ√
γ̃ττ

∂γ̃ττ

∂Tττ
= 2
√
γ
∂Mλ

∂Tττ
,

T̃ττ√
γ̃ττ

∂γ̃ττ

∂γττ
=
√
γ

(
Tττ −

Mλ

γττ
+ 2

∂Mλ

∂γττ

)
,

(3.75)

with the initial conditions T̃ττ (λ = 0) = Tττ and γ̃ττ (λ = 0) = γττ .

To further illustrate, we focus on a specific class of deformations that only depend on

the trace of the stress tensor Tττγ
ττ . It is convenient to express our ansatz in terms of the

dimensionless combination

X = λTττγ
ττ . (3.76)

We assume

T̃ττ = Tττξ (X) , γ̃ττ = γττχ (X) , (3.77)

where ξ(0) = χ(0) = 1 so that we recover the undeformed stress tensor and metric as λ→ 0.

On the other hand, by dimensional analysis, we can write the functionMλ(λ, Tττ , γ
ττ ) in the

form

Mλ =
1

λ
mλ(X) . (3.78)

By substituting (3.77)-(3.78) into the system of coupled PDEs (3.75), we find the pair of

equations

χ′(X) =
2
√
χ(X)m′

λ(X)

Xξ(X)
,

√
χ(X) (X −m′

λ(X) + 2Xm′
λ(X)) = Xξ(X) (χ(X) +Xχ′(X)) .

(3.79)

The usual double-trace TT deformation is quadratic in stress tensors, so one might be

interested in studying a deformation that is proportional to the combinationX2 = (λTττγ
ττ )2

since this is the only dimensionless and reparameterization-invariant stress tensor bilinear in

(0 + 1)-dimensions. This corresponds to a deformation of the form

Mλ =
1

λ
X2

= λ (Tττγ
ττ )2 . (3.80)
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Using the form (3.80) of the deformation, the equations (3.79) become

ξ(X) =
(3X + 1)

√
χ(X)

χ(X) +Xχ′(X)
, χ′(X) =

4
√
χ(X)

ξ(X)
, (3.81)

which have the solutions

χ(X) =
1

(1−X)4
, ξ(X) = (1−X)3 . (3.82)

We have therefore found that, for the form of the deformation Mλ = λ(Tττγ
ττ )2 motivated

by the usual TT deformation,3 the solution is

T̃ττ (λ) = Tττ (1− λTττγττ )3 , γ̃ττ (λ) =
γττ

(1− λTττγττ )4
. (3.84)

However, as mentioned in section 3.1, and derived in appendix A of [115], despite (3.80)

being proportional to a double-trace operator T 2, it is not suitable as a TT deformation for

JT gravity with a Dirichlet cutoff. The following choice of operator is suitable for the TT

deformation found by [115]. In [115], the operator which yields the correct deformed energy

spectrum is:

Mλ = −2λOTττγττ , (3.85)

where the operator O (i.e. the dilaton momentum) is sourced by the boundary dilaton Φb

as

O =
1√
γ

δI

δΦb

. (3.86)

The seed theory action is now deformed as

I(λ) = I(0) +

∫
dτ
√
γMλ (Tττ , γ

ττ , O,Φb) , (3.87)

where the variation of the undeformed theory is

δI(0) =

∫
dτ
√
γ

(
1

2
Tττδγ

ττ +OδΦb

)
. (3.88)

3For a multi-trace deformation M
(n)
λ = λn (Tττγ

ττ )
2n

with coupling λn, one finds via solving (3.79)

T̃ττ (λn) = Tττ

(
1− λn (Tττγ

ττ )
2n−1

) 4n−1
2n−1

, γ̃ττ (λn) = γττ
(
1− λn (Tττγ

ττ )
2n−1

) 4n
1−2n

. (3.83)
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To identify the variational principle of the deformed theory, we demand that δI(λ) can be

written in terms of λ-dependent sources and expectation values as

δI(λ) =

∫
dτ
√
γ

(
1

2
Tττ (λ)δγ

ττ (λ) +O(λ)δΦb(λ)

)
. (3.89)

Following the same procedure as in the previous example with Mλ(Tττ , γ
ττ ), we find the

sources and expectation values transform as

γττ (λ) = γττ (0) (1 + 2λO(0))2 , Tττ (λ) = Tττ (0) (1 + 2λO(0))2 ,

Φb(λ) = Φb(0)− 2λT (0) , O(λ) = O(0)

1 + 2λO(0)
,

(3.90)

which satisfy

δI(λ) = δI(0)− 2λδ

(∫
dτ
√
γO(0)Tττ (0)γ

ττ (0)

)
. (3.91)

The λ-dependent sources and expectation values (3.90) describe the full solution for the bulk

JT gravity fields, which corresponds to performing a TT -like deformation of the 1d boundary

theory. As in the analogous deformation of 3d gravitational Chern-Simons reviewed in section

3.2.2, we note that the result can be interpreted as a linear mixing of sources and expectation

values, although in this case each source becomes a function of the dual expectation value

for a different operator – for instance, the metric becomes dependent on the field O which

is dual to the dilaton Φb.

3.4 TT -deformed boundary conditions in BF theory

In the previous section, we have seen that the interpretation of a boundary TT deformation

in JT gravity is a particular λ-dependent mixing (3.90) of the metric γττ , dilaton Φb, and

their dual operators. Since JT gravity can also be written in BF variables, there must be an

analogous interpretation of the boundary TT deformation. The goal of the current section

is to make this BF interpretation explicit.

Because BF gauge theory is topological, all of the dynamics of the theory occur at the

boundary. As a result, the choice of boundary term – and the variational principle – is an

important input for defining the theory. We consider TT -type deformations for two choices of
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boundary terms: one which gives a variational principle analogous to that of the JT gravity

theory and one whose boundary theory is the Schwarzian.

3.4.1 Deformation with JT-type boundary term

First, we will determine the choice of boundary term in BF theory, which gives a variational

principle most analogous to that of the JT gravity theory. We saw in (3.88) that the on-shell

variation of the JT gravity action is

δI
∣∣∣
on-shell

=

∫

∂M2

dτ
√
γ

(
1

2
Tττ δγ

ττ +O δΦb

)
. (3.92)

This boundary term vanishes if we fix the value of the (inverse) metric γττ and the dilaton

Φb at the boundary. The operators dual to the metric and dilaton are the boundary stress

tensor Tττ and the operator O, respectively.

On the other hand, the variation of the BF action IBF = −i
∫
M2

Tr(ϕF ) was given in

(3.53) as

δIBF

∣∣∣
on-shell

= −i
∫

∂M2

dτ Tr (ϕδAτ ) . (3.93)

We parameterize the BF theory fields in terms of SL(2,R) generators as

Aµ(x) = e+µ (x)L+ + e−µ (x)L− + ωµ(x)L0 , ϕ(x) = ϕ+(x)L+ + ϕ−(x)L− + ϕ0(x)L0 ,

(3.94)

Note that we use the notation L+ for L1 and L− for L−1. In terms of the functions appearing

in this expansion, the boundary term (3.93) is

δIBF

∣∣∣
on-shell

= −i
∫

∂M2

dτ

(
1

2
ϕ0δωτ − ϕ+δe−τ − ϕ−δe+τ

)
. (3.95)

The asymptotic values of the expansion coefficients e±τ in the BF fields are interpreted as

the einbein for the one-dimensional boundary theory. These fields are the BF analog of the

boundary metric γττ . Likewise, the boundary value of the BF variable ϕ0 is proportional to

the boundary dilaton Φb in JT variables.

Thus we see that the näıve BF action, without any added boundary term, corresponds to

a different variational principle than that of JT gravity. For the variation (3.95) to vanish,
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we must fix the boundary values of e±τ (which corresponds to fixing the boundary metric) but

not the boundary value of ϕ0; rather the asymptotic value of ωτ is held fixed. In JT gravity

language, this corresponds to a variational principle where the value of the dual operator O

is held fixed, but the boundary dilaton Φb is free to vary.

We can, of course, modify the BF variational principle by adding an appropriate boundary

term. Suppose that we choose the BF action to be

I = IBF + Ibdry , Ibdry =
i

2

∫

∂M2

d2x
√
g nµ∂

µ
(
ϕ0ωτ

)
, (3.96)

where nµ is a unit normal vector in the radial direction. The corresponding contribution to

the boundary variation is

δIbdry =
i

2

∫

∂M2

dτ
(
ωτδϕ

0 + ϕ0δωτ
)
. (3.97)

This cancels the ϕ0δωτ term appearing in (3.93). The total boundary variation is now

δI
∣∣∣
on-shell

= i

∫

∂M2

dτ

(
1

2
ωτ δϕ

0 + ϕ+δe−τ + ϕ−δe+τ

)
. (3.98)

Demanding that this boundary term vanish leads us to a variational principle where e±τ and

ϕ0 are held fixed at the boundary. This is the direct BF theory analog of the variational

principle in JT gravity, where the boundary metric and dilaton are held fixed, so we will

refer to this choice as “JT-type boundary conditions.”

We now wish to identify the modification of these JT-type boundary conditions, which

corresponds to a TT -like deformation of the dual (0 + 1)-dimensional theory. There are two

ways one might identify the appropriate form of the deforming operator. One way is to

dimensionally reduce the TT operator written in 3d Chern-Simons variables, which takes

the form f− ∧ f+ as reviewed in section 3.2.2. Recall that, in Chern-Simons language,

the operators fa are dual to the boundary vielbeins ea, and, therefore, the fa contain the

boundary stress tensor. Upon such a reduction, one component of f reduces to the one-

dimensional stress tensor Tττ , which is dual to the boundary einbein eτ . Since the component

of the metric in the direction along which we reduce is identified with the field ϕ0, the other

component of f reduces to the operator dual to ϕ0, which is ωτ . Therefore, the dimensional
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reduction instructs us to deform the boundary action by an operator constructed from the

combination Tττωτ (contracted with the appropriate einbein factors to yield a quantity which

is a scalar under diffeomorphisms).

The other way to identify the deforming operator is by using the combination OT , which

defines the TT deformation in JT variables and converts all expressions to BF variables. We

now carry out this procedure and demonstrate that it produces an operator of the schematic

form Tττωτ suggested by dimensional reduction. The (Hilbert) definition of the boundary

stress tensor is

Tττ = −
2√
γττ

δI

δγττ

= − 2√
γττ

(
δI

δe+τ

δe+τ
δγττ

∣∣∣
e−τ

+
δI

δe−τ

δe−τ
δγττ

∣∣∣
e+τ

)
. (3.99)

The map from the metric γττ to the boundary BF fields e±τ is simply

γττ = −4e+τ e−τ , γττ = − 1

4e+τ e
−
τ

. (3.100)

Note that, according to our conventions (3.56), the relative minus sign in the definition

(3.100) of γττ is required to have a positive-definite worldline metric since

e+τ e
−
τ =

1

4

(
ie1τ − e2τ

) (
ie1τ + e2τ

)
= −1

4

((
e1τ
)2

+
(
e2τ
)2)

. (3.101)

Thus, the derivatives appearing in the stress tensor can be written as

δe+τ
δγττ

∣∣∣
e−τ

=
1

(γττ )2
· 1

4e−τ
= − e+τ

γττ
,

δe−τ
δγττ

∣∣∣
e+τ

=
1

(γττ )2
· 1

4e+τ
= − e−τ

γττ
. (3.102)

Meanwhile, from (3.98) we see that δI
δe+τ

= iϕ− and δI
δe−τ

= iϕ+. So, the stress tensor is

Tττ =
2i√
γττ

(
ϕ− · e

+
τ

γττ
+ ϕ+ · e

−
τ

γττ

)
, (3.103)

and its trace is

T = Tττγ
ττ =

i√
−e+τ e−τ

(
e+τ ϕ

− + ϕ+e−τ
)
. (3.104)
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Next, we express the operator O dual to the dilaton in BF variables. Using the map

Φ = − i
4
ϕ0 , (3.105)

one has from (3.86) that

O =
1√
γ

δI

δΦb

=
2i√
−e+τ e−τ

δI

δϕ0

= − 1√
−e+τ e−τ

ωτ . (3.106)

We conclude that, in BF variables, the combination which corresponds to a boundary TT

deformation is

OT =
i

e+τ e
−
τ

(
e+τ ϕ

− + ϕ+e−τ
)
ωτ . (3.107)

As claimed, this matches the expectation described above from dimensionally reducing the

boundary deformation of 3d Chern-Simons.

Now that we have identified the appropriate TT operator for a boundary deformation

of our BF theory, we will apply the deformation and study the resulting modified boundary

conditions. To do this, we promote the sources ϕ0 and e±τ to λ-dependent quantities and

attempt to solve for the λ dependence. The boundary variation now takes the form

δI(λ)
∣∣∣
on-shell

= i

∫

∂M2

dτ

(
1

2
ωτ δϕ

0(λ) + ϕ+δe−τ (λ) + ϕ−δe+τ (λ)

)
. (3.108)

As we discussed around (3.27), there are näıvely two ways to deform the boundary action:

we can either deform the combined action (3.108) which already includes a boundary term,

or we can deform the action without the boundary term which includes variations of both

the sources and expectation values. Here, we will take the latter strategy. Without the

boundary term, the full variation of the action is

δIBF(λ) = i

∫

∂M2

dτ

(
1

2
(δωτ )ϕ

0(λ) +
1

2
ωτ (δϕ

0(λ)) + (δϕ+)e−τ (λ) + ϕ+(δe−τ (λ)) (3.109)

+ (δϕ−)e+τ (λ) + ϕ−(δe+τ (λ))

)
. (3.110)
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We will re-scale our flow equation by a factor of −1
4
for convenience, writing

∂IBF

∂λ
= −1

4

∫

∂M2

√
γττ dτ OT = i

∫

∂M2

√
γττ dτ

1

(−4e+τ e−τ )
(
e+τ ϕ

− + ϕ+e−τ
)
ωτ . (3.111)

This implies that the variation of the action also satisfies the flow

∂(δIBF(λ))

∂λ
= −1

4

∫

∂M2

dτ δ(OT
√
γττ )

= i

∫

∂M2

dτ δ

[√
γττ

1

(−4e+τ e−τ )
(
e+τ ϕ

− + ϕ+e−τ
)
ωτ

]
.

(3.112)

We impose the variational principle that, at any point along the TT flow, the λ-dependent

expressions for the sources e±τ (λ) and ϕ0(λ) are held fixed. In particular, this means that

δe±τ (λ) = 0 and thus no terms are generated on the right side of (3.112) from δ acting on

e±τ or on
√
γττ . Likewise, the terms involving the variations of these sources in (3.109) also

vanish. We then take the λ derivative of the surviving terms in (3.109) and set the result

equal to the right side of (3.112) to obtain

i

∫

∂M2

(e(λ) dτ)
1

e(λ)

(
1

2
δωτ

∂(ϕ0(λ))

∂λ
+ δϕ+∂(e

−
τ (λ))

∂λ
+ δϕ−∂(e

+
τ (λ))

∂λ

)

= i

∫

∂M2

(e(λ) dτ)
1

e(λ)2
((
e+τ (λ) δϕ

− + e−τ (λ) δϕ
+
)
ωτ +

(
e+τ (λ)ϕ

− + e−τ (λ)ϕ
+
)
δωτ
)
.

(3.113)

To ease notation we have defined e(λ) =
√
−4e+τ (λ)e−τ (λ), so that γττ (λ) = e(λ)2, and we

have multiplied and divided by e(λ) on the left side. We can now read off the differential

equations for the λ-dependent sources from (3.113), finding

∂(ϕ0(λ))

∂λ
=

2

e(λ)

(
e+τ (λ)ϕ

− + e−τ (λ)ϕ
+
)
,

∂(e−τ (λ))

∂λ
=

1

e(λ)
e−τ (λ)ωτ ,

∂(e+τ (λ))

∂λ
=

1

e(λ)
e+τ (λ)ωτ . (3.114)

We note that these differential equations imply that the ratios

ê =

√
−e

+
τ

e−τ
, ê−1 =

√
−e

−
τ

e+τ
(3.115)
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do not flow with λ:

∂(ê2)

∂λ
= −(∂λe

+
τ )e

−
τ − (∂λe

−
τ )e

+
τ

(e−τ )
2

= −e
+
τ e

−
τ ωτ − e−τ e+τ ωτ
e (e−τ )

2

= 0 . (3.116)

Since e+τ
e
= 1

2
ê and e−τ

e
= 1

2
ê−1, we can write the flow equations as

∂(ϕ0(λ))

∂λ
=
(
êϕ− + ê−1ϕ+

)
,

∂(e−τ (λ))

∂λ
=

1

2
ê−1ωτ ,

∂(e+τ (λ))

∂λ
=

1

2
êωτ .

(3.117)

Because the right sides of the three differential equations in (3.117) are independent of λ,

they can be trivially solved to find

ϕ0(λ) = ϕ0(0) + λ
(
êϕ− + ê−1ϕ+

)
,

e+τ (λ) = e±τ (0) +
λ

2
ê−1ωτ ,

e−τ (λ) = e±τ (0) +
λ

2
êωτ . (3.118)

Replacing hatted quantities with the original variables, we conclude

ϕ0(λ) = ϕ0(0) +
2λ

e(0)

(
e+τ (0)ϕ

− + e−τ (0)ϕ
+
)
,

e±τ (λ) = e±τ (0) +
λ

e(0)
e±τ (0)ωτ . (3.119)

The rotated sources (3.119) define the full solution to the TT flow at finite λ. Similarly to

the case of 3d Chern-Simons variables, the TT deformation of 2d BF theory corresponds to

a linear mixing of the expectation values ϕ± and ωτ into the sources e±τ and ϕ0. We reiterate

that the variational principle remains unchanged along the TT flow; the new λ-dependent

source fields e±τ (λ) and ϕ0(λ) remain fixed at the boundary at any λ. The expressions for

these sources in terms of the sources in the undeformed theory are modified according to

(3.119). Note that we have chosen to solve the flow equation for the action IBF without the
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boundary term. To complete the solution and ensure the correct variational principle, we

must go back and add a λ-dependent boundary term Ibdry(λ) which takes the same form as

that given in (3.96) except with ϕ0 replaced by ϕ0(λ) as in (3.118).

Although this result is morally analogous to the mixing of sources and expectation values

in the 3d Chern-Simons context, we briefly comment on two superficial differences. The first

is that, in the Chern-Simons context reviewed in section 3.2.2, both the variation of the action

δS = 1
4πG

∫
∂M3

εabf
a ∧ δeb and the TT deformation Sf+f− = 1

32π2G2

∫
∂M3

f− ∧ f+ are written

as integrals of differential two-forms, and therefore the integrals do not contain any measure

factors. However, in our deformation, we have chosen to write the deforming operator OT

as a scalar rather than as a one-form. Since the variation of the on-shell action (3.98) is

written as the integral of a boundary one-form rather than a scalar, our solution (3.119)

to the flow equation must introduce extra factors of e to compensate for the difference in

measure between the two integrals. No such measure factors appeared in the solution to the

Chern-Simons flow. In principle, the presence of such λ-dependent factors could have spoiled

the conclusion that the TT flow generates only a linear mixing of sources and expectation

values, rather than some more complicated behavior. However, as we saw in (3.117), only

certain λ-independent combinations enter the flow equation, so the simple linear form of the

solution is preserved.

The second difference is that, in the Chern-Simons context, each source eai became a

function of its dual expectation value fai . In the BF theory solution, however, each source field

became a function of the dual expectation value for a different field. From the perspective of

dimensional reduction, this difference simply arises because we have split the two-dimensional

metric into a one-dimensional metric and a scalar field ϕ0. This splitting causes the dual

operators T and O to appear asymmetrically in the action, even though both expectation

values descend from the two-dimensional stress tensor on the boundary of the Chern-Simons

theory. Therefore the apparent difference that each source rotates into an expectation value

dual to a different operator is merely an artifact of the splitting performed as part of the

reduction.
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To summarize this section, we have found that the addition of the appropriate OT -like

operator in BF variables can be interpreted as a linear mixing of sources and expectation

values, in the same way as the f− ∧ f+ deformation implemented such a linear mixing

in 3d Chern-Simons variables. It is worth pointing out that this feature is fairly generic:

the addition of a double-trace operator constructed out of the expectation values dual to

certain sources should generally correspond to precisely this type of change in boundary

conditions, in which the sources become dependent upon the expectation values. Indeed,

part of the standard lore from AdS/CFT is that the addition of a double-trace operator in

the field theory corresponds to a modification of the boundary conditions for the bulk fields

[162, 163], although this behavior has more often been studied in the case of relevant or

marginal operators rather than irrelevant operators.

By way of analogy, we mention that there is another example where the addition of a

double-trace operator leads to such a linear mixing. Let us return to the context of JT

gravity and consider the operator O dual to the dilaton as defined in (3.86). One could

consider adding a boundary term to the JT gravity Lagrangian of the form

IO2 = µ

∫

∂M2

dτ
√
γττ O

2 . (3.120)

As discussed in [164], the combined on-shell variation of the JT gravity action plus IO2 is

δ(IBF + IO2)
∣∣∣
on-shell

=

∫

∂M2

dτ
√
γττ

(
1

2

(
Tττ − µgττO2

)
δgττ +Oδ (Φ + 2µO)

)
. (3.121)

This corresponds to a variational principle where both the metric gττ and the combination

Φ(µ) = Φ(0) + 2µO (3.122)

are held fixed on the boundary. Of course, this has an identical interpretation as a linear

mixing of the operator Φ into its dual expectation value O. We, therefore, see that the

f− ∧ f+ deformation of 3d Chern-Simons, the OT operator written in 2d BF variables, and

the O2 deformation of JT gravity are all of this qualitatively similar form.
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3.4.2 Deformation with Schwarzian-type boundary term

Although the JT-like boundary conditions considered in the preceding subsection led to an

especially simple modification under a TT -like deformation, these are in some sense not the

most natural boundary conditions to consider in BF theory. For instance, we saw in (3.11)

that the dimensional reduction of 3d Chern-Simons theory produces a BF theory action of

the form

I = −i
∫

M2

Tr (ϕF )− i

2

∮

∂M2

dτ Tr
(
ϕ2
)

≡ IBF + Ibdry , (3.123)

which contains an additional boundary term compared to the bare BF action (3.36) and

where we have introduced a factor of 1
2
by convention. In addition to its emergence from

dimensional reduction, this boundary term is also of interest since it gives rise to a dual

Schwarzian theory on the 1d boundary, as we reviewed in section 3.3.1. We would, therefore,

like to study the TT deformation of the theory with this choice of boundary term as well.

First, it is instructive to see what variational principle this additional boundary term

yields in the undeformed case. We have already seen that the on-shell variation of the first

term IBF gives

δIBF

∣∣∣
on-shell

= i

∫

∂M2

dτ Tr (ϕδAτ ) , (3.124)

which means that the combined boundary variation including contributions from both the

bulk and boundary terms is

δI
∣∣∣
on-shell

=
i

2

∫

∂M2

dτ Tr (ϕ δAτ − ϕ δϕ) . (3.125)

This boundary variation will vanish if we demand that the value of the one-form Aµ on

the boundary is equal to the combination ϕ dτ where dτ is the one-form appearing in the

boundary length element. We write this condition as

Aτ
∣∣
bdry

= ϕ
∣∣
bdry

. (3.126)
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After imposing this condition, the boundary term can be written as

Ibdry = −
i

2

∫

∂M2

dτ Tr(A2
τ ) . (3.127)

On the other hand, the equation of motion F = 0 requires that Aµ is pure gauge and can be

written as

Aµ = g−1∂µg (3.128)

for some group element g ∈ SL(2,R). This means that the boundary term (3.127) becomes

Ibdry = −
i

2

∫

∂M2

dτ Tr
(
(g−1∂µg)(g

−1∂µg)
)

= − i
2

∫

∂M2

dτ gij(x) ẋ
iẋj , (3.129)

where in the last step we have introduced coordinates xi(t) on the three-dimensional group

manifold M = SL(2,R) and the canonical metric gij on M . The equivalence of the two lines

of (3.129) is a standard result concerning the Cartan metric tensor on a Lie group G which

is induced by the Killing form on the Lie algebra g of G.

We, therefore, see that, with the choice of boundary term appearing in (3.123), the BF

theory has a boundary degree of freedom whose dynamics are described by the theory of a free

particle moving on the SL(2,R) group manifold. This theory is equivalent to the Schwarzian

theory in its usual presentation [165, 166], so this derivation provides a complementary way

to see that BF gauge theory is dual to the Schwarzian, although in a somewhat different

language than that used in section 3.3.1.

We now turn to the issue of TT deforming these boundary conditions and, by extension,

the dual 1d theory. We first note that the procedure we followed in the case of JT-type

boundary conditions will not work here because we have modified the variational principle

of the theory. In section 3.4.1, since the value of the boundary field ϕ0 was held fixed at the

boundary, we were free to define the operator O dual to ϕ0 as in (3.106) and then construct

the deformation OT . However, with our Schwarzian-type boundary conditions, the value of

ϕ0 is not held fixed to some constant value at the boundary but is rather related to the value
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of Aτ via (3.126), and Aτ is viewed as a boundary degree of freedom. We cannot define the

operator O in the same way and must identify a suitable replacement for O in some other

way.

We propose that the correct scalar which replaces O for this choice of boundary conditions

is the Lagrangian itself. To motivate this choice, we must take a brief detour and explain a

rewriting of the TT deformation for (0 + 1)-dimensional theories, which will appear in the

next chapter.

We now recall certain facts about the dimensional reduction of the TT operator from

(1+1) dimensions to (0+1) dimensions. We follow the discussion in [115], where these results

first appeared. The flow equation (1.16) determines a one-parameter family of Lagrangians

L(λ) with the initial condition that L(0) matches the CFT Lagrangian L0. We note that λ

has length dimension two, which means that there is an effective energy scale Λ set by

Λ =
1√
λ
. (3.130)

Because the seed theory was conformal and hence had no dimensionful parameters, in the

deformed theories, the quantity Λ is the only scale in the problem. This means that an

infinitesimal change in Λ is equivalent to an infinitesimal scale transformation of the theory,

and on general grounds, we know that the response of the action I(λ) =
∫
d2xL(λ) to such a

scale transformation is controlled by the trace of the stress tensor. We therefore have

Λ
d

dΛ
I =

∫
d2xT µµ . (3.131)

On the other hand, by comparing to equation (1.16), we see that by definition the response

of the action S(λ) to a change in λ is given by the integral of the TT operator. That is,

Λ
d

dΛ
I =

1√
λ

d

d
(

1√
λ

)I

= −2λ
∫
d2x

(
T µνTµν −

(
T µµ

)2)
. (3.132)

We therefore conclude

T µµ = 2λ
((
T µµ

)2 − T µνTµν
)
, (3.133)
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according to our normalization of TT . We emphasize that this relationship, namely the trace

flow equation, between the components of the stress tensor, holds at any point along the

trajectory of TT -flow without imposing any equations of motion or conservation equations.

We may solve (3.133) for a component of the stress tensor and use the resulting equation to

eliminate this component in the definition of the deformation.

Suppose our 2d theory has coordinates x and t, where we take x to parameterize a

circular direction. We wish to dimensionally reduce along this circle to determine an effective

deformation in the resulting (0+ 1)-dimensional theory. To do this, it is natural to solve for

the spatial component Txx. Writing out both sides of (3.133) in components yields

T xx + T tt = 2λ
((
T xx + T tt

)2 −
(
T xxTxx + 2T xtTxt + TttTtt

))
, (3.134)

which can be solved to find

T xx =
T tt + 4λT xtTxt
−1 + 4λT tt

. (3.135)

To dimensionally reduce, we assume that the mixed component Txt of the stress tensor

vanishes. We would then like to replace the spatial component T xx and write a flow equation

that depends only on the “stress scalar” T ≡ T tt for the (0 + 1)-dimensional theory. After

replacing T xx and setting Txt = 0 in this way, the flow equation for the Lagrangian becomes

∂L(λ)

∂λ
=

((
T tt

−1 + 4λT tt

)2

+
(
T tt
)2 −

(
T tt +

T tt
−1 + 4λT tt

)2
)

=
(T tt )

2

1
2
− 2λT tt

. (3.136)

We now assume that T ≡ T tt is independent of the spatial coordinate x and perform the

integral over the x circle. This will introduce an irrelevant length factor, which can be

scaled away. The result is a deformation for the action of the (0 + 1)-dimensional quantum

mechanics theory:

∂I

∂λ
=

∫
dt

T 2

1
2
− 2λT

. (3.137)
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Interpreting the Euclidean Lagrangian as the Hamiltonian4, we can evaluate (3.137) in an

energy eigenstate |n⟩ to find

∂⟨n |H |n⟩
∂λ

=
(⟨n |H |n⟩)2

1
2
− 2λ⟨n |H |n⟩ , (3.138)

or more simply writing En for ⟨n |H |n⟩,

∂En
∂λ

=
E2
n

1
2
− 2λEn

. (3.139)

This differential equation has the familiar solution from the introduction in section 1.3

En(λ) =
1−

√
1− 8λE

(0)
n

4λ
. (3.140)

We note in passing that, for free kinetic seed theories of the form we are interested in

here, both the deformed Hamiltonian and the deformed Lagrangian have a similar square

root form (3.140). Beginning from a generic non-linear sigma model with the Lagrangian

L =
1

2
Gµν(X)ẊµẊν , (3.141)

the Hamiltonian is given by

H =
1

2
Gµν(X)pµpν . (3.142)

Under the TT -deformation, the Hamiltonian becomes

Hλ =
1−

√
1− 4λGµν(X)pµpν

4λ
. (3.143)

The deformed (Lorentzian) Lagrangian is recovered by Legendre transformation from the

deformed Hamiltonian:

Lλ = pµẊ
µ −Hλ =

√
1 + 4λGµν(X)ẊµẊν − 1

4λ
. (3.144)

Thus, both Hλ and Lλ are determined by a square root-type function of their undeformed

values, up to sending λ→ −λ, which changes the operator driving the flow by a sign.

4In our conventions, I =
∫
dτ H, the Hamiltonian is equivalent to the Euclidean Lagrangian, although the

Hamiltonian is written in terms of canonical momenta pµ rather than Ẋµ. This agrees with the conventions

of [115], but differs from the common convention H(Xµ, pµ) = −LE(X
µ, Ẋµ).
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Next, one can define the (Euclidean) Hilbert stress tensor associated with I via

T (Hilb) = − 2√
gττ

δI

δgττ
= H − 2

∂H(gττ )

∂gττ

∣∣∣
gττ=1

. (3.145)

We note that this is a variation with respect to the worldline metric gττ , not to be confused

with the target-space metric gij(x) appearing in (3.129). The expression (3.145) for T (Hilb)

simplifies in the case of TT deformations of seed theories, which are “purely kinetic” in

the following sense. Suppose that we begin with an undeformed Hamiltonian H0 with the

property that, when H0 couples to worldline gravity, it takes the form

H0(g
ττ ) = gττH , (3.146)

where H ≡ H0(g
ττ = 1) is some expression which is independent of the worldline metric.

For instance, H = gij(x)ẋ
iẋj in (3.129). Under the TT flow (3.145), the deformed theory

H(λ) will also only depend on the worldline metric through the combination gττH. For such
theories, the Hilbert stress tensor is

T (Hilb) = H(λ)− 2
∂H

∂H0

∂H0(g
ττ )

∂gττ

∣∣∣
gττ=1

= H(λ)− 2H∂H
∂H . (3.147)

In particular, substituting the explicit solution (3.140) for a TT -like flow into (3.147) and

multiplying by H itself, one can compute the combination

HT (Hilb) = H

(
H − 2H0

∂H

∂H0

)

= −
(√

1− 8λH0 − 1
)2

16λ2
√
1− 8λH0

. (3.148)

On the other hand, substituting the same solution (3.140) into the definition of the deforming

operator in (3.137) gives

H2

1
2
− 2λH

=

(√
1− 8λH0 − 1

)2

8λ2
√
1− 8λH0

. (3.149)

Thus, we find that for purely kinetic seed theories one has the equivalence

HT (Hilb) = −1

2

(
H2

1
2
− 2λH

)
. (3.150)
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Up to a constant rescaling, we can, therefore, view the TT flow as being driven by the

combination HT (Hilb). We will refer to this as the HT deformation for simplicity. This

therefore suggests that the replacement for the operator O in the OT deformation is the

Hamiltonian (or Euclidean Lagrangian) itself, since the object T ≡ Tττγ
ττ defined in (3.99)

corresponds to the Hilbert stress tensor T (Hilb).

We now demonstrate explicitly that the proposed deformation yields the expected square

root form of the solution for the boundary action. After coupling the boundary action (3.127)

to worldline gravity, one has

Ibdry = −
i

2

∫

∂M2

√
gττ dτ g

ττ Tr(A2
τ ) . (3.151)

This is a seed theory of purely kinetic form since H0 = gττ Tr(A2
τ ) = gττH. We make an

ansatz for the finite-λ deformed (Euclidean) Lagrangian as

Ibdry(λ) = −
i

2

∫

∂M2

dτ
1

λ
f(λH) . (3.152)

The Hilbert stress tensor at finite λ is therefore given by

T (Hilb) =
1

λ
(f(λH)− 2λHf ′(λH)) . (3.153)

Substituting this into the flow equation ∂λH(λ) = H(λ)T (Hilb), we then find

λHf ′(λH)− f(λH) = f(λH) (f(λH)− 2λHf ′(λH)) , (3.154)

which has the solution

f(λH) = 1

2

(√
1 + 4λH− 1

)
. (3.155)

The deformed boundary action is therefore

Ibdry(λ) = −
i

2

∫

∂M2

dτ
1

2λ

(√
1 + 4λTr(A2

τ )− 1
)
, (3.156)

as expected.

We would also like an interpretation of this HT deformation in terms of a rotation

between sources and expectation values, as we had in the case of the OT deformation of
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section 3.4.1. However, with this choice of boundary conditions, such an interpretation is

somewhat obscured because the two objects in the product HT are not both expectation

values dual to some sources, as the objects O and T were in the case of JT-type boundary

conditions. One partial interpretation is the following. The flow equation induced by HT

can be written as

∂H

∂λ
= H2 − 2H

∂H(gττ )

∂gττ

∣∣∣
gττ=1

. (3.157)

This equation is functionally similar to the inviscid Burgers’ equation determining the cylin-

der energy levels of a TT -deformed QFT in two dimensions from this thesis’ introduction

(1.39). As mentioned in the introduction of this thesis, this has the interpretation that the

energy eigenstates of the deformed theory see a cylinder with an effective energy-dependent

radius.

The analogous manipulation of (3.157) is to ignore the H2 term on the right side. This is

harder to justify, but we will return to this assumption in a moment. The resulting equation

is

∂H

∂λ
= −2H∂H(gττ )

∂gττ

∣∣∣
gττ=1

, (3.158)

which again has the implicit solution

H(gττ , λ) = H(gττ − 2λH(gττ , λ), 0) . (3.159)

The interpretation of (3.159) is very similar to that of the solution to the TT flow for 3d

Chern-Simons theory reviewed in section 3.2.2. In that case, the solution for the deformed

boundary vielbein is

eai (λ) = eai (0) +
λ

8πG
fai . (3.160)

Here eai is the source that determines the metric, and fai is the operator dual to eai , which is

related to the boundary stress tensor. Note (3.160) represents a rotation from the undeformed

metric (controlled by eai (0)) to a deformed metric (determined by eai (λ)) which is a function

of the stress tensor. But a stress-tensor-dependent (or Hamiltonian-dependent) metric is

exactly what we see in the implicit solution (3.159).
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Although this is an appealing interpretation, it is obstructed by the presence of the H2

source term in (3.157). The full interpretation of this flow equation may involve simultane-

ously introducing a Hamiltonian-dependent metric and allowing another source-like quantity

to depend on its dual expectation value. The identity of this other source-like quantity is

not obvious since it seems that the metric and its dual stress tensor are the only pair of such

fields that remain.

In our case, the stress tensor has only a single component, so this proposal reduces to

the statement that the (Euclidean) Lagrangian LE = H is dual to T . If so, our deforming

operator HT might admit an interpretation as a product of two expectation values dual

to sources, with the first dual to the stress tensor and the second dual to the metric. In

analogy with the OT deformation of section 3.4.1, one might expect this deformation to

simultaneously introduce linear λ-dependence of the stress tensor on the Hamiltonian and

dependence of the metric on the stress tensor.

We conclude this section by offering two interpretations of the deformation in the case

of Schwarzian-type boundary conditions.

The first interpretation is motivated by the fact that a TT deformation of the boundary

theory of 3d Chern-Simons is seen as replacing the field eai appearing in the expansion of

Aµ with a λ-dependent version eai (λ). That is, the deformation corresponds to replacing the

Chern-Simons gauge field Aµ with some Aµ(λ). This can be viewed as a field redefinition

from an undeformed gauge field to a deformed gauge field.

Similarly, in the case of BF gauge theory with Schwarzian-type boundary conditions, we

see that the boundary action for Aτ has been modified by making the replacement

Tr(A2
τ ) −→

1

2λ

(√
1 + 4λTr(A2

τ )− 1
)
. (3.161)

We may, of course, interpret this replacement by defining an effective λ-dependent gauge field

Aτ (λ), which satisfies Tr(Aτ (λ)
2) = 1

2λ

(√
1 + 4λTr(Aτ (0)2)− 1

)
. From this perspective,

the functional form of the boundary action

Ibdry(λ) = −
i

2

∫

∂M2

dτ Tr(Aτ (λ)
2) (3.162)
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remains unchanged, but it appears different when we express the Lagrangian in terms of the

undeformed gauge field Aτ (0), which yields

Ibdry(λ) = −
i

2

∫

∂M2

dτ
1

2λ

(√
1 + 4λTr(Aτ (0)2)− 1

)
, (3.163)

as before.

In the above discussion, we assumed that the boundary condition (3.126) relating Aτ

to ϕ on the boundary did not flow with λ. That is, the gauge field Aτ underwent a field

redefinition, but its relationship with ϕ was unmodified. However, a second interpretation

is that the TT flow modifies the relationship between these fields.

To see this, we again consider the deformed Euclidean Lagrangian (3.163). Rather than

thinking of this as an action defining a one-dimensional theory in isolation, suppose we

consider the bulk theory with this choice of boundary term as

I = IBF + Ibdry

= −i
∫

M2

Tr (ϕF )− i

4λ

∫

∂M2

dτ
(√

1 + 4λTr(A2
τ )− 1

)
. (3.164)

The combined on-shell variation is

δI
∣∣∣
on-shell

= i

∫

∂M2

Tr

(
ϕ δAτ −

Aτ δAτ√
1 + 4λTr(A2

τ )

)
. (3.165)

This boundary term vanishes if we impose

ϕ
∣∣∣
bdry

=
Aτ√

1 + 4λTr(A2
τ )

∣∣∣
bdry

, (3.166)

which is a λ-dependent modification of (3.126). We, therefore, see that we can either interpret

the boundary deformation as (1) redefining Aτ to Aτ (λ) while leaving the boundary condition

unchanged, or (2) leaving the field Aτ unchanged but modifying the boundary condition

which relates Aτ to ϕ.

3.4.3 Reducing the boundary graviton to TT -deformed Schwarzian

We can also make contact with the TT -deformed Schwarzian quantum mechanics from the

dimensional reduction of the boundary graviton action we found in chapter 2. Beginning
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from (2.75), we force (f(x, t), f̄(x, t)) = (f(x), f̄(x)) and set the left-movers equal to the

right-movers f(x) = f̄(x) to obtain

I =
1

32πG

∫

∂M3

d2x

[
if ′ḟ − if ′

ḟ

− 4

√
1− 1

2
rc(f ′2 + f

′2
) + 1

16
r2c (f

′2 − f ′2
)2 − 1

rc

]
+ higher derivs.

∣∣∣∣
d2x=dx,f=f̄

=
1

32πG

∫

∂M2

dx

[
−4
√

1− rcf ′2 − 1

rc

]
+ higher derivs.

=
1

8πGrc

∫

∂M2

dx
(
1−

√
1− rcf ′2

)
+ higher derivs.

(3.167)

To relate this to the Schwarzian theory, define the following field redefinition from [114]

F ′(x) = ef(x) (3.168)

which yields

{F (x), x} = f ′′(x)− 1

2
f ′(x)2. (3.169)

For constant f ′, then f ′′ = 0 so

f ′(x)2 = −2{F (x), x} . (3.170)

Therefore (3.167), up to higher Schwarzian derivatives, becomes

I =
1

8πGrc

∫
dx
(
1−

√
1 + 2rc{F (x), x}

)
(3.171)

which is identical to what [117] found provided that we identify rc = ε2 and 1
8πG

= ϕr.

3.5 Gravitational BF Wilson lines

To complete our study of Wilson lines in low dimensional gravity, we conclude by investi-

gating Wilson lines and their correlators in BF theory under the TT deformation.

We first study the boundary spectrum of the BF theory under the TT deformation. In the

undeformed theory, between the two classes of irreducible representations of the gauge group
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SL(2,R) with normalizable characters [72], the principal series dominates over the discrete

series. This domination leads to the spectrum of the Schwarzian theory and matches with

the result from the metric formalism of JT gravity.

Following the same treatment in the deformed BF theory, we find the principal series re-

mains dominant compared to the discrete series below the Hagedorn transition temperature,

defined after (3.191). The deformed theory’s dynamics are captured by the TT -deformed

Schwarzian theory. We find that above the Hagedorn transition temperature, the discrete

series dominates over the principal series, implying the boundary theory’s dynamics are no

longer captured by the TT -deformed Schwarzian theory.5 The correct description above the

transition temperature should be some effective field theory that captures the discrete series

contribution. This is consistent with the fact that the deformed partition function of the

Schwarzian theory diverges at the Hagedorn temperature indicating the breakdown of the

deformed Schwarzian description. Our analysis provides a glimpse into what happens across

the Hagedorn transition, and understanding the entire phase diagram is an interesting and

important future direction.

We then move on to study Wilson lines in BF theory. Due to the subtleties mentioned

above, we will only study the correlators of Wilson lines below the Hagedorn transition

temperature where the boundary theory is captured by the deformed Schwarzian theory.

Just as the Wilson line in 3d Chern-Simons is conjectured to transform as a bi-local

primary operator at its endpoints, a Wilson line in 2d BF theory in representation η is also

believed to transform as a bi-local primary operator. We indicate this schematically by

writing

⟨Wη[Cτ1,τ2 ]⟩ ←→ ⟨Oη(τ2)Oη(τ1)⟩ (3.172)

for a boundary-anchored path Cτ1,τ2 on the disk D which intersects the string defect L

mentioned in section 3.3.1 at points τ1 and τ2.

In the context of 3d gravitational Chern-Simons theory, we saw that Wilson line opera-

5See [167, 168] for detailed discussions on the thermodynamics of TT -deformed 1d quantum mechanical
systems.
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tors admitted interpretations from both the bulk perspective and the boundary perspective.

Similar interpretations exist in the case of BF theory. In the 1d boundary theory, we can

view the bi-local operator (3.172) as a two-point function for an operator Oη in some matter

CFT which has been coupled to the Schwarzian theory. From the viewpoint of the 2d bulk,

the Wilson line computes a certain path integral

Wη[Cτ1,τ2 ] ∼=
∫

paths∼Cτ1,τ2
Dx exp

(
−m

∫

Cτ1,τ2
ds

√
gµν

dxµ

ds

dxν

ds

)
(3.173)

involving the action for a probe particle coupled to gravity with mass m2 = η (η − 1) =

−C2(η). The right-hand-side of (3.173) is a functional integral weighted by the point particle

action over all paths x(s) diffeomorphic to Cτ1,τ2 .

3.5.1 Single BF Wilson line

Motivated by (3.173), one notices that the basic building block for constructing the grav-

itational Wilson line in BF theory is the disk partition function [72, 165]. We, therefore,

would like to develop a formulation of the TT deformation, which is convenient for comput-

ing these disk partition functions. We first illustrate this formalism for compact groups and

then generalize to the non-compact group SL(2,R).

To produce the deformed theory whose seed is given by (3.54), we consider deforming

the boundary term
∮
L
du V (ϕ(u)), where V (ϕ(u)) = ν Trϕ2 with a constant ν,

∮

L

du V (ϕ(u)) −→
∮

L

du Vλ(ϕ(u)) , Vλ(ϕ(u)) =
1−

√
1− 8λV (ϕ)

4λ
. (3.174)

To compute the disk partition function with a fixed holonomy g = P exp
(∮

A
)
, we fix

the boundary value of Aτ accordingly such that (3.53) vanishes to guarantee a well-defined

variational principle. It is important to note that the string defect L supporting the potential
∮
du V (ϕ) is arbitrarily close to the boundary, but not actually on the boundary, so that no

new boundary terms appear and spoil the variational principle emphasized in [72].

For a compact group with a generic potential V (ϕ), the disk partition function has been
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computed in [72]. Specializing to the potential Vλ(ϕ) in (3.174), the partition function is

Zλ(g, ν, β) =
∑

R

(dimR)χR(g) exp

(
−βf−

λ

(
νC2(R)

N

))
, (3.175)

where f−
λ

(
νC2(R)
N

)
is the negative branch of the deformed JT gravity’s spectrum [115, 116]

f−
λ

(
νC2(R)

N

)
=

1−
√
1− 8λνC2(R)/N

4λ
, (3.176)

C2(R) is the quadratic Casimir in the representation R, and χR(g) is a character serving

as a wavefunction in canonical quantization. Compared to the formula for a 2d Yang-Mills

partition function [169, 170], the absence of surface area in the exponent in (3.175) shows

that the BF theory is truly topological.

Taking the boundary holonomy g → I, we recover the partition function of the TT -

deformed quantum mechanics describing a particle-on-a-group6

Zλ(I, ν, β) =
∑

R

(dimR)2 exp

(
−βf−

λ

(
νC2(R)

N

))
. (3.177)

We next work out the generalization of the above to non-compact groups following [72]. We

first choose the gauge group to be

GB =
S̃L(2,R)× R

Z
, (3.178)

as in [72]. The identification associated to the quotient Z is given by

(g̃, θ) ∼ (hng̃, θ +Bn) , (3.179)

where g̃ ∈ S̃L(2,R), the universal cover of SL(2,R), θ ∈ R, hn is the n-th element of

Z ⊂ S̃L(2,R), and B ∈ R defines the extension.

The irreducible representations of GB are given by the irreducible representations of

S̃L(2,R) × R which are invariant under the action of elements (hn, Bn), for n ∈ Z, in the

Z subgroup of S̃L(2,R)× R. The irreducible representations of S̃L(2,R) are labeled by two

6See [171] for more detailed discussions of Wilson lines in theories with compact gauge groups.
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quantum numbers η and µ, and the irreps of R are labelled by k ∈ R. The irreducible

representations of GB are given by the irreps of S̃L(2,R)× R satisfying

µ = −Bk
2π

+ p, p ∈ Z . (3.180)

The boundary BF action is modified accordingly to

I = −i
∫

M2

Tr(ϕF )−
∮ β

0

duVλ(ϕ) , (3.181)

where

A = e1P1 + e2P2 + ωP0 +
B2

π2
ARI, ϕ = ϕ1P1 + ϕ2P2 + ϕ0P0 + ϕRI . (3.182)

Motivated by the results of section 3.4.2, we choose the deformed potential Vλ(ϕ) to be

Vλ(ϕ) =
1−

√
1− 8λṼ (ϕ0, ϕ±, ϕR)

4λ

=

1−
√

1− 8νλ
(

1
2
+ 1

4
Tr(2,− π

B )
ϕ2
)

4λ
+O

(
1

B

)
,

(3.183)

where we used that, in the large-B limit, the potential Ṽ (ϕ) in (3.183) is

Ṽ (ϕ0, ϕ±, ϕR) =
ν

2
+
ν

4
Tr(2,− π

B )
ϕ2 +O

(
1

B

)
. (3.184)

By Tr(2,− π
B )

, we mean the trace is taken over the 2-dimensional representation with k = − π
B
.

In the large-B limit, the trace is only over sl(2,R) ⊂ sl(2,R) ⊕ R. For the boundary

conditions, we add a boundary term

i

∮

∂Σ

ϕRAR , (3.185)

and fix the boundary value of ϕR to be k0. The partition function Zk0(g̃, ν, β) that we find is

related to the partition function Z((g̃, θ), νβ) with a fixed holonomy g̃ ∈ S̃L(2,R) and θ ∈ R

via the Fourier transform

Zk0(g̃, ν, β) =

∫ ∞

−∞
dθZ((g̃, θ), ν, β) exp (−ik0θ) . (3.186)

132



We are ready to compute the disk partition function Zk0(g̃, ν, β) with k0 = −i and B →∞
in the deformed theory.

The non-trivial irreducible unitary representations of S̃L(2,R) consist of three types, and

among the three, only the principal unitary series Cµ

η= 1
2
+is

with µ ∈ [−1/2, 1/2] and the

positive/negative discrete series D±
η with η = ±µ > 0 admit a well-defined Hermitian inner

product allowing one to define a density of states given by the Plancherel measure. Taking

the Z quotient fixes exp (2πiµ) = exp (−iBk) (see (3.19) in [72]) and the disk partition

function Z(g, νβ) receive contributions only from the above two types of representations:

Z(g, ν, β) ∝
∫ ∞

−∞
dk

∫ ∞

0

ds
s sinh(2πs)

cosh(2πs) + cos(Bk)
χ(s,µ=−Bk

2π
,k)(g)e

−βf−λ
(

νs2

2

)

+
nmax∑

n=1

1

2π2

(
−Bk

2π
+ n− 1

2

)
χ(g)e−βf

−
λ (

ν
2 ((−

Bk
2π

+n)(1+Bk
2π

−n)− 1
4)) , (3.187)

where the first term is the contribution from the principal series representations, the second

term is the contribution from the discrete series representations, and nmax is a cutoff on the

discrete series representations.

We consider the boundary condition k0 = −i and the limitB →∞ to compute Zk0(g̃, ν, β).

We arrive at important subtleties. In the undeformed theory, the leading order contribution

in this limit comes from the principal series and scales as

1

cosh(2πs) + cos(Bk0)
∼ e−B . (3.188)

The contribution from the discrete series scales as

e−
νβ
2 ((−

Bk0
2π )(1+Bk0

2π
−n)− 1

4) ∼ e−
νβ

8π2B
2

, (3.189)

which is subleading and can be dropped. In the deformed theory, the scaling of the contri-

bution from the principal series remains the same while the scaling of the contribution from

the discrete series can change depending on the sign of the deformation. For λ < 0, we have

e−βf
−
λ (

ν
2 ((−

Bk
2π

+n)(1+Bk
2π

−n)− 1
4)) ∼ e−

βB
4π

√
ν

−λ . (3.190)

Comparing with the suppression exp (−B) from the principal series, we find the principal
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series remains dominant as long as

β

4π

√
ν

−λ > 1 . (3.191)

Consequently, we identify the critical temperature Tc =
1
4π

√
ν
−λ as the temperature for the

Hagedorn transition.

For λ > 0, the function

f−
λ

(
ν

2

((
−Bk0

2π

)(
1 +

Bk0
2π
− n

)
− 1

4

))
(3.192)

becomes complex when B → ∞, so we will not find the desired suppression. We suspect

that the resolution to this issue for λ > 0 is to follow an analysis similar to that of [117],

where including the non-perturbative contribution f+
λ (E) makes the partition function real.

For a non-compact group, which is relevant for JT gravity, the corresponding expression

for the partition function is

Zλ(g, ν, β) =

∫
dR ρ(R)χR(g)e

−βf−λ
(

νC2(R)
N

)
. (3.193)

Here g is the holonomy, R is the representation, χR is the character, and ρ is the density of

states. We note that only the energy flows via f−
λ (E), but the other factors in the integrand

are λ-independent. This result is reminiscent of the expression for the deformed partition

function in terms of an integral transformation involving the undeformed partition function

and kernel discussed in [115, 116] (see also [172] for analogous integral kernel expressions

in 2d theories). We write the principal series portion of the deformed Wilson line in terms

of the un-normalized Wilson line anchored at τ1 and τ2 on the boundary as (schematically

E = νs2

2
)

⟨W (τ1, τ2)⟩λ(g)

=

∫
dhZλ(h, ν, τ21)χ(h)Zλ

(
gh−1, ν, τ12

)

=

∫ ∞

0

ds21ds
2
2 sinh(2πs1) sinh(2πs2)N

s2
s1,η±

e
−
[
τ21f

−
λ

(
νs21
2

)
+τ12f

−
λ

(
νs22
2

)]

=
2∏

i=1

Dyi;λ|yi=τi+1,i

∫
ds21ds

2
2 sinh(2πs1) sinh(2πs2)N

s2
s1,Λ±e

− ν
2 [y1s21+y2s22] ,

(3.194)
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where7 the differential operator Dy;λ, also defined in [4, 116] and later used in chapter 5 to

compute the quenched free energy, is given by the infinite series of y-derivatives as follows8:

e
−τi+1,if

−
λ

(
νs2i
2

)
= e−τi+1,i

∑∞
m=1 cmλ

m(νs2i )
m+1

e−
τi+1,iνs

2
i

2

= e−τi+1,i
∑∞

m=1 cmλ
m(−2∂y)

m+1

∣∣∣∣
y=τi+1,i

e−
νs2i y

2

= Dy;λ|y=τi+1,i
e−

νys2i
2 .

(3.195)

Here τ21 ≡ τ2 − τ1, τ12 ≡ β − τ21 and N s2
s1,η±

are fusion coefficients between two continuous

series representations and a discrete series representation provided in appendix D of [72]:

N s2
s1,η±

=
Γ(η ± is1 ± is2)

Γ(2η)
. (3.196)

3.5.2 Non-intersecting BF Wilson lines and local operators

Additionally, one may also consider other examples. Again with the boundary holonomy g →
I and k0 = −i for n non-intersecting Wilson lines, we write the unrenormalized expression
〈

n∏

i=1

W (τ2i−1, τ2i)

〉
=

∫ ( n∏

i=1

dhi

)(
n∏

i=1

Zλ (hi, ν, τ2i,2i−1) χ̄ (hi)

)
Zλ
(
g (h1 . . . hn)

−1 , ντ1,2n
)

=

∫
ds0ρ(s0)

(
n∏

i=1

dsiρ(si)N
s0
si,η±

)

× e−
[(∑n

i=1 f
−
λ

(
νs2i
2

)
τ2i,2i−1

)
+f−λ

(
νs20
2

)
(β−

∑n
i=1 τ2i,2i−1)

]
,

(3.197)

with

τ2i,2i−1 = τ2i − τ2i−1, i = 1, · · · , n (3.198)

as defined below (3.195), and

τ2n,1 ≡ β − τ21 − · · · − τ2n,2n−1 (3.199)

7τi+1,i ≡ τi+1 − τi. Here, for two-point function, τ32 = β − τ1 + τ2. In general, for n-point function, we

would have τn+1,n = β −∑n−1
i=1 τi+1,i.

8We slightly abuse the notation here. Strictly speaking, we should add an another subscript τi+1,i such
that Dy;τi+1,i;λ = exp(−τi+1,i

∑∞
m=1 cmλm(−∂y)m+1), but since we will then later fix y = τi+1,i, we will drop

the additional subscript τi+1,i.
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is the total boundary length not enclosed by n Wilson lines. Equivalent to the single Wilson

line case (3.194), one may also express (3.197) in terms of a product of the derivative operator

defined in (3.195).

Moreover, it is interesting to consider correlators involving the topological term9 Trϕ2(x),

because they are the zero-length limit of various loop or line operators. This correlator is

equivalent to insertions of the Hamiltonian operator H(x) at different points in the path

integral:
〈
Trϕ2 (x1) · · ·Trϕ2 (xn)

〉
k0

=
(ν
4

)−n
⟨H (x1) · · ·H (xn)⟩k0

= Ξ

∫ ∞

0

dsρ(s)s2ne−
νβs2

2

= (−2)n ∂nνβZk0(νβ) ,

(3.200)

where the partition function is

Zk0(νβ) = Ξ

∫ ∞

0

dsρ(s)e−
νβs2

2 . (3.201)

The divergent factor Ξ = lim
x→1+, n=0

χs,µ(g) is a limit of the character χs,µ(g̃), related to

S̃L(2,R) principal series representations, which arises from summing over all states in each

continuous series irrep η = 1
2
+ is.10 The independence of x1, . . . , xn in the last line of (3.201)

simply reflects the topological nature of the BF theory.

In the B →∞ limit and with k0 = −i, the integral (3.200) is easily evaluated as

〈
Trϕ2 (x1) · · ·Trϕ2 (xn)

〉
k0
∝ 2n+

3
2πΞΓ

(
n+ 3

2

)

(νβ)n+
3
2

1F1

(
n+

3

2
;
3

2
;
2π2

νβ

)
, (3.202)

where 1F1(a; b; z) is the Kummer confluent hypergeometric function defined for n > −1 and

νβ > 0. The disk’s density of states and partition function in JT gravity are the usual

ρ(s) = s sinh(2πs), Zk0(νβ) = Ξ

(
2π

νβ

) 3
2

e
2π2

νβ . (3.203)

In the deformed setting, the integral of concern is

Ξ

∫ ∞

0

dsρ(s)s2ne
−βf−λ

(
νs2

2

)
. (3.204)

9The reason why it is topological can be seen from the Schwinger-Dyson equation [72].

10See [72] for more comments on the divergent factor Ξ.
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A similar integral was also evaluated in [115], but now the deformed correlator

〈
Trϕ2 (x1) · · ·Trϕ2 (xn)

〉
k0,λ

(3.205)

involves νβ′-derivatives of their deformed partition function. We first express the deformed

Boltzmann weight using a kernel K(β, β′) as

e
−βf−λ

(
νs2

2

)
=

∫ ∞

0

dβ′K(β, β′)e−
νβ′s2

2 , (3.206)

so that we can re-express the deformed partition function as [115, 116]

Zk0(β)λ =

∫ ∞

0

dβ′K(β, β′)Zk0(β
′) . (3.207)

The kernel is the inverse Laplace transform of the Boltzmann weight of the deformed theory:

K(β, β′) =
1

2πi

∫ i∞

−i∞
dEe−βf

−
λ (E)+β′E

=
β

√
−8πλ (β′)

3
2

e
(β−β′)2

8β′λ .

(3.208)

Then, for our integral (3.204), we have

Ξ

∫ ∞

0

dsρ(s)s2ne
−βf−λ

(
νs2

2

)

= Ξ

∫ ∞

0

dβ′K(β, β′)

∫ ∞

0

dsρ(s)s2ne−
νβ′
2
s2

= (−2)n
∫ ∞

0

dβ′K(β, β′)∂nνβ′Zk0(νβ
′) .

(3.209)

In other words, one can perform an integral transformation for the undeformed correlators

⟨Trϕ2 (x1) · · ·Trϕ2 (xn)⟩k0 against a kernel (3.208) to obtain the deformed correlators for any

n in principle. Equivalent to the above method (3.209), we also derive a recursion relation.

We denote

⟨X⟩ ≡ Ξ

∫ ∞

0

dsρ(s)Xe
−βf−λ

(
νs2

2

)
(3.210)

and define Fn = ⟨s2n⟩. Then by the linearity of ⟨X⟩, we arrive at

∂βFn = −
〈
s2n

1−
√
1− 4νλs2

4λ

〉
= −Fn

4λ
+

〈√
1− 4νλs2

4λ

〉
,

∂2βFn =

〈
s2n
(
1−
√
1− 4νλs2

4λ

)2
〉

=
1

8λ2
Fn −

ν

4λ
Fn+1 −

1

2λ

〈√
1− 4νλs2

4λ

〉
. (3.211)
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We find

Fn+1 =
−4λ∂2βFn − 2∂βFn

ν
. (3.212)

From this recursion relation (3.212), one obtains

Fn = ν−n(−4λ∂2β − 2∂β)
nF0 , (3.213)

where the deformed disk partition function from [115, 116] is

F0 = Ξ
2πβ√
−νλ

e−
β
4λ

νβ2 + 16π2λ
K2

(
−
√
β2 + 16ν−1π2λ

4λ

)
. (3.214)

Here K2(x) is the modified Bessel function of the second kind and is defined up to the inverse

Hagedorn temperature

βH = 4π

√
−λ
ν
, (3.215)

agreeing with (3.191).

Our analysis leads to a new understanding of the Hagedorn transition in the Schwarzian

quantum mechanics. In the B → ∞ limit, when turning on the TT deformation, the

contribution from the principal series competes with the discrete series. Below the critical

temperature Tc = 1
4π

√
ν
−λ , the principal series remains dominant over the discrete series,

just as in the undeformed theory. Therefore, the effective boundary theory is described by

TT -deformed Schwarzian quantum mechanics. This critical temperature Tc coincides with

the critical temperature TH = 1
βH

of the Hagedorn transition of the Schwarzian quantum

mechanics. In other words, the BF description of JT gravity provides a UV completion which

allows us to understand what happens when crossing the transition temperature TH = Tc:

the discrete series becomes dominant over the principal series, and therefore the boundary

theory is no longer described by the TT deformation of the Schwarzian theory but rather

some other TT -deformed theory associated with the discrete series.

3.6 Conclusion

In this chapter, we have interpreted the dimensionally reduced TT deformation in a 1d

theory from the perspective of its 2d holographic dual, which can be presented as either a
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JT gravity theory or a BF gauge theory.

In BF variables, we saw that the effect of this deformation depends on the boundary

term (and thus the variational principle), which defines the undeformed seed theory. For one

choice of boundary term, we find that a TT -like deformation in the 1d dual causes a rotation

of the sources and expectation values of the 2d BF theory. This matches the expectation

from the analogous deformation of the 3d gravitational Chern-Simons theory, which is dual

to the ordinary 2d TT deformation of a CFT. For the choice of boundary term which yields

the Schwarzian theory as the holographic dual, we find that the TT -like deformation of the

boundary can be expressed in the so-called HT form, where the flow is driven by a product

of the Hamiltonian (or Euclidean Lagrangian) and the corresponding Hilbert stress tensor.

In the bulk, such a deformation can be interpreted either as an asymptotic field redefinition

of the gauge field Aτ , or as a modification of the boundary conditions relating Aτ to the BF

scalar field ϕ.

As we have stressed throughout this thesis, Wilson lines and loops are natural observables

in gauge theories, including the 3d Chern-Simons theory from the last chapter, which is

classically equivalent to AdS3 gravity and the analogous 2d BF gauge theory which repackages

the fields of JT gravity. We computed corrections to the Wilson line and related correlators

induced by a TT deformation on the boundary. In the context of 2d BF theory, the deformed

Wilson lines can be expressed in terms of deformed disk partition functions, and an analysis

of the contributions from the principal and discrete series allows us to identify a critical

temperature which is interpreted as the point of the Hagedorn transition.

We now describe a few interesting directions for future research.

Higher order corrections in λ and c to the quantum AdS3 Wilson line

As alluded to in Section 2.6.2, the deformed AdS3 quantumWilson line is computationally

difficult due to the double expansion in λ and 1
c
and the regularization of the path-ordered

exponential integrals. While we only have considered the leading correction to the quantum

AdS3 Wilson line, at O(λ2c0), it is desirable to systematically study higher-order contribu-

tions at different orders in λ and 1
c
as automated for λ = 0 in Section 5 of [63].
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For instance, when we expand the path-ordered exponential (2.213) toO( 1
c2
) in dimension

2 − ε, one uses the deformed two-loop two-point planar stress tensor correlator (2.2) to

calculate the Wilson line’s loop contributions.11

In general, expanding the path-ordered exponential (2.213) in powers of α(ε)
c
,

⟨Wε[0, z]⟩λ

= z2jN(ε)
∞∑

n=0

(6α(ε))n

cn

∫ z

0

dyn · · ·
∫ y2

0

dy1Fn (z; yn, . . . , y1) ⟨Tzz (yn) · · ·Tzz (y1)⟩λ ,
(3.216)

one can systematically calculate the quantum gravitational Wilson line to any order in λ or

1
c
by using (loop-corrected) deformed n-point planar stress tensor correlators. The tree-level

higher point planar stress tensor correlators were found perturbatively in λ by [88, 94].

Charting the phase diagram of deformed Schwarzian theory

As we found in Section 3.5, below the Hagedorn transition temperature the principal

series dominates over the discrete series in the deformed BF theory, which captures the

TT -deformed Schwarzian theory. However, above the transition temperature, the discrete

series dominates the principal series, which is consistent with the breakdown of the deformed

Schwarzian theory description at and across the Hagedorn transition. One would naturally

expect that, above the Hagedorn transition temperature, the correct effective theory should

correspond to the spectrum of the discrete series from the BF theory. At the critical tem-

perature, the boundary theory should capture the contributions from both the principal

and discrete series since the contributions from the two are comparable at the Hagedorn

temperature. Furthermore, correlation functions in these theories should have the bulk in-

terpretation as correlation functions of Wilson lines. One could then ponder how to find the

correct quantum mechanics that describe these boundary theories at and above the Hagedorn

temperature.

Connecting the 2d Wilson lines with the 3d Wilson lines in the deformed theory

Given the intimate and yet subtle relationship between 2d JT gravity and 3d gravity

11Here 3
2G +1 is the one-loop corrected Brown-Henneaux central charge of the rc = 0 theory following the

renormalization conventions in [1] and µ is an unspecified renormalization parameter.
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[173–176], we expect it is possible to compute the correlation functions involving the Wilson

line in 2d BF theory from the correlators of Wilson lines in the Chern-Simons description

of 3d gravity under the TT deformation. This has been explored in the undeformed theory

by [166, 177, 178]. To study this relation in the deformed theory, one possible direction is

to use the result that the Wilson line in 3d gravity corresponds to a bi-local operator in the

boundary CFT. Then one can turn on the TT deformation in the boundary CFT to study

correlation functions of these bi-local operators on the torus in the same limit studied in

[178], which leads to a Schwarzian sector for any CFT with large central charge c. The TT -

deformed CFT correlation functions on the torus were computed via conformal perturbation

theory in [93]. Determining the deformed correlation functions of 2d Wilson lines from the

correlation functions of bi-local operators [93, 178] is desirable.

The (graded) Poisson sigma model and generalized dilaton (super)gravity

Our work focused on a special case of the most general 2d dilaton gravity theory, namely

JT gravity and its BF theory description. However, one could consider other kinds of models,

such as those listed in the bestiary in Appendix A of [179]. One could then study TT -

deformations of these more general models, as [180] did for a broad class of Maxwell-dilaton-

gravity theories and showed that these theories exhibit the typical square root behavior

for the deformed energy spectrum. Limiting ourselves to an action functional containing

at most two derivatives, the most general bulk (Euclidean) action supplemented with the

Gibbons-Hawking-York boundary term is [179, 181]

I[gµν ,Φ] = −
1

16πG

∫
d2x
√
g [ΦR− U(Φ)gµν∇µΦ∇νΦ− 2V (Φ)]− 1

8πG

∫
dτ
√
γ ΦK ,

(3.217)

where different 2d dilaton gravity models are distinguished by kinetic and potential functions

U(Φ) and V (Φ) respectively.

Analogously to the Chern-Simons description of 3d gravity, one has a gauge-theoretic

formulation of (3.217) as the topological Poisson sigma model [182, 183] with 3d target
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space. The gravitational Poisson sigma model action is12

IPSM [Ai, Xi] =
1

8πG

∫ (
Ai ∧ dX i +

1

2
P ij (X)Ai ∧ Aj

)
. (3.218)

Here Xi are the set of target space coordinates spanning a Poisson manifold with Poisson

tensor P ij(X) = −P ji(X) and Ai are the one-form gauge fields which, in general, transform

non-linearly under gauge transformations to preserve the action (3.218). Generalizing our

TT -deformed analysis of the BF theory and our previous studies on supersymmetric N =

1, 2 quantum mechanics [3] under the framework of general dilaton supergravity theories

described by a graded Poisson sigma model (3.218) is an interesting direction.

Irrelevant Deformations as Recoupling Throat Regions

The single-trace TT deformation has a well-known bulk gravity interpretation in the

context of type IIB supergravity on AdS3 × S3 × T 4 [185, 186]. More specifically, consider

the IIB solution for a bound state of fundamental strings and NS5-branes. The F-strings

wrap a circular direction x5 of the AdS3, whereas the NS5-branes wrap both x5 and all cycles

of the T 4.

This gravity solution is characterized by two length scales, r1 and r5, associated with

the horizons of the F-strings and NS5-branes respectively. If we restrict to the deep bulk,

where the radial AdS3 coordinate r is small compared to both r1 and r5, then we are in

the near-horizon region of both the strings and the five-branes. This region looks like a

conventional AdS3 spacetime, which is dual to an ordinary CFT. The other supergravity

fields are essentially spectators, since the dilaton is constant in the deep interior while the

H3 flux has two terms that thread the S3 and AdS3 but is otherwise non-dynamical. Thus,

this limit is effectively a solution of a three-dimensional pure gravity theory.

On the other hand, suppose that we assume r ≪ r5 but not necessarily r ≪ r1. In this

limit, we are in the near-horizon region of the five-branes but not of the strings. The resulting

gravity solution interpolates between a pure AdS3 solution at small r to a linear dilaton

12For recent works on general dilaton (super)gravity and its relation to the (graded) Poisson sigma model,
see [161, 184].
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spacetime at large r, with an additional parameter λ in the solution which characterizes the

slope of the linear dilaton. The holographic interpretation of such an interpolating solution

is that we have deformed the dual CFT by the single-trace TT operator and flowed by the

deformation parameter λ. In other words, the single-trace TT deformation has recoupled

the linear dilaton throat region of the bulk spacetime.

It would be interesting to explore whether some version of the TT deformation has a

similar interpretation as recoupling an intermediate region in other gravitational settings.

One such setting is the near-horizon region of a near-extremal black hole in four dimensions.

It was pointed out in [76] that this region is described by JT gravity on AdS2, which is,

of course, dual to a one-dimensional Schwarzian or particle-on-a-group theory. Is there

an irrelevant deformation of this one-dimensional theory, which has the interpretation of

recoupling more of the throat between the near-horizon and asymptotically flat regions of

the 4d black hole? That is, does some irrelevant operator in the 1d theory capture the leading

corrections as we move away from the limit r
rH

= 1 in the gravity solution, where rH is the

horizon radius? If so, this would suggest that irrelevant current-type deformations have a

more general holographic interpretation as capturing corrections to near-horizon limits.
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CHAPTER 4

TT Deformations of Supersymmetric Quantum

Mechanics

In this chapter, we define a manifestly supersymmetric version of the TT deformation ap-

propriate for a class of (0 + 1)-dimensional theories with N = 1 or N = 2 supersymmetry,

including one presentation of the super-Schwarzian theory which is dual to JT supergravity.

These deformations are written in terms of Noether currents associated with translations

in superspace, so we refer to them collectively as f(Q) deformations. We provide evidence

that the f(Q) deformations of N = 1 and N = 2 theories are on-shell equivalent to the

dimensionally reduced supercurrent-squared deformations of 2d theories with N = (0, 1)

and N = (1, 1) supersymmetry, respectively. In the N = 1 case, we present two forms of

the f(Q) deformation, which drive the same flow, and clarify their equivalence by studying

the analogous equivalent deformations in the non-supersymmetric setting.

4.1 Introduction

Supersymmetric quantum mechanics is a fruitful playground for exploring the consequences

of supersymmetry in a setting that is simpler than quantum field theory. In particular, since

quantum mechanics is a theory with one time dimension and no space dimensions, almost

all complications involving Lorentz structure disappear.1

Despite this apparent simplicity, SUSY-QM exhibits great mathematical depth, includ-

1In what follows, we will use the phrases “supersymmetric quantum mechanics,” “SUSY-QM,” and “su-
persymmetric (0 + 1)-dimensional theory” interchangeably.

144



ing rich connections to geometry and topology. Perhaps the most famous example is the

relationship between the index of a SUSY-QM theory, which encodes information about the

spectrum of bosonic and fermionic ground states, and the Euler characteristic of the target

space on which the quantum-mechanical particle moves [187]. A related, well-known exam-

ple is the connection between supersymmetric quantum mechanics and Morse theory [188].

For surveys of supersymmetric quantum mechanics, see [189–194].

In addition to its surprisingly deep mathematical structure, there are at least two senses

in which supersymmetric quantum mechanics is somehow “generic” or “universal”:

1. Such theories encode the worldline dynamics of a supersymmetric particle, like the

Brink-Schwarz superparticle and related models, which are pointlike analogs of the

superstring [195, 196]. But in fact, the worldline theory of any spinning particle is

(locally) supersymmetric, even if the target spacetime does not possess any supersym-

metries [197–202]. In some sense, SUSY-QM is relevant for any pointlike particle with

spin.

2. Supersymmetric quantum mechanics generically arises as the zero-energy sector of

supersymmetric QFTs. Thus, although SUSY-QM is a simple (0 + 1)-dimensional

theory, it carries information about the vacuum structure of more complicated (d+1)-

dimensional theories for d > 0.

It is desirable to learn more about phenomena in field theory, such as TT , by studying

their analogs in (SUSY) quantum mechanics. In particular, we are interested in a SUSY-

QM presentation of the TT operator. Such an endeavor requires first understanding how the

usual 2d TT interacts with supersymmetry and second understanding how to dimensionally

reduce from (1 + 1)-dimensions to (0 + 1)-dimensions.

Manifestly supersymmetric versions of the TT operator has been presented for 2d field

theories with (1, 1), (0, 1), (2, 2), or (0, 2) supersymmetry [97–101]. The second question,

about dimensional reduction, has been addressed in the non-manifestly supersymmetric con-

text. In Gross et al. [115, 116], it was shown that one can solve for the spatial component
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Txx of the two-dimensional stress tensor using the TT trace flow equation, which holds for

deformations of conformally invariant seed theories. Doing this allows one to dimensionally

reduce along the spatial direction and obtain a flow equation for the Euclidean action I of

the reduced theory, which takes the familiar form we saw from (3.137)

∂I

∂λ
=

∫
dt

T 2

1
2
− 2λT

. (4.1)

The solution for deformed worldline actions of this form with canonical kinetic terms, includ-

ing an arbitrary number of fermionic fields ψi, was also presented in [115]. This result can be

used to understand the deformed versions of a class of supersymmetric quantum mechanical

theories, at least in component form.

However, the additional control provided by supersymmetry is most powerful when the

symmetry is made manifest, for example, by a superspace construction that geometrizes

the supersymmetry transformations. Thus, it is desirable to have a superfield analog of

this deformation. The goal of this chapter is to find such an analog: that is, we wish to

combine the two ingredients described above to find a manifestly supersymmetric version of

the dimensionally reduced TT operator for SUSY-QM theories.

In particular, we obtain versions of the flow equation (4.1), which are presented directly

in superspace. These deformations will be written in terms of superspace Noether currents,

which contain the Hamiltonian, and we typically represent them with variables like Q. For
this reason, we refer to this class of operators as f(Q) deformations.

For N = 2 theories, the corresponding Noether currents Q,Q are complex. Thus, we also

refer to the N = 2 version of the f(Q) operator as the f(Q,Q) deformation. We eventually

see that it takes the form:

∂I

∂λ
=

∫
dt d2θ

QQ
1
2
− 2λDQ , (4.2)

where the precise definition of the superfield Q will be given later. We will refer to the
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integrand appearing in (4.2) as f(Q,Q):

f(Q,Q) ≡ QQ
1
2
− 2λDQ . (4.3)

For N = 1 theories, we will present two equivalent forms of the appropriate f(Q) flow,

∂I

∂λ
=

∫
dt dθ

Q̃θQt
1 + 2λQt

and
∂I

∂λ
=

1

2

∫
dt dθQθQt , (4.4)

which will likewise be defined later. Due to the second expression in (4.4), the N = 1 version

of the f(Q) operator will also be referred to as the QθQt deformation. Although the two

forms of the deformation in (4.4) look very different, we will see that they lead to the same

superspace flow equation for a free scalar. This surprising equivalence is held by a rewriting

of the non-supersymmetric deformation (4.1). In particular, recall from the last chapter

(3.150) for a certain class of quantum mechanical theories, it turns out that:

H2

1
2
− 2λH

= −1

2
HT (Hilb) , (4.5)

where T (Hilb) is the (Euclidean) Hilbert stress tensor computed from the Euclidean La-

grangian H. Therefore, it is equivalent to deform by either the rational function of H

appearing on the left side of (4.5) (whose N = 1 superspace version is Q̃θQt

1+2λQt
) or to the

simple product on the right side of (4.5) (whose N = 1 superspace version is QθQt), as we
explain later.

Besides making the supersymmetry of the deformed theory manifest, this procedure has

the additional advantage that the supercharges of the deformed theory continue to act in a

canonical way on superfields, whereas, in a component presentation of the deformed quantum

mechanics, the supercharges Qi must be corrected order-by-order in λ.

A final piece of motivation for performing this analysis is the relationship between certain

(0+1)-dimensional theories and higher-dimensional gauge and gravity theories. For instance,

the JT gravity theory (which descends via dimensional reduction from 3d gravity on AdS3

[115, 173, 176] and shown in the last chapter) is related to the Schwarzian theory as suggested

in [75–77]; the Schwarzian itself can be written as the theory of a particle moving on an

SL(2,R) group manifold [165, 166]. JT gravity can also be written in BF variables as a
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two-dimensional gauge theory [203, 204], and the interpretation of the TT deformation in

this setting was explored in the last chapter. One would like to understand the action of

TT deformations in all of these related theories, both with and without supersymmetry.

The present chapter represents one step towards such an understanding, where we study the

manifestly supersymmetric version of the deformation in the simplest member of this family

of related theories, i.e. (0 + 1)-dimensional quantum mechanics.

The layout of this chapter is as follows. Section 4.3 pursues one method of obtaining

deformed SUSY-QM theories, namely first solving the superspace flow equation for a simple

class of models in 2d and then dimensionally reducing the result to quantum mechanics.

In section 4.4, we instead dimensionally reduce the supercurrent-squared operator itself to

produce a candidate superspace deformation for theories in (0 + 1)-dimensions. The main

result of this chapter is section 4.5, where we use a Noether procedure to construct a super-

space deformation directly in the superspace of an N = 2 quantum mechanics theory, and

check that this deformation is consistent with the dimensional reductions of the preceding

sections. In section 4.6, we present an abridged version of this analysis for theories with

N = 1 supersymmetry, including defining two equivalent forms of the appropriate deforma-

tion and comparing the deformed theory of a single scalar to the dimensional reduction of the

corresponding deformed 2d N = (0, 1) theory. Section 4.7 concludes with a summary of this

chapter’s results. We have relegated certain details to appendix C, including conventions in

appendix C.1, a change of conventions from real to complex supercurrents in appendix C.2,

and an example of a non-supersymmetric dimensional reduction of a theory with a potential

in appendix C.3.

4.2 Description of models and deformation methods

In previous chapters, we have motivated the study of purely kinetic Lagrangians of the form:

I =
1

2

∫
dt gij(x)ẋ

iẋj , (4.6)
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and noted that they can be deformed by the dimensionally-reduced TT operator via

∂I

∂λ
=

∫
dt

T 2

1
2
− 2λT

. (4.7)

Next, we will recall how to embed theories whose bosonic parts take the form (4.6) into su-

perfields. For concreteness, we will focus on N = 2 supersymmetric quantum mechanics (i.e.

2 real supercharges or 1 complex supercharge). Consider a collection of N = 2 superfields

with expansions

X i(t, θ, θ) = xi(t) + θ ψi(t)− θψi(t) + θθF i(t) . (4.8)

The superspace action whose bosonic part reduces to (4.6) is

I =
1

2

∫
dt dθ dθ gij(X)

(
DX i(t, θ, θ)

)∗
DXj(t, θ, θ) . (4.9)

By performing the integration over the anticommuting coordinates θ, θ, one can show that

the superspace action (4.9) reduces to the component form

I =
1

2

∫
dt
(
gijẋ

iẋj + gijF
iF j + 2igijψ

iψ̇j + ψiψjẋk (∂kgij + ∂jgik − ∂igjk)

+ ψiψjF k (∂kgij − ∂jgik − ∂igjk)− ψiψjψkψl∂k∂lgij
)
. (4.10)

From (4.10), we see that the equations of motion for the auxiliary fields F i are purely

algebraic. On-shell, they can be eliminated in terms of fermions via the equation of motion:

F i = Γijkψ
jψk , (4.11)

where Γijk are the Christoffel symbols associated with the metric gij. Similarly, it is conve-

nient to define a covariant derivative ∇t with the property that ψi transform as vectors:

∇tψ
j = ψ̇j + Γjlmψ

lẋm . (4.12)

The terms involving four fermions can be written in terms of the Riemann curvature tensor

Rijkl which is computed from the metric gij in the usual way. In terms of these new quantities,

the action can be written more compactly as

I =
1

2

∫
dt

(
gijẋ

iẋj + 2igijψ
i∇tψ

j +
1

2
Rikjlψ

iψjψkψl
)
. (4.13)
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This theory, therefore, reduces to the theory of a collection of bosonic degrees of freedom xi

and their fermionic superpartners ψi. The xi are subject to the purely kinetic Lagrangian

(4.6) as desired whereas the fermions have both kinetic terms and four-fermion couplings

determined by the Riemann curvature of the target space.

In the remainder of this work, we will restrict our attention to supersymmetric TT -type

deformations of seed theories which take the form (4.9). There are three, näıvely different

ways in which one could study supersymmetric current-squared deformations of this (0+1)-

dimensional theory.

1. Write a flow equation for a (1+1)-dimensional field theory which reduces to (4.9) using

the supercurrent-squared operator. Solve this flow equation in the parent (1 + 1)-

dimensional theory, and only after finding the full deformed solution, dimensionally

reduce the result to quantum mechanics. This will be explored in section 4.3.

2. Begin with the definition of the supercurrent-squared operator in a (1+1)-dimensional

theory. Apply dimensional reduction to this operator itself, thus defining a deformation

of the (0 + 1)-dimensional theory. We perform this procedure in section 4.4.

3. Work directly in the superspace of the quantum mechanics theory. Construct a con-

served superfield that contains the Hamiltonian and then define an appropriate super-

space deformation using bilinears in this superfield with the property that this flow

equation reduces to (4.1) after integrating out the anticommuting directions (and im-

posing on-shell conditions). This is done in section 4.5.

A priori, it is not clear that these three procedures are equivalent since one might imagine

that the process of performing dimensional reduction does not commute with the process of

deforming by a supercurrent-squared operator. However, in the following sections, we will

provide evidence that the three approaches yield the same deformation on-shell.
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4.3 Dimensional reduction of solution to 2d flow

In this section, we will directly solve the supercurrent-squared flow equation in the 2d, N =

(1, 1) field theory and then dimensionally reduce the result. This is a slight generalization of

the analysis for a singleN = (1, 1) superfield whose flow equation was studied in [97, 98, 106].

Although much of this analysis has appeared before, we review it here to make the present

work self-contained and to provide a check on our results in section 4.5.

4.3.1 Definition of supercurrents

Consider a general superspace Lagrangian A which depends on a collection of superfields Φi

and their derivatives as

A = A
(
Φi, D+Φ

i, D−Φ
i, ∂++Φ

i, ∂−−Φ
i, D+D−Φ

i
)
. (4.14)

A general variation δA of this superspace Lagrangian can be written as

δA = D+

(
δΦi δA

δ(D+Φi)

)
+D−

(
δΦi δA

δ(D−Φi)

)
+ ∂++

(
δΦi δA

δ(∂++Φi)

)

+ ∂−−

(
δΦi δA

δ(∂−−Φi)

)

+
1

2

(
D+

(
δA

δ(D+D−Φi)
D−δΦ

i

)
+D−

(
δΦiD+

δA
δ(D+D−Φi)

))

− 1

2

(
D−

(
δA

δ(D+D−Φi)
D+δΦ

i

)
+D+

(
δΦiD−

δA
δ(D+D−Φi)

))

− δΦi

(
− δA
δΦi

+D+
δA

δ(D+Φi)
+D−

δA
δ(D−Φi)

+ ∂++
δA

δ(∂++Φi)
+ ∂−−

δA
δ(∂−−Φi)

−D+D−
δA

δ(D+D−Φi)

)
.

(4.15)

First, this general variation (4.15) can be used to derive the superspace equations of motion

for each of the Φi. After performing some superspace integrations by parts and collecting

the terms proportional to each δΦi, we find that the overall variation δA will vanish for a
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general variation of the superfield Φi if

δA
δΦi

= D+

(
δA

δ(D+Φi)

)
+D−

(
δA

δ(D−Φi)

)
+ ∂++

(
δA

δ(∂++Φi)

)

+ ∂−−

(
δA

δ(∂−−Φi)

)
−D+D−

(
δA

δ(D+D−Φi)

)
, (4.16)

which is exactly the Φi equation of motion. A related calculation can be used to find

the superspace Noether current for spatial translations. Consider a spacetime translation

δx±± = a±± where the parameters a±± are constants. For such a translation, the variations

appearing in (4.15) can be replaced as δA = a++∂++A + a−−∂−−A and likewise for δΦi,

D±δΦi, and so on. Restricting to the case of on-shell variations so that we can discard

the term proportional to the superspace equations of motion, one finds that the resulting

equation can be written as

0 = a++ (D+T++− +D−T+++) + a−− (D+T−−− +D−T−−+) , (4.17)

where the components of T are given by

T++− = ∂++Φ
i δA
δ(D+Φi)

+D+

(
∂++Φ

i δA
δ(∂++Φi)

)
+

1

2

δA
δ(D+D−Φi)

D−
(
∂++Φ

i
)

− 1

2
∂++Φ

iD−

(
δA

δ(D+D−Φi)

)
−D+A ,

T+++ = ∂++Φ
i δA
δ(D−Φi)

+D−

(
∂++Φ

i δA
δ(∂−−Φi)

)
− 1

2

δA
δ(D+D−Φi)

D+

(
∂++Φ

i
)

+
1

2
∂++Φ

iD+

(
δA

δ(D+D−Φi)

)
,

T−−− = ∂−−Φ
i δA
δ(D+Φi)

+D+

(
∂−−Φ

i δA
δ(∂++Φi)

)
+

1

2

δA
δ(D+D−Φi)

D−
(
∂−−Φ

i
)

− 1

2
∂−−Φ

iD−

(
δA

δ(D+D−Φi)

)
,

T−−+ = ∂−−Φ
i δA
δ(D−Φi)

+D−

(
∂−−Φ

i δA
δ(∂−−Φi)

)
− 1

2

δA
δ(D+D−Φi)

D+

(
∂−−Φ

i
)

+
1

2
∂−−Φ

iD+

(
δA

δ(D+D−Φi)

)
−D−A . (4.18)

We interpret the superfield T as a conserved superspace supercurrent since it satisfies the

conservation equations:

D+T++− +D−T+++ = 0 , D+T−−− +D−T−−+ = 0 . (4.19)
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Writing the superfield equation (4.19) in components reduces to the usual conservation equa-

tion for the stress tensor, ∂µTµν = 0, along with other equations related to this one by

supersymmetry.

4.3.2 Supercurrent-squared flow for n scalars

Next, we define a superspace deformation, which is built from bilinears in T . If we write the
superspace Lagrangian as A, so that

I =

∫
d2x d2θA , (4.20)

then the flow equation generated by the supercurrent-squared operator is

∂A(λ)
∂λ

= T (λ)
+++T (λ)

−−− − T (λ)
−−+T (λ)

++− , (4.21)

where the superscript (λ) is meant to emphasize that the supercurrent T (λ) must be re-

computed from A(λ) at each point along the flow, rather than using the supercurrent T (0)

of the undeformed theory, as with the ordinary TT flow.

To get intuition for the structures in the superspace Lagrangian which will be generated

by this deformation, it is helpful to write out the deforming operator to leading order in λ in

a particular example. We will focus on the 2d field theory whose dimensional reduction pro-

duces an undeformed superspace action of the form (4.9), which is the theory of a collection

of superfields Φi with the superspace Lagrangian:

I =

∫
d2x d2θ gij(Φ)D+Φ

iD−Φ
j . (4.22)

Computing the supercurrent components for this theory, one finds

T (0)
++− =

(
∂++Φ

i
)
gijD−Φ

j −D+

(
gijD+Φ

iD−Φ
j
)
,

T (0)
+++ = −

(
∂++Φ

i
)
gijD+Φ

j ,

T (0)
−−− =

(
∂−−Φ

i
)
gijD−Φ

j ,

T (0)
−−+ = −

(
∂−−Φ

i
)
gijD+Φ

j −D−
(
gijD+Φ

iD−Φ
j
)
. (4.23)
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Therefore, we see that the leading correction to A from the supercurrent-squared flow equa-

tion is A(0) −→ A(0) + λA(1) where

A(1) = T (0)
+++T (0)

−−− − T (0)
−−+T (0)

++−

= −gijgkl
(
∂++Φ

i
) (
∂−−Φ

k
)
D+Φ

jD−Φ
l + gijgkl(∂−−Φ

i)(∂++Φ
k)D+Φ

jD−Φ
l

− (∂−−Φ
i)gijD+Φ

jD+

(
gklD+Φ

kD−Φ
l
)

− (∂++Φ
i)gijD−Φ

jD−
(
gklD+Φ

kD−Φ
l
)

+D+

(
gijD+Φ

iD−Φ
j
)
D−
(
gklD+Φ

kD−Φ
l
)
. (4.24)

The leading deformation (4.24) contains terms proportional to the undeformed Lagrangian

(4.22) in addition to new terms that have more than two fermions. For instance, terms in-

volving D+Φ
iD−ΦjD+Φ

kD−Φl will be generated. The full solution for the finite-λ deformed

superspace Lagrangian will, therefore, take the schematic form

A(λ) = F1(DΦ)2 + F2(DΦ)4 + · · ·+ Fn(DΦ)2n , (4.25)

where each of the functions Fi depends on a collection of Lorentz scalars built from the

Φj and their derivatives, and the expression (DΦ)2k is shorthand for a product of the form

D+Φ
i1 · · ·D−Φi2k . This expansion is only schematic; for instance, there can be multiple

inequivalent ways of constructing a term (DΦ)2k by changing which fields in the product

are acted on by D+ and which are acted on by D−, and, all such inequivalent combinations

can appear in principle. Three examples of Lorentz scalars on which the functions Fi can

depend are

x = λgij(Φ)∂++Φ
i∂−−Φ

j ,

y = λgij(Φ)
(
D+D−Φ

i
) (
D+D−Φ

j
)
,

z = λ2
(
gij∂++Φ

i∂++Φ
j
)
(gmn∂−−Φ

m∂−−Φ
n) . (4.26)

The number n appearing in the highest term of (4.25) is the same as the number of scalars

Φi since the 2n possible derivatives of the form D±Φi are all fermionic quantities and thus

any term with a product of more than 2n such factors must vanish by nilpotency.
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The general flow equation for A(λ) induced by supercurrent-squared will therefore yield a

complicated set of partial differential equations relating the various Fi and their derivatives

with respect to the several independent scalars. We will not undertake an analysis of this

general case here. However, we can make some comments about the most fermionic term

in the action. First, note that there is only one independent term that one can write down

involving 2n copies of Φ, which is simply

D+Φ
1D−Φ

1 · · · D+Φ
nD−Φ

n . (4.27)

This is in contrast to other terms like (DΦ)4 for which a priori it appears that multiple

inequivalent expressions can be written down, like

D+Φ
iD−Φ

jD+Φ
kD−Φ

l and D+Φ
iD+Φ

jD−Φ
kD−Φ

l , (4.28)

which need not yield the same contribution when contracted against a general fijkl without

any special symmetry properties.

Next, we claim that – if we are willing to go partially on-shell by imposing one implication

of the equations of motion in the Lagrangian – the function Fn multiplying the unique term

(DΦ)2n can be taken to be independent of the scalar y in (4.26). To see this, we will begin

with the superspace equation of motion (4.16) and then multiply both sides by the most

fermionic term (DΦ)2n. The left side of the equation of motion is δA
δΦi , which is a sum of

terms of the form

δA
δΦi

=
∑

k

[∑

j

∂Fk
∂xj

∂xj
∂Φi

(DΦ)2k + Fk ·
∂(DΦ)2k

∂gnm

∂gnm
∂Φi

]
. (4.29)

Here xj is the collection of Lorentz scalars that the coefficient functions Fk can depend on.

This equation is again only schematic, and the details of these scalars xj are not important.

The only important point is that every term in (4.29) contains at least two fermions since

taking the derivative of any term in A with respect to some Φi will not change the number

of fermions in that term. Therefore, when we multiply by the maximally fermionic term

(DΦ)2n, all terms in (4.29) vanish by nilpotency. Similarly, the two terms

∂++

(
δA(λ)

δ(∂++Φi)

)
, ∂−−

(
δA(λ)

δ(∂−−Φi)

)
(4.30)
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appearing on the right side of the equation of motion will also vanish when multiplied by

(DΦ)2n. This is because every term in either of (4.30) will be proportional either to some

product D+Φ
iD−Φj, or to a factor of the form (∂++D+Φ

i)D−Φj, and in either case such a

term is proportional to at least one of the 2n fermions D±Φi.

Dropping these terms that do not contribute, we can write:

0 = (DΦ)2n
[
D+

(
δA(λ)

δ(D+Φi)

)
+D−

(
δA(λ)

δ(D−Φi)

)
−D+D−

(
δA(λ)

δ(D+D−Φi)

)]
. (4.31)

Furthermore, we claim that the only term in the superspace Lagrangian that affects the right

side of (4.31) is the lowest term involving F1. For any term involving four or more fermions,

the three combinations inside the brackets of (4.31) will all contain at least two fermions and

therefore vanish when multiplying (DΦ)2n. The only term which survives is the one arising

from F1, which gives

0 = 2(DΦ)2n (gil(D+D−Φ
l))

[
F1 + λ

∂F1

∂y
gkmD+D−Φ

kD+D−Φ
m

]
. (4.32)

Thus, when multiplying (DΦ)2n and on-shell, either the combination F1 + y ∂F1

∂y
vanishes or

the object gil(D+D−Φl) vanishes. The former cannot hold identically since it fails near the

free theory where F1 = 1. Therefore we conclude that the combination gil(D+D−Φl) can be

set to zero when multiplying (DΦ)2n as a consequence of the equations of motion, and as

a result, the scalar y (which is proportional to this combination) can be set to zero in this

context as well. In particular, since we may view the most fermionic term in the Lagrangian

as a Taylor series in y via

Fn(DΦ)2n =

(
Fn

∣∣∣
y=0

+ y · ∂Fn
∂y

∣∣∣
y=0

+ · · ·
)
(DΦ)2n , (4.33)

we see that all terms but the first can be set to zero on-shell. Thus, we are free to impose

that the function Fn be independent of y when the equations of motion are satisfied. We note

that this trick of simplifying TT -like flows by going partially on-shell using the superspace

equations of motion was first used in the series of works [97, 100, 104]. In terms of compo-

nent fields, imposing this implication of the superspace equations of motion is equivalent to

integrating out the auxiliary fields using their (algebraic) equations of motion.
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4.3.3 Solution for one scalar

Finally, we will specialize in a case where we can explicitly solve the flow equation and

dimensionally reduce the result, which will provide a check for the (0 + 1)-dimensional de-

formation that we will introduce in section 4.5. This is the case of a single scalar field Φ.

The undeformed Lagrangian is

A(0) = g(Φ)D+ΦD−Φ . (4.34)

Following the definitions (4.26) in the general case, we define

x = λg(Φ)∂++Φ∂−−Φ ,

y = λg(Φ) (D+D−Φ) (D+D−Φ) , (4.35)

and make an ansatz for the finite-λ solution of the form

A(λ) = F (x, y) g(Φ)D+ΦD−Φ . (4.36)

In the case of a single scalar, the two-fermion term D+ΦD−Φ is also the most fermionic term

that one can construct. Therefore, given the general result discussed around (4.33), we can

assume that the function F (x, y) is independent of y up to terms which vanish on-shell.

Next we compute the components of the supercurrents T±±±, T±±∓. Since we will drop

dependence on the variable y, we will omit any terms proportional to y in the supercurrents.2

We will also drop terms that are proportional to D+ΦD−Φ since every term in the supercur-

rents is at least proportional to either D+Φ or D−Φ, and therefore terms that contain both

fermionic quantities will not contribute to bilinears because they vanish by nilpotency when

multiplied against another component of T . For instance, T++− contains a term

D+

(
∂++Φ

δA
δ∂++Φ

)
= D+

(
(∂++Φ)λ

∂F

∂x
∂−−Φg(Φ)

2D+ΦD−Φ

)
. (4.37)

Although, in principle, this generates several terms when the D+ acts on each factor, the

only relevant one for bilinears is the term where it acts on D+Φ to give D2
+Φ = ∂++Φ. Every

other term will either be proportional to D+ΦD−Φ or to y and, therefore, can be ignored.

2The full flow equation, including dependence on y, can be found in [98].
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Using the symbol “∼” to mean “equal up to terms which are either proportional to y or

do not contribute to bilinears,” we find

T++− ∼ (∂++Φ)Fg(Φ)D−Φ + x
∂F

∂x
(∂++Φ)g(Φ)D−Φ− Fg(Φ)∂++ΦD−Φ ,

T+++ ∼ −(∂++Φ)Fg(Φ)D+Φ− x
∂F

∂x
(∂++Φ)g(Φ)D+Φ ,

T−−− ∼ (∂−−Φ)Fg(Φ)D−Φ + x
∂F

∂x
(∂−−Φ)g(Φ)D−Φ ,

T−−+ ∼ −(∂−−Φ)Fg(Φ)D+Φ− x
∂F

∂x
(∂−−Φ)g(Φ)D+Φ + Fg(Φ)(∂−−Φ)D+Φ . (4.38)

On the other hand, when we ignore dependence on y the λ-derivative of A is simply

∂A(λ)

∂λ
= g(Φ)2(∂++Φ)(∂−−Φ)

∂F

∂x
D+ΦD−Φ . (4.39)

Equating this with the combination of supercurrents appearing on the right side of (4.21),

using their expressions (4.38), we arrive at the simple differential equation:

0 =
∂F

∂x
+ F 2 + 2xF

∂F

∂x
. (4.40)

The solution is

F (x) =
1

2x

(
−1 +

√
1 + 4x

)
. (4.41)

Therefore, the finite-λ solution to the flow equation is on-shell equivalent to

A(λ) =
1

2x

(
−1 +

√
1 + 4x

)
g(Φ)D+ΦD−Φ . (4.42)

For g(Φ) = 1, this solution was first obtained in [97]. It is easy to dimensionally reduce this

result to quantum mechanics. We assume that the superfield Φ(x, t) is independent of the

spatial coordinate x. It is convenient to express the spacetime derivatives ∂±± acting on Φ

in terms of supercovariant derivatives using the algebra D±D± = ∂±±, so that

x = λg(Φ)(D+D+Φ)(D−D−Φ) . (4.43)

Following our conventions for dimensional reduction in appendix C.1, we will rotate to

complex supercovariant derivatives defined by

D =
1√
2
(D+ + iD−) , D =

1√
2
(D+ − iD−) , (4.44)
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Then, one finds that:

D+ΦD−Φ = iDΦDΦ ,

D+D+Φ = D−D−Φ =
1

2
(DD +DD)Φ ,

D+D−Φ =
i

2
(DD −DD)Φ . (4.45)

In this notation, the on-shell condition which allows us to set D+D−Φ = 0 in terms that

multiply D+ΦD−Φ means that we can replace DDΦ with DDΦ (and vice-versa) in terms

which multiply DΦDΦ. Therefore, we can write x in several on-shell equivalent ways as

x = λg(Φ)
(
DDΦ

)2
= λg(Φ)

(
DDΦ

)2
= λg(Φ)

(
DDΦ

) (
DDΦ

)
. (4.46)

We will choose the last of these rewritings because it is more symmetrical. After dimen-

sionally reducing and absorbing some irrelevant constant factors, we arrive at a deformed

(0 + 1)-dimensional theory with the action:

I =

∫
dt dθ dθ

(
−1 +

√
1 + 4λg(Φ)

(
DDΦ

) (
DDΦ

))
g(Φ)DΦDΦ

2λg(Φ)
(
DDΦ

) (
DDΦ

) . (4.47)

4.4 Reduction of 2d supercurrent-squared operator

In this subsection, we will follow a slightly different strategy. Rather than solving the

flow driven by supercurrent-squared in two dimensions and then dimensionally reducing the

solution, we will aim to dimensionally reduce the supercurrent-squared operator itself. This

will suggest a supersymmetric version of the f(H) operator, which can be applied directly

in the superspace of a (0 + 1)-dimensional theory. Later in section 4.5, we will see how to

identify this dimensionally reduced operator as a function of certain conserved superfields

that can be obtained from a Noether procedure.

4.4.1 Trace flow equation

To dimensionally reduce supercurrent-squared, we would like to eliminate some of the com-

ponents of the superfield T . This process is analogous to that reviewed in section 3.4.2 for
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the dimensional reduction of the non-supersymmetric TT . In that context, it was convenient

to use the trace flow equation:

T µµ = −2λ
(
T µνTµν −

(
T µµ

)2)
, (4.48)

in order to solve for the spatial component Txx of the stress tensor as

T xx =
T tt + 4λT txTtx

4λT tt − 1
, (4.49)

where the coordinates of the 2d spacetime (t, x) are related to the light-cone coordinates

by x±± = 1√
2
(t± x). We note that the trace flow equation only holds if the seed theory is

conformal.

Next, we will motivate a superspace analog of this trace flow relation. First, we recall

the interpretation of the components in the expansion of the supercurrents T±±±, T∓∓±. It

was argued in [98] that, on-shell, these superfields can be written as

T+++ = −S+++ − θ+T++++ − θ−Z++ + θ+θ−∂++S−++ ,

T−−− = S−−− + θ+Z−− + θ−T−−−− + θ+θ−∂−−S+−− ,

T++− = S−++ + θ+Z++ + θ−T++−− − θ+θ−∂++S+−− ,

T−−+ = −S+−− − θ+T++−− − θ−Z−− − θ+θ−∂−−S−++ .

(4.50)

Here Tµν is the stress tensor, Sµα is the conserved current associated with supersymmetry

transformations,3 and Zµ is a vector which is associated with a scalar central charge.

Because we will reduce along the spatial coordinate x, it will be convenient to change

from x±± to x, t coordinates. First, we want to act with various D operators to construct

superfields whose lowest components are stress tensors. If we define

T̃++++ = −D+T+++ , T̃−−−− = D−T−−− ,

T̃++−− = D−T++− , T̃−−++ = −D+T−−+ , (4.51)

3Sµα is often called the supercurrent, although we reserve that term for superfields like T±±±.
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then the lowest components of these superfields are simply

T̃++++

∣∣∣
θ=0

= T++++ , T̃−−−−

∣∣∣
θ=0

= T−−−− ,

T̃++−−

∣∣∣
θ=0

= T++−− , T̃−−++

∣∣∣
θ=0

= T++−− . (4.52)

Note that symmetry of the stress tensor implies T̃−−++ = T̃++−−. Another way to see this

is to note that the supercurrents are related to fields of the S multiplet by T++− = χ+,

T−−+ = −χ−, and the S multiplet fields satisfy the constraint D−χ+ = D+χ−. One can

then change coordinates to (t, x) to find

T̃tt =
1

2

(
T̃++++ + 2T̃++−− + T̃−−−−

)
, T̃tx =

1

2

(
T̃++++ − T̃−−−−

)
,

T̃xx =
1

2

(
T̃++++ − 2T̃++−− + T̃−−−−

)
. (4.53)

The superfield equation whose lowest component is (4.49) is

T̃xx =
T̃tt + 4λT̃ 2

tx

4λT̃tt − 1
. (4.54)

This is the desired superspace analog of the trace flow equation. We will assume that it

holds as an exact superfield expression, at least on-shell. Furthermore, as in the dimensional

reduction of the non-supersymmetric TT operator, we will assume that Ttx = 0 and therefore

T̃tx = 0, which implies that

T̃++++ = T̃−−−− . (4.55)

We note that from this point on, the number of + and − indices in our equations no longer

match because we are explicitly breaking Lorentz invariance by forcing T̃tx = 0. However,

this is unproblematic since our goal is to single out the x direction for dimensional reduction,

which is also not a Lorentz-invariant procedure.

As a consequence of the condition (4.55), we may write the other components of T̃µν as

T̃tt = T̃++++ + T̃++−− = −D+ (T+++ + T−−+) = D− (T−−− + T++−) ,

T̃xx = T̃++++ − T̃++−− = D+ (−T+++ + T−−+) = D− (T−−− − T++−) . (4.56)
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4.4.2 Rewriting of supercurrent-squared

Next, we would like to explain a relationship between the product T̃ttT̃xx and the supercurrent-

squared operator, which holds under our assumptions thus far. To organize this calculation,

it is helpful to list the on-shell constraints relating to the various objects created from one

supercovariant derivative acting on one component of T . There are näıvely 8 such objects,

but there are four constraints:

By conservation, D−T+++ = −D+T++− and D+T−−− = −D−T−−+ . (4.57)

By the assumption that T̃tx = 0, we have D+T+++ = −D−T−−− , (4.58)

By symmetry of the stress tensor, D−T++− = −D+T−−+ . (4.59)

Therefore, there are, in fact, only four independent objects of the form DT after imposing

these conditions. Further, by acting with a second supercovariant derivative and using the

algebra D±D± = ∂±±, {D+, D−} = 0, we obtain the added constraints that

∂++T+++ + ∂−−T−−+ = 0 , ∂++T++− + ∂−−T−−− = 0 ,

∂−−T+++ + ∂++T−−+ = 0 , ∂++T−−− + ∂−−T++− = 0 .
(4.60)

Next, recall that, since D± = ∂
∂θ±

+ θ±∂±±, we can exchange a superspace integral for a

supercovariant derivative, up to a total spacetime derivative. This allows us to write:

∫
d2x d2θ (T+++T−−− − T−−+T++−)

∼
∫

d2xD+D− (T+++T−−− − T−−+T++−) . (4.61)

where ∼ means equivalence, assuming we can ignore boundary terms. When we write ex-

pressions like those in the last line of (4.61), which involve a superfield expression that is

integrated over the spacetime coordinates d2x but not over the superspace coordinates d2θ,

it is always implied that we mean to take the lowest component of the superfield expression.

When the combination D+D− acts on the combination in parentheses, we generate two

types of terms: (I) terms with both supercovariant derivatives acting on a single superfield

T , and (II) terms involving one supercovariant derivative acting on each factor T . We
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claim that all terms of type (I) can be ignored using our constraint equations (4.57) - (4.58)

and (4.60) above, up to integration by parts. We will show this by considering each term

explicitly. The type I terms are
∫
d2x

[
(D+D−T+++)T−−− + T+++(D+D−T−−−)

− (D+D−T−−+)T++− − T−−+(D+D−T++−)
]
.

(4.62)

The first term in (4.62) can be rewritten as
∫
d2x (D+D−T+++)T−−− = −

∫
d2x (D+D+T++−)T−−−

= −
∫
d2x (∂++T++−)(T−−−) . (4.63)

In the first step, we have used the conservation equation D−T+++ = −D+T++−; in the second

step, we use the algebra D+D+ = ∂++.

On the other hand, by a similar manipulation, the third term can be written as

−
∫
d2x (D+D−T−−+) T++− =

∫
d2x (D+D+T−−−) T++−

=

∫
d2x (∂++T−−−) T++− . (4.64)

In the first step, we have used D−T−−+ = −D+T−−− and in the second step, we have again

used the algebra D+D+ = ∂++. Therefore, the sum of the first and third terms is
∫
d2x
[
(∂++T−−−)T++− + T−−−(∂++T++−)

]

=

∫
d2x ∂++ (T−−−T++−) , (4.65)

which is a total spacetime derivative and can be ignored.

We repeat this procedure for the remaining terms. Using similar arguments, the second

term can be written as
∫
d2x T+++(D+D−T−−−) = −

∫
d2xT+++(D+D+T+++)

= −
∫
d2xT+++(∂++T+++)

=

∫
d2xT+++(∂−−T−−+) . (4.66)
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Likewise, the fourth term is on-shell equivalent to

−
∫
d2x T−−+(D+D−T++−) =

∫
d2x T−−+(D−D+T++−)

= −
∫
d2x T−−+(D−D−T+++)

= −
∫
d2x T−−+∂−−T+++ . (4.67)

Adding the second and fourth terms gives
∫
d2x
[
T+++(∂−−T−−+) + (∂−−T+++)T−−+

]

=

∫
d2x ∂−− (T+++T−−+) , (4.68)

which is again a total spacetime derivative that we will drop.

The upshot is that all terms which involve two supercovariant derivatives acting on a

single T will drop out, up to equations of motion and total derivatives. Therefore, we are

left with
∫

d2x d2θ (T+++T−−− − T−−+T++−)

∼
∫
d2x(D−T+++D+T−−− −D+T+++D−T−−− −D−T−−+D+T++− +D+T−−+D−T++−) .

(4.69)

The first and third terms of (4.69) cancel after after using the conservation equation (4.57):
∫
d2x

(
D−T+++D+T−−− −D−T−−+D+T++−

)

∼
∫
d2x

(
D+T++−D−T−−+ −D−T−−+D+T++−

)
= 0 . (4.70)

We then arrive at the conclusion:∫
d2x d2θ (T+++T−−− − T−−+T++−)

∼
∫
d2x (D+T−−+D−T++− −D+T+++D−T−−−) .

(4.71)

We now compare this to the combination:

T̃ttT̃xx = (−D+T+++ −D+T−−+) (D−T−−− −D−T++−)

= D+T−−+D−T++− −D+T+++D−T−−− , (4.72)
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where in the last step, we have used the second and third terms in the second line again

cancel after using (4.57) - (4.58):

D+T+++D−T++− −D+T−−+D−T−−− = −D−T−−−D−T++− −D+T−−+D−T−−−

= −D−T−−− (D−T++− +D+T−−+)

= 0 . (4.73)

In the last step, we have used the symmetry of the stress tensor (4.59). Therefore, comparing

(4.71) to (4.72), we see that on-shell one has

∫
d2x d2θ (T+++T−−− − T−−+T++−) ∼

∫
d2x T̃ttT̃xx . (4.74)

If we now impose the superfield analog of the trace flow relation (4.54), setting T̃tx = 0 as

we have already assumed, then on-shell we can write supercurrent-squared as
∫
d2x d2θ (T+++T−−− − T−−+T++−)

=

∫
d2x

T̃ 2
tt

4λT̃tt − 1

=

∫
d2x

D+(−T+++ − T−−+)D−(T−−− + T++−)

4λD+(−T+++ − T−−+)− 1

=

∫
d2xD+D−

[
(T+++ + T−−+)(T−−− + T++−)

4λD+(T+++ + T−−+) + 1

]

=

∫
d2x d2θ

(T+++ + T−−+)(T−−− + T++−)

4λD+(T+++ + T−−+) + 1
.

(4.75)

In the second step, we have used the expressions (4.56) for T̃tt. In the middle step, we

have pulled out an overall pair of supercovariant derivatives; this manipulation relies on

the fact that additional type I terms may have been generated when two supercovariant

derivatives hit a single factor of T in the numerator all drop out by a similar calculation as

the one presented above, where we saw that such type I terms in (4.62) did not contribute.

There are also no additional terms generated when the supercovariant derivatives act on

the denominator. We will see a simple way to understand why the denominator does not

generate additional terms when we present the interpretation of this combination in terms

of (complex) conserved charges in the dimensionally reduced theory.
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4.4.3 Dimensional reduction and interpretation

We have now written the supercurrent-squared operator in a form that is suitable for dimen-

sional reduction since the combination appearing in (4.71) is a function only of T̃tt and not

of any x-components of the supercurrents. We may, therefore, assume that all superfields

are independent of x and perform the dx integral, which yields a constant. We then arrive

at an expression for a supercurrent-squared operator in the (0 + 1)-dimensional quantum

mechanics theory:

∫
dt d2θ

(T+++ + T−−+)(T−−− + T++−)

4λD+(T+++ + T−−+) + 1
. (4.76)

To aid interpretation, we will define the auxiliary quantities:

Q+ = T+++ + T−−+ , Q− = T−−− + T++− . (4.77)

These satisfy the conservation equation:

D−Q+ +D+Q− = D−T+++ +D−T−−+ +D+T−−− +D+T++− = 0 , (4.78)

as a consequence of the conservation equations for T . They also obey

D+Q+ = D+T+++ +D+T−−+ = −D−T−−− −D−T++− = −D−Q− , (4.79)

due to the conditions (4.58) and (4.59). In terms of the Q±, the deformation (4.76) is

∫
dt d2θ

Q+Q−
4λD+Q+ + 1

. (4.80)

We define the combination under the integral in (4.80) as f(Q+,Q−) =
Q+Q−

4λD+Q++1
. This is a

manifestly supersymmetric deformation of the (0+1)-dimensional supersymmetric quantum

mechanics theory constructed from objects Q±, which satisfy certain conservation equations

and therefore resemble conserved currents.

To compare with the common conventions for supersymmetric quantum mechanics, which

use a complex Grassmann coordinate θ, θ rather than θ±, we will now translate (4.80) into

this new notation. The details of this change of variables are described in appendix C.2; we
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summarize the results. In complex coordinates, the operator (4.76) is on-shell proportional

to
∫

dt d2θ
QQ

1
2
− 2λDQ . (4.81)

Similarly, we call this combination f(Q,Q) = QQ
1
2
−2λDQ . The new supercurrents (Q,Q) satisfy

the conservation equation DQ + DQ = 0 as shown in appendix C.2. Since the complex

supercovariant derivatives obey the algebra D2 = D2 = 0, one also has DDQ = 0 and

DDQ = 0. This presentation makes it more transparent that no additional terms are

generated when the overall D+ and D− derivatives act on the denominator of (4.75). In

complex notation, this is simply the statement that:

DD

(
1

4λDQ− 1

)
= DD

(
1

4λDQ− 1

)
= 0 , (4.82)

which is clear since D2Q = DDQ = 0 as we have pointed out.

Because Q,Q contain the single component T of the stress tensor in their component

expansion, the combination (4.80) can be viewed as a manifestly supersymmetric extension

of the deforming operator (4.1), which is now written directly in superspace. This gives a

prescription for deforming any theory of supersymmetric quantum mechanics that descends

via dimensional reduction from a 2d superconformal field theory (we have assumed that the

seed theory in 2d is conformal to use the trace flow equation).

One shortcoming of this presentation is that we have not provided any operational method

for computing the objectsQ,Q within a given theory of supersymmetric quantum mechanics.

To construct these objects using the procedure described in this section, one would need to lift

such a (0+1)-dimensional theory to theory in (1+1)-dimensions, construct the supercurrents

of this parent theory, and then assemble the appropriate combination of the supercurrents

which appear upon reducing back down to quantum mechanics. It is, of course, desirable to

have a complementary view of Q,Q, which facilitates direct computation of these conserved

superfields in a (0+1)-dimensional theory, ideally via some Noether procedure that provides

an interpretation of these objects as conserved charges associated with time translations.

We turn to this issue next.
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4.5 Direct definition of deformation in 1d

In this section, we will define a manifestly supersymmetric deformation directly in the super-

space of a (0 + 1)-dimensional quantum mechanics theory. We first develop some formalism

for defining a conserved Noether “current,” denoted Q, associated with time translation in-

variance. Because the theory has no spatial dimensions, this conserved quantity is a charge

rather than a current; however, we will still use the term “supercurrent” rather than “su-

percharge” for this object to avoid confusion with the supercharges Qi, which represents the

action of the SUSY algebra on superfields.

4.5.1 Noether currents in N = 2 theories

We will follow the strategy of using a superspace Noether procedure, which closely parallels

the discussion of section 4.3; we note that a similar analysis for supersymmetric quantum

mechanics appeared in [205] for a different class of superspace Lagrangians.

Begin by considering a theory for a collection of real scalars X i described by the action:

I =

∫
dt dθ dθA

(
X i, DX i, DX i, DDX i, DDX i

)
, (4.83)

Although we have not allowed the superspace Lagrangian A to explicitly depend on the time

derivatives Ẋ i = ∂tX
i, such dependence is implicitly allowed since

DDX i +DDX i = −2iẊ i (4.84)

according to our conventions for the supersymmetry algebra which are described in appendix

C.1. Therefore, since A depends on both DDX i and DDX i, arbitrary dependence on Ẋ i

can also be accommodated.

For the moment, we will make no additional assumptions about the superfields X i besides

the reality condition (X i)
∗
= X i. We first consider an arbitrary variation of the superspace
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Lagrangian under a field fluctuation δX i:

δA = δX i δA
δX i

+ δ(DX i)
δA

δ(DX i)
+ δ(DX i)

δA
δ(DX i)

+ δ(DDX i)
δA

δ(DDX i)
+ δ(DDX i)

δA
δ(DDX i)

.

(4.85)

It will be convenient to re-express (4.85) by writing each term as the derivative of a product

minus an appropriate correction. For instance,

δ(DX i)
δA

δ(DX i)
= D

(
δX i δA

δ(DX i)

)
−
(
δX i

)
D

(
δA

δ(DX i)

)
,

δ
(
DDX i

) δA
δ(DDX i)

= D

(
δA

δ(DDX i)
DδX i

)
+D

(
δX iD

δA
δ(DDX i)

)

− (δX i)DD

(
δA

δ(DDX i)

)
.

(4.86)

This gives

δA = D

(
δX i δA

δ(DX i)

)
+D

(
δX i δA

δ(DX i)

)

+D

(
δA

δ(DDX i)
DδX i

)
+D

(
δX iD

δA
δ(DDX i)

)

+D

(
δA

δ(DDX i)
DδX i

)
+D

(
δX iD

δA
δ(DDX i)

)

− δX i

(
− δA
δX i

+D

(
δA

δ(DX i)

)
+D

(
δA

δ(DX i)

)

+DD

(
δA

δ(DDX i)

)
+DD

(
δA

δ(DDX i)

))
.

(4.87)

One advantage of the form (4.87) is that we can immediately read off the superspace equa-

tions of motion. Suppose we consider a linearized fluctuation δX i around a configuration X i

which satisfies the equations of motion, and demand that δS =
∫
dt dθ dθ δA = 0. Since the

terms in the first two lines are total superspace derivatives, and the final line must vanish

for any δX i, we obtain the on-shell condition:

δA
δX i

= D

(
δA

δ(DX i)

)
+D

(
δA

δ(DX i)

)
+DD

(
δA

δ(DDX i)

)
+DD

(
δA

δ(DDX i)

)
. (4.88)

Next, we study the conserved charge associated with time translations t→ t′ = t+δt. Under

such a transformation, the superspace Lagrangian varies as

δA = (δt) ∂tA =
i

2
(δt)

(
DDA+DDA

)
, (4.89)
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where we have again used the algebra {D,D} = −2i∂t. Meanwhile, each superfield X i also

transforms as

δX i = (δt)Ẋ i =
i

2
(δt)

(
DDX i +DDX i

)
. (4.90)

We use these expressions in (4.87) and also restrict to the case of on-shell variations, which

means that the equations of motion are satisfied, and we can discard the term proportional

to δX i in the final line. This gives

0 = − i
2
(δt)

(
DDA+DDA

)
+ (δt)D

(
i

2

(
DDX i +DDX i

) δA
δ(DX i)

)

+
i

2
(δt)D

((
DDX i +DDX i

) δA
δ(DX i)

)
+
i

2
(δt)D

(
δA

δ(DDX i)
D
(
DDX i

))

+
i

2
(δt)D

(
δA

δ(DDX i)
D(DDX i)

)
+
i

2
(δt)D

((
DDX i +DDX i

)
D

δA
δ(DDX i)

)

+
i

2
(δt)D

((
DDX i +DDX i

)
D

δA
δ(DDX i)

)
.

(4.91)

To ease notation, we define ηi = DDX i, η̃i = DDX i. After simplifying and collecting terms,

the resulting equation can be written as

0 =
i

2
(δt)D

[
(ηi + η̃i)

(
δA

δ(DX i)
+D

(
δA
δη̃i

))
+
δA
δηi

Dηi −DA
]

+
i

2
(δt)D

[
(ηi + η̃i)

(
δA

δ(DX i)
+D

(
δA
δηi

))
+
δA
δη̃i

Dη̃i −DA
]
. (4.92)

This can be interpreted as a superspace conservation equation of the form:

DQ+DQ = 0 , (4.93)

where

Q = (ηi + η̃i)

(
δA

δ(DX i)
+D

(
δA
δηi

))
+
δA
δη̃i

Dη̃i −DA ,

Q = (ηi + η̃i)

(
δA

δ(DX i)
+D

(
δA
δη̃i

))
+
δA
δηi

Dηi −DA . (4.94)

We note that there is an overall factor of imultiplying each term in (4.92), but we have chosen

to strip off this factor in defining the charges (4.94). From the perspective of conservation

properties, this is, of course, irrelevant because any scalar multiple of the combination DQ+
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DQ still vanishes. Thus, we are free to rescale Q and Q by any constant. However, this

means that there will be a relative factor of i when comparing Q, Q to Q+, Q−, in which case

there was no factor of i naturally appearing in the conservation equation. We will account

for this rescaling when converting between conventions in appendix C.2.

In summary, the Noether procedure leading to (4.94) provides a direct definition of the

objects Q,Q obtained in (4.80) without relying upon dimensional reduction. Since D2 =

D2 = 0, the superspace conservation (4.93) also implies that DDQ = DDQ = 0. As

mentioned above, we note that the supercurrents Q,Q are not to be confused with the

supercharges Q,Q defined by

Q =
∂

∂θ
+ iθ

∂

∂t
, Q =

∂

∂θ
+ iθ

∂

∂t
, (4.95)

which represents the action of the supersymmetry algebra on superfields.

4.5.2 Definition of f(Q,Q) deformation

To acquire some intuition for the objects Q,Q, it is useful to consider a simple example.

The theory of a single real scalar is described by

L =
m

2

∫
dθ dθ DX DX . (4.96)

Setting m = 2 for simplicity, the supercurrent Q and its conjugate are given by

Q = − (η + η̃)DX −D(DX DX)

= −η̃DX ,

Q = (η + η̃)DX −D(DX DX)

= ηDX , (4.97)

where we used DDX = −2iẊ −DDX. The component expressions for these charges are

Q = ψ(iẋ− F )− 2iθψψ̇ + θ
(
ẋ2 + 2iF ẋ− F 2

)
+ θθ

(
iψḞ + ψẍ− 3ẋψ̇ − 3iF ψ̇

)
,

Q = ψ(F + iẋ) + 2iθψψ̇ + θ
(
F 2 + 2iF ẋ− ẋ2

)
+ θθ

(
iψḞ − ψẍ+ 3ẋψ̇ − 3iF ψ̇

)
. (4.98)
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We can also compute the highest component of the product QQ. For simplicity, we will set

the auxiliary field to zero using its equation of motion. Then

QQ
∣∣∣
θ2,F=0

= −4ψψψ̇ψ̇ + 3i
(
ψψ̇ + ψψ̇

)
ẋ2 + ẋ4 . (4.99)

We compare this with the Lagrangian of the theory written in components,

L = ẋ2 + i
(
ψψ̇ − ψ̇ψ

)
+ F 2 . (4.100)

To further develop our intuition, we focus on the bosonic sector. Setting F = 0 and ψ̇ =

ψ̇ = 0, we have the relation

L2 = QQ . (4.101)

Interpreting the Euclidean Lagrangian as the Hamiltonian, we see that deforming the bosonic

sector by the product QQ is equivalent to a deformation by H2. Next, the lowest component

of DQ is given by

DQ
∣∣∣
θ=θ=0

= −F 2 + 2iF ẋ+ ẋ2 . (4.102)

When the auxiliary field equation of motion is satisfied, the lowest component of DQ is,

therefore, ẋ2, which is the Hamiltonian for the bosonic degree of freedom.

Using the intuition that QQ has H2 as its top component and DQ has H as its bottom

component, a natural guess for a combination of superfields which has the deforming operator

(4.1) as its top component is QQ
1
2
−2λDQ , which suggests the flow equation

∂A
∂λ

=
QQ

1
2
− 2λDQ . (4.103)

This is exactly the form of the deformation (4.80), which we obtained by dimensionally

reducing the supercurrent-squared operator in (1 + 1)-dimensions.

4.5.3 Solution for one scalar

We now provide evidence that this is on-shell equivalent to the deformation (4.1). In par-

ticular, we will check that the flow (4.103) generates the expected superspace Lagrangian
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on-shell for the case of a single real scalar field X. From the expressions (4.97) for the

conserved charges in the free theory, we see that the leading deformation is −ληη̃DXDX.

Motivated by this, we will make an ansatz for the finite-λ solution of the form:

A = f(ληη̃)DX DX , (4.104)

with f(y) → 1 − y + O(y2) as y → 0. Using the definition (4.94) we can compute the

conserved superspace charges associated with a Lagrangian of this form, which gives

Q = −(η + η̃)
(
fDX + ληη̃f ′DX + λ2η̃f ′′D(ηη̃)DXDX

)
+ ληf ′DX DX Dη̃

+ fηDX − λf ′D(ηη̃)DX DX ,

Q = (η + η̃)
(
fDX + ληη̃f ′DX + λ2ηf ′′D(ηη̃)DXDX

)
+ λη̃f ′DX DX Dη

− fη̃DX − λf ′D(ηη̃)DX DX . (4.105)

The product of these is therefore

QQ = − (ηη̃ (f + f ′ηλ(η + η̃)) (f + f ′λη̃(η + η̃))DX DX . (4.106)

We now pause to investigate an implication of the superspace equations of motion, which

will allow us to simplify this expression for QQ and, therefore, the flow equation. This will

be the analog of (4.31), which we used to make a similar simplification in the field theory

setting. The equation of motion (4.88) can be written as

0 = D

(
δA

δ(DX)

)
+D

(
δA

δ(DX)

)
+DD

(
δA
δη

)
+DD

(
δA
δη̃

)
, (4.107)

which for our ansatz (4.104) is

0 = D
(
fDX

)
−D (fDX) +DD

(
η̃λf ′DXDX

)
+DD

(
ηλf ′DX DX

)
. (4.108)

Suppose we multiply both sides of (4.108) by DXDX. Since (DX)2 = (DX)2 = 0, several

terms vanish by nilpotency, and the surviving contributions are

fηDXDX − fη̃DXDX + λη̃2ηf ′DXDX − λη2η̃f ′DXDX = 0 . (4.109)
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It follows that

(f − λf ′ηη̃) (η − η̃)DXDX = 0 . (4.110)

Therefore, either η− η̃ or f − λf ′ηη̃ vanishes when multiplying DXDX . The latter cannot

hold identically unless f(y) = c
y
, which is not consistent with the boundary condition f(0) =

1. We conclude that

(η − η̃)DX DX = 0 . (4.111)

In particular, this means that, on-shell, we can replace η with η̃ or vice-versa when either

is multiplying DX DX. Making this replacement in the expression (4.106) for the bilinear

QQ gives

QQ = −ηη̃ (f + 2f ′ληη̃)
2
DX DX . (4.112)

Next, to construct our deforming operator (4.103), we consider the combinations DQ and

DQ (which are of course related by the conservation equation). Any term appearing in these

combinations which is proportional to DX or DX will not contribute to the deformation,

since the function of DQ appearing in (4.103) comes multiplying QQ, which is already

proportional to DX DX. The only terms which we need to retain are therefore

DQ ∼ −ηη̃f − 2λη2η̃2f ′ ,

DQ ∼ ηη̃f + 2λη2η̃2f ′ , (4.113)

where by “∼” we mean equivalence up to terms proportional to DX or DX, which vanish

when multiplyingDX DX by nilpotency. We have thus found that, on-shell, the combination

of superfields which drives our flow equation can be written as

QQ
1
2
− 2λDQ

= − ηη̃(f + 2ληη̃f ′)2

1
2
+ 2ληη̃(f + 2ληηf ′)

DX DX . (4.114)

In terms of the dimensionless variable y = ληη̃, the flow equation then reduces to an ordinary

differential equation for f(y),

f ′(y) =
2 (f(y) + 2yf ′(y))2

1 + 4y (f(y) + 2yf ′(y))
, (4.115)
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whose solution is

f(y) =
1

4y

(√
1 + 8y − 1

)
. (4.116)

We, therefore, conclude that the all-orders solution to the flow equation (4.103) is on-shell

equivalent to the expression:

A(λ) = 1

4ληη̃

(√
1 + 8ληη̃ − 1

)
DX DX . (4.117)

To facilitate comparison with our earlier analysis, we re-scale λ → λ
2
and replace η, η̃ with

their explicit expressions. The resulting deformed quantum mechanics theory is

I =

∫
dt dθ dθ

1

2λ(DDX)(DDX)

(
−1 +

√
1 + 4λ(DDX)(DDX)

)
DX DX . (4.118)

We see that this matches (4.47) on the nose after identifying X with Φ and setting the metric

to g(Φ) = 1. The case with a non-trivial metric for the (0 + 1)-dimensional theory can be

treated similarly.

One could also consider flows driven by other operators constructed fromQ andQ. These
are supersymmetric versions of the f(H) deformations considered in [115, 116]. From the

perspective of the quantum mechanics theory, there is no distinguished choice of f(H) since

any such function drives a qualitatively similar flow where all energy eigenstates remain

eigenstates, and their energy eigenvalues change in a prescribed way. The only reason for

treating the particular f(H) corresponding to TT is due to the connections to interesting

deformations of higher dimensional theories.

As an example of a different supersymmetric f(H) deformation, one could instead study

the flow:

∂A
∂λ

= QQ , (4.119)

which is analogous to the deformation ∂L
∂λ

= H2. If we again restrict to the case of a single

real scalar considered above and use the result (4.112), which is equivalent to QQ on-shell,

this leads to a differential equation

f ′(y) = (f(y) + 2yf ′(y))
2
. (4.120)
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for the function f(y) appearing in the ansatz (4.104). This is a quadratic equation that can

be solved for f ′(y) as

f ′(y) =
1− 4yf(y)−

√
1− 8yf(y)

8y2
. (4.121)

However, we note that this deformation, and flows driven by other functions of Q and Q, will
not be related to the usual two-dimensional TT deformation by dimensional reduction. Only

the operator appearing in (4.103) has this property, and even in that case, the relationship

only holds for deformations of conformal 2d seed theories since the derivation relies on the

trace flow equation.

4.6 Theories with N = 1 supersymmetry

Thus far, we have focused on theories with two real supercharges, such as 2d field theories

with N = (1, 1) supersymmetry or quantum mechanical theories with N = 2 supersym-

metry. However, one could carry out an analogous study of theories with only a single real

supercharge. This would be relevant for theories with eitherN = (0, 1) orN = (1, 0) theories

in two dimensions, which then reduce to theories with N = 1 SUSY in (0 + 1)-dimensions.

We will not carry out an extensive analysis of the three different methods for constructing

a supersymmetric TT deformation in theN = 1 case, as we did in sections 4.3 - 4.5 forN = 2.

However, in this section, we will briefly outline some of the ingredients that would go into

such an analysis and argue that similar results hold.

4.6.1 Noether currents in N = 1 theories

Consider a theory of a collection of N = 1 superfields X i in (0 + 1)-dimensions. The N = 1

superspace has a single anticommuting coordinate θ, so the superfields X i can be expanded

in components as

X i = xi + iθψi . (4.122)
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The supercovariant derivative associated with θ is

D =
∂

∂θ
− iθ ∂

∂t
, (4.123)

which satisfies the algebra

{D,D} = −2i∂t . (4.124)

As a simple example, the free superspace Lagrangian for such a collection ofN = 1 superfields

is written:

A =
i

2
Ẋ iDX i . (4.125)

We now carry out a version of the Noether procedure, which was used to obtain expressions

for the supercurrents Q,Q in the N = 2 case. Consider a superspace Lagrangian that

depends on the X i, their superspace derivatives DX i, and their time derivatives Ẋ i:

I =

∫
dt dθA(X i, DX i, Ẋ i) . (4.126)

We note that, unlike in the N = 2 case, the superspace Lagrangian A in (4.126) must be

fermionic so that the action S itself is bosonic. The variation of the superspace Lagrangian

is given by

δA = δX i δA
δX i

+ δ(DX i)
δA

δ(DX i)
+ δẊ i δA

δẊ i
. (4.127)

The only difference in our Noether procedure is that rather than specializing to the case of

time translations δX i = (δt)Ẋ i as we did for N = 2, we will now consider both translations

along the Grassmann coordinates θ and along time. The reason for this is that we would like

to construct current bilinears, which require the presence of two current-like objects, such as

Q and Q. However, for the N = 1 case, there is only a single current associated with time

translations, and (as we will see shortly) its square does not have TT as its top component.

Similarly, there is a single current associated with superspace translations, but because this

current is fermionic, we cannot square it to construct bilinears since the result would vanish

by nilpotency.4

4Another way to see that we need two separate currents is that the superspace Lagrangian for N = 1 is
itself fermionic. Thus, we could not have constructed a fermionic current bilinear out of a single conserved
current since the square of such a current is necessarily bosonic.
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With this motivation, we will again re-express (4.127) using the product rule as before.

Now, we must be careful because δ does not commute with D since we are allowing transla-

tions along the θ direction as well. One finds

δA = δX i δA
δX i

+D
(
δX i

) δA
δ(DX i)

+
([
δ,D

]
X i
)( δA

δ(DX i)

)
+ δẊ i δA

δẊ i

= D

(
δX i δA

δ(DX i)

)
+ ∂t

(
δX i δA

δẊ i

)

− δX i

(
− δA
δX i

+D

(
δA

δ(DX i)

)
+ ∂t

(
δA
δẊ i

))
+
([
δ,D

]
X i
)( δA

δ(DX i)

)
. (4.128)

Exactly, as before, in (4.88), we can read off the superspace equation of motion:

δA
δX i

= D

(
δA

δ(DX i)

)
+ ∂t

(
δA
δẊ i

)
. (4.129)

Now consider a combined superspace translation of the form t → t + δt, θ → θ + δθ for a

commuting constant δt and a Grassmann constant δθ. The resulting change in the fields is

δX i = (δθ)
∂

∂θ
X i + (δt)Ẋ i . (4.130)

Using the definition DX i = ∂
∂θ
X i − iθẊ i, we can rewrite

∂

∂θ
X i = DX i + iθẊ i , (4.131)

and therefore repackage the variation (4.130) as

δX i = (δθ)DX i + (δt+ i(δθ)θ)Ẋ i

= (δθ)DX i + (δt̃)Ẋ i , (4.132)

where in the last step we have defined δt̃ ≡ δt + i(δθ)θ. Likewise, the variation δA of the

superspace Lagrangian can be written in the same way:

δA = (δθ)DA+ (δt̃)∂tA . (4.133)

We can also compute the commutator:

[
δ,D

]
X i = δ(DX i)−D(δX i)

=
(
(δθ)DDX i + (δt̃)DẊ i

)
−D

(
(δθ)DX i + (δt̃)Ẋ i

)

= −i(δθ)Ẋ i . (4.134)
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Substituting these variations into (4.128) and going on-shell so that we can discard the

equation of motion term gives

(δθ)DA+ i(δt̃)DDA

= D

(
(δθ)(DX i)

δA
δ(DX i)

)
+DD

(
(δθ)(DX i)

(
δA

δDDX i

))

+D

(
i(δt̃)(DDX i)

δA
δ(DX i)

)
+DD

(
i(δt̃)(DDX i)

(
δA

δDDX i

))

− i(δθ)Ẋ i

(
δA

δ(DX i)

)
. (4.135)

where we have rewritten time derivatives in terms of D using ∂t = iD2. Collecting terms

then gives

0 = −(δθ)
[
D

(
(DX i)

δA
δ(DX i)

−D
(
(DX i)

δA
δ(DDX i)

)
+A

)
+ iẊ i

(
δA

δ(DX i)

)]

+ iD

[
(δt̃)(DDX i)

δA
δ(DX i)

+D

(
(δt̃)(DDX i)

δA
δ(DDX i)

)]
− i(δt̃)DDA . (4.136)

It is now tempting to commute the δt̃ past various instances of D in the second line of (4.136)

and define two charge-like objects corresponding to the quantities in brackets, namely

Qθ = (DX i)
δA

δ(DX i)
− iD

(
(DX i)

δA
δẊ i

)
+A ,

Qt = −iẊ i δA
δ(DX i)

+D

(
Ẋ i δA

δẊ i

)
−DA . (4.137)

One might then conclude that DQt must vanish and DQθ must be related to the remaining

term iẊ i
(

δA
δ(DXi)

)
, giving us one conserved charge and one object, which is not conserved,

but which has a known source. However, this manipulation is not valid because δt̃ itself

depends on θ and therefore does not commute with D. If we first set δθ = 0 and consider

only a finite δt, then δt̃ = δt does commute with the D operator so we can write

0 = (δt)D

[(
(DDX i)

δA
δ(DX i)

+D

(
(DDX i)

δA
δ(DDX i)

)
−DA

)]
, (4.138)

which is interpreted as a conservation equation of the form

DQt = 0 , (4.139)
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with Qt defined in (4.137). Next, let us set δt = 0 and look at a fermionic translation δθ.

First, we must account for the additional terms introduced when commuting δt̃ = i(δθ)θ

past the D operators. Note that

−i(δt̃)DDA = (δθ)θDDA

= (δθ) (−D (θDA) +DA)

= (δθ)D (A− θDA) . (4.140)

Then one finds

(δθ)DQθ = −D
[
(δθ)θ(DDX i)

δA
δ(DX i)

+D

(
(δθ)θẊ i δA

δẊ i

)]
+ (δθ)D (A− θDA)

− i(δθ)Ẋ i

(
δA

δ(DX i)

)

= (δθ)D

[
θ(DDX i)

δA
δ(DX i)

−D
(
θẊ i δA

δẊ i

)
+A− θDA

]

− i(δθ)Ẋ i

(
δA

δ(DX i)

)

= (δθ)D

[
θQt − Ẋ i δA

δẊ i
+A

]
− i(δθ)Ẋ i

(
δA

δ(DX i)

)

= (δθ)

(
Qt − θDQt −D

(
Ẋ i δA

δẊ i

)
+DA− iẊ i

(
δA

δ(DX i)

))
. (4.141)

Using the conservation equation DQt = 0, we then have

DQθ = Qt −D
(
Ẋ i δA

δẊ i

)
+DA− iẊ i

(
δA

δ(DX i)

)
. (4.142)

Thus, we see that the “charge” Qθ is not an independent quantity but is related to the

time translation charge Qt, as one might expect from the intuition that the supersymmetry

algebra relates successive superspace translations to time translations through D2 = −i∂t.
In particular, Qθ itself is not conserved in general. We can quantify this non-conservation

by acting again on (4.142) with D and using DQt = 0 to write

∂tQθ = ∂t

(
A− Ẋ i δA

δẊ i

)
− iD

(
Ẋ i

(
δA

δ(DX i)

))
. (4.143)

Therefore, one could define a modified charge Q̃θ and a correction term Qc by

Q̃θ = Qθ + Ẋ i δA
δẊ i
−A , Qc = iẊ i

(
δA

δ(DX i)

)
, (4.144)
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with the property that

∂tQ̃θ +DQc = 0 . (4.145)

4.6.2 Definition of QθQt deformation and solution for one scalar

To get some intuition for these objects constructed in the preceding subsection, we compute

them for the free theory (4.125):

Qθ = iDX iẊ i ,

Q̃θ = iDX iẊ i ,

Qc = −
1

2
Ẋ iẊ i ,

Qt =
1

2
Ẋ iẊ i . (4.146)

Note that Qθ, Q̃θ are fermionic and Qt is bosonic, as expected for Noether currents as-

sociated with Grassmann translations and time translations respectively. Therefore, the

product QθQt is a fermion and thus an appropriate quantity to add to the Lagrangian as

a deformation. In particular, for the free theory, we note that the top component of QθQt
is proportional to (ẋiẋi)2, which is the square of the Hamiltonian. Using this intuition, we

propose an N = 1 version of the SUSY-QM deformation as

∂A
∂λ

=
1

2
QθQt . (4.147)

In this proposal we do not divide by the combination 1
2
−2λQt, as one might expect from the

analogous f(Q,Q) expression in the N = 2 case. This may seem strange because the form

of this deformation is very different than in the preceding cases that we have considered.

However, we will later see that there is an equivalent rewriting of this flow equation as

∂A
∂λ

=
Q̃θQt

1 + 2λQt
. (4.148)

For the class of Lagrangians that we focus on in this work, the solution to the flow equation

(4.148) is identical to the solution of (4.147). We will explore the reason for this in section

4.6.3, where we see that there is a simpler way to understand this equivalence by studying
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an analogous pair of deformations in the non-supersymmetric setting. For the moment,

however, we will work with the first deformation (4.147).

First, we argue that this is on-shell equivalent to the dimensional reduction of the

supercurrent-squared flow for theories with N = (0, 1) supersymmetry. In particular, we

will solve the flow equation (4.147) for the seed theory of a single free boson and verify that

it matches the dimensional reduction of the corresponding 2d flow. We make an ansatz for

the finite-λ deformed superspace Lagrangian of the form:

A(λ) =
i

2
f(λẊ2) ẊDX . (4.149)

Next, we compute the supercurrents. To ease notation, we define the dimensionless combi-

nation ξ = λẊ2. Then using (4.137) one finds

Qθ = if(ξ)ẊDX ,

Qt =
1

2
Ẋ2f(ξ) +

i

2
D
(
Ẋ (f(ξ) + 2ξf ′(ξ))DX

)
− i

2
D
(
f(ξ)ẊDX

)
. (4.150)

Here we have used thatDX is fermionic so (DX)2 = 0. Furthermore, sinceQθ is proportional
to DX, when we construct the combination QθQt, any terms proportional to DX in Qt will
drop out by nilpotency. Therefore, we can write

Qt ∼
1

2
(f(ξ) + 2ξf ′(ξ)) Ẋ2 , (4.151)

where “∼” means equality up to terms which will not contribute to the product QθQt. The
flow equation (4.147) becomes

i

2
f ′(ξ)Ẋ3DX =

i

2
· (f(ξ) (f(ξ) + 2ξf ′(ξ))) Ẋ3DX , (4.152)

whose solution is

f(ξ) =
1

2ξ

(
1−

√
1− 4ξ

)
. (4.153)

Thus, the full solution for the deformed superspace Lagrangian is

A(λ) =
i

4λẊ2

(
1−

√
1− 4λẊ2

)
ẊDX . (4.154)

182



As we mentioned around (4.148), the same flow can be acquired by deforming with another

operator
Q̃θQt

1 + 2λQt
, (4.155)

similar to the irrelevant operators used in the previous sections. To see that (4.155) yields

the same flow, we first compute

Q̃θ = Qθ + Ẋ
δA
δẊ
−A

= if(ξ)ẊDX +
i

2
(f(ξ) + 2f ′(ξ)ξ) ẊDX − i

2
f(ξ)ẊDX

= i(f(ξ) + ξf ′(ξ))ẊDX .

(4.156)

Then using the expression for Qt from (4.151), we have

Q̃θQt
1 + 2λQt

=
(f(ξ) + ξf ′(ξ)) (f(ξ) + 2ξf ′(ξ))

1 + ξ (f(ξ) + 2ξf ′(ξ))

iẊ3DX

2
. (4.157)

The flow equation ∂A
∂λ

= Q̃θQt

1+2λQt
leads to the following differential equation:

f ′(ξ) =
(f(ξ) + 2ξf ′(ξ))(f(ξ) + ξf ′(ξ))

1 + ξ(f(ξ) + 2ξf ′(ξ))
, (4.158)

which has the same solution as in (4.153) from the flow triggered by the operator QθQt,

f(ξ) =
1−√1− 4ξ

2ξ
. (4.159)

Therefore, the operator Q̃θQt

1+2λQt
also triggers the same TT -like flow. Notice that from Qt =

DQ̃θ + Qc, we can express the operator Q̃θQt

1+2λQt
in terms of the conserved currents Qc and

Q̃θ, satisfying the conservation equation

∂tQ̃θ +DQc = 0 . (4.160)

We now argue that this result is on-shell equivalent to the dimensional reduction of the

solution to the supercurrent-squared flow for the corresponding N = (0, 1) theory in 2d.

The dimensional lift of this theory can be written as

I =

∫
d2x dθD+Φ∂++Φ . (4.161)
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A superspace Noether procedure analogous to the one that we have used in the N = (1, 1)

analysis of section 4.3 can also be applied here. The input of this process is a superspace

Lagrangian A(D+Φ, ∂±±Φ). The output is a conservation equation

∂−−S+++ +D+T++−− = 0 ,

∂−−S−−+ +D+T−−−− = 0 ,
(4.162)

where S±±+ and T±±−− are superfields given by:

S+++ =
δA

δ(∂−−Φ)
∂++Φ ,

S−−+ =
δA

δ(∂−−Φ)
∂−−Φ−A ,

T++−− =
δA

δ(D+Φ)
∂++Φ +D+

(
δA

δ(∂++Φ)
∂++Φ

)
−D+A ,

T−−−− =
δA

δ(D+Φ)
∂−−Φ +D+

(
δA

δ(∂++Φ)
∂−−Φ

)
.

(4.163)

The N = (0, 1) supercurrent-squared flow is defined by

∂

∂λ
A(λ) = S+++T−−−− − S−−+T++−− . (4.164)

Beginning from the seed superspace Lagrangian (4.161), we make an ansatz for the finite-λ

solution:

A(λ) = f(λ∂++Φ∂−−Φ)D+Φ∂−−Φ . (4.165)

After evaluating the supercurrents, computing the combination of bilinears (4.164), and

simplifying the differential equation, one finds

x
∂f

∂x
= −xf 2 − 2x2f

∂f

∂x
, (4.166)

where x = λ∂++Φ∂−−Φ. The solution is

f(x) =

√
1 + 4x− 1

2x
. (4.167)

Thus, the fully deformed superspace Lagrangian is

A(λ) =
1

2λ∂++Φ∂−−Φ

(√
1 + 4λ∂++Φ∂−−Φ− 1

)
D+Φ∂++Φ (4.168)
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giving the N = (1, 0) superspace action

S =

∫
dtdθ

(√
1 + 4λ∂++Φ∂−−Φ− 1

)
D+Φ∂++Φ

2λ∂++Φ∂−−Φ
. (4.169)

Upon dimensional reduction, we identify the superfield Φ with X, and all partial deriva-

tives ∂±±Φ are proportional to Ẋ. Doing this, we see that – up to various constant factors

that can be absorbed into rescalings – the solution (4.168) exactly matches (4.154).

We will not perform the analog of the analysis in section 4.4, where we dimensionally

reduced the supercurrent-squared operator itself using the trace flow equation, in this N = 1

case. However, such a procedure should certainly be possible. One would identify a superfield

analog of the trace flow equation which relates S±±+ and T±±−−, and then use this to

eliminate the appropriate linear combinations of these superfields that correspond to the

x directions. One might even expect the process to be simpler, in this case, since the

dimensionally reduced deformation should be bilinear of the formQθQt rather than a rational

function of supercurrents. In particular, it appears T++−− is structurally similar toQt, so one
might believe that the correct dimensionally reduced deformation would be some product of

T++−− with another superfield that plays the role of Qθ.

We conclude this subsection with a few comments about the relationship between N = 1

and N = 2 theories.

1. Every SUSY-QM theory with N = 2 SUSY can be viewed as a special case of a

theory with N = 1 supersymmetry. Therefore, one can always write the f(Q,Q)
deformation for a theory with N = 2 supersymmetry and integrate out one of the

fermionic directions to obtain a deformation in N = 1 superspace. The resulting

N = 1 deformation should be on-shell equivalent to the combination QθQt which

we described in this section since this generates the appropriate supercurrent-squared

flows for N = 1 theories. Evidence for the on-shell equivalence of these two flows in

the case of 2d field theory was given in [98]; the SUSY-QM case should be similar.

2. As pointed out in [206], quantum mechanical theories with N = 1 supersymmetry are

often equivalent to N = 2 theories because they have a hidden second supersymmetry.
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In particular, this will be true for any N = 1 theory with a fermion number symmetry.

A second hidden supersymmetry of this form was not present in the case of a single

N = 1 superfield, which we considered in this section, but it would be present in other

cases (such as those with an even number of N = 1 superfields). For those theories,

one should be able to present the supercurrent-squared deformation of the theory in

either N = 1 or N = 2 language, and we expect the results to be equivalent on-shell.

4.6.3 The HT form of the deformation

We now turn to the question of why our deforming operator in the case of N = 1 supersym-

metry could be written either as a bilinear QθQt or a rational function of the form

Q̃θQt
1 + 2λQt

, (4.170)

although these two expressions appear quite different. This equivalence is related to an exact

correspondence between two expressions involving the Hamiltonian, which holds for TT -like

deformations of any kinetic seed theory. It will be simplest to discuss this correspondence

in the purely bosonic context first, without any supersymmetry.

To begin, we first point out that there are two natural notions of energy in the theory

of quantum mechanics. The first is the Hamiltonian H of the system. Since we work in

Euclidean signature and interpret the Euclidean Lagrangian as the Hamiltonian, H is the

object that sits under the integral sign in the action:

I =

∫
dtH . (4.171)

The second notion of energy is the (Euclidean) Hilbert stress tensor T (Hilb). In (0 + 1)

dimensions, there is only a single component of the stress tensor. It is defined by coupling

the theory to a worldline metric gtt, or equivalently an einbein et, and computing:

T (Hilb) = − 2√
gtt

δI

δgtt
= H − 2

∂H(gtt)

∂gtt

∣∣∣
gtt=1

. (4.172)

Here, by H(gtt), we mean the expression obtained by minimally coupling H to a worldline

metric. Since generically ∂H(gtt)
∂gtt

̸= 0, the two notions of energy differ. Thus far, we have
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been somewhat sloppy and used the symbols H and T interchangeably, for instance, in the

deformation (4.1). Although this deformation is written in terms of T , it is more properly

a flow equation for the object H appearing under the integral in the Euclidean action.

Therefore, we will be more careful and write:

∂H

∂λ
=

H2

1
2
− 2λH

, (4.173)

whose solution is

H(λ) =
1

4λ

(
1−

√
1− 8λH0

)
. (4.174)

We recall that (4.173) was derived using the trace flow equation, which means that it is

valid only for theories that descend from CFTs. In particular, it does not hold for theories

with potential. We now restrict to a particular class of theories for which (4.173) is valid,

which we will refer to as “kinetic seed theories.” Explicitly, we assume that the undeformed

Hamiltonian does not depend on any dimensionful scale but depends linearly on the inverse

metric gtt when coupled to worldline gravity. For instance, the free scalar Hamiltonian

H0(g
tt) = ẋ2 = gtt∂tx∂tx (4.175)

belongs to this class of theories. Since H0(g
tt) depends linearly on the metric, which is a

scalar, the Hilbert stress tensor (4.172) associated with H(λ) is

T (Hilb) = H(λ)− 2
∂H

∂H0

∂H0(g
tt)

∂gtt

∣∣∣
gtt=1

= H(λ)− 2H0
∂H

∂H0

. (4.176)

We now ask whether we can express the right side of the flow equation (4.173) more simply

in terms of H and T (Hilb), rather than H. One can verify by explicit calculation that, for a

Hamiltonian of the form (4.174), the operator appearing in the flow is

H2

1
2
− 2λH

=

(√
1− 8λH0 − 1

)2

8λ2
√
1− 8λH0

. (4.177)
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On the other hand, using the expression (4.176) for the Hilbert stress tensor, one can also

compute the combination

HT (Hilb) = H

(
H − 2H0

∂H

∂H0

)

= −
(√

1− 8λH0 − 1
)2

16λ2
√
1− 8λH0

. (4.178)

Therefore, for this class of theories, we conclude

HT (Hilb) = −1

2

(
H2

1
2
− 2λH

)
. (4.179)

The upshot of this discussion is that, up to an overall constant that can be absorbed into the

scaling of λ, we are free to deform either by the combination H2

1
2
−2λH

or by the combination

HT (Hilb). We refer to this latter expression as the HT form of the flow equation (dropping

the superscript (Hilb) for simplicity).

This HT deformation has a simple interpretation.5 From the form (4.172) of the Hilbert

stress tensor, one has

∂H

∂λ
= H2 − 2H

∂H

∂gtt
. (4.180)

This is reminiscent of the form of the inviscid Burgers’ equation (1.39) for the cylinder energy

levels of a TT -deformed CFT in two dimensions, which we repeat:

∂En
∂λ

= En
∂En
∂R

+
1

R
P 2
n . (4.181)

In the zero-momentum sector, the inviscid Burgers’ equation (1.39) admits an implicit solu-

tion:

En(R, λ) = En(R + λEn(R, λ), 0) . (4.182)

This has the interpretation that the theory has effectively been put on a cylinder with an

“energy-dependent radius.” That is, energy eigenstates with different energy eigenvalues see

different effective geometries.

5In the holographic context, we interpret the addition of the double-trace HT operator as a change in
boundary conditions for the dual BF gauge theory fields. This is discussed in section 3.4.2.
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There is no straightforward analog of the limit Pn = 0 in the quantum mechanical case,

but if we restrict to the case of small energies so that H2 is negligible compared to H, the

(4.180) becomes

∂H

∂λ
≈ −2H ∂H

∂gtt
, (4.183)

which likewise has the implicit solution

H(gtt, λ) = H(gtt − 2λH(gtt, λ), 0) . (4.184)

This has a similar interpretation that different states in the deformed quantum mechanics

theory see different effective energy-dependent metrics. Note that the relative factor of −2
between the rescalings in (4.182) and (4.184) is because the relation (4.179) between HT

and the dimensionally reduced TT operator required us to re-scale λ by a factor of −1
2
.

We now see why there were also two equivalent ways of writing the deformation in the

N = 1 case. On-shell, the quantity Qθ is always proportional to the superspace Lagrangian

A for deformations of a free seed theory, whereas the time translation current Qt contains
the Hilbert stress tensor. Therefore, the top component of their product is proportional to

QθQt
∣∣∣
θ
∼ HT (Hilb) . (4.185)

That is, the bilinear QθQt is the superspace analog of the HT deformation. On the other

hand, the second form of the deformation

Q̃θQt
1 + 2λQt

, (4.186)

is the N = 1 superspace analog of the H2

1
2
−2λH

form of the deformation. The fact that we

obtained square root solutions to the two flows driven by QθQt and Q̃θQt

1+2λQt
is therefore

expected since this is related to the statement that we likewise obtain square roots solutions

in the bosonic sector using either HT or H2

1
2
−2λH

.
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4.7 Conclusion

In this chapter, we have proposed a manifestly supersymmetric deformation of the superspace

Lagrangian for a theory of N = 2 quantum mechanics:

∂A
∂λ

= f(Q,Q) ≡ QQ
1
2
− 2λDQ . (4.187)

The conserved superfields Q,Q are computed using a Noether prescription, for which we

have given explicit formulas that apply to a class of theories involving scalar superfields

X i. We have also performed several non-trivial checks that this superspace deformation

is on-shell equivalent to the dimensional reduction of the N = (1, 1) supercurrent-squared

deformation of two-dimensional field theories, at least for conformally invariant seed theo-

ries. For such conformal seeds, this deformation is, therefore, a natural candidate for the

appropriate supersymmetric version of TT for (0 + 1)-dimensional theories.

Additionally, we proposed two manifestly supersymmetric deformations for an N = 1

quantum mechanics theory

∂A
∂λ

=
1

2
QθQt and

∂A
∂λ

=
Q̃θQt

1 + 2λQt
. (4.188)

Although the forms of this deformation appear different, we showed that they produce the

same flow equation when applied to the seed theory of a single free scalar. This flow equation

matches the dimensional reduction of the N = (0, 1) supercurrent-squared operator. We also

interpreted the equivalence of these deformations by pointing out an analogous rewriting

that holds for deformations of the bosonic sector of kinetic seed theories, namely −1
2
HT and

H2

1
2
−2λH

.

We close this chapter with future research.

More Supersymmetry

Perhaps the most obvious follow-up to this work is to exhibit a version of our superspace

deformation with differing amounts of supersymmetry. For instance, it should be possible to

define deformations of SUSY-QM theories, which are related by dimensional reduction to the
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supercurrent-squared deformations of theories with (0, 2) or (2, 2) supersymmetry [99, 100].

The case of an N = 4 SUSY-QM theory, which descends from a N = (2, 2) field theory is

perhaps more interesting since such field theories are especially well-studied.

It may be that such an analysis is more amenable to a different technique for obtaining

the supercurrents than the one we have used here. In the 2d case, such supercurrents

for theories with N = (1, 1) supersymmetry were straightforward to compute using either

a Noether procedure [98] or via coupling to supergravity [97]. However, in the case of

2d , N = (2, 2) theories, it was more convenient to couple to the appropriate supergravity

rather than employing a Noether approach [100]. From this intuition, one might expect

that the computation of supercharges for deformations of N = 4 SUSY-QM theories might

likewise be easier to perform by coupling to worldline supergravity.

It would also be interesting to understand TT -type deformations in theories with even

more supersymmetry, like N = 8 or maximal SUSY.6 Such an endeavor is complicated by the

absence of a conventional superspace, which makes all of the supersymmetries manifest. One

could, of course, work with a reduced superspace like N = 2 or N = 4, which geometrizes

a subset of the supersymmetry transformations, but the action of the non-manifest SUSY

generators will then be corrected order-by-order in λ after turning on a TT -like deformation.

Connections to Supersymmetric BF Gauge Theory

Another direction concerns the holographic interpretation of these results. We have

emphasized that part of the motivation for considering deformations of (0 + 1)-dimensional

theories whose Lagrangians take the purely kinetic form:

S =

∫
dt gij(X)Ẋ iẊj , (4.189)

where the X i are coordinates on a Lie group G, is that such theories are dual to BF gauge

theories with gauge group G. This relationship holds with or without supersymmetry; in

the SUSY case, the dual is a SUSY-BF theory, and the quantum mechanics theory admits

6Other deformations of QM theories with more supersymmetry, albeit not related to TT , have been
considered in [207–210]. See also [211–213] for discussions of the super-Schwarzian with more SUSY.
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an interpretation as a particle moving on a supergroup. In the special case that the gauge

group is an extension of SL(2,R), the dual BF theory is also related to JT gravity [72] and

to other interesting theories such as SYK.

There have been some interpretations offered for the holographic interpretations of the

TT -like deformation of quantum mechanics in these various dual theories, at least in the non-

manifestly-supersymmetric context. For instance, connections to cutoff JT gravity and the

Schwarzian have been discussed in [115–117, 131, 214], related analyses of the dual matrix

models have been carried out in [4, 215], and a connection to modified boundary conditions

in BF gauge theory is discussed in chapter 3.

It would be very interesting to extend these holographic interpretations to the case with

manifest supersymmetry. In the undeformed case, the correspondence between the quantum

mechanical theory of a particle moving on an SL(2,R) group manifold and the BF gauge

theory with gauge group SL(2,R) is lifted to the supersymmetric setting by promoting the

gauge group to either OSp(1 | 2) for N = 1 SUSY or OSp(2 | 2) for N = 2 SUSY, as is

nicely reviewed in Section 4.2 of [166]. Here OSp(N | 2p) is the orthosymplectic supergroup,

a particular sub-supergroup of GL(N | 2p), which is the supergroup version of the general

linear group GL(N).7 We focus on the N = 2 case which was the main focus of this thesis.8

This N = 2 supersymmetric BF theory was analyzed in [217, 218], and its action can be

written as

SN=2
BF =

∫

M

STr (ΦF )− 1

2

∮

∂M

STr(ΦAt) , (4.190)

where STr is the supertrace, Φ is the supersymmetric analogue of the scalar ϕ appearing

in the usual BF Lagrangian LBF = tr(ϕF ), and F = dA + A ∧ A is the field strength of

a supersymmetric gauge connection A . In this N = 2 case, each of A and Φ admit an

expansion in terms of the 8 generators of the osp(2 | 2) Lie superalgebra; these consist of

7In particular, OSp(N | 2p) is the sub-supergroup of GL(N | 2p) which preserves a symmetric bilinear
form on the bosonic elements (analogous to the orthogonal group) and preserves a symplectic form on the
fermionic elements (analogous to the symplectic group); hence the name “orthosymplectic.”

8Various aspects of the N = 1 version of this theory, including its relationship to the super-Schwarzian
and the properties of boundary-anchored Wilson lines, have been studied in [216].
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the usual 3 generators of sl(2,R), along with four fermionic generators, and one additional

bosonic u(1) generator required by supersymmetry.

One would like to understand what modification of the bulk super-BF theory corresponds

to turning on the f(Q,Q) operator in the boundary SUSY-QM theory. We can view this

question as the dimensional reduction of a related query: what has happened to a bulk AdS3

supergravity theory, written in Chern-Simons variables when the dual supersymmetric field

theory is deformed by supercurrent-squared? The standard intuition from AdS/CFT is that

the addition of a double-trace operator in the field theory corresponds to a modification

of the boundary conditions for the bulk fields [162, 163], although it is not clear that this

intuition should generically apply for irrelevant double-trace deformations as opposed to

relevant (or marginal) operators. In the non-supersymmetric context, it has been argued

that this expectation is indeed correct and that activating TT in a 2d CFT corresponds to a

rotation of the sources and expectation values in the dual SL(2,R)×SL(2,R) Chern-Simons

theory [110]. A similar rotation of boundary conditions appears in the non-supersymmetric

setting of a 2d BF gauge theory, which is dual to a boundary (0 + 1)-dimensional theory

in chapter 3. It would be interesting to see whether the deformed super-BF theory, dual to

a quantum mechanics theory deformed by f(Q,Q) likewise admits such an interpretation,

perhaps involving a linear mixing of the coefficient functions multiplying the 8 generators of

osp(2 | 2) in the expansions of Φ and A.

Deformations of Multiple Scalars; Target Space Geometry

Another avenue for investigation is seeking solutions to the f(Q,Q) flow equations for

theories with multiple scalars. In this work, we have only managed to find a closed-form

result (4.118) for the deformed theory in the case of a single scalar, and even then, we have

only found an expression that is on-shell equivalent to the full solution since we have imposed

one implication of the superspace equations of motion. But of course, the most interesting

examples are the deformed theories of a particle moving on a higher-dimensional manifold,

such as the 3-dimensional SL(2,R) group manifold relevant for the Schwarzian theory. We

have already mentioned in the analysis of the corresponding question for 2d field theories
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around equation (4.25) that solving the flow in this context is much more difficult because

one expects a system of coupled PDEs for the functions multiplying the various two-fermion,

four-fermion, etc. terms in the superspace Lagrangian. However, if one could find a partial

or approximate solution with multiple scalars – perhaps after going partly on-shell, as we

have done here – the result could be interesting.

For example, given such a solution, we could ask whether the resulting deformed theory

still admits an interpretation as a point particle moving on some deformed target-space ge-

ometry. One might think not since our intuition is that the ordinary TT flow in 2d generates

theories that are no longer local QFTs. Analogously, one might expect that f(Q,Q) de-

formed SUSY-QM theories exhibit some signature of non-locality. For instance, the particle

whose position is described by the X i in the undeformed theory could become delocalized

into a “fuzzy particle” over a length scale controlled by λ. It would be interesting to ask

whether other properties of the target manifold can be probed in this case or if the target

manifold itself is changed.

On the other hand, in the undeformed theory, the Witten index of the theory is controlled

by the Euler characteristic of the target space. Since our f(Q,Q) flow is the supersymmetric

extension of an f(H) deformation – which does not affect the energy eigenstates but merely

modifies their energy eigenvalues – it seems that this index remains unchanged under our

deformation, which suggests that the target space topology is also unmodified.

There is some evidence that other indices cannot flow under TT -like deformations. For

instance, related indices like the elliptic genus have been shown not to flow under the usual

TT in two dimensions if the seed theory is conformal [84], and the same conclusion seems

likely to hold if the undeformed theory is integrable but not conformal [9]. Nonetheless,

it would be worthwhile to make this intuition precise in the SUSY-QM case and perhaps

look for other index-like quantities that do flow under f(Q,Q) and which may admit an

interpretation via target space geometry.

Relation to Supersymmetric SYK

Wemention one final future direction, along the lines of the previously mentioned question
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about the relationship of this deformation with super-BF theory, but which is also related

to the issue of defining our f(Q,Q) deformation in quantum mechanics with a potential.

It is well-known that the Schwarzian or particle-on-a-group theory is also related to the

SYK model of Majorana fermions with random all-to-all interactions [219, 220]. The SYK

model has a supersymmetric extension [221–223]; for an (incomplete) collection of related

works on the SYK model and supersymmetry, see [224–238] and references therein.

The application of TT -like deformations in quantummechanics to the non-supersymmetric

SYK model was carried out in [116] (see also [239]). In that case, after shifting the ground

state energy of the model by a constant E0, it was pointed out that there are two choices

for how to perform the deformation:

1. First, perform the average over disorder in the undeformed model and then deform the

Hamiltonian by the desired TT or f(H) operator.

2. Begin by deforming the Hamiltonian by some f(H) operator and then perform the

disorder average in the deformed theory.

The authors of [116] point out that it is easier to do the former since if one first deforms the

Hamiltonian then this procedure will introduce higher powers of the disorder, which makes

the resulting disorder average difficult. Although the latter provides a microscopic picture

of physics.

It would be interesting to carry out a version of this analysis in the supersymmetric

setting using the techniques developed in the present work. To do this, one should use a

presentation of the supersymmetric SYK action which is written directly in N = 1 or N = 2

superspace, such as those developed in [221, 240]. For concreteness, let us focus on the

N = 2 case. The degrees of freedom for the N = 2 super-SYK model are packaged into

chiral superfields Ψ,Ψ which obey the constraints

DΨ = DΨ = 0 . (4.191)
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The Lagrangian is a sum of a kinetic F -term plus a holomorphic superpotential:

L =

∫
dθAkin +

(∫
dθApotential + c.c

)
,

Akin = ΨDiΨ Apotential = Ci1···ikΨi1 · · ·Ψik . (4.192)

To study the appropriate TT -type deformation of such a superspace Lagrangian, one would,

therefore, need to generalize the analysis presented in this work to allow for fermionic su-

perfields and potentials. One could also attempt to understand deformations of SYK via

the dimensional reductions of appropriate two-dimensional field theories [222, 241], or to

investigate TT -like deformations in related disordered supersymmetric models [242–244].
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CHAPTER 5

TT -Deformed Free Energy of the Airy Model

Sharpening the correspondence of JT gravity and its matrix model description under the

TT deformation is of interest. To proceed, we simplify the problem by considering the Airy

model and deform Airy correlators in the same way as in TT -deformed JT gravity. We use

those correlators to numerically compute the annealed and quenched free energies for λ > 0

and λ < 0 from an integral representation of the replica trick. At the leading order in λ

and low temperatures, we confirm that the genus-zero quenched free energy monotonically

decreases as a function of temperature when perturbation theory is valid. We then study the

all-genus quenched free energy at low temperatures, where we discover and discuss subtleties

due to non-perturbative effects in the Airy model, as well as the contributions from the

non-perturbative branch under the TT deformation.

5.1 Introduction

An application of the TT deformation relevant to this chapter is probing the low-temperature

limit of JT gravity and its Airy model description.1 To further motivate the Airy model, we

list a few reasons why it is interesting and useful to study. Firstly, the genus expansion can be

summed via [245] allowing one to make definite statements on non-perturbative corrections.

Secondly, JT gravity at low temperatures, or more precisely the ’t Hooft limit:

ℏ→ 0 , β →∞ , for fixed ℏβ , (5.1)

1Hereafter, we will refer to the Airy limit of Gaussian matrix models as the “Airy model.”
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is dual to the Airy model at all genera known from [246]. The authors of [246] showed

all the non-trivial information of the spectral curve of JT gravity is still preserved under

the ’t Hooft limit (5.1). Additionally, there is an important caveat as [79] finds: the exact

eigenvalue density has an exponential leakage when E < 0, which is denoted as the “clas-

sically forbidden” region causing the system unstable. This non-perturbative instability is

not special for the Airy model as the same phenomena occur for the matrix model dual of

JT gravity.

However, a recent proposal by [247] improves the non-perturbative behavior of JT grav-

ity by removing the non-perturbative instabilities. Therefore, one should only expect this

relation between JT gravity and the Airy model to confidently hold perturbatively. There

are subtleties for the Airy model’s quenched free energy not monotonically decreasing as a

function of temperature using directly the replica trick as done by [248].

Fortunately, Okuyama [249] showed this failure of monotonicity arises due to analytical

continuation issues in the correlators ⟨Zn⟩ to ⟨Zn=0⟩ and proposed an alternative formulation

of the replica trick to correctly give a monotonically decreasing quenched free energy in the

low-temperature limit after summing over all genus. With these motivations of the Airy

model, we wish to investigate how some of these features change under the TT deformation

with a holographic picture in mind to understand JT gravity and its matrix model dual.

Through the lens of the TT deformation, it is interesting to probe observables between

JT gravity and its double-scaled matrix model dual description at a finite cutoff governed

by λ, as done in [115–117, 131, 214, 215]. The purpose of this chapter is to further sharpen

the correspondence between JT gravity at low temperatures and its Airy model description

by computing the correlators and quenched free energy. We now comment on the deformed

energy spectrum in JT gravity.

Throughout several instances in this thesis, we established and used the following differ-

ential equation for the one-dimensional stress scalar T ττ = f±
λ (E):

∂f±
λ (E)

∂λ
=

f±
λ (E)

2

1
2
− 2λf±

λ (E)
(5.2)
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with two solutions

f±
λ (E) =

1±
√
1− 8λE

4λ
. (5.3)

As can be seen in the deformed energy spectrum (5.3) and figure 5.1, the sign of λ > 0 violates

unitarity when the undeformed energy is E > 1
8λ
. The authors of [117] carefully dealt with

this violation of unitarity and restored it in their rigorous non-perturbative treatment for

the deformed partition function from a Wheeler-de Witt wavefunction perspective. In short,

one writes a linear combination of the wavefunction of the two branches (5.3) such that the

density of states stays real for all energies.
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2

E

fλ(E)
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+ (E)
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- (E)

(a) |λ| = 1
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(b) |λ| = 0.01

Figure 5.1: We plot the entire real deformed energy spectrum as a function of the undeformed

energy E when |λ| = 1 and |λ| = 0.01. Here f+
λ>0(E) (blue curve) and f

+
λ<0(E) (green curve)

describe the non-perturbative branch. While f−
λ>0(E) (orange curve) and f

−
λ<0(E) (red curve)

describe the perturbative branch.

Other treatments of the deformation parameter λ’s sign are addressed by [215] from a

double-scaled matrix model perspective of JT gravity with an attempt to define the dual

deformed matrix model description at a finite cutoff. Unfortunately, the analysis of [215]

was unable to match the TT -deformed correlators between JT gravity and the matrix model

description, but did provide several alternative methods on how one could properly make

this correspondence well-defined. We will discuss the importance of [117] and [215] more

throughout various places of this chapter.2

2A recent proposal in [250] successfully matched the TT -deformed partition functions of N = 1 type 0A
and type 0B JT supergravity with the associated matrix models. Additional evidence of the duality from
[250] was calculating the deformed TT -deformed matrix model correlators via topological recursion relations.
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It is helpful to point out in this chapter, that we will think about JT gravity and its TT

deformation from the point of view of the matrix model description. As shown in [79], higher

topology contributions in JT gravity are captured entirely by a double-scaled matrix model.

The partition function of JT gravity at any genus and with any number of boundaries can

be computed from the correlators in its matrix model description. From the point of view

of boundary theory, we only know that JT gravity on a disk is dual to Schwarzian theory on

the boundary. Also, the result of [79] showed the connected n-point function in JT gravity –

namely, the partition function on a connected surface with n boundaries – does not factorize.

The boundary theory is an ensemble of theories, not a single theory. Since the replica trick

is essential to compute quenched free energy and requires knowledge of n-point correlators,

we will think from the point of view of the matrix model and its correlators rather than

directly from the boundary theory.

In section 5.2.1, we first explain how the TT -deformed partition function of various

topologies in JT gravity is found through an integral transformation of the undeformed

partition function. Additionally, in section 5.2.1, we then extend this integral transformation

to find a relation between the deformed and undeformed correlators via:

⟨Z(β1) · · ·Z(βn)⟩λ =
∫ ∞

−∞
dE1 · · · dEn ρ(E1, E2, · · · , En)e−β1f

−
λ (E1) · · · e−βnf−λ (En) , (5.4)

where ρ(E1, · · · , En) is defined by ensuring

⟨Z(β1) · · ·Z(βn)⟩0 =
∫ ∞

−∞
dE1 · · · dEn ρ(E1, E2, · · · , En)e−β1E1 · · · e−βnEn . (5.5)

Only when λ < 0, we can use the integration kernel K(β, β′) = β
√
−8πλβ′ 32

e
(β−β′)2

8λβ′ to be

reviewed in section 5.2.1 to conveniently compute the deformed correlators:

⟨Z(β1) · · ·Z(βn)⟩λ =
∫ ∞

0

dβ′
1K(β1, β

′
1) · · ·

∫ ∞

0

dβ′
nK(βn, β

′
n)⟨Z(β′

1) · · ·Z(β′
n)⟩0 , (5.6)

where ∫ ∞

0

dβ′K(β, β′)e−β
′E = e−βf

−
λ (E) . (5.7)

This is the case when we look at any particular order in the genus expansion. However, when

we look at the exact solution of the Airy model, non-perturbative effects there extend the
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integration range to Ei ∈ (−∞,∞), reflecting the translational invariance of the underlying

effective Hamiltonian [247]. As we later encounter the non-perturbative effect of the TT

deformation, hereafter, we refer to this as the non-perturbative instability to distinguish the

two.

With the density of states for the Airy model, the undeformed one-point function is given

by

⟨Z(β)⟩Airy =

∫ ∞

−∞
dE ρAiry(E)e

−βE , (5.8)

where, from [251, 252], the density of states is

ρAiry(E) = Ai′(−E)2 + E Ai(−E)2 , (5.9)

and Ai(x) is the Airy function of the first kind.

In this Airy model, we should use the following

⟨Z(β)⟩Airy,λ =

∫ ∞

−∞
dE ρAiry(E)e

−βf−λ (E) , (5.10)

instead of (5.6), which is invalid because the integral transformation (5.7) of e−βE diverges

when E < 1
8λ
.

From determining the deformed correlators in section 5.2.1, an immediate application is

to calculate the annealed and quenched free energies in JT gravity at low temperatures where

certain approximations are feasible. In section 5.2.2, we review a new way of computing the

quenched free energy from an integral representation of replica trick due to Okuyama [249]:

lim
n→0

⟨Zn⟩ − 1

n
= ln⟨Z⟩ −

∫ ∞

0

dx

x

[〈
e−Zx

〉
− e−⟨Z⟩x] , (5.11)

where
〈
e−Zx

〉
is fully determined by connected correlators ⟨Zn⟩c. We elaborate later in

section 5.2.2 why we use this integral representation (5.11) instead of directly using the

replica trick in the low-temperature regime, and we comment more on the non-perturbative

contributions from the TT deformation in section 5.2.3.

However, it is generally difficult to evaluate the correlators of JT gravity under the TT

deformation let alone sum over all the connected correlators to use Okuyama’s formula (5.11).
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Since JT gravity is known to have a matrix model description, we will simplify the problem

by studying a simpler matrix model, the Airy model, to make progress. Here, it is important

to notice that although the TT deformation of random matrix models has been studied in

[215], the correlators there do not match those of TT -deformed JT gravity studied in [117].

The goal is to understand JT gravity and its matrix model description at a finite cutoff.

We will not follow the TT deformation of the matrix model defined in [215]. Instead, we

require the correlators of the Airy model to transform in the same way as the correlators in

JT gravity do under the TT deformation, and we will take this as a working definition for

our version of TT deformation applied to the Airy model. This chapter will not attempt to

completely explore this version of deformation for matrix models.

It is also important to point out one caveat of our simplification. Näıvely, the double-

scaled matrix model dual to JT gravity shares the same non-perturbative instability as the

Airy model we considered; for instance, see [79, 247]. However, there have been studies

on how to improve the non-perturbative behavior of JT gravity and remove this undesired

feature [247].

In section 5.3, we use (5.11) to numerically evaluate the quenched free energy in the

Airy model for both λ > 0 and λ < 0. As a warm-up, we first compute the quenched free

energy Fq,λ(T ) at genus-zero at the leading order of λ in perturbation theory. We confirm that

Fq,λ(T ) is a monotonic function in T at low temperature when a leading order approximation

is valid. Additionally, we find that λ < 0 deformation decreases the quenched free energy

while the λ > 0 increases it. Intuitively, this sign of the deformation parameter λ > 0

corresponds to JT gravity in a finite box with Dirichlet boundary conditions at rc = πλ
4G

.

The increase of the quenched free energy for the λ > 0 theory is related to the fact that the

TT deformation cuts off the spectrum.

On the gravity side, one can think of this phenomenon as a gravitational redshift. For an

object in a gravitational potential, the energy measured at the conformal boundary (which is

the undeformed case) is reduced compared to the energy measured at the particle location.

For example, in the extreme case where a particle is sent towards a black hole’s horizon,

202



the energy at infinity vanishes and is negative when the particle is inside the event horizon.

Here, in the cutoff gravitational theory, we are measuring this local energy at the finite cutoff

boundary, which is closer to the particle compared to the conformal boundary. Thus, the

amount of redshift decreases, and the energy we measure increases.

Next, we use the low-temperature approximation ⟨Z(β)n⟩c ≃ ⟨Z(nβ)⟩ of the Airy model

to compute the quenched free energy for finite λ. Notice that this computation includes

contributions from all genera as well as non-perturbative effects in the Airy model, which

makes ρAiry(E < 0) ̸= 0.

For the λ > 0, as studied in [117, 214], there are contributions from the non-perturbative

branch. We compute the quenched free energy with this branch included and excluded. In

both cases, we find the quenched free energy to be divergent.

For λ < 0, the issue of the complex-valued energy always arises regardless of the value of

λ since ρAiry(E) has support on the entire real axis. Although the issue of complex energy

for λ < 0 has been noticed before in [80] for 2d CFT since the ground state energy is − c
12
,

we emphasize this is different from our case, as the energy spectrum is still bounded below

by − c
12
.

However, for the Airy model, the issue of complex energy will always arise regardless of

the value of λ. This has not been noticed before for λ < 0. A simple solution is imposing

a hard cutoff in the energy E, namely, we simply remove these states with complex-valued

energy. We will see in section 5.3.4 that this option would lead to a violation of the TT flow

equation by a boundary term in the integral.

Another option would be to include those states with complex-valued energy to demand

the partition function to be real-valued. One must include the other branch as well. By a

careful choice of coefficient, one can make sure that the boundary terms cancel each other

properly so the flow equation is satisfied. We then compute the quenched free energy for

both cases: If we exclude the non-perturbative contribution, we find the quenched free energy

to be finite and monotonic at low temperatures and decrease under the deformation. If we

include the non-perturbative contribution, we find the quenched free energy diverges.
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5.2 TT deformation in JT gravity and matrix models

5.2.1 TT deformed correlation functions in JT gravity

We review how one computes the deformed partition function in JT gravity via an integral

transformation of the partition function in the undeformed theory. As already alluded to in

the introduction, the deformed energy spectrum is given by (5.3), and given the density of

states, one can immediately compute the deformed partition function systematically as

Zλ(β) =

∫ ∞

−∞
dE ρ(E)e−βf

−
λ (E) . (5.12)

For the moment, we will only consider the contribution from the perturbative branch f−
λ (E).

We will return to the potential contribution from the non-perturbative branch f+
λ (E) later

in section5.2.3.

The partition function Zλ(β) satisfies a flow equation derived by [117]:

[
4λ∂λ∂β + 2β∂2β +

(
1− 4λ

β

)
∂λ

]
Zλ(β) = 0 , (5.13)

which is closely related to the usual inviscid Burgers’ equation from the 2d TT -deformed

energy spectra (5.2) (e.g. see [253]). The deformed partition function (5.12) may be writ-

ten in terms of an integral transformation involving a kernel and the undeformed partition

function [115] when ρ(E < 1
8λ
) = 0

Zλ(β) =
1

2πi

∫ ∞

0

dβ′Z0(β
′)

∫ i∞

−i∞
dEe−βf

−
λ (E)+β′E

=

∫ ∞

0

dβ′K(β, β′)Z0(β
′) ,

(5.14)

where K(β, β′) is a kernel determined from the deformed energy spectrum (5.3):

K(β, β′) =
1

2πi

∫ i∞

−i∞
dEe−βf

−
λ (E)+β′E =

β√
−8πλβ′ 3

2

e
(β−β′)2

8λβ′ , (5.15)

namely, the inverse Laplace transform of the Boltzmann factor after deformation for λ < 0.

With the integral transform (5.14) and its kernel (5.15) at hand, one can proceed to

compute the partition function of the deformed JT gravity on disk, trumpet, and other
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topologies for λ < 0. For example, the map between the undeformed and deformed disk and

trumpet partition functions, respectively, are

Z0(β
′)D =

e
π2

β′

4
√
πβ′ 3

2

=⇒ Zλ(β)D =
β√
−8λπ

e−
β
4λ

β2 + 8π2λ
K2

(
−
√
β2 + 8π2λ

4λ

)
,

Z0(b, β)T =
e−

b2

4β

2
√
πβ

=⇒ Zλ(b, β)T =
β

2π
√
−2λ

e−
β
4λ√

β2 − 2b2λ
K1

(
−
√
β2 − 2b2λ

4λ

)
,

(5.16)

where we have used an identity for the modified Bessel functions of the second kind

∫ ∞

0

dβ′(β′)−m− 3
2 e

a
β′ e

(β−β′)2
8β′λ =

2e−
β
4λ

(β2 + 8aλ)
2m+1

4

K 2m+1
2

(
−
√
β2 + 8aλ

4λ

)
, m ∈ R , (5.17)

when λ < 0 and 8aλ+ β2 > 0.

As in [117], knowing Zλ(β)D and Zλ(b, β)T allows us to build general correlation functions

in the deformed JT gravity. The connected correlators on a hyperbolic Riemann surface with

n boundary components and genus g are

⟨Z(β)n⟩conn,λ =
∞∑

g=0

e−S0(2g+n−2)Zg,n;λ(β) , (5.18)

where S0 is the two-dimensional Einstein-Hilbert action, and Zg,n;λ(β) are defined from [214]

as follows:

Z0,1;λ(β) = Zλ(β)D ,

Z0,2;λ(β1, β2) =

∫ ∞

0

db bZλ(b, β1)TZλ(b, β2)T ,

Zg,n;λ(β1, · · · , βn) =
∫ ∞

0

(
n∏

j=1

dbj bjZλ (bj, βi)T

)
Vg,n (b1, . . . , bn) ,

(5.19)

with the Weil-Petersson volume Vg,n (b1, . . . , bn) of a Riemann surface Σg,n (i.e. with genus

g and n distinct marked points pi) defined in [254] as 3

Vg,n (b1, . . . , bn) =
1

(2π2)3g−3+n

∫

Mg,n

exp

(
ω +

1

2

n∑

i=1

ψib
2
i

)
. (5.20)

3A few of Zg,n;λ(β) has already been computed in [214]. Also, see [79, 255] for a review of Weil-Petersson
volumes in 2d topological gravity and matrix models.
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Here Mg,n is the Deligne-Mumford compactification of the moduli space Mg,n of Σg,n of

complex dimension (3g − 3 + n), ψi ≡ c1(Li) is the first Chern class of the tautological line

bundle Li over Mg,n whose fiber at the point (x1, · · · , xn) ∈ Mg,n is the cotangent line to

the curve C at xi, ω is the Weil-Petersson symplectic form onMg,n, and bi is the length of

the ith geodesic boundary component of Σg,n.

From the definition in (5.19), one might wonder if the Weil-Petersson volumes should

flow under the TT deformation. One possible way to see why Weil-Petersson volumes do

not flow under the deformation4 is that the flow equation (5.13) should be satisfied on each

asymptotic boundary component with proper legnth βi. But by definition, the flow equation

only contains derivatives with respect to λ and β, not bi, the length of geodesic boundary

component to be glued together. This fact was also adopted in [214, 215].

Then for generic Zg,n;λ(β), we write the deformed partition functions as

Zg,n;λ(β1, · · · , βn) =
∫ ∞

0

dE1 · · · dEn ρg,n(E1, · · · , En)e−β1f
−
λ (E1) · · · e−βnf−λ (En) , (5.21)

where

ρg,n(E1, · · · , En) =
∫ ∞

0

( n∏

j=1

dbj bj ρT(bj, Ej)

)
Vg,n(b1, · · · , bn) , (5.22)

and

ρT(b, E) =
cos(b

√
E)

2π
√
E

such that

∫ ∞

0

dE ρT(b, E)e
−βE = Z0(b, β)T . (5.23)

To conclude this section, we recall the differential operator presentation of the TT defor-

mation introduced in (3.195), which is sufficient for computing perturbative expansions in λ

and will be used in section5.3.1, by rewriting the exponential

e−βf
−
λ (E) = e−β

∑∞
m=1 cmλ

mEm+1

e−βE

= Dy;λ|y=β e−yE .
(5.24)

4However, in the context of topological recursion, both the resolvent Rg,n;λ and function Wg,n;λ is de-
formed [214], while their relation to each other Wg,n;λ(z1, · · · , zn) ≡ (−2)nz1 · · · znRg,n;λ(−z21 , · · · ,−z2n) is
intact. So in the deformed theory, Vg,n is no longer the Laplace transform of Wg,n;λ. The topological
recursion formula in terms of Wg,n;λ [256] is covariant under the deformation, and retains the same form.
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It is then straightforward to compute partition functions of generic topologies using

this differential operator. However, for multiple boundary components, one starts from

the undeformed partition function with different inverse temperatures βi on each boundary

component and then applies the differential operator Dyi;λ|yi=βi to each boundary component

separately

⟨Z(β1) · · ·Z(βn)⟩λ =
(

n∏

i=1

Dyi;λ|yi=βi

)
⟨Z(y1) · · ·Z(yn)⟩0 , (5.25)

which, in particular, yields

⟨Z(β)n⟩λ =
(

n∏

i=1

Dyi;λ|yi=β
)
⟨Z(y1) · · ·Z(yn)⟩0 . (5.26)

We will use this differential operator presentation to perform perturbation calculation in the

leading order of λ in section 5.3.1.

5.2.2 Quenched free energy

We briefly review a method of performing the replica trick

⟨lnZ⟩ = lim
n→0

⟨Zn⟩ − 1

n
, (5.27)

following [249]. The replica trick (5.27) has been shown in [249] to be written as a rather

convenient integral representation

⟨lnZ⟩ = ln⟨Z⟩ −
∫ ∞

0

dx

x

[〈
e−Zx

〉
− e−⟨Z⟩x] (5.28)

such that the analytical continuation from ⟨Zn⟩ to ⟨Zn=0⟩ remains unambiguous. From

(5.28), the first term is the annealed free energy while the second term encodes the contribu-

tion from Euclidean replica wormholes with the interpretation that the operator e−Zx creates

spacetime boundary components, so-called “spacetime D-brane” or “SD-brane” introduced

in the context of baby universes [257]. Additionally, the term ⟨e−Zx⟩ can be rewritten as

e−Z(x) in terms of the following generating function of connected correlators

Z(x) =
∞∑

n=1

(−x)n+1

n!
⟨Zn⟩c . (5.29)
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This will turn out to be an important quantity when we compute the TT -deformed annealed

and quenched free energies of the Airy model in the upcoming sections.

A motivation to study a simple observable, such as free energy, is to see how Euclidean

replica wormholes contribute to the Euclidean gravitational path integral

⟨Z(B)⟩ =
∫

B

[dg] e−I[g] (5.30)

with spacetime boundary B, metric measure [dg] and Euclidean JT gravity action I[g]. An

obvious way to determine the presence of Euclidean wormholes is to see whether correlation

functions of the partition function cease to factorize

⟨Z(B)n⟩ ?
= ⟨Z(B)⟩n (5.31)

among n boundary components.

It turns out not to be the case due to the factorization failure as shown in (5.28), and

this fact can be confirmed by directly computing the annealed and quenched free energies5

as done in [248]:

Fa(β) = −β−1 ln⟨Z⟩ , Fq(β) = −β−1⟨lnZ⟩ , (5.32)

at inverse temperature β. They are shown not to be the same indeed, clearly indicating the

factorization failure already hinted at by (5.28).

Unfortunately, the authors of [248] computed Fq(β) with direct usage of the replica

trick (5.27), and their analysis at low temperature found that Fq(β) is not monotonically

decreasing as a function of temperature. This is fundamentally due to the non-uniqueness

of analytically continuing ⟨Zn⟩ to ⟨Zn=0⟩. Given this conundrum at low temperature, the

correct analytical continuation was performed by Okuyama [249] without directly using the

replica trick (5.27), and there Fq(β) was shown to be a monotonically decreasing function of

temperature.

5In [258], the quenched and annealed free energies in JT gravity with conical deficit angles were computed
following the formalism developed by [176, 259–261] and observed the same pathology of monotonicity failing
at low temperatures as [248] finds.
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We now review how this is done following the proof in [249]. The correlator ⟨Zn⟩ can be

expanded in terms of connected correlators ⟨Zk⟩c as [262]:

⟨Zn⟩ = ⟨Z⟩n
[
1 +

1

2
n(n− 1)

⟨Z2⟩c
⟨Z⟩2 + · · ·

]
, (5.33)

so now the analytic continuation of ⟨Zn⟩ is unambiguous due to being rewritten as a poly-

nomial in n up to an overall ⟨Z⟩n. To further find the integral representation (5.28), we

generalize the above expansion to

⟨Zn⟩ = ⟨Z⟩n
∑

ji≥0

n!(
n−∑ℓ≥2 ℓjℓ

)
!

∏

k≥2

1

jk!

(
1

k!

⟨Zk⟩c
⟨Z⟩k

)jk
, (5.34)

where i ≥ 2 and the jk’s constitute an integer partition

n∑

k=1

kjk = n . (5.35)

Now, using the standard prescription for analytical continuation

lim
n→0

1

n

n!

(n−m)!
= (−1)m−1(m− 1)! (5.36)

and then the identity ∫ ∞

0

dy yk−1e−y = (k − 1)!, (5.37)

the quenched free energy Fq(β) can now be written as the integral representation (5.28),

whose integration range inherits that of (5.37).

5.2.3 Comments on non-perturbative contributions

We clarify more of the non-perturbative features arising from the TT deformation appearing

in this chapter.6 The perturbative branch is denoted by the negative branch in the energy

spectrum (5.3) since limλ→0 f
−
λ (E) = E. In contrast, the λ→ 0 limit of the positive branch

6Another non-perturbative effect we will encounter is in the Airy model, whose density of states ρAiry(E <
0) ̸= 0. This is already present in the undeformed theory and is unrelated to [214]. Yet another non-
perturbative effect takes place upon summing over all genus. We believe the non-perturbative effects in
summing over genus results in non-perturbative instability. We will often refer to this effect as the non-
perturbative instability to distinguish the two. But based on context, the readers should have no trouble in
distinguishing the two.
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for (5.3) diverges as expected. Most papers omit this branch in their perturbative analysis

and only consider the negative branch. Unfortunately, when λ > 0, the spectrum along the

flow becomes complex-valued for large enough energies. To resolve this issue, as explicitly

shown in [117], one is forced to include the non-perturbative contribution such that the

partition function

Zλ>0(β) =

∫ ∞

−∞
dE ρ+(E)e

−βf+λ (E) +

∫ ∞

0

dE ρ−(E)e
−βf−λ (E) (5.38)

is real with appropriate constraints on the density of states ρ±(E) for JT gravity and is a

solution to the flow equation (5.13). The appropriate constraints on ρ±(E) are explained

more in-depth by [117]. An alternative approach to naturally incorporate non-perturbative

effects is through a resurgent analysis. In [214], the disk and trumpet deformed JT partition

functions written as power series in λ are Borel resummed to obtain non-perturbative results,

which are used to study how the partition functions summed over topologies (i.e. topological

recursion) and spectral form factor are modified under the TT deformation.

5.3 Quenched deformed free energy for Airy model

In this section, we compute the TT -deformed annealed and quenched free energies in the

Airy model. It is important to point out that our deformation of the double-scaled matrix

model is different from the ones considered in [215], whose TT deformation of the double-

scaled matrix model dual to JT gravity does not completely match the correlators with the

TT -deformed JT gravity.

Eventually, our ultimate goal is to understand the quenched free energy in TT -deformed

JT gravity. However, this is a rather difficult problem since even for the one-point function

⟨Z(β)⟩JT of the undeformed theory, there is no analytical expression that includes all-genus

contributions, let alone non-perturbative effects. In contrast, there has been much progress

with numerical calculations [247, 263–266]. Therefore, we simplify and study the Airy model

instead, which is known to be the low-energy approximation of JT gravity. Since it is a

double-scaled matrix model, one could apply the TT deformation defined in [215]. We
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already know that the TT deformation defined and studied there does not provide an exact

match between JT gravity and its matrix model dual in terms of general correlators. This

is not a good choice if the goal is to understand the quenched free energy in TT -deformed

JT gravity.

To investigate the Airy model with the hope of retaining some essential features of the

TT -deformed JT gravity, we will have to work with a different deformation from the one

considered in [215]. Since one can construct TT -deformed JT correlators with any number

of boundary components and genera from basic observables like the deformed disk and

trumpet partition functions by gluing together pants decomposition [117], we can recast the

TT deformation of the correlators of JT gravity in various ways (e.g. using the differential

operator Dy;λ|y=β) as reviewed in section 5.2.1. To match the TT -deformed matrix model

dual to JT gravity, correlators on both sides must deform the same way. We can then apply

the same recipe of deforming the matrix model correlators to the Airy model instead of using

the one defined in [215]. This is the deformation we will adopt and study in this chapter.

To be more specific, we will take the deformed n-point functions in the Airy model as

⟨Z(β1) · · ·Z(βn)⟩Airy,λ =

∫
dE1 · · · dEn ρAiry,n(E1, · · · , En)e−β1f

−
λ (E1) · · · e−βnf−λ (En) (5.39)

where ρAiry,n(E1, · · · , En) is such that

⟨Z(β1) · · ·Z(βn)⟩Airy,0 =

∫
dE1 · · · dEn ρAiry,n(E1, · · · , En)e−β1E1 · · · e−βnEn . (5.40)

It is important to notice that if we are interested in computing the deformed correlators

at any given genus, there will not be non-perturbative effects (from the Airy model itself

before TT deforming) so the integration range of Ei is [0,∞), and we can safely apply the

integral transformation (5.14) on (5.40) to obtain (5.39) for convenience. However, if we

are interested in the exact result, for instance, ⟨Z(β)⟩Airy,λ, then we cannot use the integral

transformation, no matter if λ is positive or negative, because even for λ < 0, ρAiry has

support over the entire real axis of E.

There are a few other important caveats to mention.
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Firstly, carrying over the TT deformation of JT gravity correlators to matrix model

correlators determines the perturbative branch of the TT deformation. There will be non-

perturbative contributions of the TT deformation if we are interested in results with finite

λ. We will analyze those non-perturbative effects case-by-case as we encounter them by

matching the deformed Airy correlators with either the genus-zero result or the flow equation.

A possible systematical treatment would be adapting the resurgent analysis performed in

[214]. However, in our study, eventually, we will have to sum over not only all orders in λ

but all genus g as well. As hinted in this chapter’s introduction, it is well-known that there is

a non-perturbative instability in the exact spectral density in the Airy model that is related

to the genus expansion.

Secondly, related to the non-perturbative instability of the Airy model, the same non-

perturbative instability appears in the näıve matrix model dual of the JT gravity as well [79,

247]. There have been works to improve the non-perturbative feature of the JT gravity and

remove this undesired feature [79, 247, 267]. There are possibilities that the non-perturbative

instability can qualitatively affect the behavior of the quenched free energy in the deformed

theory and is important to understand if this is the case. A possible proposal is to extend

our study to the JT gravity at general temperatures with the non-perturbative instability

taken care of.

Thirdly, it should be emphasized that we do not provide a complete description of our

version of the TT deformation for the matrix model. We require that in the deformed theory,

every correlator has to transform to match the gravity side. One can take this as the working

definition of our version of the TT deformation for matrix models. To further illustrate the

difference between our version and the one in [215], let us begin with the standard Hermitian

matrix integral

Z =

∫
[dM ]e−TrV (M) =

∫
dNx

∏

1≤i<j≤N
(xi − xj)2e−

∑N
i=1 V (xi) , (5.41)

where xi are the eigenvalues of the N × N Hermitian matrix M and the Vandermonde

determinant
∏

1≤i<j≤N(xi − xj)2 appears from diagonalizing M .
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The undeformed correlation functions are determined by integrating operators against

(5.41):

⟨O1(M) · · ·On(M)⟩0 =
∫
[dM ]e−TrV (M)O1(M) · · ·On(M) . (5.42)

In [215], it is assumed that the deformed matrix model still takes the form of (5.41), and the

only physical quantity that changes is the matrix model potential which shifts from V (M)

to Vλ(M) = cλV (M − 2λM2). As a somewhat unfortunate consequence of this assumption,

the n-point functions in the deformed matrix model still do not match the n-point functions

in the deformed JT gravity. In our case, we start by requiring that the n-point functions in

the deformed matrix model match the results in deformed JT gravity leading to a different

deformation on the matrix model side. In particular, näıvely the integration measure [dM ]

of matrices will receive corrections from the TT deformation as well if we want to keep the

potential TrV (M) as a single trace operator as implicitly assumed in [215]. To see this,

consider the correlators

〈
Tr e−β1M · · ·Tr e−βnM

〉
0

=

∫
dNx

∏

1≤i≤j≤N
(xi − xj)2e−

∑N
i=1 V (xi)

( N∑

i1=1

e−β1xi1
)
· · ·
( N∑

in=1

e−βnxin
)

(5.43)

in the undeformed matrix model.

To match the gravitational result, its deformation should take the following form:

〈
Tr e−β1f

−
λ (M) · · ·Tr e−βnf−λ (M)

〉
λ

=

∫
dNx

∏

1≤i<j≤N
(xi − xj)2e−

∑N
i=1 V (xi)

( N∑

i1=1

e−β1f
−
λ (xi1 )

)
· · ·
( N∑

in=1

e−βnf
−
λ (xin )

)
.

(5.44)

To determine the deformed matrix integral, we consider a change of variables for xi, such

that f−
λ (xi) = x′i, so that we are computing the same correlators

〈
Tr e−β1M

′ · · ·Tr e−βnM ′
〉
λ

(5.45)

in terms of the new variable M ′. This will not only change the potential V (M), but the

integration measures [dM ] as well if we want e−TrV (M) to contain only single trace operators.
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To further illustrate this fact, we consider the change of variables yi = f−
λ (xi) as well

as neglect for the moment issues with the branch cut from the square root in f−
λ (xi) and

potential non-perturbative subtleties related to the change of variable for M .7 Then xi =

yi(1− 2λyi) and this implies

[dM ] e−
∑N

i=1 V (xi) = (dNy)
∏

1≤i<j≤N
(yi − yj)2e−TrV (yi(1−2λyi))

∏

i,j=1,··· ,N
(1− 2λ(yi + yj)) (5.46)

Since only the product of the matrix measure [dM ] and exponential e−TrV (M) are unambigu-

ously defined, one could consider absorbing the extra piece

∏

i,j=1,··· ,N
(1− 2λ(yi + yj)) (5.47)

into the definition of e−TrV (M) to retain the form of the measure [dM ]. However, this will

lead to an infinite sum over double-trace operators as follows:

∏

i,j=1,··· ,N
(1− 2λ(yi + yj))

= exp

( ∑

i,j=1,··· ,N
log(1− 2λ(yi + yj))

)

= exp

( ∑

i,j=1,··· ,N

∞∑

m=1

(2λ)m

m

m∑

p=0

Cp
my

p
i y

m−p
j

)

= exp

( ∞∑

m=1

(2λ)m

m

m∑

p=0

Tr(Mp) Tr(Mm−p)

)
. (5.48)

Either way, the deformation presented here violates the implicit assumptions in [215] and

would be the starting point on the matrix model side. However, it is unclear whether one

should first TT deform and take the double-scaling limit or vice versa. Further analysis is

beyond the scope of this thesis.

7This resembles the “half-diffeomorphism,” which appears in the formulation of TT deformation by
coupling the 2D field theory to topological gravity in [101] where either the metric or coordinates change
under the deformation, but not both.
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5.3.1 Genus-zero quenched free energy at leading order of λ

We begin our analysis on the deformed quenched free energy Fq,λ(T ) at genus-zero pertur-

batively. To determine Fq,λ(T ), we first compute the deformed genus-zero multi-boundary

connected correlators ⟨Z(β1) · · ·Z(βn)⟩g=0
c,λ . The undeformed connected correlators at genus-

zero have been computed in [246] using the genus-zero Korteweg–De Vries (KdV) flow:

⟨Z(β1) · · ·Z(βn)⟩g=0
c,0 = gn−2

s

( n∑

i=1

βi

)n−3 n∏

i=1

(
βi
2π

) 1
2

, (5.49)

where gs ≡
√
2 is the genus-counting parameter.8

The deformed correlators can be computed directly using the integral transformation

(5.14) and, by construction, solve the flow equation (5.13). For instance, for λ < 0, the

deformed one-point, two-point, and n-point correlators are given by

⟨Z(β)⟩g=0
λ = g−1

s

e−
β
4λ

2πβ
√
−λ

K2

(
− β

4λ

)
,

⟨Z(β)2⟩g=0
c,λ = − β1β2

16π2λ

∫ ∞

0

dβ′
1

∫ ∞

0

dβ′
2

√
β′
1β

′
2

β′
1 + β′

2

1

(β′
1β

′
2)

3
2

e
(β1−β′1)

2

8λβ′1
+

(β2−β′2)
2

8λβ′2 ,

⟨Z(β)n⟩g=0
c,λ = gn−2

s

e−
nβ
4λ

β3

(
β2

2π
√
−λ

)n
∑

j ij=n−3∑

ij≥0

(n− 3)!

i1! · · · in!
n∏

j=1

Kij

(
− β

4λ

)
, n ≥ 3 .

(5.50)

Generally, how one evaluates the above sums of products of modified Bessel functions

remains unclear, let alone compute

Zg=0
λ (x) =

∞∑

n=1

(−x)n
n!
⟨Z(β)n⟩g=0

c,λ (5.51)

in (5.29) as in [249].

Therefore, instead, we consider working with perturbation theory and keep the leading

order in λ. For this purpose, it is convenient (in comparison with our “working definition”

introduced at the beginning of section 5.3) to express the TT deformation in terms of dif-

ferential operators and only keep the leading order term in λ so that the deformation acts

8Here in fact gs =
√
2ℏ and we will set ℏ = 1. Adopting the conventions by [249], ℏ is the genus-

counting parameter in the Airy limit of matrix models while gs is the natural genus-counting parameter in
2D topological gravity. Also refer to earlier discussions in [246, 268].
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Figure 5.2: As an example, we have drawn a genus-three Riemann surface with three bound-

ary components, each of which is a circle of circumference βi.

as

⟨Z(β1) · · ·Z(βn)⟩λ →
(
1− 2λ

n∑

i=1

βi∂
2
βi

)
⟨Z(β1) · · ·Z(βn)⟩0 +O(λ2) . (5.52)

Then, we find

⟨Z(β)n⟩g=0
c,λ = ⟨Z(β)n⟩g=0

c − λ

β4
nn−4

(
β3

π

)n
2
(
7

4
n2 − 10n+ 12

)
+O(λ2) . (5.53)

On the other hand,

Zg=0
λ (x) = −

∞∑

n=1

(−x)n
n!
⟨Z(β)n⟩g=0

c,λ (5.54)

can be evaluated using a similar trick as in [249]. Specifically, focusing on the leading order

piece in λ, we have the following sum:

Zg=0
λ (x)−Zg=0

0 (x) = − λ

β4

∞∑

n=1

(−1)n−1nn−4

n!

(
x

√
β3

π

)n(
7

4
n2 − 10n+ 12

)
. (5.55)

Let z = x
√

β3

π
, and the sum can be decomposed into three separate pieces:

A(W (z)) =
∞∑

n=1

(−1)n−1nn−2

n!
zn , B(W (z)) =

∞∑

n=1

(−1)n−1nn−3

n!
zn ,

C(W (z)) =
∞∑

n=1

(−1)n−1nn−4

n!
zn ,

(5.56)

satisfying

(z∂z)A(W (z)) = W (z), (z∂z)
2B(W (z)) = W (z), (z∂z)

3C(W (z)) = W (z) , (5.57)
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where W (z) is the Lambert function defined by the following Taylor series expansion:

W (z) ≡
∞∑

n=1

(−1)n−1nn−1

n!
zn . (5.58)

The above differential equations (5.56) can be solved by making the ansatz

A = A2W
2 + A1W , B = B3W

3 +B2W
2 +B1W , C = C4W

4 + C3W
3 + C2W

2 + C1W ,

(5.59)

and using the property of the Lambert function

z∂zW (z) =
W (z)

1 +W (z)
. (5.60)

We then find

A =
1

2
W 2 +W, B =

1

6
W 3 +

3

4
W 2 +W, C =

1

24
W 4 +

11

36
W 3 +

7

8
W 2 +W (5.61)

and

Zg=0
λ (z) =

B(W (z))

2
+
c1λ

2β

(
7

4
A(W (z))− 10B(W (z)) + 12C(W (z))

)
. (5.62)

Then using (5.28), we compute the O(λ) corrections

⟨logZ⟩g=0
λ

= log⟨Z⟩g=0
λ −

∫ ∞

0

dx
e−β

−3Zg=0
λ (x) − e−x⟨Z⟩g=0

λ

x

= log

[
1√
4πβ3

(
1− 15λ

2β

)]

−
∫ ∞

0

dW
1 +W

W

[
e
− 1

β3
(B(W )

2
−λ

β (
7
4
A(W )−10B(W )+12C(W ))) − e−

1
2β3

WeW
(
1− 15λ

2β

)]

+O(λ2)

= log

(
1√
4πβ3

)
− 15λ

2β
−
∫ ∞

0

dW

W
(1 +W )

(
e
−B(W )

2β3 − e−
1

2β3
WeW

)

− λ

8β4

∫ ∞

0

dW (1 +W )

(
e
− 1

24β3
W (12+9W+2W 2)

(30 + 31W + 16W 2 + 4W 3)

− 30e
W

(
1− 1

2β3
eW

))
+O(λ2) ,

(5.63)
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where we have changed the integration variable from z to W (z) and used

⟨Z(β)⟩g=0
λ =

1√
4πβ3

(
1− 15λ

2β
+O(λ2)

)
. (5.64)

Notice that in the last line of (5.63), we expanded in λ for the logarithm and exponential

since our result is only valid in the leading order of λ.

This integral (5.63) can be evaluated numerically, and, below we plot the quenched free

energy Fq(β) at genus-zero with TT deformation coupling λ = − 1
20

against temperature T .
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Figure 5.3: The annealed and quenched free energies for the deformed Airy model as a func-

tion of temperature T are plotted. The blue and orange curves are quenched and annealed

free energies, respectively, for the deformed theory at λ = − 1
20

and the green curve is the

quenched free energy for the undeformed Airy model. Here λ < 0 lowers the quenched free

energy.

We also plot the genus-zero quenched free energy for various signs of λ, again using

differential operators as in (5.52), see figure 5.4. Notice in the perturbative expansion of

λ, that λ also always appears as λT . Hence, for the leading order approximation to hold,

λT must be small. In the numerical calculation, we find Fq,λ(T ) monotonically decreases

as a function of T for λ > 0. However, monotonicity can break down when λT is too

large for λ > 0 and this is likely due to λT exceeding the range of validity of leading order

approximation in λ.
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Figure 5.4: The quenched free energy Fq,λ(T ) for the deformed Airy model as a function of

temperature T is plotted. We notice that a deformation with λ < 0 lowers the quenched free

energy while the one with λ > 0 increases Fq(T ). For both signs of λ, Fq,λ(T ) monotonically

decreases as T increases for T < 1; however, for λ < 0, this breaks down for λ = 1
20

and at

around T = 1. Notice that the perturbative expansion of λ always appears as λT . For the

first-order approximation to hold, λT should be small. Therefore, this breakdown of mono-

tonicity when T becomes large is likely because we go beyond the validity of perturbation

theory.

5.3.2 All genus quenched free energy in low temperature limit

Now, using the low-temperature approximation as in [249], we compute the quenched free

energy starting from the relation in the undeformed theory [249, 262]:

⟨Z(β)n⟩c ≃ ⟨Z(nβ)⟩, T ≲ 1 . (5.65)

Under the low-temperature approximation, the deformation of ⟨Z(β)n⟩c ≃ ⟨Z(nβ)⟩ is eas-

ily computable. This is seen from expressing the undeformed correlator for n boundary

components ⟨Z(∑n
i=1 βi)⟩0 as

〈
Z

(
n∑

i=1

βi

)〉

0

=

∫
dE ρ(E)e−

∑n
i=1 βiE , (5.66)
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the term dependent on β essentially factorizes. Thus, the deformed n-point function in low

temperatures is

⟨Z(nβ)⟩λ =
∫ ∞

−∞
dE ρ(E)e−nβf

−
λ (E) . (5.67)

However, we must show that the change from the TT deformation for ⟨Z(nβ)⟩c,λ−⟨Z(nβ)⟩c,0
is of lower order compared to the correction ⟨Z(β)n⟩c−⟨Z(nβ)⟩ with (5.65). This is the case

because the correction to the approximation ⟨Z(β)n⟩ ≃ Z(nβ)⟩ is exponentially suppressed

as e−c0β
3
in the low temperature limit β →∞, where c0 is some positive constant. One can

explicitly check this approximation for n = 2, 3, where the exact expression of the partition

functions can be conveniently found in [245]. For instance, with n = 2, we have

⟨Z(β)2⟩c,0 = ⟨Z(2β)⟩0 erf
(√

β3

2

)
. (5.68)

Using the asymptotic expansion of the error function:

erf(x) = 1− e−x
2

x
√
π

∞∑

n=0

(−1)n (2n− 1)!!

(2x2)n
, as x→∞ , (5.69)

it is clear that the correction is suppressed by e−
β3

2 in the low temperature limit for (5.68).

Similarly, for n = 3:

⟨Z(β)3⟩c,0 = ⟨Z(3β)⟩0
(
1− 12T

(√
3β3,

1√
3

))
. (5.70)

From the definition of Owen’s T function:

T (h, a) ≡ 1

2π

∫ a

0

e−
1
2
h2(1+x2)

1 + x2
dx , (5.71)

one can see in the large h limit (i.e. large β limit), it is indeed suppressed as e−
1
2
h2 = e−

3
2
β3
.

The connected correlator has a well-known integral representation given by [245] and is

known to be a closed form only for n = 1, 2, 3. We can easily check that ⟨Z(β)n⟩c ≃ ⟨Z(nβ)⟩
when n = 1, 2, 3 for small temperatures, but proving this for n > 3 is numerically difficult.

We will content ourselves and assume ⟨Z(β)n⟩c ≃ ⟨Z(nβ)⟩ is true for all n.

Meanwhile, even at the leading order of λ, the TT deformation will give polynomial cor-

rections in β for low temperatures. Hence, the corrections in the approximation ⟨Z(β)n⟩0 ≃
⟨Z(nβ)⟩0 can still be neglected even when we consider the TT deformation.
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There is a caveat: the all-genus density of states does not vanish for E < 0. Instead, it

is exponentially suppressed when E < 0:

ρAiry(E) = Ai′ (−E)2 + E Ai (−E)2 (5.72)

and is plotted in figure 5.5.

-2 2 4 6 8 10
E

0.2

0.4

0.6

0.8

1.0

ρAiry(E)

Figure 5.5: We plot the Airy density of states (5.72). As one can see, the density of states

is supported along the entire real line and exponentially suppressed when E < 0.

This means for either sign of λ, there will be states with complex-valued energy. We

discuss the two cases separately, and in each case, there will be a plausible non-perturbative

contribution from the f+
λ (E) branch defined in (5.2).

The deformed quenched free energy is defined and computed as

Fq,λ(β) = −T ⟨logZ⟩λ = T

∫ ∞

0

dx

x

[
e−Zλ(x) − e−x⟨Z⟩λ

]
− T log⟨Z⟩λ . (5.73)

5.3.3 Quenched free energy for λ > 0

In this subsection, we study the quenched free energy of the deformed Airy model with

λ > 0. In the deformed theory’s spectrum, as explained in this chapter’s introduction, the
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deformed energy f−
λ (E > 1

8λ
) is complex-valued. Therefore, a cutoff in E at 1

8λ
is needed to

remove the complex-valued energy states. Furthermore, there could be contributions arising

from non-perturbative states with energy given by the other branch f+
λ (E). This kind of

non-perturbative effects have been rigorously studied in [117, 214]. Their analyses lead one

to conjecture what the non-perturbative contribution could be in the deformed Airy theory

for λ > 0.

We study the quenched free energy with and without the non-perturbative contributions.

In both cases, we find the quenched free energy Fq,λ(T ) diverges for every λ > 0 and T

in our low-temperature approximation. It is unclear to us whether the low-temperature

approximation which causes Fq,λ(T ) to diverge or this is the feature of the deformation

itself. Additionally, we do not know if repeating the same calculation in JT gravity will lead

to the same problem.

For λ > 0, the issue with complex-valued energy is fixed by imposing a cutoff in the

energy E such that the deformed energy spectrum is real-valued. Furthermore, the resurgent

analysis in section 4.2 of [214] indicates that there could be non-perturbative contributions to

the partition function coming from the other branch f+
λ (E). More specifically, the deformed

genus-zero partition function of JT gravity is given by

⟨Z(β)⟩g=0
JT,λ =

∫ 1
8λ

0

dE ρg=0
JT (E)

(
e−βf

−
λ (E) − e−βf+λ (E)

)
, (5.74)

where

ρg=0
JT (E) =

sinh
(
2π
√
E
)

4π2
(5.75)

is just the usual JT gravity density of states for the disk. After a change of variables

E =
1

4λ

(
1±
√
1− 8λE

)
(5.76)

for the two terms in (5.74) respectively, they combine into a single integral (see, for example,

[214])

⟨Z(β)⟩g=0
JT,λ =

∫ 1
2λ

0

dE ρg=0
JT,λ(E)e−βE , (5.77)
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where

ρg=0
JT,λ(E) =

dE−1

dE
ρg=0
JT,0

(
E−1
)

= (1− 4λE) ρg=0
JT (E − 2λE2) . (5.78)

Motivated by this, it is natural to expect that for the Airy model deformed by λ > 0 we

should have the one-point function upon an identical change of variables as before

⟨Z(β)⟩Airy,λ =

∫ 1
8λ

−∞
dE ρAiry(E)

(
e−βf

−
λ (E) − e−βf+λ (E)

)

=

∫ ∞

−∞
dE ρAiry,λ(E)e−βE ,

(5.79)

where

ρAiry,λ(E) = (1− 4λE)ρAiry,0(E − 2λE2) , (5.80)

and the second term in the first line of (5.79) signals non-perturbative effects. Note that here,

instead of using the integration transformation for λ < 0, we must resort to our working

definition introduced at the beginning of this section as the new prescription for the TT

deformation, which agrees with (5.38).

One can use this result with the approximation ⟨Z(β)n⟩ ≃ ⟨Z(nβ)⟩ to compute the

quenched free energy. However, in this case, we find that the quenched free energy diverges.

To see this, we look at the difference between the quenched free energy Fq(β) and the

annealed free energy Fa(β)

Fq,λ − Fa,λ =
∫ ∞

0

dx

x

(
e−Zλ(x) − e−x⟨Z⟩λ

)
, (5.81)

where

Zλ(x) = −
∞∑

n=1

(−x)n
n!
⟨Z(nβ)⟩Airy,λ

= −
∞∑

n=1

(−x)n
n!

∫ 1
8λ

−∞
dE ρAiry(E)

(
e−nβf

−
λ (E) − e−nβf+λ (E)

)

=

∫ 1
8λ

−∞
dE ρAiry(E)

[
e−xe

−βf+
λ

(E) − e−xe−βf−
λ

(E)

]
.

(5.82)

In order for the x-integral to converge, the difference D(x) ≡ e−Zλ(x)− e−x⟨Z⟩λ must at least

go to zero as x→∞ but at least faster than 1
lnx

. We numerically plot D(x) for λ = 1
15

and
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T = 1
12

in figure 5.6. As one can see, the function D(x) is monotonically decreasing with x

at the beginning, but turns around and starts monotonically increasing at a very large value

x ∼ 2× 1019.
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Figure 5.6: We plot D(x) at λ = 1
15

and T = 1
12

without the non-perturbative branch. We

see the turning point is at x ∼ 2× 1019.

One might wonder if the non-perturbative branch with the energy f+
λ (E) causes the

integral to diverge. We can certainly only include the perturbative branch when computing

the quenched free energy. One can numerically show this divergence from D(x) asymptotic

to some finite number in the x→∞ limit.

It is unclear to us if such divergence is intrinsically physical or due to any of our ap-

proximations. There are several possibilities. For instance, Okuyama’s formula (5.28) may

fail for the deformed theory in general. The derivation of (5.28) in [249] requires one to

exchange the integral with an infinite sum which is not convergent. This may lead to the

failure of (5.28) in the deformed theory. Another possibility could be that the divergence is

due to the non-perturbative instability of the Airy model. A reliable way to rule out some

of these possibilities is to extend our work to JT gravity with the proper improvement of its

non-perturbative behavior.
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Figure 5.7: We plot D(x) at λ = 1
10

and T = 1
10

without the non-perturbative branch.

Though not as dramatic as figure 5.6, as one can see D(x) still does not go to zero as

x→∞.

5.3.4 Quenched free energy for λ < 0

In this subsection, we compute the quenched free energy for λ < 0. Since non-perturbatively,

the density of states of the Airy model extends to E = −∞, the deformed theory will have

unitarity issues caused by complex-valued energy, which seems not to be discussed before in

the previous literature of deformed JT gravity. All the densities of states in the literature

have lower bounds (i.e. ρ(E ≤ E0) = 0). Thus, by considering ρ̃(E) = ρ(E − E0), we can

also have a well-defined spectrum for all λ < 0. The non-perturbative effect makes ρ(E) ̸= 0

for all E ∈ R. Therefore, the deformed energy spectrum will be complex-valued for E < 1
8λ
.

One such treatment is by imposing a cutoff in the deformed energy spectrum up to when

it becomes complex-valued. This cutoff resolves the unitarity issues, however, but this leads

to a violation of the flow equation (5.13) of ⟨Z(β)⟩λ as a boundary term arises at the cutoff

E = 1
8λ
. Alternatively, we may include these states with complex-valued energy, but we must

then include their corresponding states from the non-perturbative sectors to ensure that the
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partition function is real-valued. We will refer to this part as non-perturbative.

By carefully choosing coefficients, the contributions in the boundary piece of this term

cancel the boundary term (5.89) in the first option. Thus, the flow equation of the one-

point function ⟨Z(β)⟩λ will be satisfied in this case. We study the quenched energy with and

without the non-perturbative contribution. Excluding the non-perturbative contribution, we

numerically confirm the quenched free energy is monotonically decreasing with temperature

T at a given λ < 0. We also find the quenched free energy monotonically decreases as we

increase the absolute value of λ. Including the non-perturbative branch, unfortunately, we

find that the quenched free energy computed from Okuyama’s formula (5.28) diverges in

general, and we illustrate this subtlety numerically in this subsection.

We start with how to treat the complex-valued energy states in the deformed spectrum.

One may expect that the correct answer is given by the exact recipe for the λ > 0. We

cut off the spectrum below E < 1
8λ

where the deformed energy becomes complex-valued and

includes the other branch for the remaining spectrum. However, there are two objections.

The first objection is that if we consider the genus expansion, the spectrum at genus-zero

does not extend to E < 0. As a result, the deformed spectrum remains unchanged, and

λ < 0 is well-defined making no additional branch required. If we included the other branch

through the genus expansion, the genus-zero partition function will receive corrections from

the other branch as well, which leads to inconsistencies. The second objection is that the

Boltzmann weight e−βf
+
λ (E) diverges as e

β
√

E
2|λ| when E →∞. Hence, the contribution from

the other branch is divergent.

These two reasons suggest we should not include the contribution from the other branch

for the real-valued energy region. Thus, one might conclude the deformed partition function

for λ < 0 is simply given by truncating the spectrum with complex-valued energy:

⟨Z(β)⟩λ,guess =
∫ ∞

1
8λ

dE ρAiry(E)e
−βf−λ (E) =

∫ ∞

1
4λ

dE ρAiry,λ(E)e
−βE , (5.83)

where

ρAiry,λ(E) = (1− 4λE)ρAiry(E(1− 2λE)) . (5.84)
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There is a caveat: the deformed partition function should satisfy the differential equation

(5.13) derived in [117]:

[
4λ∂λ∂β + 2β∂2β −

(
4λ

β
− 1

)
∂λ

]
⟨Z(β)⟩λ = 0 . (5.85)

For convenience, we introduce the differential operator

F ≡ 4λ∂λ∂β + 2β∂2β −
(
4λ

β
− 1

)
∂λ . (5.86)

Next, consider a change of variables E = Ẽ + 1
8λ

so that the bound of the integral does not

depend on λ:

⟨Z(β)⟩λ,guess =
∫ ∞

0

dẼ ρAiry

(
Ẽ +

1

8λ

)
e−βf

−
λ (Ẽ+ 1

8λ) . (5.87)

As one can show, F acting on the integrand leads to a total derivative

F
[
ρAiry

(
Ẽ +

1

8λ

)
e−βf

−
λ (Ẽ+ 1

8λ)
]

=
d

dẼ

[
e−βf

−
λ (Ẽ+ 1

8λ)ρAiry

(
Ẽ +

1

8λ

)
4λ− β

√
−8λẼ

8βλ2

]
.

(5.88)

Therefore

F [⟨Z(β)⟩λ,guess] =
[
e−βf

−
λ (Ẽ+ 1

8λ
)ρAiry

(
Ẽ +

1

8λ

)
4λ− β

√
−8λẼ

8βλ2

] ∣∣∣∣∣

Ẽ=∞

Ẽ=0

= −e
−βf−λ ( 1

8λ
)

2βλ
ρAiry

(
1

8λ

)
.

(5.89)

Now we see the problem: our guess ⟨Z(β)⟩λ,guess violates the flow equation (A.23) due

to the appearance of the boundary term (5.89). This is just another manifestation of the

non-perturbative effect of the Airy model. If ρAiry(E) had been supported on [E0,∞), we

can shift the ground state energy such that ρ̃Airy(E) = ρAiry(E−E0) to remove the complex-

valued energy and make ρ̃Airy(
1
8λ
) = 0 such that the flow equation is satisfied. However, this

is not possible due to the non-perturbative effects as ρAiry(E) has support on the entire real

axis.

Thus, to make sure that ⟨Z(β)⟩λ,guess satisfies the flow equation (A.23) while keeping it

finite, we must include the complex-valued energy region where E ∈ (−∞, 1
8λ
) to cancel the
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unwanted boundary term. To make sure the deformed partition function is real, we must

also add its complex conjugate, i.e. the contribution from the other branch. Therefore, the

partition function ⟨Z(β)⟩λ for λ < 0 should be given by

⟨Z(β)⟩Airy,λ =

∫ ∞

1
8λ

dE ρAiry(E)e
−βf−λ (E) +

∫ 1
8λ

−∞
dE ρAiry(E)

e−βf
−
λ (E) + e−βf

+
λ (E)

2
, (5.90)

where the sum of exponentials in the second integrand can be rewritten in terms of cosine

as

e−
1

4λT

∫ 1
8λ

−∞
dE ρAiry(E) cos

(√
8λE − 1

4λT

)
(5.91)

and is a highly oscillatory integral when λ or T is small, but can still fairly easily be numer-

ically evaluated to be finite. As one can check, the boundary terms cancel with each other,

and the flow equation (A.23) is satisfied.

One can then use Okuyama’s formula (5.28) to numerically compute the quenched free

energy. In this case, we can express Zλ(x) using (5.90) as the following:

Zλ(x) ≃ −
∞∑

n=1

(−x)n
n!
⟨Z(nβ)⟩Airy,λ

= −
∫ ∞

1
8λ

dE ρAiry(E)
∞∑

n=1

(−x)n
n!

e−nβf
−
λ (E)

− 1

2

∫ 1
8λ

−∞
dE ρAiry(E)

∞∑

n=1

(−x)n
n!

(
e−nβf

−
λ (E) + e−nβf

+
λ (E)

)

=

∫ ∞

1
8λ

dE ρAiry(E)

(
1− e−xe−βf−

λ
(E)

)

+
1

2

∫ 1
8λ

−∞
dE ρAiry(E)

[
2− e−xe−βf+

λ
(E) − e−xe−βf−

λ
(E)

]
.

(5.92)

Since the second integral of (5.92) can be rewritten as

∫ 1
8λ

−∞
dE ρAiry(E)

[
1− e−xe−

1
4λT cos

√
8λE−1
4λT cos

(
xe−

1
4λT sin

√
8λE − 1

4λT

)]
. (5.93)

We can turn off the non-perturbative effect by including only the first term in (5.92).

In the next subsection, we study the quenched free energy first with and then without the

non-perturbative contribution.
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5.3.4.1 Without the non-perturbative contribution

We first study the quenched free energy without the contribution from the non-perturbative

part. In this case, the numerical calculation is straightforward without subtleties. We nu-

merically confirm that the deformed quenched free energy Fq,λ(T ) monotonically decreases as

T increases. Furthermore, we find the quenched free energy Fq,λ(T ) monotonically decreases

as the absolute value of λ increases and present our numerical results below in figures 5.8

and 5.9.
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Figure 5.8: We plot the quenched free energy Fq,λ(T ) without the contribution from the

non-perturbative branch as a function of T for λ = −0.1,−0.4,−0.8,−1.6,−6.4,−25.6. As

shown, Fq,λ(T ) is a monotonically decreasing function of T in the deformed theory.

5.3.4.2 With the non-perturbative contribution

Similarly, in section 5.3.3 (e.g., figures 5.6 and 5.7), we numerically demonstrate the integral

diverges by showing the difference D(x) ≡ e−Zλ(x) − e−x⟨Z⟩λ does not vanish in the large x

limit. Notice that e−x⟨Z⟩λ → 0 in the large x limit, and we can show that D(x) diverges as

x→∞ by proving Zλ(x) is oscillating with its amplitude rapidly increasing with x. Instead,

we numerically plot figure 5.10 to illustrate this fact by showing the depth of the three valleys
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Figure 5.9: We plot the quenched free energy Fq,λ(T ) without the contribution from the

non-perturbative branch as a function λ for fixed T = 0.1, 0.2, 0.4, 0.6. As shown, Fq,λ(T ) is

monotonically decreasing as |λ| increases.

deepening as x increases, which shows the divergence of D(x).
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Figure 5.10: We plot Zλ(x) against x at T = 0.3 and λ = −2. One can see that the valleys’

depths deepening towards the right makes e−Zλ(x) unbounded in the large x limit.

231



5.4 Conclusion

In this chapter, we studied the TT -deformed correlators for JT gravity and its matrix model

description. Additionally, we computed the quenched free energy of the Airy model under

the TT deformation for both signs of λ and their non-perturbative features. We briefly

summarize our numerical results. At genus-zero and the leading order of perturbation theory

in λ, we confirmed the quenched free energy Fq,λ(T ) is a monotonic function in T for a given

λ within the validity domain of the leading order approximation. We also find λ < 0

decreases Fq,λ(T ) while λ > 0 increases Fq,λ(T ). For all genera and in the low-temperature

approximation, we computed the quenched free energy Fq,λ(T ) using (5.28), which diverges

regardless of whether we include the non-perturbative contribution of the TT deformation

or not when λ > 0. For λ < 0, we can numerically compute Fq,λ(T ) without including

the potential non-perturbative contributions and confirm the monotonicity of Fq,λ(T ) at low

temperature. Additionally, we find Fq,λ(T ) decreases by the deformation and matches the

result in perturbation theory at genus zero. When including the possible contributions from

the non-perturbative branch, we find Fq,λ(T ) computed from (5.28) diverges again.
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CHAPTER 6

Root-TT Deformed Boundary Conditions in

Holography

In this chapter, we develop the holographic dictionary for pure AdS3 gravity where the

Lagrangian of the dual 2d conformal field theory has been deformed by an arbitrary function

of the energy-momentum tensor. In addition to the TT deformation, examples of such

functions include a class of marginal stress tensor deformations, which are special because

they leave the generating functional of connected correlators unchanged up to a redefinition

of the source and expectation value. Within this marginal class, we identify the unique

deformation that commutes with the TT flow, which is the root-TT operator, and write

down the modified boundary conditions corresponding to this root-TT deformation. We

also identify the unique marginal stress tensor flow for the cylinder spectrum of the dual

CFT, which commutes with the inviscid Burgers’ flow driven by TT , and we propose this

unique flow as a candidate root-TT deformation of the energy levels. We study BTZ black

holes in AdS3 subject to root-TT deformed boundary conditions and find that their masses

flow in a way that is identical to that of our candidate root-TT energy flow equation, which

offers evidence that this flow is the correct one. Finally, we obtain the root-TT deformed

boundary conditions for the gauge field in the Chern-Simons formulation of AdS3 gravity.

6.1 Introduction

A promising strategy for learning more about holography is to begin with a relatively well-

understood holographic correspondence and then deform it in some controlled way. We
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will focus on the case of an asymptotically AdS3 bulk, which is dual to a two-dimensional

conformal field theory. Given such a holographic boundary theory, we can view the CFT2

as essentially defining the 3d gravitational theory. More precisely, the CFT2 defines the

boundary conditions that the fields of the bulk gravity theory should obey at infinity.

To consider a concrete example, we recall that every translation-invariant quantum field

theory admits a conserved stress tensor operator Tαβ. In the holographic dictionary, this

boundary stress tensor operator is dual to the asymptotic bulk metric. One way to see this

is to vary the action S of the 3d gravitational theory, including both the Einstein-Hilbert

term and appropriate boundary terms and put this varied quantity on-shell using the bulk

equations of motion. The resulting expression can be written as a boundary integral

δS
∣∣∣
on-shell

=
1

2

∫

∂M3

d2x
√
γ Tαβ δγ

αβ , (6.1)

For the on-shell variation of the action to vanish, we require δγαβ = 0 on ∂M3, which means

that we impose Dirichlet boundary conditions on the metric near infinity. The quantity Tαβ

which appears in (6.1) is then identified with the expectation value of the stress tensor oper-

ator of the boundary theory; the procedure described above furnishes an explicit expression

for Tαβ in terms of functions appearing in the Fefferman-Graham expansion of the metric

near infinity. We interpret this by saying that the asymptotic metric γαβ is a source for the

stress tensor operator of the dual CFT2.

Now consider a deformation of the boundary conformal field theory. One familiar way to

perform such a deformation is to add an integrated local operator to the action defining the

2d theory, so that

S0 −→ S0 + δS = S0 + µ

∫
d2x
√
γO(x) , (6.2)

where O(x) is a local operator and µ is a real parameter. Because the CFT2 defines the

boundary conditions that the bulk fields obey at infinity, it is natural to expect that such

a deformation would change these boundary conditions. This is the case for many such

multi-trace deformations [163], at least subject to the usual caveats that one should restrict

attention to the effects on light single-trace operators at large-N .
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For instance, one much-studied example is a double-trace deformation, where the object

O(x) appearing in (6.2) is the square of an operator which is dual to a fundamental field in

the gravity theory. In this work, we will focus on deformations constructed from the stress-

energy tensor Tαβ; because this operator is present in any translation-invariant quantum field

theory, such deformations are in a sense universal. An operator O(x) which is constructed

from products of components Tαβ is a double-trace operator, by the definition given above,

because the stress-energy tensor is dual to the bulk metric, which is a fundamental field

of the gravity theory. One particularly nice Lorentz-invariant double-trace combination of

components Tαβ is

OTT = TαβTαβ − (Tαα )
2 . (6.3)

This combination defines the so-called TT operator, which has generated considerable

research interest in recent years. For the moment, let us focus on the properties of this

operator purely as an object in the 2d boundary theory (and postponing its bulk interpreta-

tion). By infinitesimally adding this operator OTT at each step along a flow, one can define

a one-parameter family of theories that obeys the differential equation

∂S(λ)

∂λ
= −1

2

∫
d2x
√
γO(λ)

TT
(x) , (6.4)

where the superscript λ is meant to emphasize that we must re-compute the operator O(λ)

TT

using the deformed stress tensor T
(λ)
αβ at each point along the flow.1

We make three sets of observations.

(I) First note that OTT is a dimension-four operator, which means that it is irrelevant

in the Wilsonian sense. As a consequence, the flow equation (6.4) is quite unusual

from the perspective of the renormalization group. Ordinarily, one imagines beginning

with a conformal field theory and then adding an integrated relevant operator in the

1Throughout this chapter, we always use the symbol λ to denote the parameter of a TT flow, while we
use the symbol µ either for the parameter of a generic deformation of a boundary field theory or for the
parameter of the root-TT flow, which we introduce shortly. Note that µ is never a spacetime index in this
chapter and appendix D.
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spectrum of the theory, which triggers a flow to the infrared. In a loose sense, the

TT flow is the inverse of this familiar paradigm, as we add an integrated irrelevant

operator, which modifies the definition of the theory in the ultraviolet.

(II) The quantity OTT defined in (6.3) involves products of stress tensor operators. As

products of coincident local operators are generally divergent in quantum field theory,

it is far from obvious that the combinationOTT defines a local operator at all. However,

it has been shown that one can begin with a point-split quantity

OTT (x, y) = Tαβ(x)Tαβ(y)− Tαα (x)T ββ (y) , (6.5)

and then take a coincident point-limit lim
y→x
OTT (x, y). Surprisingly, this procedure does

define a sensible local operator, up to certain total derivative ambiguities which can

be ignored [80, 81].

(III) This deformation is “nice” in the sense that it preserves many desirable properties of the

undeformed theory, such as integrability [81, 82, 157, 269] and supersymmetry [3, 97–

100, 104, 106]. Relatedly, observables in the deformed theory can often be described

with simple closed-form expressions; a few examples include the finite-volume spectrum

[81, 82], S-matrix [87], and torus partition function [83–85].

Because the operator OTT appears to be rather special from the field theory perspective,

one might suspect that this deformation corresponds to some fairly natural modification of

the asymptotic boundary conditions for the bulk fields in the holographic dual. This turns

out to be the case [109]. To see this, one first defines the λ-dependent quantities

γ
(λ)
αβ = γ

(0)
αβ − 2λT̂

(0)
αβ + λ2T̂ (0)

αρ T̂
(0)
σβ γ

(0)ρσ ,

T̂
(λ)
αβ = T̂

(0)
αβ − λT̂ (0)

αρ T̂
(0)
σβ γ

(0)ρσ ,
(6.6)

where T̂αβ = Tαβ−γαβT ρρ is the trace-reversed stress tensor. In terms of these quantities, the

boundary action that solves the TT flow equation (6.4) has the property that its variation

can be written as

δS =
1

2

∫
d2x

√
γ(λ) T

(λ)
αβ δγ

(λ)αβ . (6.7)
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This is exactly of the same form as the usual on-shell bulk variation, (6.1), except written in

terms of the λ-dependent metric and stress tensor. For the variation of the action to vanish,

we now require that δγ(λ)αβ = 0, which means that we impose Dirichlet boundary conditions

on the deformed metric γ(λ)αβ at infinity. In terms of the original variables, this looks like

a certain choice of mixed boundary conditions on the metric at infinity since we now hold

fixed a combination of the original metric γ
(0)
αβ and its radial derivative, which is related to

T
(0)
αβ .

One might ask whether there are other universal deformations constructed from stress

tensors that admit interpretations as particularly simple modified boundary conditions. An-

other candidate is the recently-proposed root-TT operator [270], which is defined as

R =

√
1

2
TαβTαβ −

1

4
(Tαα )

2 . (6.8)

By way of comparison, let us revisit the three points (I) - (III) which we made concerning

the TT operator and consider the analogous statements for root-TT .

(̃I) Whereas TT is an irrelevant operator, the root-TT operator is classically marginal.

For instance, it has been checked in a large class of examples that the stress tensor of

a root-TT deformed CFT still has a vanishing trace. As a consequence, the coupling

constant µ parameterizing the root-TT flow is dimensionless.

(ĨI) Although TT is quantum-mechanically well-defined, it is not known whether the root-

TT operator can be defined at the quantum level by point-splitting. Understanding

the quantum properties of this operator remains an important open problem.

(ĨII) The root-TT deformation shares some of the “niceness” properties of the ordinary TT

deformation. For instance, flow equations for the root-TT -deformed Lagrangian can

often be solved in closed form [270], and the root-TT deformation preserves classical

integrability in many examples [271]. However, formulas for root-TT deformed spectra,

S-matrices, and partition functions have not been obtained.
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Although much less is known about the root-TT operator, there are many hints that this

deformation might lead to an interesting class of models. One is the relation to the ModMax

theory [272–275] in four dimensions. This theory and its Born-Infeld extension obey 4d

analogs of the root-TT and TT flow equations, respectively [157, 276], and both flows can

be supersymmetrized [277, 278]. The root-TT operator also appears in a flow equation that

generates the 3d Born-Infeld Lagrangian or its supersymmetric extension [279]. Further, the

dimensional reduction of the ModMax theory is identical to the theory obtained by root-TT

deforming a collection of 2d free scalars [280, 281]. A (0 + 1)-dimensional version of the

root-TT deformation was studied in [282], which also preserves integrability. This operator

has been connected to ultra/non-relativistic limits and the BMS group in three dimensions

[283, 284], and to nonlinear automorphisms of the conformal algebra [285]. See also [286] for

an analysis of TT and root-TT -like deformations using characteristic flows.

Given the interest in the root-TT operator from the field theory perspective, it is natural

to ask whether there are modified boundary conditions for the bulk metric that implement

this deformation, as (6.6) do in the TT case. In this work, we will argue that the answer to

this question is yes, and the analogous expressions are

γ
(µ)
αβ = cosh(µ)γ

(0)
αβ +

sinh(µ)

R(0)
T̃

(0)
αβ ,

T̃
(µ)
αβ = cosh(µ)T̃

(0)
αβ + sinh(µ)R(0)γ

(0)
αβ ,

(6.9)

where we have defined T̃αβ = Tαβ − 1
2
γαβT

ρ
ρ , which is the traceless part of the stress tensor

(not to be confused with the trace-reversed stress tensor T̂αβ), and

R(0) =

√
1

2
T (0)αβT

(0)
αβ −

1

4

(
T

(0)α
α

)2

=

√
− det

(
T̃

(0)
αβ

)
, (6.10)

is the root-TT operator as before.

This means that – from the viewpoint of holography – the root-TT deformation plays a

similar role as the TT deformation (or other f(T ) deformations), insofar as it imposes certain

mixed boundary conditions where some function of the metric γαβ and stress tensor Tαβ is
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held fixed. However, the mixed boundary conditions which appear in the root-TT case are

considerably more exotic because they involve the expression R(0) which is non-analytic in

the stress tensor T
(0)
αβ . Despite this unusual feature, we will show that the root-TT deformed

boundary conditions have several surprisingly nice properties: for instance, various combi-

nations of deformed quantities, like T
(µ)
αβ δγ

(µ)αβ and det(γ
(µ)
αβ ), are equal to their undeformed

values and the root-TT deformed boundary conditions commute with the TT -deformed

boundary conditions, in a sense which we will make precise below. These unexpectedly sim-

ple relations, along with the pressing need to more deeply understand theories of root-TT

type, motivate us to undertake a detailed study of the boundary conditions (6.9) in the

remainder of the present work.

The layout of this chapter is as follows. In section 6.2, we review the holographic dictio-

nary under general multi-trace deformations and apply these results to stress tensor defor-

mations of AdS3/CFT2. In section 6.3, we use consistency conditions, such as commutativity

between TT and root-TT , to identify the root-TT deformed boundary conditions and the

flow equation for the finite-volume spectrum of the field theory under a root-TT deformation.

In section 6.4, we study AdS3 gravity with these root-TT deformed boundary conditions in

both the metric and Chern-Simons formalisms and perform a holographic computation of

the deformed spacetime mass which agrees with our flow equation for the root-TT deformed

spectrum. In section 6.5, we conclude and identify directions for future research.

6.2 Holographic dictionary for stress tensor deformations

The connection between deformations of a field theory by local operators and modified

boundary conditions for the gravity dual was pointed out in the early days of the AdS/CFT

duality. For double-trace deformations, the effect on the CFT partition function was dis-

cussed in [287] and its relation to modified boundary conditions was explored in [162, 163,

288–292]. A generalization to multi-trace deformations, which we will follow in section 6.2.1,

was laid out in [293]. Although earlier work focused on relevant or marginal deformations,
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the analysis of irrelevant TT and JT deformations is described in [109, 294] and the lecture

notes [295]. See also [138] for a recent discussion of the generating functional of connected

stress tensor correlators in holography (without TT -like deformations).

In this section, we will review some of this well-known material to apply it to more general

stress tensor deformations in AdS3/CFT2. An arbitrary scalar constructed from the stress

tensor Tαβ for a two-dimensional field theory can be written as a function of two independent

invariants,

f (Tαβ) = f
(
Tαα , T

αβTαβ
)
, (6.11)

since all higher traces of Tαβ are related to these two by trace identities. At the classical

level, any such function can be used to generate a deformation of a quantum field theory.

The usual TT deformation corresponds to

f = TαβTαβ − (Tαα )
2 = OTT , (6.12)

whereas the root-TT deformation is

f =

√
1

2
TαβTαβ −

1

4
(Tαα )

2 = R . (6.13)

As we will explain, for any operator f which is chosen as a deformation of the two-dimensional

field theory, one can find the modified generating functional in the large-N limit by a path

integral argument. For certain choices of f , it is then possible to explicitly solve for the

modified boundary conditions in the 3d bulk gravity theory.

The surprising feature of deformation by a marginal combination of stress tensors, such

as the root-TT operator, is that the additive shift in the generating functional of connected

CFT correlators vanishes to leading order in 1
N
. Although such a deformation still has

non-trivial effects on observables, this feature means that we will not be able to find the

corresponding modified boundary conditions in the usual way. We will instead need to use

a different argument, which will be the subject of section 6.3.
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6.2.1 Multi-trace deformations

We first review the reasoning, which is used to find the change in the generating func-

tional under a general multi-trace deformation of the CFT. We follow [293] except for the

mild generalization that we allow deformations by general scalar quantities constructed from

operators carrying arbitrary indices, which allows us to include the case of stress tensor de-

formations. The analysis of this subsection applies in any dimension, so we will temporarily

work in general spacetime dimension d before specializing to d = 3 in later subsections. In

this section, we will also explicitly retain factors of N to make the role of the large-N limit

more transparent. Although in later sections, we will always implicitly work in a large-N or

large-c limit to have a classical bulk gravity dual, we will typically not emphasize the central

charge dependence of quantities appearing in path integrals.

Consider a CFTd dual to a bulk AdSd+1 gravity theory. Let OA be a collection of local

operators in the conformal field theory, which are single traces in the sense that each is dual

to a fundamental field of the bulk gravity theory. For instance, one can imagine each OA as

being dual to a light scalar field in the 3d bulk, in which case A is an internal index. When

we specialize to stress tensor deformations in AdS3/CFT2, we will instead think of OA as

some component Tαβ of the energy-momentum tensor, in which case A is a multi-index of

spacetime indices. For now, we will treat both cases uniformly by using an abstract index

A, which may transform under the action of some unspecified Lie group G.

We will deform the action by adding N2µ
∫
ddx
√
γ f(O). Here f is a scalar function of

OA, in the sense that it is invariant under the action of G, µ is a coupling constant with

the appropriate dimension, and γαβ is the boundary metric. We will assume that f(0) = 0

but make no further assumptions about the function f . For simplicity, in the remainder of

this subsection we will assume γαβ = ηαβ and thus omit factors of
√
γ. Quantities in the

deformed theory will be decorated by a µ superscript or subscript, whereas quantities in the

undeformed theory will carry a (0) label. Our goal will be to find a relationship between the

generating functionals of connected OA correlators in the deformed and undeformed theories,

which we write as W (µ)[J (µ)] and W (0)[J (0)], respectively, and which are defined by the path
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integrals

e−W
(0)[J(0)] =

∫
Dψ e−S0−N2

∫
ddx J(0)A(x)OA(x) ,

e−W
(µ)[J(µ)] =

∫
Dψ e−S0−N2

∫
ddx(µf(O)+J(µ)A(x)OA(x)) .

(6.14)

Here J (0)A and J (µ)A are sources that are linearly coupled to the operators OA in the unde-

formed and deformed theories, respectively. For simplicity, we suppress the A indices on the

sources J (0)A, J (µ)A when they appear as arguments in generating functionals. Correlators

of the operators OA are obtained from functional derivatives with respect to the source; for

instance, the one-point function in the undeformed theory is given by

⟨OA⟩0 =
1

N2

δW [J (0)]

δJ (0)A
≡ σA(x) , (6.15)

where we introduce the shorthand σA for convenience.

In the large-N limit, all multi-point functions of operators OA factorize into products of

one-point functions of the form (6.15). This fact implies a simple relation between the two

generating functionals in (6.14). To see this, we begin by changing variables in the path

integral expression for exp
(
−W (µ)[J (µ)]

)
, defining

J̃A = J
(µ)
A + µ

∂f(O)
∂OA . (6.16)

This shift is performed because a general function f(O) will have a term linear in O in its

Taylor series expansion. Such a linear term in the effective action obstructs us from directly

applying the results of large-N factorization.2 After implementing this shift to remove the

linear term, the generating functional becomes

e−W
(µ)(J(µ)) =

∫
Dψ e−S0−N2

∫
ddx (µf(O)+J̃AOA−µOA∂

Af) , (6.17)

2One way of understanding this, which is nicely explained in chapter 8 of [296], is to consider diagram-
matics. For an effective action with a term linear in O, there are infinitely many tree graphs that can be
constructed with two external lines, since any lines may end on linear vertices. This complicates the large-N
analysis, which usually proceeds by noting that the leading contribution at large-N comes from tree graphs
with a minimal number of external lines (of which there should be finitely many). Performing the shift (6.16)
removes the linear vertex and repairs this undesirable feature.
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where we introduce the shorthand ∂Af = ∂f(O)
∂OA

. We may now relate this expression to the

undeformed generating functional evaluated on J̃ as

e−W
(µ)[J(µ)] =

∫
Dψ e−S0−N2

∫
ddx (J̃AOA)e−µN

2
∫
d2x (f(O)−OA∂

Af)

= e−W
(0)[J̃ ]e−µN

2
∫
ddx (f(σ)−σA∂Af(σ)) +O

(
1

N

)
. (6.18)

The key observation is that the path integral on the second line of (6.18) defines a certain

expectation value, namely of the second exponential factor, but in the large-N limit, we may

use factorization to evaluate this expectation value by replacing all instances of OA with its

one-point function σA. When µ = 0, the argument of the second exponential factor vanishes,

and the two generating functions are equal, as expected.

The upshot of this manipulation is that, by taking logarithms of the first and last ex-

pressions of (6.18) and discarding subleading terms as N →∞, we conclude

−W (µ)
[
J (µ)

]
= −W (0)

[
J̃
]
− µN2

∫
ddx (f(σ)− σA∂af(σ)) , (6.19)

or in terms of the rescaled generating functionals w[J ] = 1
N2W [J ],

w(µ)
[
J (µ)

]
= w(0)

[
J̃
]
+ µ

∫
ddx

(
f(σ)− σA∂Af(σ)

)
, (6.20)

where now σ(x) = δw(0)[J̃ ]

δJ̃(x)
.

Note (6.20) is the main result which allows us to find the change in the generating

functional under an arbitrary multi-trace deformation, including by non-analytic operators

like root-TT . The deformation by any such operator has two separate effects. First, the

generating functional w(µ) is shifted by a term involving an integral of f(σ) − σA∂
Af(σ).

Second, the effective source J (µ)A which is used for computing one-point functions is shifted

by a term proportional to the derivative of f , as in (6.16).

It will sometimes be convenient to use a varied form of (6.20). The variations of the

two generating functionals are defined by varying the sources and holding the corresponding
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one-point functions fixed:

δW (0)
[
J (0)
]
=

∫
ddx ⟨OA⟩0 δJ (0)A ,

δW (µ)
[
J (µ)

]
=

∫
ddx ⟨OA⟩µ δJ (µ)A .

(6.21)

Varying (6.20) and substituting for δw(0) then gives

δw(µ)
[
J (µ)

]
= δw(0)

[
J̃
]
+ µ

∫
ddx δ

(
f(σ)− σA∂Af(σ)

)

=

∫
ddx

(
⟨OA⟩0 δJ̃A + µδ

(
f(σ)− σA∂Af(σ)

))
. (6.22)

Finally, equating this result with the expression for δw(µ) in terms of δJ (µ)A gives

∫
ddx ⟨OA⟩µ δJ (µ)A =

∫
ddx

(
⟨OA⟩0 δJ̃A + µδ

(
f(σ)− σA∂Af(σ)

))
. (6.23)

Note (6.20) is the main result that allows us to find the change in the generating functional

under an arbitrary multi-trace deformation, including by non-analytic operators like root-

TT . The deformation by any such operator has two separate effects. First, the generating

functional w(µ) is shifted by a term involving an integral of f(σ) − σA∂Af(σ). Second, the

effective source J (µ)A, which is used for computing one-point functions is shifted by a term

proportional to the derivative of f , as in (6.16).

It will sometimes be convenient to use a varied form of (6.20). The variations of the

two generating functionals are defined by varying the sources and holding the corresponding

one-point functions fixed:

δW (0)
[
J (0)
]
=

∫
ddx ⟨OA⟩0 δJ (0)A ,

δW (µ)
[
J (µ)

]
=

∫
ddx ⟨OA⟩µ δJ (µ)A .

(6.24)

Varying (6.20) and substituting for δw(0) then gives

δw(µ)
[
J (µ)

]
= δw(0)

[
J̃
]
+ µ

∫
ddx δ

(
f(σ)− σA∂Af(σ)

)

=

∫
ddx

(
⟨OA⟩0 δJ̃A + µδ

(
f(σ)− σA∂Af(σ)

))
. (6.25)
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Finally, equating this result with the expression for δw(µ) in terms of δJ (µ)A gives
∫
ddx ⟨OA⟩µ δJ (µ)A =

∫
ddx

(
⟨OA⟩0 δJ̃A + µδ

(
f(σ)− σA∂Af(σ)

))
. (6.26)

Here (6.26) will be useful for finding the modified boundary conditions for bulk fields after

deforming the boundary field theory by some operator f . In particular, for a given deforma-

tion, one can match the coefficients of independent variations in (6.26) to obtain differential

equations whose solution gives the deformed boundary conditions. This is especially helpful

for studying more general deforming operators f , which depend both on the operators OA
and their sources JA. Deformations by scalars constructed from the stress tensor Tαβ are of

this more complicated form since they involve contractions with the boundary metric γαβ

which plays the role of the source for Tαβ. It is shown in [293] that an analysis of the varied

(6.26) yields the correct modification to the stress tensor Tαβ after a multi-trace deformation,

which is convenient because this analysis is more straightforward than a direct computation

from the deformed generating functional.

As a sanity check, it is useful to consider the case of a double-trace deformation,

µf(σ) =
1

2
µABσAσB , (6.27)

where µAB is a field-independent symmetric tensor. In this case,

µ∂Af = µABσB . (6.28)

This means that the source J
(A)
µ satisfies

J (µ)A = J̃A − µABσB , (6.29)

and, thus, the source has been shifted by a term linear in the corresponding expectation

value. The deformed and undeformed generating functionals are related by

w(µ)
[
J (µ)

]
= w(0)

[
J̃
]
− 1

2

∫
ddxµABσAσB . (6.30)

Therefore, we see that a double-trace deformation is especially simple: although we deformed

the action by adding an integrated quantity proportional to
∫
ddxµABσAσB, the generating

functional has been deformed by subtracting such a quantity.
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6.2.2 Compatibility with Hubbard-Stratonovich

In the case of a double-trace deformation, the general analysis of section 6.2.1 is equivalent

to another common technique for deriving the modified holographic dictionary, namely the

Hubbard-Stratonovich transformation. This method exploits the fact that a double-trace

deformation is quadratic in fields and, therefore, can be decoupled by integrating in an

appropriate auxiliary field. The Hubard-Stratonovich technique has a long history and was

already used in [287] to study the effect of a double-trace deformation on the dual CFT, which

is nicely reviewed in [109, 294]. We note that a similar strategy was used in [83] to replace

the TT operator with a coupling to a metric-like field hαβ and interpret the deformation

as random geometry. However, this decoupling procedure does not straightforwardly apply

to more general multi-trace deformations, such as the square root-type deformation by R.
For completeness, we now briefly review this alternative derivation and confirm that the

resulting modification to the generating functional is identical.

We again work in general spacetime dimension d and focus on a deformation of the CFT

action, which takes the form:

S0 −→ S0 +
N2

2

∫
ddxµABOAOB , (6.31)

where the OA are single-trace operators as before, and consider the deformed generating

functional defined in (6.14),

e−W
(µ)[J(µ)] =

∫
Dψ e−S0−N2

∫
ddx

(
µAB

2
OAOB+J(µ)A(x)OA(x)

)
. (6.32)

We now integrate in an auxiliary field. To emphasize the similarity with the random geometry

analysis of [83], we will use the notation hA for this Hubbard-Stratonovich field. One has

the path integral identity

1 = N
∫
Dh eN2

2

∫
d2xhA(µ−1)

AB
hB . (6.33)

Here, the quantity N is a normalization factor, which is defined by the property that it

normalizes the path integral on the right side of (6.33) to one. It can also be formally
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written as N = 1√
det( µ

N2 )
, although we will use the shorter expression N to avoid cluttering

formulas. Inserting this identity into the expression (6.32) for the generating functional,

e−W
(µ)(J(µ)) = N

∫
DψDh e−S0−N2

∫
ddx

(
J(µ)AOA+µAB

2
OA OB− 1

2
hA(µ−1)

AB
hB

)

= N
∫
DψDh e−S0−N2

∫
ddx (J(µ)A+ĥA)OA− 1

2
ĥAµ−1

AB ĥ
B

,

(6.34)

where in the last step, we have completed the square in the integrand by writing quantities

in terms of a shifted auxiliary field

ĥA = hA + µABOB . (6.35)

Seeing that the combination ĥA+ J (µ)A now acts as the source for OA, we perform a second

change of variables to

h̃A = ĥA + J (µ)A (6.36)

to find

e−W
(µ)(J(µ)) = N

∫
DψDh e−S0−N2

∫
ddx (h̃AOA+ 1

2(h̃A−J(µ)A)µ−1
AB(h̃B−J(µ)B))

= N
∫
Dh e−W (0)[h̃] e−N

2
∫
ddx ( 1

2(h̃A−J(µ)A)µ−1
AB(h̃B−J(µ)B)) .

(6.37)

In the second step, we have noted that performing the path integral including the first two

terms in the exponential, S0 and the coupling h̃AOA, defines the undeformed generating

functional exp
(
−W (0)

[
h̃
])

since h̃A acts as the source for OA. We have also implicitly used

large-N factorization since the third term in the exponential also depends on the operators

OA. In the last line of (6.37), all implicit instances of such operators are understood to be

replaced with the corresponding one-point functions.

In the large-N limit, the remaining path integral over h can be performed using the

saddle point approximation. The saddle occurs at the point h̃A which satisfies

−δW
(0)[h̃]

δh̃A
− µ−1

AB

(
h̃B − J (µ)B

)
= 0 . (6.38)
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On the other hand, the quantity − δW (0)[h̃]
δhA

defines the one-point function ⟨OA⟩0 ≡ σA, where

we again introduce the shorthand σA for the undeformed expectation value of OA.

Because we are modifying the field theory, the local operator O(0)
A in the undeformed

theory could correspond to some different operatorO(µ)
A in the deformed theory. Therefore, in

principle, we should distinguish between deformed and undeformed operators, in addition to

distinguishing between deformed and undeformed expectation values, which we have written

as ⟨ · ⟩µ and ⟨ · ⟩0, and which differ in that they are computed using path integrals weighted

by different actions. However, we will see that for both the TT deformation and the root-TT

deformation, the deformed and undeformed operators agree:

O(0)
A = O(µ)

A . (6.39)

More precisely, we will see that the derivatives of the operators O(λ)

TT
and R(µ) with respect

to the appropriate flow parameters λ and µ, respectively, both vanish. Thus, we will simply

assume that (6.39) holds in the present analysis; one can view this as an extra condition one

might impose to single out a preferred class of deforming operators.

Solving (6.38) then yields h̃A = J (µ)B + µABσB. We, therefore, find that

e−W
(µ)[J(µ)] ∼ e−W

(0)[J(µ)B+µABσB]−N2

2

∫
ddxµABσAσB . (6.40)

Here, we write ∼ to indicate both overall proportionality, since the saddle point integral

introduces an additional prefactor which we will not track, and also the approximation to

leading order in 1
N
. Taking logarithms and discarding the normalization, we conclude

W (µ)[J (µ)] = W (0)
[
J̃
]
− N2

2

∫
ddxµABσAσB ,

J̃A = J (µ)A + µABσB . (6.41)

We see that this exactly reproduces equations (6.29) and (6.30), after shifting to the re-scaled

generating functionals w by dividing through by N2.

Therefore, the two approaches that we have described are equivalent to the case of double-

trace deformations. Both computations use the assumption of large-N in a key way. In the
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first method, we used large-N factorization in (6.18), and in the Hubbard-Stratonovich

approach, we used both large-N factorization in (6.37) and a saddle-point approximation in

(6.40).

However, it is important to emphasize that the first method is more general since it applies

to arbitrary multi-trace deformations. The Hubbard-Stratonovich technique crucially relies

on the path integral identity (6.33), which is a Gaussian integral and can, therefore, only

introduce a quadratic dependence on hA. Such a quadratic auxiliary field term is sufficient

to decouple a double-trace deformation like the usual TT , but for more general operators

such as root-TT , we will instead resort to the multi-trace analysis.

6.2.3 Stress tensor deformations of AdS3/CFT2

In the remainder of this work, we will focus on deformations that are constructed from the

energy-momentum tensor rather than from general operators OA. It is worth pointing out

that such deformations are qualitatively different in three bulk spacetime dimensions, which

is our primary case of interest. In AdS3, the bulk metric has no local propagating degrees

of freedom. As a result, we do not need to impose the usual restrictions that a deforming

operator built from OA be relevant or marginal to retain analytic control.

An irrelevant deformation built from an operator OA, which is dual to a dynamical field,

such as a light scalar, would generically backreact on the metric and, therefore, become

difficult to study. In contrast, an irrelevant deformation constructed from the 2d stress

tensor Tαβ, such as the TT deformation, does not lead to any backreaction because the

dual field is the (non-dynamical) bulk metric gαβ. This means that we are free to consider

deformations by any scalar function f(T ) of the stress tensor, even those with arbitrarily

large dimensions, and study the resulting mixed boundary conditions in the AdS3 bulk.

As we mentioned around (6.11), the most general Lorentz scalar, which can be constructed

from a 2d stress tensor Tαβ is

f (Tαβ) = f (x1, x2) , x1 = Tαα , x2 = TαβTαβ , (6.42)
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where we introduce x1 = Tr(T ) and x2 = Tr(T 2).

In the notation of section 6.2.1, this corresponds to OA = Tαβ and σA = ⟨Tαβ⟩0, where A
is a multi-index of two boundary spacetime indices. We note that

∂f

∂Tαβ
=

∂f

∂x1
γαβ + 2

∂f

∂x2
Tαβ , (6.43)

where γαβ is the 2d metric.

We may now import the general results for the shift in the generating functional under

a multi-trace deformation defined by

∂S(µ)

∂µ
=

∫
d2x
√
γ f(x1, x2) . (6.44)

Because the boundary metric γαβ now plays a more important role, we restore factors of
√
γ

in integrals which were omitted in sections 6.2.1 and 6.2.2.

Using (6.20), we find

w(µ)
[
J (µ)

]
= w(0)

[
J̃
]
+ µ

∫
d2x
√
γ

(
f(x1, x2)−

(
x1
∂f

∂x1
+ 2x2

∂f

∂x2

))
, (6.45)

where now we use x1, x2 interchangeably for the operators Tαα , T
αβTαβ and the expectation

values ⟨Tαα ⟩, ⟨Tαβ⟩⟨Tαβ⟩, as justified by large-N factorization.

In these formulas, the source J (µ) which couples to the deformed stress tensor T
(µ)
αβ is

the deformed metric γ
(µ)
αβ . This means that the deformation by f involves both single-trace

operators and their sources, which makes the behavior of this deformation more complicated.

While a deformation by a function that depends only on operators OA (but not their sources

JA) shifts the sources and leaves the expectation values ⟨OA⟩ unchanged, a deformation

which depends on both OA and JA will shift both the sources and the one-point functions.

In this case, as we discussed above, it is more convenient to use the varied (6.26), which

allows us (in principle, at least) to find expressions for both the deformed sources and the

deformed expectation values. In this context, the appropriate varied equation for a stress

tensor deformation after taking the limit as µ→ 0 is

∂

∂µ

∫
ddx

√
γ(µ) T

(µ)
αβ δγ

(µ)αβ =

∫
ddx δ

[√
γ(µ)

(
f(x1, x2)−

(
x1
∂f

∂x1
+ 2x2

∂f

∂x2

))]
.

(6.46)
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The operator δ appearing on the right side acts on both Tαβ and γαβ. Given a particular

choice of deformation f(x1, x2), one can then attempt to match the δγαβ and δTαβ terms

on both sides of (6.46) and solve the resulting coupled differential equations in µ to obtain

solutions for the deformed quantities T
(µ)
αβ and γ

(µ)
αβ .

The known results for the TT deformation can be recovered by setting

f(x1, x2) = −
1

2

(
x2 − x21

)
= −1

2
OTT , (6.47)

where the factor of −1
2
is a choice of normalization for the operator. Substituting this

deformation f into (6.46) and stripping off the integrals gives the condition

∂λ

(√
γ(λ)T

(λ)
αβ δγ

(λ)αβ
)
= δ

(√
γ(λ)

(
T (λ)αβT

(λ)
αβ −

(
T (λ)α

α

)2))
, (6.48)

where we have changed the label for the deformation parameter from µ to λ to emphasize

that this flow is associated with the TT deformation (see footnote 1). The indices in (6.48)

are raised and lowered with the deformed metric γ
(λ)
αβ . One can solve this equation with the

initial conditions γ
(λ)
αβ → γ

(0)
αβ , T

(λ)
αβ → T

(0)
αβ as λ → 0, as described in [109] and reviewed in

appendix D.1. The solution to this differential equation can be expressed in terms of the

trace-reversed stress tensor, T̂αβ = Tαβ − γαβT ρρ , in terms of which one finds

γ
(λ)
αβ = γ

(0)
αβ − 2λT̂

(0)
αβ + λ2T̂ (0)

αρ T̂
(0)
σβ γ

(0)ρσ ,

T̂
(λ)
αβ = T̂

(0)
αβ − λT̂ (0)

αρ T̂
(0)
σβ γ

(0)ρσ ,
(6.49)

which reproduces (6.6) for the TT -deformed boundary conditions which we quoted in the

introduction.

One might ask whether there are other choices for the deforming operator f which are

distinguished in some sense. For instance, it is natural to ask whether there is any choice

of f for which the shift in the generating functional appearing in (6.45) vanishes. Such a

function f satisfies the differential equation:

f(x1, x2) = x1
∂f

∂x1
+ 2x2

∂f

∂x2
, (6.50)
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which has a general solution

f(x1, x2) = x1g

(
x2
x21

)
, (6.51)

where g is an arbitrary function. We demand that this deformation is well-defined if the seed

theory is a CFT, for which x1 = Tαα = 0. The only way for the argument of the function g

to remain finite when x1 = 0 is if g(y) =
√
c1y, in which case

f(x1, x2) = x1

√
c1
x2
x21

=
√
c1x2 . (6.52)

Choosing the normalization factor c1 =
1
2
, we find

f(x1, x2) =

√
1

2
x2 =

√
1

2
TαβTαβ = R

∣∣
Tα

α=0
. (6.53)

Therefore, the only physical sensible stress tensor deformation of a CFT with a vanishing

shift in (6.45) is, up to proportionality, the root-TT operator R defined in (6.8). Note that

this argument fixes the dependence of f on x2 but not on x1 since we have restricted it to

the case of a conformal theory for which x1 = 0. We will determine the dependence on x1

by demanding that this deformation commute with the TT deformation in section 6.3.

Suppose that we wish to identify the deformed metric γ
(µ)
αβ and stress tensor T

(µ)
αβ associ-

ated with a deformation by this operator R. One immediately encounters the subtlety that

the differential (6.46) reduces to

∂

∂µ

(√
γ(µ)T

(µ)
αβ δγ

(µ)αβ
)
= 0 . (6.54)

This means that the operator R is in the kernel of the map, which sends deformations to

sources on the right side of the differential (6.46). There are multiple solutions to (6.54).

The most obvious one is the trivial solution γ
(µ)
αβ = γ

(0)
αβ and T

(µ)
αβ = T

(0)
αβ . Another less

obvious solution can be conveniently written in terms of the traceless part of the stress

tensor, T̃αβ = Tαβ − 1
2
γαβT

ρ
ρ . That solution is

γ
(µ)
αβ = cosh(µ)γ

(0)
αβ +

sinh(µ)

R(0)
T̃

(0)
αβ ,

T̃
(µ)
αβ = cosh(µ)T̃

(0)
αβ + sinh(µ)R(0)γ

(0)
αβ ,

(6.55)
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where R(0) is the root-TT operator constructed from the undeformed metric and stress

tensor. One can verify that the expressions (6.55) solve the differential (6.54). Several

quantities of interest remain individually undeformed along this flow:

det
(
γ
(µ)
αβ

)
= det

(
γ
(0)
αβ

)
, T

(µ)
αβ δγ

(µ)αβ = T
(0)
αβ δγ

(0)αβ , R(µ) = R(0) . (6.56)

If the only condition we impose is that our deformed metric and stress tensor satisfies (6.54),

then there is no way to distinguish between the trivial solution and the µ-dependent solution

(6.55). Furthermore, it is not immediately obvious; whether there are other solutions γ
(µ)
αβ ,

T
(µ)
αβ which also satisfy this flow. For this reason, from the perspective of the deformed

generating functional, we cannot uniquely identify a single solution for the deformed metric

and stress tensor, which corresponds to the root-TT deformation.

To circumvent this ambiguity, we will pursue a complementary analysis that does not

rely on the deformed generating functional. Instead, we will stipulate a set of consistency

conditions in which we expect the root-TT deformed metric and stress tensor to satisfy and

demonstrate that (6.55) is the only solution with these properties. This gives an indepen-

dent piece of evidence that these deformed boundary conditions are the correct ones, which

correspond to a root-TT deformation of the boundary theory. We turn to this argument in

the next section.

6.3 Root-TT from consistency conditions

We have seen that the root-TT deformation is subtle to treat holographically because it

belongs to a class of deformations for which the combination:

∫
d2x

√
γ(µ)T

(µ)
αβ δγ

(µ)αβ (6.57)

is independent of µ. This class also includes trivial deformations, such as boundary diffeo-

morphisms or scale transformations, which leave the theory unchanged.

However, we expect that the root-TT deformation is not such a trivial deformation and

should modify the behavior of the theory in some way. One piece of evidence for this is that
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the 2d root-TT deformation of a collection of bosons is the dimensional reduction of the

4d root-TT deformation of the free Maxwell theory [281], which gives rise to the ModMax

theory. This ModMax theory represents a genuine modification of the Maxwell theory in

that physical observables are modified; one example is that the ModMax theory exhibits

birefringence, whereas the Maxwell theory does not.

We would, therefore, like to distinguish the root-TT deformed theory from other defor-

mations in the same class that obeys (6.57). To do this, we will enumerate a list of properties

that we expect the root-TT deformed theory to obey and search for the most general de-

formation that satisfies these properties. This will allow us to identify both a candidate set

of deformed boundary conditions γ
(µ)
αβ , T

(µ)
αβ and a proposal for the deformed finite-volume

spectrum of a root-TT deformed CFT on a cylinder.

An important ingredient in this analysis is the assumption that the root-TT deformation

commutes with the ordinary TT deformation, in a sense which we will make precise. This

expectation is motivated by the observation that classical TT and root-TT flows for the

Lagrangian exhibit this property in many examples [270, 271]. The property of commuting

with TT is not shared by generic marginal stress tensor deformations. A simple example is

the marginal deformation generated by the trace of the stress tensor,

∂S

∂µ
=

∫
d2x
√
γ T aa . (6.58)

The flow (6.58) simply generates scale transformations, so a conformal field theory is invari-

ant under such a deformation. However, a TT -deformed field theory is not scale-invariant

because the theory has a dimensionful scale set by λ. Thus, scale transformations do not

commute with TT . Deforming a CFT first by (6.58) and then TT -deforming with parameter

λ is the same as only performing the TT step, whereas first deforming the CFT by TT and

then performing the scale transformation (6.58) is not the same as TT -deforming by λ.

254



6.3.1 Derivation of deformed boundary conditions

We aim to find a one-parameter family of modified boundary conditions γ
(µ)
αβ , T

(µ)
αβ with the

following properties:

(i) The deformed boundary conditions should correspond to a classically marginal defor-

mation of the dual field theory. This means that the parameter µ is dimensionless and

that, if the undeformed stress tensor is traceless so that

γ(0)αβT
(0)
αβ = 0 , (6.59)

then the deformed stress tensor is also traceless with respect to the deformed metric,

γ(µ)αβT
(µ)
αβ = 0 . (6.60)

(ii) The deformations of the metric and stress tensor form a group. In particular, defor-

mations compose. If we deform an initial configuration by µ1,

γ
(0)
αβ , T

(0)
αβ

µ1−→ γ
(µ1)
αβ , T

(µ1)
αβ , (6.61)

and then use these quantities as the initial condition for a second deformation by µ2,

γ
(µ1)
αβ , T

(µ1)
αβ

µ2−→ γ
(µ1+µ2)
αβ , T

(µ1+µ2)
αβ , (6.62)

then the doubly-deformed quantities are identical to those obtained from doing a single

deformation by the total parameter µ1 + µ2,

γ
(0)
αβ , T

(0)
αβ

µ1+µ2−−−→ γ
(µ1+µ2)
αβ , T

(µ1+µ2)
αβ . (6.63)

Here we assume that µ = 0 is the identity element, so that the deformed boundary

conditions reduce to the undeformed boundary conditions as the deformation param-

eter is taken to zero. We further assume the group to be non-trivial, so a deformation

by µ ̸= 0 must be different from the identity.
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(iii) The root-TT deformation commutes with the ordinary TT deformation, in the fol-

lowing sense. If we first deform the metric and stress tensor using the TT deformed

boundary conditions and flow by parameter λ, and then use these deformed quantities

as the initial condition for a root-TT flow by parameter µ, then the result is identical

to first deforming by root-TT with parameter µ and then by TT with parameter λ.

γ
(0)
αβ , T

(0)
αβ γ

(λ)
αβ , T

(λ)
αβ

γ
(µ)
αβ , T

(µ)
αβ γ

(λ,µ)
αβ , T

(λ,µ)
αβ

OTT

R

OTT

R

We will first use assumptions (i) and (ii) to determine the nature of the modified boundary

conditions when the seed theory is conformal, and then use the third assumption to extend

this procedure to the case when the undeformed theory is non-conformal.

Conformal seed theory

For a conformal seed theory satisfying γ(0)αβT
(0)
αβ = 0, the only independent dimensionful

Lorentz scalar quantity in the problem is T (0)αβT
(0)
αβ . Ordinarily, two independent scalars can

be constructed from a general 2× 2 matrix M – for instance, Tr(M) and Tr(M2) – but we

have assumed that the trace of the stress tensor vanishes. We can equivalently say that any

Lorentz scalar built from a traceless stress tensor is a function of

R(0) =

√
1

2
T (0)αβT

(0)
αβ . (6.64)

On the other hand, there are also only two functionally independent symmetric 2-tensors

available in this problem, namely γ
(0)
αβ and T

(0)
αβ . Again, one could attempt to form a new

independent 2-tensor by taking products of the form:

(
T 2
)
αβ

= T (0)
αγ T

(0)γ
β , (6.65)

but because of the tracelessness condition, one has the identity

(
T 2
)
αβ

=
(
R(0)

)2
γαβ , (6.66)
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so this combination does not give an independent tensor structure. All higher powers of the

stress tensor will also be proportional to either γ
(0)
αβ or T

(0)
αβ with coefficients that are functions

of R(0).

We, therefore, find that the most general ansatz for deformed symmetric tensors γ
(µ)
αβ and

T
(µ)
αβ with the correct scaling dimensions is

γ
(µ)
αβ = f1(µ)γ

(0)
αβ +

f2(µ)

R(0)
T

(0)
αβ ,

T
(µ)
αβ = f3(µ)T

(0)
αβ + f4(µ)R(0)γ

(0)
αβ . (6.67)

All that remains is to fix the four functions fi(µ). First, we will use the assumption that the

deformed stress tensor remains traceless with respect to the deformed metric so that

γ(µ)αβT
(µ)
αβ = 0 . (6.68)

This condition is satisfied if and only if

f4(µ) =
f2(µ)f3(µ)

f1(µ)
, (6.69)

which fixes one of the functions.

Next, we impose that subsequent deformations form a group, which is listed as assumption

(ii) above. On the one hand, we can first deform the metric and stress tensor by parameter

µ1 to obtain

γ
(µ1)
αβ = f1(µ1)γ

(0)
αβ +

f2(µ1)

R(0)
T

(0)
αβ ,

T
(µ1)
αβ = f3(µ1)T

(0)
αβ +

f2(µ1)f3(µ1)

f1(µ1)
R(0)γ

(0)
αβ , (6.70)

where we have used (6.69), and then use (6.70) as the initial condition for a second defor-

mation by parameter µ2. This gives one set of deformed quantities, γ
(µ1+µ2)
αβ and T

(µ1+µ2)
αβ .

On the other hand, we can deform all at once by a combined parameter µ1 + µ2, to yield

γ
′(µ1+µ2)
αβ = f1(µ1 + µ2)γ

(0)
αβ +

f2(µ1 + µ2)

R(0)
T

(0)
αβ ,

T
′(µ1+µ2)
αβ = f3(µ1 + µ2)T

(0)
αβ +

f2(µ1 + µ2)f3(µ1 + µ2)

f1(µ1 + µ2)
R(0)γ

(0)
αβ .

(6.71)
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We have decorated the quantities in (6.71) with primes to emphasize that they may differ

from the results γ
(µ1+µ2)
αβ and T

(µ1+µ2)
αβ of performing the two deformations sequentially. We

then impose the constraints

γ
(µ1+µ2)
αβ = γ

′(µ1+µ2)
αβ , T

(µ1+µ2)
αβ = T

′(µ1+µ2)
αβ . (6.72)

In performing the algebra to find the implications of equations (6.72), we will assume that

f1 > 0 and f3 > 0, which is convenient for simplifying expressions like
√
f 2
1 which appear in

intermediate steps. This sign choice is reasonable because we are interested in deformations

for which f1(0) = f3(0) = 1, so these functions should remain positive, at least for sufficiently

small deformation parameters.

After making this assumption, one finds that these equations hold if and only if

f1(µ1 + µ2) = f1(µ1)f1(µ2) + f2(µ1)f2(µ2) ,

f2(µ1 + µ2) = f1(µ2)f2(µ1) + f1(µ1)f2(µ2) ,

f3 (µ1 + µ2) = f3(µ1)f3(µ2)

(
1 +

f2(µ1)f2(µ2)

f1(µ1)f1(µ2)

)
.

(6.73)

We can turn the first two conditions in (6.73) into differential equations for f1 and f2 with

the initial condition that f1(0) = 1 and f2(0) = 0, which is required so that the deformation

reproduces the undeformed theory as µ → 0. For instance, taking a derivative of the first

line of (6.73) with respect to µ2 and then taking µ2 = 0 yields:

f ′
1(µ1) = f ′

1(0)f1(µ1) + f ′
2(0)f2(µ1) . (6.74)

To ease notation, let f ′
1(0) = a and f ′

2(0) = b. Differentiating the second line of (6.73) with

respect to µ1 and then taking µ1 to zero gives f ′
2(µ2) = bf1(µ2) + af2(µ2). Thus, we have a

system of differential equations

f ′
1(x) = af1(x) + bf2(x) , f ′

2(x) = bf1(x) + af2(x) , (6.75)

whose general solution with the initial conditions f1(0) = 1, f2(0) = 0 is

f1(x) = eax cosh(bx) , f2(x) = eax sinh(bx) . (6.76)
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For this class of solutions, the constraint in the third line of (6.73) then imposes

f3 (µ1 + µ2) = f3(µ1)f3(µ2) (1 + tanh(bµ1) tanh(bµ2)) , (6.77)

which can be turned into a differential equation with the initial condition f3(0) = 1 as above.

The result of this procedure is f3(x) = ecx cosh(bx), where c is another constant.

Therefore, the most general µ-dependent deformation of the metric and stress tensor

consistent with our assumptions is

γ
(µ)
αβ = eaµ

(
cosh(bµ)γ

(0)
αβ +

sinh(bµ)

R(0)
T

(0)
αβ

)
,

T
(µ)
αβ = ecµ

(
cosh(bµ)T

(0)
αβ + sinh(bµ)R(0)γ

(0)
αβ

)
,

(6.78)

where a, b, c are arbitrary constants.

Some comments are in order. First, the deformations associated with the parameters

a and c are simply the freedom to re-scale the metric or stress tensor by a constant µ-

dependent factor, which is expected since such a scaling respects conformal symmetry and

forms a group. However, any such change in coordinates can be undone by a diffeomorphism,

along with a redefinition of the stress tensor by a multiplicative factor (which does not affect

conservation). Therefore, we will set a = c = 0 in what follows.

Second, the choice of the parameter b corresponds to the scaling of the dimensionless flow

parameter µ, or equivalently to our choice of normalization for the operator R. If b = 0, then

there is no change in the metric or stress tensor (up to diffeomorphisms) for any value of µ,

and the group structure of our deformation is the trivial group. This violates our assumption

(ii), where we demand that the deformations form a non-trivial group, so b = 0 is forbidden.

For simplicity, we will choose b = 1. With these choices, our modified boundary conditions

for the case of a conformal seed theory are

γ
(µ)
αβ = cosh(µ)γ

(0)
αβ +

sinh(µ)

R(0)
T

(0)
αβ ,

T
(µ)
αβ = cosh(µ)T

(0)
αβ + sinh(µ)R(0)γ

(0)
αβ .

(6.79)

We conclude that, up to diffeomorphisms and normalization, the unique choice of modified

AdS3 boundary conditions which implement a marginal deformation of a CFT2 satisfying
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our assumptions are (6.79). This is perhaps not too surprising since there is only a single

Lorentz invariant that be constructed from a traceless stress tensor, so we had only one

choice of scalar R(0) which could appear in the modified boundary conditions. However,

when both TαβTαβ and Tαα are nonzero, there is more freedom in the deformation, and we

will require additional input to uniquely identify the appropriate analog of (6.79).

Non-conformal seed theory

Typically, one would not be interested in seed theories for which T
(0)α

α ̸= 0, since a

generic non-conformal 2d QFT will not have any AdS3 dual. An important exception is if

the seed theory itself was obtained through applying an irrelevant stress tensor deformation,

such as the TT deformation, to a conformal seed theory. Such a TT -deformed CFT has a

stress tensor with a non-vanishing trace,3 and yet it is dual to an AdS3 bulk with modified

boundary conditions as we have described. One might, therefore, ask what happens if we

use such a TT -deformed theory as the input for a second deformation by root-TT .

First we consider the most general expression for the modified boundary conditions γ
(µ)
αβ

and T
(µ)
αβ , which depend both on µ and the undeformed quantities γ

(0)
αβ and T

(0)
αβ , with the

property that these expressions reduce to (6.79) in the special case where T
(0)α

α = 0. Because

the stress tensor is no longer traceless, its square will not be proportional to the metric. As

a result, one might believe that there are now three independent tensor structures in the

problem, namely

γ
(0)
αβ , T

(0)
αβ , and

(
T (0)

)2
αβ

= T (0)
αρ γ

(0)ρσT
(0)
σβ , (6.80)

and that the most general deformed metric γ
(µ)
αβ and stress tensor T

(µ)
αβ will each be a linear

combination of three different tensor structures, with appropriate coefficients.

However, this is not the case, and there are still only two tensor structures. One can see

this by writing quantities in terms of the traceless part of the stress tensor,

T̃αβ = Tαβ −
1

2
T ρρ γαβ . (6.81)

3 To wit, the trace satisfies the trace flow equation Tα
α = −2λOTT .
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Then Tαβ = T̃αβ + 1
2
γαβT , where we write T = Tαα for the trace of the stress tensor to

lighten notation. We also suppress the (0) superscripts for the moment. Then the putative

new tensor structure arising from the square of the stress tensor is

T 2
αβ = Tασγ

σρTρβ

=

(
T̃ασ +

1

2
γασT

)
γσρ
(
T̃ρβ +

1

2
γρβT

)

= T̃ 2
αβ + T̃αβT +

1

4
T 2γαβ . (6.82)

We have already seen in (6.66) that T̃ 2
αβ = R2γαβ. We conclude that there are still only two

independent tensor structures γαβ and T̃αβ, and that a generic candidate expression for a

deformed symmetric tensor like γ
(µ)
αβ or T

(µ)
αβ must still be a linear combination of these two

structures with appropriate scalar coefficients.

However, what has changed is that there are now two Lorentz scalars that can be con-

structed from T
(0)
αβ rather than just one. One way of parameterizing the two functionally

independent scalars is x1 = T
(0)α

α , x2 = T (0)αβT
(0)
αβ , as we have done above. It will be more

useful to instead use x1 and R(0) =
√

1
2
x2 − 1

4
x21. Clearly any function of x1 and x2 can also

be expressed as a function of x1 and R(0).

A convenient way to write most general deformed boundary conditions is

γ
(µ)
αβ = f1(µ, y) cosh(µ)γ

(0)
αβ + f2(µ, y)

sinh(µ)

R(0)
T̃

(0)
αβ ,

T̃
(µ)
αβ = f3(µ, y) cosh(µ)T̃

(0)
αβ + f4(µ, y) sinh(µ)R(0)γ

(0)
αβ .

(6.83)

The functions fi may depend on µ and on the dimensionless combination

y ≡ x1
R(0)

. (6.84)

The expressions (6.83) give the most general deformed boundary conditions that can be

constructed from a non-conformal seed theory. To reduce to the earlier results (6.79) in the

case of a CFT seed, we impose

fi(µ, 0) = 1 . (6.85)
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We now expect that there should be many solutions for the functions fi, which correspond

to boundary deformations by different marginal operators. For instance, one could deform

by some operator of the form

O =

√
c1T (0)αβT

(0)
αβ + c2

(
T

(0)α
α

)2
+ c3T

(0)α
α , (6.86)

for any choice of ci. There should exist some choice of modified boundary conditions cor-

responding to any such operator, and we expect that any such deformation will satisfy the

group property described in assumption (ii) above.

Rather than perform a systematic investigation of all such allowed deformed boundary

conditions, we will attempt to single out a unique deformation within this family by imposing

our assumption (iii), namely that this deformation commutes with TT . More precisely, we

can first substitute a metric γ
(0)
αβ and traceless stress tensor T

(0)
αβ into the expressions (6.49) to

obtain the TT -deformed boundary conditions γ
(λ)
αβ and T

(λ)
αβ , and then substitute these two

expressions into (6.83) to obtain

γ
(λ,µ)
αβ , T

(λ,µ)
αβ . (6.87)

On the other hand, we could instead first substitute γ
(0)
αβ , T

(0)
αβ into (6.49) to obtain γ

(µ)
αβ and

T
(µ)
αβ , and then substitute these into (6.49) to find

γ
(µ,λ)
αβ , T

(µ,λ)
αβ . (6.88)

We then impose the two constraints

γ
(µ,λ)
αβ = γ

(λ,µ)
αβ , T

(µ,λ)
αβ = T

(λ,µ)
αβ . (6.89)

This equation can be analyzed explicitly in components, by beginning with a general metric

with entries γzz, γzz, γzz = γzz and a general stress tensor compatible with the tracelessness

constraints, and then evaluating both sides of (6.89). We will omit the general expressions

resulting from this procedure, which are not especially enlightening, and proceed to the

implications of (6.89). The constraint arising from demanding that γ
(µ,λ)
zz = γ

(λ,µ)
zz is

f2(µ, y) = 1 +
4 + y2

4y
coth(µ) (1− f1) . (6.90)
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Substituting this result and demanding that γ
(µ,λ)
zz = γ

(λ,µ)
zz then yields

f1 = 1 . (6.91)

Therefore, f1 = f2 = 1. Using these constraints and requiring that T
(µ,λ)
zz = T

(λ,µ)
zz gives

f4 = 1 +
4y coth(µ)

4 + y2
(1− f3) , (6.92)

and substituting this back into the equation T
(µ,λ)
zz = T

(λ,µ)
zz yields

f3 = 1 . (6.93)

Therefore, all four of the undetermined functions must satisfy fi = 1 to commute with TT .

We conclude that the only expressions for modified boundary conditions which are consistent

with our assumptions are

γ
(µ)
αβ = cosh(µ)γ

(0)
αβ +

sinh(µ)

R(0)
T̃

(0)
αβ ,

T̃
(µ)
αβ = cosh(µ)T̃

(0)
αβ + sinh(µ)R(0)γ

(0)
αβ ,

(6.94)

which are exactly the ones that we claim correspond to the root-TT deformation.

6.3.2 Derivation of deformed energy levels

The TT deformation of a QFT on a cylinder of radius R has a well-known effect on the

spectrum of the theory [80–82]. For an energy eigenstate |n⟩ with energy En(R, λ) and

momentum Pn, the deformed energy satisfies the inviscid Burgers’ equation,

∂En
∂λ

= En
∂En
∂R

+
P 2
n

R
, (6.95)

and the momentum Pn remains unchanged. If the undeformed theory is a CFT so that all

of the undeformed energy levels are of the form E
(0)
n ≡ En(R, 0) =

an
R

for constants an, then

(6.95) can be solved in closed form to obtain

En(R, λ) =
R

2λ



√

1 +
4λE

(0)
n

R
+

4λ2P 2
n

R2
− 1


 . (6.96)
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The flow equation (6.95) can be derived by using the point-splitting definition of the local

TT operator in any translation-invariant QFT and then expressing the components of the

energy-momentum tensor in terms of En, R,
∂En

∂R
, and Pn.

In the case of the root-TT deformation, it is not known whether one can define a local

operator R by point-splitting. Therefore, we cannot give a rigorous derivation of a flow

equation like (6.95) for a quantum field theory deformed by root-TT . However, in the spirit

of the preceding subsection, we can attempt to list the properties that such a flow equation

would necessarily possess and then see whether there exists a unique differential equation

satisfying these properties. We stress that this type of argument does not constitute proof

that a root-TT deformed QFT exists and has a particular spectrum. It would merely show

that, assuming that the root-TT deformation is well-defined quantum-mechanically and

behaves in the expected way, then there is only one possible flow equation that the spectrum

could satisfy.4

Before enumerating the desired properties of such a flow equation, it is useful to obtain

a rough expectation for what the result might look like. Suppose, for the sake of argument,

that there exists a local operator R(x) in the spectrum of a QFT with the property:

⟨R⟩ =
√

1

2
⟨Tαβ⟩⟨Tαβ⟩ −

1

4
⟨Tαα ⟩2 , (6.97)

and consider a deformation of the action given by ∂S
∂µ

=
∫
d2xR. By expressing the compo-

nents of the stress tensor for the theory on a cylinder of radius R in terms of energies and

momenta, exactly as in the derivation of the inviscid Burgers’ equation for TT , one would

arrive at a putative root-TT flow equation

∂En
∂µ

=

√
1

4

(
En −R

∂En
∂R

)2

− P 2
n , (6.98)

or equivalently

(
∂En
∂µ

)2

− 1

4

(
En −R

∂En
∂R

)2

+ P 2
n = 0 . (6.99)

4Note that such a differential equation for the cylinder spectrum is distinct from a flow equation for the
classical Hamiltonian density, which has been studied in [285].
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If the initial condition for this flow is a CFT, so En ∼ 1
R
and Pn ∼ 1

R
, then the solution is

En(R, µ) = cosh(µ)En(R, 0) + sinh(µ)

√(
E

(0)
n

)2
− P 2

n , (6.100)

where E
(0)
n = En(R, 0), and again the momenta Pn are unaffected.

Much like the root-TT flow equation for the Lagrangian, this candidate deformation of

the energy levels forms a two-parameter family of commuting deformations along with the

TT flow. Beginning with a CFT, the solution for the doubly-deformed spectrum is

En(R, µ, λ)

=
R

2λ



√√√√1 + 4λ

(
cosh(µ)E

(0)
n + sinh(µ)

√(
E

(0)
n

)2
− P 2

n

)
+

4λ2

R2
P 2
n − 1


 , (6.101)

where E
(0)
n = En(R, 0, 0). The spectrum (6.101) satisfies the two commuting flow equations

(
∂En
∂µ

)2

− 1

4

(
En −R

∂En
∂R

)2

+ P 2
n = 0 ,

∂En
∂λ
− En

∂En
∂R
− P 2

n

R
= 0 , (6.102)

corresponding to the root-TT and TT deformations, respectively.

In section 6.4, we will give an argument that (6.99) is the correct flow equation using

holography. For now, we would like to argue that this partial differential equation is the only

reasonable possibility. To that end, we would like to look for the most general flow equation

for a spectrum with the following properties:

(a) The flow is generated by a marginal stress tensor deformation. This means that it is

a partial differential equation for ∂En

∂µ
, where µ is a dimensionless parameter, which

arises from a deformation of the Euclidean action by a Lorentz scalar constructed from

the stress-energy tensor.

(b) The momentum Pn is undeformed along the flow, so Pn(µ) = Pn(0).

(c) The flow equation forms a two-parameter family of commuting flows with the inviscid

Burgers’ equation associated with the TT deformation.
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We will show that the only flow equation consistent with (a) - (c) is (6.99). First, it will

be useful to express the possible Lorentz scalars constructed from Tαβ in terms of energies

and momenta. We work in Euclidean signature with coordinates (x, y), where x ∼ x +

R is the compact direction of the cylinder and y is the Euclidean time direction. In an

energy eigenstate |n⟩, the components of the stress tensor are related to the energy En and

momentum Pn of the state as follows:

Tyy = −
1

R
En(R) , Txx = −

∂En(R)

∂R
, Txy =

i

R
Pn(R) . (6.103)

Furthermore, as we have described above, any Lorentz scalar constructed from Tαβ is a

function of the two independent invariants

x1 = Tαα = −2En
R
− 2

∂En
∂R

, x2 = TαβTαβ =

(
∂En
∂R

)2

+
E2
n

R2
− 2P 2

n

R2
. (6.104)

We are interested in a deformation of the form ∂µSE =
∫
d2x f(x1, x2). The Euclidean

Lagrangian density is the Hamiltonian density, whose integral over a spatial slice gives the

energy En of a state. Therefore, this deformation of the Euclidean action can be written as

∂µEn =

∫ R

0

dx f(x1, x2) = Rf(x1, x2) . (6.105)

We have assumed that this flow is generated by a marginal deformation, which means that

f(x1, x2) has mass dimension 2. The function f must therefore be homogeneous of degree 1
2

in x2 and degree 1 in x1. This allows us to scale the factor of R into the arguments of f :

∂En
∂µ

= f
(
Rx1, R

2x2
)
. (6.106)

Next, we use the second assumption, that the momenta Pn are undeformed along the flow.

This means that the theory is connected to some conformal field theory by a flow along which

the momenta are constant, and, therefore, the dependence of momenta on the radius is fixed

to be Pn ∼ 1
R
as in a CFT. It is convenient to define dimensionless momenta pn = RPn. We

will also re-scale x1 by a factor of −1
2
for convenience and write

∂En
∂µ

= f (x̃1, x̃2) ,

x̃1 = En +R
∂En
∂R

, x̃2 = R2

(
∂En
∂R2

)2

+ E2
n −

2p2n
R2

.

(6.107)
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This is the most general ansatz for a flow equation consistent with our first two assumptions.

We will now fix the dependence of f on x̃1, x̃2 using the third assumption.

Consider a two-parameter family of theories with energies En(R, λ, µ) which satisfy the

simultaneous partial differential equations

∂En
∂µ

= f (x̃1, x̃2) ,
∂En
∂λ

= En
∂En
∂R

+
p2n
R3

. (6.108)

Differentiating the µ flow equation with respect to R gives

∂2En
∂µ ∂R

=
∂f

∂x̃1

(
2
∂En
∂R

+R
∂2En
∂R2

)

+
2

R3

∂f

∂x̃2

(
2p2n +R3∂En

∂R

(
En +R

∂En
∂R

+R2∂
2En
∂R2

))
, (6.109)

while the derivative of the λ flow equation with respect to R is

∂2En
∂λ ∂R

= En
∂2En
∂R2

+

(
∂En
∂R

)2

− 3p2n
R4

. (6.110)

We may compute the mixed second partial derivative ∂2En

∂µ ∂λ
in two ways. Taking a µ derivative

of the expression for ∂En

∂λ
and simplifying using (6.109) yields

∂2En
∂µ ∂λ

= f(x̃1, x̃2)
∂En
∂R

+ En
∂f

∂x̃1

(
2
∂En
∂R

+R
∂2En
∂R2

)

+
2En
R3

∂f

∂x̃2

(
2p2n +R3∂En

∂R

(
En +R

∂En
∂R

+R2∂
2En
∂R2

))
. (6.111)

On the other hand, the λ derivative of ∂En

∂µ
is

∂2En
∂λ ∂µ

=
1

R3

∂f

∂x̃1

(
−2p2n +R4

(
∂En
∂R

)2

+R3En
∂En
∂R

+R4∂
2En
∂R2

)

+
∂f

∂x̃2

[
2En

(
p2n
R3

+ En
∂En
∂R

)

+
2

R2

∂En
∂R

(
−3p2n +R4

(
∂En
∂R

)2

+R4En
∂2En
∂R2

)]
. (6.112)

By our third assumption, the λ-flow must commute with the µ-flow, and hence the two mixed

second partial derivatives must be equal. We set (6.111) equal to (6.112) and eliminate the

variables pn and ∂En

∂R
in favor of y1, y2. This leads to the differential equation:

0 = x̃1f + x̃31
∂f

∂x̃2
− 3x̃1x̃2

∂f

∂x̃2
− x̃2

∂f

∂x̃1
+ En

(
x̃1
∂f

∂x̃1
+ 2x̃2

∂f

∂x̃2
− f

)
. (6.113)

267



The function f can depend on the variables x̃1 and x̃2 but not on the function En(R, λ, µ)

directly. Thus in order for (6.113) to be consistent, the En-dependent and En-independent

terms must vanish separately:

0 = x̃1
∂f

∂x̃1
+ 2x̃2

∂f

∂x̃2
− f ,

0 = x̃1f + x̃31
∂f

∂x̃2
− 3x̃1x̃2

∂f

∂x̃2
− x̃2

∂f

∂x̃1
.

(6.114)

The solution to the first line of (6.114) is

f = x̃1g

(
x̃2
x̃21

)
, (6.115)

where g is an arbitrary function. Letting X = x̃2
x̃21

and substituting this ansatz into the second

line of (6.114) gives

(X − 1) (g(X) + (1− 2X) g′(X)) = 0 . (6.116)

There are two possibilities. The first factor vanishes if X = 1, which is the case when

TαβTαβ =
1

4
(Tαα )

2 . (6.117)

This is a trivial case in which the stress tensor for the theory is degenerate, and the two

trace structures become dependent. We will discard this solution and require that X is not

identically equal to 1. This leaves us with the second possibility, g(X)+(1− 2X) g′(X) = 0,

which has the solution

g(X) = c1
√
2X − 1 , (6.118)

where c1 is an arbitrary constant. Tracing back through the changes of variables, this

corresponds to a deformation of the form:

f(x1, x2) = c1

√
2x2 − x21 . (6.119)

Choosing the normalization to be c1 =
1
2
, we conclude that the function f is

f (x1, x2) =

√
1

2
x2 −

1

4
x21 = R , (6.120)
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which is precisely the root-TT operator. The flow equation for the energies is

∂En
∂µ

=

√
1

4

(
En −R

∂En
∂R

)2

− P 2
n , (6.121)

and taking the square of this equation recovers (6.99).

We conclude that there is only a single marginal deformation of the cylinder spectrum

for a 2d quantum field theory, which is constructed from the energy-momentum tensor and

commutes with the irrelevant TT flow. This unique deformation is the one that corresponds

to the combination of stress tensors, which appears in the classical root-TT deformation.

We reiterate that this does not represent proof that the root-TT operator is necessarily

well-defined at the quantum level. However, if there exists any deformation of the quantum

theory with the properties that we listed, it must lead to exactly the flow equation that one

would have näıvely guessed would correspond to the root-TT deformation, as we did around

(6.97).

6.4 AdS3 gravity with root-TT deformed boundary conditions

In this section, we aim to show that the root-TT deformed boundary conditions derived

in section 6.3.1 are compatible with our proposed flow equation for the spectrum in section

6.3.2. To do this, we will compute the mass (or energy) of a spacetime with root-TT deformed

boundary conditions and compare this deformed mass to its undeformed value.

It is well-known that the notion of mass is subtle in a generally covariant theory, and

there are many definitions of the total mass of spacetime that are applicable in different

contexts. In our case, since we are interested in asymptotically AdS3 spacetimes, it will be

most convenient to define the spacetime mass as the integral of the quasi-local Brown-York

stress tensor [297]. In a d-dimensional spacetime Md, this mass integral is given by

M =

∫

Σ

dd−1x
√
σ uµTµνξ

ν , (6.122)

where Σ is a spacelike surface in the boundary ∂Md with metric σαβ, u
µ is a timelike unit

normal, and ξν is the Killing vector associated with time translations. Our strategy will be to
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compute the mass (6.122) by choosing a convenient coordinate system generated by a field-

dependent change of variables that implements our root-TT deformed boundary conditions.

Such field-dependent diffeomorphisms have also appeared in various works in the context of

the ordinary TT deformation [109, 281, 298].

It would be interesting to study the mass of AdS3 spacetimes subject to modified bound-

ary conditions using a more general prescription such as the covariant phase space formalism

[145, 299]. The result of a mass calculation in this formalism is guaranteed to agree with

(6.122), but because this machinery maintains covariance, it may be possible to obtain mass

flow equations associated with TT and root-TT deformations (or even more general stress

tensor deformations) without resorting to a field-dependent diffeomorphism.

We will also obtain the corresponding root-TT deformed boundary conditions in the

Chern-Simons description of AdS3 gravity. In this formalism, the definition of the deformed

spacetime mass is not immediately obvious. As we will review around (6.153), in the un-

deformed theory with conventional boundary conditions, it is straightforward to show that

the mass (6.122) is equal to the value of the Chern-Simons boundary term which imposes

the appropriate boundary conditions. We will see by explicit computation that this remains

true when this boundary term is modified to the one that imposes the root-TT deformed

boundary conditions. This provides evidence that the Chern-Simons boundary term contin-

ues to yield the spacetime mass even with modified boundary conditions, which one might

attempt to prove more generally by a computation in the canonical formulation.

6.4.1 Metric formalism

First, we will briefly review the salient details in AdS3 gravity to set the stage for the

deformed energy spectrum computation.5 Pure three-dimensional general relativity contains

no local degrees of freedom, but is nontrivial enough to have black hole solutions and is a

useful arena to study interesting phenomena in a controllable manner. A general solution of

5For useful reviews on the AdS3/CFT2 correspondence, see [51, 300, 301].
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AdS3 gravity can be written in the Fefferman-Graham expansion [302]

ds2 =
ℓ2dρ2

4ρ2
+

(
g
(0)
αβ (x

α)

ρ
+ g

(2)
αβ (x

α) + ρg
(4)
αβ (x

α)

)
dxα dxβ , (6.123)

which terminates at second order [303] and where ρ = 0 is the AdS3 boundary. The AdS3

radius is ℓ and the three-dimensional Einstein equations determine g
(4)
αβ in terms of the other

two Fefferman-Graham expansion coefficients as

g
(4)
αβ =

1

4
g(2)αγ g

(0)γδg
(2)
δβ . (6.124)

Asymptotically AdS3 solutions realize two copies of the Virasoro algebra, which are generated

by Brown-Henneaux diffeomorphisms [54] that preserve the leading asymptotics of the metric

(6.123). Such diffeomorphisms correspond to conformal transformations in the 2d boundary

theory. From the AdS/CFT dictionary [119, 304], the Fefferman-Graham quantity g
(2)
αβ is

proportional to the expectation value of the boundary CFT stress tensor:

g
(2)
αβ = 8πGℓ

(
Tαβ − g(0)αβT

α
α

)
≡ 8πGℓT̂αβ , (6.125)

and g
(0)
αβ is the metric on the boundary where the dual CFT lives. To derive the energy

spectrum of this background (6.123) with the root-TT deformed boundary conditions, we

borrow some of the key methods developed to study holographic aspects of the double-trace

TT deformation in the metric formalism [109] and Chern-Simons formalism [112] at large-N .

See appendix D for a review of these methods. As a consequence of our analysis, we will also

find that the bulk spacetime exhibits superluminal propagation for one sign of the root-TT

deformation parameter µ, which is also the case for the bad-sign TT deformation.

Root-TT deformed theory

In section 6.3.1, we argued that the root-TT deformed boundary metric and stress tensor

are

γ
(µ)
αβ = cosh(µ)γ

(0)
αβ +

sinh(µ)

R(0)
T̃

(0)
αβ , T̃

(µ)
αβ = cosh(µ)T̃

(0)
αβ + sinh(µ)R(0)γ

(0)
αβ . (6.126)

The strategy we follow here is motivated by the analysis of TT -deformed AdS3/CFT2 in

[109]. As in the holographic analysis of the TT deformation, we will make two assumptions
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about the root-TT flow. The first is that this deformation is smooth and, therefore, preserves

the boundary theory’s degeneracy of states; for a black hole solution, this corresponds to

the statement that the black hole horizon area is unchanged. The second assumption is

that the deformation does not affect the momentum quantum number Pn in the boundary

field theory, which is quantized in units of 1
R
, where R is the cylinder radius. Thus, we

will equate the deformed and undeformed areas and angular momenta. These assumptions

imply the root-deformed energy spectrum, which was derived by consistency conditions in

section 6.3.2. Unlike the TT deformation, the trace of the root-TT theory does not flow, as

expected for a classically marginal deformation.

We will now focus on the case of a Bañados geometry [305], which is parameterized by two

quantities L(u) and L(v). A Bañados geometry’s Fefferman-Graham quantities are defined:

g
(0)
αβdx

α dxβ = du dv ,

g
(2)
αβdx

αdxβ = L(u)du2 + L(v)dv2 ,

g
(4)
αβdx

αdxβ = L(u)L(v)dudv

(6.127)

implying that the metric (6.123) becomes

ds2 =
ℓ2dρ2

4ρ2
+
du dv

ρ
+ L(u)du2 + L(v)dv2 + ρL(u)L(v) du dv . (6.128)

The root-TT deformed boundary metric and stress tensor given in (6.126) are therefore

γ
(µ)
αβ = (coshµ)g

(0)
αβ +

sinhµ

2
√
L(u)L(v)

g
(2)
αβ

=
1

2



√

L(u)
L(v) sinhµ coshµ

coshµ
√

L(v)
L(u) sinhµ


 ,

T̃
(µ)
αβ =

coshµ

2
g
(2)
αβ +

√
L(u)L(v)(sinhµ)g(0)αβ

=
1

2


 L(u) coshµ

√
L(u)L(v) sinhµ√

L(u)L(v) sinhµ L(v) coshµ


 ,

(6.129)

where we work in conventions such that 4πGℓ = 1 and substituted (6.127) into (6.126).

We also used g
(2)
αβ = 2Tαβ and computed the operator R =

√
L(u)L(v). We define new
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coordinates (U, V ) by

dU =
(
cosh

µ

2

)
du+

√
L(v)
L(u)

(
sinh

µ

2

)
dv ,

dV =
(
cosh

µ

2

)
dv +

√
L(u)
L(v)

(
sinh

µ

2

)
du .

(6.130)

which has the property that the metric, when written in these new variables, returns to the

standard form:

γ
(µ)
αβ dx

α dxβ = dU dV . (6.131)

Expressing (6.130) in matrix notation, we may write the field-dependent coordinate trans-

formation and its inverse as

 dU

dV


 =


 cosh µ

2

√
L(v)
L(u) sinh

µ
2√

L(u)
L(v) sinh

µ
2

cosh µ
2




 du

dv


 ,


 du

dv


 =


 cosh µ

2
−
√

L(v)
L(u) sinh

µ
2

−
√

L(u)
L(v) sinh

µ
2

cosh µ
2




 dU

dV


 .

(6.132)

For black hole solutions with constant (L(u),L(v)) ≡
(
Lµ,Lµ

)
, the Fefferman-Graham quan-

tities in the (U, V ) coordinates are

g
(0)
αβdx

α dxβ = du dv

= −1

2
sinhµ



√
Lµ
Lµ
dU2 +

√
Lµ
Lµ
dV 2


+ coshµdU dV ,

g
(2)
αβdx

α dxβ = Lµdu2 + Lµdv2

= coshµ
(
LµdU2 + LµdV 2

)
− 2

√
LµLµ sinhµdU dV ,

g
(4)
αβdx

α dxβ = LµLµdu dv

= LµLµ


−1

2
sinhµ



√
Lµ
Lµ
dU2 +

√
Lµ
Lµ
dV 2


+ coshµdU dV


 ,

(6.133)
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which yields the deformed metric from substituting (6.133) into (6.123)

ds2 =
ℓ2dρ2

4ρ2
+

(
− 1

2ρ

√
Lµ
Lµ

sinhµ+ Lµ coshµ−
ρ

2
Lµ
√
LµLµ sinhµ

)
dU2

+


− 1

2ρ

√
Lµ
Lµ

sinhµ+ Lµ coshµ−
ρ

2
Lµ
√
LµLµ sinhµ


 dV 2

+

(
1

ρ
coshµ− 2

√
LµLµ sinhµ+ ρLµLµ coshµ

)
dU dV .

(6.134)

The metric (6.123) in terms of these Fefferman-Graham quantities (6.133) at the event

horizon ρh =
(
LµLµ

)− 1
2 is

ds2
∣∣
ρ=ρh

=
ℓ2LµLµ

4
dρ2

+ e−µ
((√

Lµ +
√
Lµ
)2

dϕ2 +

(√
Lµ −

√
Lµ
)2

dT 2 + 2
(
Lµ − Lµ

)
dT dϕ

)
,

(6.135)

where (U, V ) = (ϕ+ T, ϕ− T ). The undeformed and deformed event horizon areas are read

off from (6.135)

A(0) =

∫ R

0

dϕ
√
gϕϕ = R

(√
L0 +

√
L0

)
,

A(µ) =

∫ R

0

dϕ
√
gϕϕ|ρh = Re−

µ
2

(√
Lµ +

√
Lµ
)
.

(6.136)

Now, to extract the deformed energy and angular momentum. Using (6.129) and (6.133),

we write the components of the stress tensor

T
(µ)
αβ dx

α dxβ =
1

2
(LµdU2 + LµdV 2) =

1

2
(Lµ + Lµ)(dT 2 + dϕ2) + (Lµ − Lµ) dϕ dT . (6.137)

Restoring factors of 4πGℓ, the deformed energy and angular momentum from (6.137) are

Eµ =

∫ R

0

dϕT
(µ)
TT =

R

8πGℓ
(Lµ + Lµ), Jµ =

∫ R

0

dϕT
(µ)
Tϕ =

R

8πGℓ
(Lµ − Lµ) . (6.138)

The root-TT deformed energy (6.138) is a simple sum Lµ+Lµ, reminiscent of a CFT’s energy,

which is a sign that the root-TT deformed theory remains a CFT. This simplicity of energy

ceases to exist for the TT deformation due to the deformed theory being non-conformal. In

the TT deformation of AdS3/CFT2, the energy is

Eλ =
R

8πGℓ

Lλ + Lλ − 2ρcLλLλ
1− ρ2cLλLλ

, (6.139)
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with (Lλ,Lλ) defined in [109] and (D.24). The next ingredients are the areas and angular

momenta, which obey

√
L0 +

√
L0 = e−

µ
2

(√
Lµ +

√
Lµ
)
, L0 − L0 = Lµ − Lµ , (6.140)

and the solutions of (6.140) are

Lµ =

(√
L0 cosh

µ

2
+

√
L0 sinh

µ

2

)2

, Lµ =

(√
L0 cosh

µ

2
+
√
L0 sinh

µ

2

)2

. (6.141)

One can invert (6.141) to find that

L0 =

(√
Lµ cosh

µ

2
−
√
Lµ sinh

µ

2

)2

, L0 =

(√
Lµ cosh

µ

2
−
√
Lµ sinh

µ

2

)2

. (6.142)

Using the relations (6.141) to express the deformed energy in terms of L0, L0 then yields

Eµ =
R

8πGℓ

(
(L0 + L0) coshµ+ 2

√
L0L0 sinhµ

)
. (6.143)

We can rewrite (6.143) in terms of the undeformed energy and angular momentum by re-

calling that

E0 =
R

8πGℓ

(
L0 + L0

)
, J0 =

R

8πGℓ

(
L0 − L0

)
,

L0 =
4πGℓ

R
(E0 + J0) , L0 =

4πGℓ

R
(E0 − J0) .

(6.144)

After identifying the bulk angular momentum J0 with the CFT momentum P0, this gives

the same energy spectrum (6.100) we found from consistency conditions, namely

Eµ = E0 coshµ+
√
E2

0 − P 2
0 sinhµ . (6.145)

Propagation speed

In the case of the usual TT deformation, there is a sharp distinction between the two signs

of the deformation parameter λ. In our conventions, λ > 0 corresponds to the “good sign” of

the flow. With this choice of sign, so long as λ is not too large, all of the energy eigenvalues

in a TT -deformed CFT remain real. For the “bad sign” λ < 0, however, all but finitely

many of the energies in the deformed theory become complex.6 This signals a pathology in

6In some cases, these complex energies can be removed by performing multiple TT deformations in a row.
For instance, one can deform a pair of CFTs by the bad sign of λ and then subsequently deform the tensor
product of these theories by a good-sign flow to cure the spectrum [306].
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the bad-sign-deformed theory, which appears robust to the type of TT -deformation one uses.

For instance, a single-trace TT deformation with the bad sign corresponds to a bulk dual

with closed timelike curves [307]. The conventional double-trace TT deformation, which is

the version considered in this work, with the bad choice of sign is dual to a bulk spacetime

which exhibits superluminal propagation [108, 118].

It is natural to ask whether the root-TT deformation has a similar pathology for one

choice of the sign. Such a pathology would not be visible at the level of the formula (6.145)

for the root-TT deformed spectrum, which appears to yield real energies for either sign of

µ. However, we will now show that the sign choice µ < 0 leads to a bulk spacetime, which

allows superluminal propagation. This suggests that, as with TT , only the positive sign of

the root-TT flow parameter may lead to a sensible deformed theory.

To demonstrate this superluminal propagation, we begin with a diagonal stress tensor

T̃αβ(0) = diag(T̃tt(0), T̃xx(0)) on a two-dimensional space equipped with (t, x) coordinates

and flat metric ηαβ = diag(−1, 1). The boundary deformed metric (6.126) in this setting is

ds2 =
(
−dt2 + dx2

)
coshµ+

sinhµ

R(0)

(
T̃tt(0)dt

2 + T̃xx(0)dx
2
)

= −e−µdt2 + eµdx2 ,

(6.146)

where we have used T̃tt = T̃xx = R(0) and is straightforward to show from

T̃tt = Ttt −
1

2
ηttT

ρ
ρ = Ttt +

1

2
(−Ttt + Txx) =

1

2
(Ttt + Txx),

T̃xx = Txx −
1

2
ηxxT

ρ
ρ = Txx −

1

2
(−Ttt + Txx) =

1

2
(Ttt + Txx),

T̃tt + T̃xx = Ttt + Txx ,

R(0) =

√
1

2
T (0)αβT

(0)
αβ −

1

4
(T (0)α

α)2

=

√
1

2
(T 2

tt + T 2
xx)−

1

4
(−Ttt + Txx)2

=
Ttt + Txx

2
.

(6.147)

Null geodesics obey ds2 = 0 which have the following propagation speed

v = e−µ , (6.148)
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and in particular we see that v > 1 if µ < 0 while 0 < v < 1 if µ > 0. This confirms that the

bulk supports superluminal propagation for the negative sign of the root-TT deformation

parameter.

This result might have been anticipated because the root-TT deformation is closely con-

nected to the Modified Maxwell or ModMax theory of electrodynamics in four spacetime

dimensions. In particular, the 4d root-TT deformation of the free Maxwell theory yields

the ModMax theory [276, 278], and the dimensional reduction of this theory to two space-

time dimensions is the Modified Scalar theory which is obtained from a root-TT flow of free

scalars [281]. It was already pointed out in [272] that the 4d ModMax theory also allows for

superluminal propagation when γ < 0, which corresponds to µ < 0 in our notation. This

gives another reason to suspect that the root-TT deformation may be ill-behaved for µ < 0.

6.4.2 Chern-Simons formalism

The connections associated to the Bañados geometry (6.128) are

A = − 1

2ρ
L0dρ+

1

ℓ

(
−√ρL0L−1 +

1√
ρ
L1

)
du =


 −

dρ
4ρ

−
√
ρL0du

ℓ

− du
ℓ
√
ρ

dρ
4ρ


 ,

A =
1

2ρ
L0dρ+

1

ℓ

(
1√
ρ
L−1 −

√
ρL0L1

)
dv =




dρ
4ρ

dv
ℓ
√
ρ

√
ρL0dv

ℓ
−dρ

4ρ


 .

(6.149)

In radial gauge, we may extract the radial dependence from the bulk connections as

A(ρ, u) = b−1(ρ)(d+ a(u))b(ρ), A(ρ, v) = b(d+ a(v))b−1(ρ) ,

b(ρ) = e−
1
2
L0 ln ρ =


 ρ−

1
4 0

0 ρ
1
4


 .

(6.150)

where the boundary connections are

a(u) =
1

ℓ
(−L0(u)L−1 + L1) du, a(v) =

1

ℓ

(
L−1 − L0(v)L1

)
dv . (6.151)
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To compare more easily with our metric formalism analysis, we work in the same temporal

and periodic coordinates7

t =
1

2
(u+ v) , φ =

1

2
(u− v) , φ ∼ φ+R . (6.152)

In these variables (6.152), the chiral boundary conditions are At = Aφ , At = −Aφ. To have

a variational principle that realizes these chiral boundary conditions, we add the following

boundary term to the total Chern-Simons action:

S = SCS[A]− SCS[A] +
ℓ

16πG

∫

∂M

dt dφ Tr
(
A2
φ + A2

φ

)
. (6.153)

In the undeformed theory with conventional boundary conditions, it can be shown that

the boundary term in (6.153) that imposes the chiral boundary conditions is related to the

mass of the bulk spacetime, which can be defined via other means in the metric formalism

[137, 308]. In our case, this mass is simply the black hole’s total energy. We can see this

explicitly by substituting (6.149) into the boundary action, which yields:

Sbdry =
ℓ

16πG

∫

∂M3

dt dφ Tr
(
A2
φ + A2

φ

)
=

1

8πGℓ

∫

∂M3

dt dφ
(
L0 + L0

)
, (6.154)

since the undeformed energy is

E0 =
R

8πGℓ

(
L0 + L0

)
. (6.155)

It is not obvious, without performing a computation in the canonical formulation, that the

Chern-Simons boundary action will continue to yield the mass of the bulk spacetime in the

presence of a boundary deformation. However, we will find that this is indeed the case when

the boundary is deformed by the root-TT operator.

Next, we will understand the mixed boundary conditions imposed by the root-TT defor-

mation in Chern-Simons variables. There are two equivalent approaches that one might use

to find the deformed boundary conditions. One strategy to find the deformed Chern-Simons

connections is to use the field-dependent coordinate transformation (6.132). In describing

this approach, we will work with an explicit choice of coordinate system.

7We distinguish between the undeformed coordinates (t, φ) and the deformed coordinates (T, ϕ).
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The second method is to work with a covariant expansion of the boundary connections

in terms of vielbeins eai and their dual expectation values fai , which are related to the stress

tensor. One can then work out the mixing of sources and expectation values in Chern-Simons

variables, either by imposing consistency conditions of the kind discussed in section 6.3.1, or

by taking the results for γ
(µ)
αβ and T̃

(µ)
αβ in (6.94) as given and then finding the modification

in Chern-Simons variables which reproduce these results.

Root-TT deformed Chern-Simons: coordinate approach

The first way to find the deformed Chern-Simons connections is to use the field-dependent

coordinate transformation (6.132). In describing this approach, we will work directly with

boundary coordinates U, V for the deformed theory and u, v for the undeformed theory.

Transforming the connections A and A using this change of coordinates yields

A(µ) = − 1

2ρ
L0dρ+

1

ℓ

(
−√ρLµL−1 +

1√
ρ
L1

)
cosh

µ

2
dU −

√
Lµ
Lµ

sinh
µ

2
dV


 ,

A(µ) =
1

2ρ
L0dρ+

1

ℓ

(
1√
ρ
L−1 −

√
ρLµL1

)(
−
√
Lµ
Lµ

sinh
µ

2
dU + cosh

µ

2
dV

)
.

(6.156)

It is straightforward to see the mixed boundary conditions in this root-TT deformed setting:
√
Lµ
Lµ

(
sinh

µ

2

)
AU(µ) +

(
cosh

µ

2

)
AV (µ) = 0 ,

√
Lµ
Lµ

(
cosh

µ

2

)
AU(µ) +

(
sinh

µ

2

)
AV (µ) = 0 .

(6.157)

Moreover, we can extract the deformed boundary Chern-Simons connections:

a(µ) =
L1 − LµL−1

ℓ




cosh

µ

2
−
√
Lµ
Lµ

sinh
µ

2


 dϕ+


cosh

µ

2
+

√
Lµ
Lµ

sinh
µ

2


 dT




a(µ) =
L−1 − LµL1

ℓ

((
cosh

µ

2
−
√
Lµ
Lµ

sinh
µ

2

)
dϕ−

(
cosh

µ

2
+

√
Lµ
Lµ

sinh
µ

2

)
dT

)

(6.158)

which obey

aT (µ) =
cosh µ

2
+
√

Lµ

Lµ
sinh µ

2

cosh µ
2
−
√

Lµ

Lµ
sinh µ

2

aϕ(µ) , aT (µ) = −
cosh µ

2
+
√

Lµ

Lµ
sinh µ

2

cosh µ
2
−
√

Lµ

Lµ
sinh µ

2

aϕ(µ) . (6.159)
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To make contact with our discussion of the horizon area in the metric formalism, we note that

one may compute the BTZ black hole’s Bekenstein-Hawking entropy (and thus its horizon

area) directly in the Chern-Simons formalism. Following [73], the black hole entropy is given

in terms of Chern-Simons quantities as

S = C Tr
(
(λϕ − λϕ)L0

)
, (6.160)

where C is a constant that depends on the central charge c, but whose precise value is

not important for this discussion, λϕ and λϕ are diagonal traceless matrices containing the

eigenvalues of aϕ and aϕ.

Note (6.160) was derived in [73] using a particular boundary term that is appropriate for

the Drinfeld-Sokolov form of the connections, which in our case corresponds to a Bañados

type solution. We note that the root-TT deformed connections are not of this form when

written in terms of the original coordinates, which will become clear when we obtain covariant

expressions for the deformed in (6.172). However, when we write the deformed connections

in new coordinates (T, ϕ), the connections are of Bañados type, albeit characterized by

deformed parameters Lµ and Lµ. Therefore it is justified to use the expression (6.160) so

long as we work in the transformed coordinates.

Diagonalizing the connections given in (6.158), one finds

λϕ =
1

ℓ



√
Lµ cosh µ

2
−
√
Lµ sinh µ

2
0

0 −
√
Lµ cosh µ

2
+
√
Lµ sinh µ

2


 ,

λϕ =
1

ℓ


 −

√
Lµ cosh µ

2
+
√
Lµ sinh µ

2
0

0
√
Lµ cosh µ

2
−
√
Lµ sinh µ

2


 .

(6.161)

Therefore

S(0) =
C

ℓ

(√
L0 +

√
L0

)
, S(µ) =

C

ℓ
e−

µ
2

(√
Lµ +

√
Lµ
)
. (6.162)

Equating the two entropies in (6.162) then gives the same area equation which we found in

(6.140) using a metric-formalism analysis.

The corresponding boundary term which we must add to have a well-defined variational

principle with respect to these root-TT deformed boundary conditions is
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δSbdry =
ℓ

8πG

∫

∂M3

dT dϕ

(
Tr


cosh

µ
2
+
√

Lµ

Lµ
sinh µ

2

cosh µ
2
−
√

Lµ

Lµ
sinh µ

2

aϕ(µ) δaϕ(µ)




+ Tr



cosh µ

2
+
√

Lµ

Lµ
sinh µ

2

cosh µ
2
−
√

Lµ

Lµ
sinh µ

2

aϕ(µ) δaϕ(µ)



)
. (6.163)

We calculate the boundary connections variations in (6.159) and evaluate relevant traces:

Tr (aϕ(µ)δaϕ(µ)) =

√
Lµ

Lµ
cosh µ

2
− sinh µ

2

ℓ2



√
Lµ
Lµ

(
cosh

µ

2

)
δLµ −

(
sinh

µ

2

)
δLµ




Tr (aϕ(µ)δaϕ(µ)) =

√
Lµ

Lµ
cosh µ

2
− sinh µ

2

ℓ2

(√
Lµ
Lµ

(
cosh

µ

2

)
δLµ −

(
sinh

µ

2

)
δLµ

) (6.164)

to simplify (6.163) into

δSbdry =
1

8πGℓ

∫

∂M

dT dϕ
(
δLµ + δLµ

)
, (6.165)

from which Sbdry is easily read off

Sbdry =
1

8πGℓ

∫

∂M

dT dϕ
(
Lµ + Lµ

)
. (6.166)

In summary, we have shown that the final expression (6.166) for the deformed boundary

action in Chern-Simons variables is identical to that of the root-TT deformed energy, given

in (6.138), of the spacetime computed in the metric formalism.8

Note that we have not given any a priori justification that the deformed Chern-Simons

boundary action yields the spacetime mass when the boundary theory is deformed by a

general multi-trace operator. Although it is easy to show that this is true in the undeformed

theory, a general proof that the Chern-Simons boundary action computes the spacetime

mass in the presence of modified boundary conditions would require a computation of the

Hamiltonian using an analysis of the canonical structure. We will not pursue such an analysis

8In [112] it was shown that the corresponding Chern-Simons boundary action for TT -deformed boundary
conditions also matches the TT -deformed spacetime energy (6.139).
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here. However, the fact that the deformed boundary action (6.166) does agree with the energy

computed in the metric formulation may be viewed as an a posteriori argument that such

an analysis in the canonical formulation would conclude that the boundary term equals the

spacetime energy in the case of root-TT deformed boundary conditions.

Root-TT deformed Chern-Simons: covariant approach

We now describe the second approach. To make the sources and expectation values in

Chern-Simons variables explicit, it is convenient to expand the boundary gauge fields as

ai = 2e+i L1 − f−
i L−1 + ωiL0 ,

ai = f+
i L1 − 2e−i L−1 + ωiL0 . (6.167)

In the case of a Bañados-type geometry, this expansion reduces to the one given in (6.151). In

these expansions, eai plays the role of the boundary vielbein, where we use middle Latin letters

i, j, k for curved boundary indices and early Latin letters a, b, c for flat boundary indices. We

have chosen the numerical factors appearing in the expansions (6.167) to simplify our final

results, but they will lead to some unfamiliar factors of 2 in certain expressions. For instance,

the boundary metric in these conventions is

γij = 2eai ηabe
b
j , (6.168)

which has an additional factor of 2 compared to the standard definition. We also define

e = det(ebj) , (6.169)

so that det(γij) = −4e2, and the Levi-Civita symbols with flat and curved indices are

ϵab =


 0 1

−1 0



ab

, ϵij =
1

2e


 0 1

−1 0



ij

, (6.170)

These satisfy various identities such as gij = −ϵikϵjlgkl, ϵab = 2ϵijeai e
b
j, and so on, with factors

of 2 that can be traced back to the definition (6.168). Flat indices are raised and lowered

with ηab, where we take η+− = η−+ = −1 in this subsection. We refer the reader to section

2 of [2], or to [110], for more details on these notational conventions.
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In the holographic dictionary, this vielbein eai is the source while the other expansion

coefficients fai are the dual expectation values, which are related to the boundary stress

tensor with one flat and one curved index according to the relation:

T ia =
1

4πG
ϵabϵ

ijf bj . (6.171)

We will assume that the boundary spin connection ω vanishes in the undeformed theory,

which is appropriate for a flat boundary.

We expect, based on the general analysis of section 6.2, that the addition of a multi-

trace boundary term in Chern-Simons variables will impose modified boundary conditions

in which some deformed source eai (µ) is now held fixed in the variational principle, rather

than the undeformed source eai (0). In the case of a boundary TT deformation, we recall from

[2, 110] that the resulting modification of the sources and expectation values is simply

eai (λ) = eai (0) +
λ

4πG
fai , fai (λ) = fai (0) . (6.172)

One can determine the analog of (6.172), which corresponds to a boundary root-TT defor-

mation by following the procedure of section 6.3.1. That is, we first write down the most

general expression for deformed quantities eai (µ) and f
a
i (µ) which depend on a dimensionless

parameter µ, preserve tracelessness for a conformal seed theory, and commute with the TT -

deformed boundary conditions (6.172). We will not carry out these steps explicitly since they

are identical to section 6.3.1 after changing from metric variables to Chern-Simons variables.

Instead, we simply quote the result, which for a CFT seed is

eai (µ) = cosh
(µ
2

)
eai (0) +

sinh
(
µ
2

)

R(0)
fai (0) ,

fai (µ) = cosh
(µ
2

)
fai (0) + sinh

(µ
2

)
R(0)eai (0) . (6.173)

Here R(0) is the usual root-TT operator, which can be expressed purely in Chern-Simons

variables. Again, these expressions will have some unusual numerical factors introduced by

(6.168). For instance, we can reproduce a general stress tensor on a standard flat metric via

e ai =
1√
2


0 1

1 0



a

i

, f a
i =

4πG√
2


 Tzz −Tzz
−Tzz Tzz



a

i

, (6.174)
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and then the stress tensor with two curved indices is

Tij = T ka e
a
jgki =


Tzz Tzz

Tzz Tzz



ij

, (6.175)

and its trace is gijTij = −2Tzz, while the invariant T ijTij is

T ijTij = 2
(
TzzTzz + T 2

zz

)
. (6.176)

It is straightforward to covariantize these statements and obtain expressions for R(0). For

instance, in the case of a conformal seed theory with a traceless stress tensor, we find

R(0) =
1

4πG

√
−fai f bj ϵabϵij . (6.177)

In the general case where the undeformed stress tensor is not traceless, we can define a

traceless part of fai , which is the analog of T̃αβ, as

f̃ai = fai − 4πGeai
(
ebjT

j
b

)
, (6.178)

and then express the root-TT operator as

R(0) =
1

4πG

√
−f̃ai f̃ bj ϵabϵij . (6.179)

One can then check that, after transforming from Chern-Simons variables to metric variables,

the deformed quantities (6.173) reproduce the metric and stress tensor (6.172) in the case of

a conformal seed theory (or for a general seed, if we replace fai with f̃ai ).

In particular, the deformed connections computed with the eai (µ) in (6.173) agree with

those in (6.158). One can see this by expressing the fai in terms of L and L and choosing

coordinates (ϕ, T ). Indeed, it must have been the case that these agree since the coordinate

transformation that was used to obtain (6.158) is precisely the one that generates the root-

TT deformed metric and stress tensor in the metric formalism, and the deformed vielbein

(6.173) reproduces these quantities. Therefore, the two methods are equivalent.
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6.5 Conclusion

In this chapter, we have investigated several properties of the root-TT operator in holography.

Among our main results is the proposal (6.99) for the flow of the finite-volume spectrum

of a root-TT deformed CFT. We have explicitly verified that this flow equation matches

the deformed spacetime mass for a class of Bañados-type AdS3 solutions subject to root-

TT deformed boundary conditions. This represents the first calculation, which may shed

light on quantum aspects of the root-TT deformation. Although a quantum definition of

the root-TT operator itself is still not known in the field theory, we have sidestepped this

issue by working in a large-N limit and performing a holographic calculation in the bulk

dual. Besides the question of a quantum definition of the root-TT operator, there remain

many other avenues for future research, two of which we outline below. We believe that a

better understanding of these issues will offer new insights into non-analytic root-TT -like

(or ModMax-like) theories.

Correlation functions

An immediate, and important, next step would be to study correlation functions in a

root-TT deformed CFT2. Due to the awkwardness of the square root of an operator, cal-

culating a root-TT deformed correlation function in perturbation theory seems difficult and

ambiguous. However, because the root-TT operator exhibits some of the special proper-

ties of the TT operator, there might be hope that a perturbative calculation is feasible.

In particular, we have seen that demanding commutativity of the TT and root-TT flows

is a powerful constraint that allowed us to uniquely fix the deformed boundary conditions

and flow equation for the spectrum. One might conjecture that perturbative corrections to

correlation functions may also be fixed by imposing commutativity of the following diagram:

⟨∏iOi(xi)⟩
(0) ⟨∏iOi(xi)⟩

(λ)

⟨∏iOi(xi)⟩
(µ) ⟨∏iOi(xi)⟩

(λ,µ)

OTT

R

OTT

R
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To be more concrete, the TT -deformed two-point planar stress tensor correlators take the

following form from dimensional analysis, translational and rotational symmetry [1, 88]

⟨Tzz(x)Tzz(0)⟩(λ) =
1

z4
f1(y), ⟨Tzz(x)Tzz(0)⟩(λ) =

1

z3z
f2(y) ,

⟨Tzz(x)Tzz(0)⟩(λ) =
1

z2z2
f3(y) , ⟨Tzz(x)Tzz(0)⟩(λ) =

1

z2z2
f4(y) ,

(6.180)

where y = zz/λ and the functions fi(y) are fixed by stress tensor conservation ∂αTαβ = 0

and the trace flow equation Tzz = −πλTT giving Tzz = −πλTzzTzz+O(λ2). Using the trace

flow equation, we can easily determine f4(y) at O(λ
2):

⟨Tzz(x)Tzz(0)⟩(λ) = ⟨(−πλTzz(x)Tzz(x))(−πλTzz(0)Tzz(0))⟩(0) + · · ·

= π2λ2⟨Tzz(x)Tzz(0)⟩(0)⟨Tzz(x)Tzz(0)⟩(0) + · · ·

=
π2λ2c2

4z4z4
+ · · ·

=⇒ f4(y) =
π2c2

4y2
+ · · · .

The correlators also obey ∂α⟨Tαβ(x)Tρσ(0)⟩(λ) = 0 which give three conservation equations:

β = ρ = σ = z :∂z⟨Tzz(x)Tzz(0)⟩(λ) + ∂z⟨Tzz(x)Tzz(0)⟩(λ)

= ∂z

(
f1(y)

z4

)
+ ∂z

(
f2(y)

z3z

)
= 0 ,

β = z, ρ = σ = z :∂z⟨Tzz(x)Tzz(0)⟩(λ) + ∂z⟨Tzz(x)Tzz(0)⟩(λ)

= ∂z

(
f2(y)

z3z

)
+ ∂z

(
f3(y)

z2z2

)
= 0 ,

β = z, ρ = z, σ = z :∂z⟨Tzz(x)Tzz(0)⟩(λ) + ∂z⟨Tzz(x)Tzz(0)⟩(λ)

= ∂z

(
f2(y)

z3z

)
+ ∂z

(
f4(y)

z2z2

)
= 0 .

(6.181)

Since f4(y) at O(λ
2) is known, we can determine the other fi(y) from solving (6.181) with

initial conditions that the seed theory’s correlators are recovered when λ = 0:

f1(y) =
c

2
+

5π2λ2c2

6z2z2
+ · · · , f2(y) = −

π2λ2c2

3z2z2
+ · · · ,

f3(y) =
π2λ2c2

4z2z2
+ · · · , f4(y) =

π2λ2c2

4z2z2
+ · · · .

(6.182)
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For the root-TT case, one should follow a similar logic as in the above TT example:

⟨Tzz(x)Tzz(0)⟩(µ) =
1

z4
g1(u), ⟨Tzz(x)Tzz(0)⟩(µ) =

1

z3z
g2(u) ,

⟨Tzz(x)Tzz(0)⟩(µ) =
1

z2z2
g3(u) , ⟨Tzz(x)Tzz(0)⟩(µ) =

1

z2z2
g4(u) ,

(6.183)

where the gi(u) obey the same stress tensor conservation equations (6.181). It would be in-

teresting to see whether one or more of the gi(u) can be fixed from demanding commutativity

of the TT and root-TT flows. For example, perhaps commutativity may fix one of the gi(u),

and then conservation of the stress tensor may fix the others. It would also be interesting to

understand this commutativity and correlators in the context of quantum corrections, such

as the two-loop corrected TT -deformed planar stress tensor correlators found in [1].

The fate of conformal symmetry

The root-TT operator is classically marginal and thus preserves conformal invariance at

the classical level. It is an important open question to determine the fate of conformal sym-

metry in the quantum theory, assuming that a quantum definition of the root-TT operator

exists. Quantum corrections might make this operator marginally relevant or marginally

irrelevant, which would mean that conformal invariance is broken at the quantum level.

One way to probe this question is to investigate the high-energy density of states. In

any two-dimensional CFT, the degeneracy of states for large energy and high temperature

is described by the Cardy formula [309], which fixes the asymptotic scaling to be

ρ(E0) ∼ exp

(
2π

√
cE0

3

)
, S(E0) ∼ 2π

√
cE0

3
. (6.184)

Therefore, to investigate whether a root-TT deformed CFT remains a CFT, one might

ask whether its high-energy behavior agrees with (6.184). A sketch of an argument in

support of this claim might proceed as follows. First, since the root-TT deformed energy

spectrum depends on both the energy E
(0)
n and momentum Pn of the corresponding state in

the undeformed theory, we cannot immediately use the näıve Cardy formula (6.184), which

has already coarse-grained over all states with energy near En but with any momentum Pn.

However, we may use a generalization of the Cardy formula, which accounts for the spin of a
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CFT state [310, 311]. In terms of left-moving and right-moving energies, this formula reads:

ρ(EL, ER) ∼ exp

(
2π

√
cEL
6

+ 2π

√
cER
6

)
. (6.185)

One can express our deformed spectrum (6.100) in terms of the left-moving and right-moving

energies, such that Eµ = (EL)µ + (ER)µ and Pµ = (EL)µ − (ER)µ = P0, which satisfy

√
(EL)0 =

√
(EL)µ cosh

(µ
2

)
−
√

(ER)µ sinh
(µ
2

)
,

√
(ER)0 =

√
(ER)µ cosh

(µ
2

)
−
√

(EL)µ sinh
(µ
2

)
.

(6.186)

The deformed density of states ρµ(EL, ER) is then obtained by expressing the density of

states of the undeformed theory in terms of the deformed left-moving and right-moving

energies. Up to a factor which is unimportant for the leading exponential behavior, we find

ρµ(EL, ER) ∼ exp

(
2π

√
cEL
6
e−µ/2 + 2π

√
cER
6
e−µ/2

)
. (6.187)

It, therefore, appears that the high-energy density of states for the deformed theory still has

the (generalized) Cardy behavior appropriate for a conformal field theory, although with a

new effective central charge ceff = ce−µ. In particular, this gives one hint that the root-TT

deformation (if it indeed is well-defined quantum mechanically) may be marginally relevant

since the central charge appears to decrease along the flow for positive µ.9

Although suggestive, some subtleties prevent this argument from being fully rigorous.

One is that we have not, strictly speaking, demonstrated that the root-TT flow equation

holds for an arbitrary state in the deformed theory. Our gravitational calculation only

demonstrates that this flow equation holds for holographic states which are dual to Bañados-

type geometries, and only in the large-N regime. A robust quantum definition of the root-TT

operator might allow one to analyze the high-energy behavior of the deformed theory and

determine whether it still exhibits Cardy behavior.

9One can also see this by considering the behavior of the spectrum (6.100) as µ → ∞. In this limit, it
appears that all negative-energy states in the undeformed theory approach zero deformed energy, while all
undeformed positive-energy states have deformed energies that grow without bound. This suggests that the
large-µ root-TT deformed theory becomes a gapped system with only a finite number of states.
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Another way of probing the fate of conformal invariance is to investigate modular prop-

erties of the root-TT deformed torus partition function. If one could show that the deformed

partition function remains modular invariant, this would offer further evidence that the the-

ory is conformal. One strategy for doing this would be to derive a differential equation that

the deformed partition function satisfies. In the case of the TT deformation, it is known

[83, 85] that the torus partition function obeys the flow equation

∂λZλ(τ, τ) =

(
τ2∂τ∂τ +

1

2

(
∂τ2 −

1

τ2

)
λ∂λ

)
Zλ(τ, τ) , (6.188)

where the torus’ modulus is τ = τ1 + iτ2 and that Zλ is invariant under a modular transfor-

mation if the TT parameter λ also transforms. It appears that a root-TT deformed theory

obeys an analogous flow equation,

∂2µZµ(τ, τ) =
(
τ 22 (∂τ∂τ ) + τ2∂τ2

)
Zµ(τ, τ) , (6.189)

which suggests that the root-TT deformed theory may be modular invariant.
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CHAPTER 7

Flows in the Space of Interacting Chiral Boson

Theories

We study interacting theories of N left-moving and N right-moving Floreanini-Jackiw bosons

in two dimensions. A parameterized family of such theories is shown to enjoy (non-manifest)

Lorentz invariance if and only if its Lagrangian obeys a flow equation driven by a function of

the energy-momentum tensor. We discuss the canonical quantization of such theories along

classical stress tensor flows, focusing on the case of the root-TT deformation, where we obtain

perturbative results for the deformed spectrum in a certain large-momentum limit. In the

special case N = N , we consider the quantum effective action for the root-TT -deformed

theory by expanding around a general classical background, and we find that the one-loop

contribution vanishes for backgrounds with constant scalar gradients. Our analysis can also

be interpreted via dual U(1) Chern-Simons theories in three dimensions, which might be

used to describe deformations of charged AdS3 black holes or quantum Hall systems.

7.1 Introduction

In physics, we are frequently interested in parameterized families of classical or quantum

field theories. The tangent vectors to these families often have an interpretation as operators

within a given theory. One familiar example appears in the study of conformal field theories,

which may possess certain exactly marginal operators. Deforming a CFT by a marginal

operator generates motion on the conformal manifold, which is one such family of theories.

Another simple one-parameter family generated from any quantum field theory is the
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well-known renormalization group flow. We can interpret this as a curve of theories labeled

by an energy scale µ. For a CFT, this curve degenerates to a single point, but for other

QFTs, one finds an infinite family of theories connecting two RG fixed points at the UV and

IR ends of this flow. The operator that plays the role of the tangent vector to this curve is

the trace of the energy-momentum tensor, which generates scale transformations.

The renormalization group example is especially useful because it is universal : any

translation-invariant field theory admits an energy-momentum tensor Tµν , so we may always

deform by the trace T µµ to flow toward the infrared. It is natural to explore other defor-

mations constructed from the stress tensor, which are also universal. These stress tensor

deformations generate a larger class of flows, which includes the renormalization group flow

as a special case, but which also includes other famous examples such as the TT deformation

of two-dimensional quantum field theories [80–82].

Even at the classical level, stress tensor flows often give rise to interesting parameter-

ized families of theories. For instance, consider classical theories of a single Abelian gauge

field Aµ whose Lagrangians depend on the field strength Fµν but not its derivatives. Con-

struct the parameterized family which contains the Maxwell theory, L = −1
4
FµνF

µν , and all

other theories that can be reached from the Maxwell theory by deformations involving the

energy-momentum tensor. This family is precisely the collection of theories of non-linear

electrodynamics which are invariant under electric-magnetic duality rotations [312], which

is of interest in its own right.1

Another example concerns theories of a two-form gauge potential Aµν with a self-dual

three-form field strength Fµνρ in six spacetime dimensions. Any family of such theories

– e.g., the collection of interacting chiral tensor theories which describe the worldvolume

theory on an M5-brane, labeled by a parameter T that controls the tension of the brane

– also obeys a stress tensor flow equation [314]. We say that both 4d theories of duality-

invariant electrodynamics and 6d chiral tensor theories are closed under stress tensor flows,

1Strictly speaking, there are some isolated points in this space such as the Bialynicki-Birula theory [313]
which are not connected to Maxwell, so to be precise we should say that the family generated in this way
gives one connected component in the space of duality-invariant theories.
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in the sense that deforming any member of one of these classes of theories by a Lorentz scalar

constructed from Tµν produces another member of the same class.

In this chapter, we will investigate another space of theories, which is also closed under

deformations involving the energy-momentum tensor. The theories that we consider here

describe the dynamics of a collection of N chiral and N anti-chiral bosonic fields in two

spacetime dimensions. The simplest member of this class, N = 1 and N = 0, is the theory

of a single chiral boson which is described by the Floreanini-Jackiw action [147], namely

SFJ =
1

2

∫
d2x (∂tϕ∂θϕ− ∂θϕ∂θϕ) . (7.1)

Here we work in a 2d spacetime with coordinates (t, θ). As is well-known, it is not straight-

forward to write a manifestly Lorentz-invariant Lagrangian for a field that obeys a chirality

(or self-duality) constraint. One approach, which we will follow in this work, is to sacrifice

manifest Lorentz invariance and work with actions of the form (7.1) that explicitly single

out a preferred time coordinate t; we will then need to impose that the theory enjoy a non-

manifest Lorentz symmetry. Another strategy is to introduce one or more auxiliary fields

to restore manifest Lorentz invariance, which is the tactic used to describe chiral tensor

theories in six dimensions using, e.g., the Pasti-Sorokin-Tonin (PST) formulation [315–317]

(and later extended to higher dimensions [318]). A related technique was used to present a

manifestly Lorentz invariant description of the Floreanini-Jackiw action in [319].

For a single chiral (or anti-chiral) boson, it is known that no Lorentz-invariant self-

interactions are possible [273, 318], so (7.1) is the only allowed theory with N = 1. In this

work, we will give a new interpretation of this fact: all Lorentz-invariant interacting chiral

boson theories are generated from stress tensor deformations, but (7.1) is a fixed point of all

such flows, and, therefore, there is no way to deform it to include interactions. However, for

a theory with N ≥ 1 chiral and N ≥ 1 anti-chiral bosons, such self-interactions are possible,

and it is natural to describe them with an interaction function V (∂θϕ
i, ∂θϕ

i) that depends

on the spatial derivatives of the fields:

Sint =
1

2

∫
d2x

(
∂tϕ

i∂θϕ
i − ∂tϕi∂θϕi − V (∂θϕ

i, ∂θϕ
i)
)
. (7.2)
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In this expression, i = 1, . . . , N runs over the chiral fields and i = 1, . . . , N labels the anti-

chiral fields. We will be primarily interested in theories that are invariant under the O(N)×
O(N) symmetry rotating the chiral and anti-chiral bosons among themselves, although we

will give some results that do not make this assumption; we will see that it is also possible

to promote (7.2) to include a target-space metric Gij, Gij for the bosons, or couplings to

an antisymmetric tensor field Bij, Bij, (which in general breaks O(N) × O(N)) without

significantly changing our analysis. Because the Lagrangian appearing in (7.2) is first-order

in time derivatives, the function V can also be interpreted as the Hamiltonian of the model.

This structure is similar to that of the PST description of a 6d chiral tensor theory, after

gauge-fixing the auxiliary field vµ of this formalism to the value vµ = δ0µ, whose action is

SPST, gauge-fixed =

∫
d6x

(
1

4
Bij∂0A

ij −H(s, p)
)
. (7.3)

Here s = 1
4
BijBklδikδjl and p =

√
pipi, where pi =

1
8
εijklmB

jkBlm, are two SO(5)-invariant

quantities constructed from the “magnetic field” Bij, where E
ij and Bij are related to the

fundamental field F3 = dA2 as Eij = F ij0, Bij = F̃ ij0, and F̃ denotes the Hodge dual of F .

This gauge-fixed form of the PST action is closely related to the Perry-Schwarz formalism

[320]. In our two-dimensional example, the role of the magnetic components Bij of the

three-form field strength is played by the spatial derivatives ∂θϕ
i and ∂θϕ

i of the bosons.

Although we will not consider other formulations of chiral boson theories in this work,

let us briefly mention that several other approaches have been used to describe such models.

One presentation, due to Sen [321, 322], introduces an additional “spectator” field which

decouples from the dynamics; TT flows within this formalism have been studied in [323–

325].2 Another presentation introduced by Mkrtchyan includes an additional auxiliary scalar

field R and reduces to the PST form of the chiral boson action after integrating out R [327].

See [328] for a comparison of some of these formulations and the realization of chiral bosons

as the edge modes of a 3d Chern-Simons theory. Finally, a notable presentation by Siegel

[329] finds a chiral boson action in terms of a symmetric and traceless auxiliary tensor field

2The latter analysis also illuminates a surprising connection between the solvability of TT -like deforma-
tions and that of another deformation of quantum mechanics involving a cosh(p) kinetic term [326].
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λαβ:

SSiegel = −
1

4

∫
d2x

[
∂αϕ∂

αϕ+ λαβ (∂αϕ− ϵασ∂σϕ) (∂βϕ− ϵβρ∂ρϕ)
]

=

∫
dtdθ

[
1

4
(∂tϕ∂tϕ− ∂θϕ∂θϕ) +

λ01 − λ00
2

(∂tϕ− ∂θϕ)2
]
.

(7.4)

Siegel’s action (7.4) is classically equivalent to the Floreanini-Jackiw action (7.1) assuming

one can gauge the two independent components of λαβ to (λ00, λ01) = (1
4
,−1

4
) [330]. For

applications extending Siegel’s action to gravity and string theory, see [331–336]. The study

of chiral bosons and other self-dual fields has a long history, and we refer the reader to an

incomplete sampling [337–343] of earlier work, and references therein, for other results.

Our motivation for studying this class of interacting chiral boson theories in this work is

twofold. The first reason is purely classical: we would like to characterize the space of all

such interacting theories, each of which is determined by an interaction function V , which

enjoy non-manifest Lorentz invariance. As we will see, this condition will require that the

function V satisfy a certain partial differential equation which is very similar to those that

appear in the cases of 4d duality-invariant electrodynamics [312] and 6d chiral tensor theories

[314]. The space of solutions to this partial differential equation is intimately connected to

stress tensor flows. More precisely, given any parameterized family of Lorentz-invariant

theories with interaction functions V (λ) labeled by a parameter λ, we will show that ∂λV
(λ)

can always be written as a function of the stress tensor T
(λ)
µν of the theory at the same value

of the parameter λ. Conversely, any flow equation of the form

∂λV
(λ) = f

(
T (λ)
µν , λ

)
, lim

λ→0
V (λ) = V (0) , (7.5)

along with a Lorentz-invariant initial condition V (0), gives rise to a one-parameter family of

Lorentz-invariant theories. Therefore, families of Lorentz-invariant interacting chiral boson

theories are in one-to-one correspondence with stress tensor flows. These statements are the

precise 2d analogs of the 4d and 6d results in [312] and [314].

The second motivation for this study concerns quantization. The general form (7.2) of

an interacting theory is convenient for canonical quantization, since the dependence on time

derivatives is fixed and thus the definition of the conjugate momenta is unaffected by the
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interaction function. One can study the quantization of theories in this class in a uniform way,

at least for cases that admit a controlled perturbative expansion which makes calculations

tractable. When we consider the quantization of a one-parameter family of theories defined

by interaction functions V (λ) that satisfy a differential equation of the form (7.5), we will

say that we are studying “quantization along the classical flow.”

We will be especially interested in quantization along the flow driven by the function

∂γV
(γ) = R [Tµν ] =

1√
2

√
T µνTµν −

1

2
(T µµ )

2 , (7.6)

where we suppress the dependence of Tµν on the flow parameter γ. This non-analytic com-

bination R is the two-dimensional root-TT operator [270], which is the unique marginal

combination of stress tensors that defines a classical flow equation which commutes with the

irrelevant TT flow in 2d. The root-TT deformation shares some of the remarkable properties

of the TT deformation, such as preserving classical integrability in many examples [271]

and admitting a holographic interpretation in terms of modified boundary conditions for

AdS3 gravity [5]. It also plays a role in classical flows for 3d gauge theories [279] and has

connections to BMS3 symmetry and ultra/non-relativistic limits of 2d CFTs [283–285].

Another motivation for studying this operator is that the corresponding commuting TT -

like and root-TT -like flows in four spacetime dimensions, with the initial condition given by

the free Maxwell Lagrangian, were shown in [157, 276–278, 281] to produce an interesting

family of gauge theories referred to as ModMax-Born-Infeld, which was first written down

in [273]. This family depends on two parameters λ and γ. When γ is taken to zero, the

theory reduces to the 4d Born-Infeld model which gives an effective description of the gauge

dynamics on a D3-brane. As λ→ 0, one recovers the so-called Modified Maxwell or ModMax

theory, which is the unique conformally invariant and electric-magnetic duality-invariant

extension of the Maxwell theory [272]. This theory can be supersymmetrized [274, 344, 345]

and the entire class of ModMax-Born-Infeld theories can be lifted to a similar family of 6d

chiral tensor theories [273] which also satisfies commuting stress tensor flow equations [314].

For an introduction to these and other theories of non-linear electrodynamics, see the lecture

notes [346].
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Although several classical aspects of the ModMax theory (and its ModMax-Born-Infeld

extension) have been studied [275, 347–350], the quantization of this model appears to be

more subtle because the Lagrangian is non-analytic around Fµν = 0. One strategy is to

perform perturbative quantization of this theory around a non-zero background for the field

strength [351].3 Another approach is to look for lower-dimensional analogs of the Mod-

Max theory, which one might hope are simpler to quantize. The most extreme case is to

dimensionally reduce the Modified Maxwell theory all the way down to (0 + 1) spacetime

dimensions, which yields a theory of particle mechanics known as the ModMax oscillator

[282, 353] that can be quantized exactly [354]. An intermediate case is to reduce ModMax

from 4d to 2d, which was done in [281], and this reduction yields precisely the same theory

that one obtains by deforming a collection of free scalars by the 2d root-TT flow [270, 280].

This “Modified Scalar” theory is the model whose quantization we consider in the present

work.

For one non-chiral boson, or one left-moving and one-right moving chiral boson, the

Modified Scalar theory collapses to a free massless scalar with a re-scaled kinetic term, but

for multiple scalars, the theory is non-trivial. As we will see later, the Modified Scalar theory

with a general number of scalars may also be related to a free theory by a series of more

complicated, non-local field redefinitions; similar field redefinitions, and related non-local

“dressed” operators, have also played a role in the study of TT flows [1, 114, 122, 355, 356].

One of our goals in studying the quantization of this model is to test a flow equation

for certain energies in a root-TT deformed CFT, which was obtained via a holographic

analysis in [5]. Under some assumptions, this equation predicts that the deformed energy

Eγ associated with a seed CFT state that has undeformed energy E0 and momentum P0 is

Eγ = E0 cosh(γ) +
√
E2

0 − P 2
0 sinh(γ) . (7.7)

This formula was derived for states dual to BTZ black holes in AdS3 with mass M ≥ 0 and

3Another approach would be to use heat kernel techniques. We are grateful to Sergei Kuzenko and Dmitri
Sorokin for discussions on this topic and for informing us of their unpublished results. See also [352] for a
Master’s thesis which computes the one-loop effective action for ModMax using such techniques.
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spin |J | ≤ M , which correspond to constant stress tensor backgrounds. We will, therefore,

refer to the flow equation (7.7) as the “zero-mode energy formula” since it applies to states

of a CFT on a cylinder whose stress tensors are constant along the circular direction (that is,

the formula applies to the zero mode of the stress tensor). It would be quite unusual if this

energy formula held universally, even for states whose stress tensors are spatially varying.

And indeed, we will see explicitly in this work that the zero-mode energy formula fails for

states with such spatial gradients. One might therefore think of (7.7) as the first term in a

gradient expansion, which is corrected by terms that depend on derivatives ∂T .4

The key ingredient in our check of the energy formula (7.7), which allows us to resolve the

square root and perform a perturbative analysis, is to consider a certain large-momentum

limit and expand in powers of 1
p
. Although this approach involves a specific choice of back-

ground around which to expand, one could expand around any field configuration for which

the gradients of the scalars are non-vanishing, since the combination of stress tensors (7.6)

which appears in the classical Lagrangian for the Modified Scalar theory is only non-analytic

around zero-energy configurations. We will also present a related analysis which involves ex-

panding around a general classical background for N = N , in which case the equal number

of chiral and anti-chiral bosons can be assembled into a manifestly Lorentz invariant theory

of N non-chiral bosons, and compute loop corrections to the Modified Scalar action. This

offers further insight into the perturbative quantization of this model.

This chapter is organized as follows. In section 7.2, we compute the stress tensor for

a generic interacting chiral boson theory and study classical properties of flows driven by

functions of Tµν , such as preservation of the Lorentz invariance condition. We then give a

complementary perspective on such chiral boson theories in section 7.3, interpreting them as

the boundary duals to U(1) Chern-Simons gauge theories, and we show that deformations

such as root-TT can be implemented using certain modified boundary conditions for the

bulk gauge fields. In section 7.4, we review general machinery for the canonical quantization

4The idea of performing such a gradient expansion is philosophically similar to the strategy adopted in
hydrodynamics or the fluid-gravity correspondence [357] (see [358] for a review).
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of first-order systems like (7.2) along classical stress tensor flows using a mode expansion; we

then specialize to quantization along the root-TT flow and study the cases of
(
N,N

)
= (1, 1)

and
(
N,N

)
= (2, 1) in detail. In section 7.5, we perform a diagrammatic analysis of quantum

corrections along the root-TT flow for a deformed theory of N = N non-chiral bosons, using

the background field method. Finally, section 7.6 summarizes our results and outlines some

interesting future directions. An order-by-order analysis for more general stress tensor flows

is presented in appendix E.1, and the computational steps used to evaluate certain Feynman

diagrams in dimensional regularization have been relegated to appendix E.2.

7.2 Classical Stress Tensor Flows for Chiral Boson Theories

In this section, we will discuss some generalities about classical deformations of interacting

chiral boson theories which are driven by functions of the energy-momentum tensor. Quite

generally, we refer to any differential equation for the Lagrangian which takes the form

∂L(λ)

∂λ
= f

(
T

(λ)
αβ , λ

)
, (7.8)

along with an initial condition L(λ=0) = L(0), as a stress tensor flow. We emphasize that the

function f is a Lorentz scalar constructed from the Hilbert stress tensor associated with the

Lagrangian L(λ), and not with the undeformed theory L(0). For theories that can be coupled

to gravity using only the metric tensor gαβ, the stress tensor is given by

Tαβ = − 2√−g
δS

δgαβ
= −2 ∂L

∂gαβ
+ gαβL . (7.9)

However, for theories involving fermions or the chiral bosons of interest in this work, the

standard definition (7.9) is not sufficient. We will instead need to work in a tetrad formalism,

introducing vielbein fields (or frame fields) Ea
α so that

gαβ = Ea
αE

b
βηab . (7.10)
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We will use Greek symbols such as α and β to refer to curved5 indices in the two-dimensional

spacetime with metric gαβ on which our fields are defined, in contrast with early Latin letters

like a and b which refer to the flat tangent-space indices that are raised and lowered with

the Minkowski metric ηab. These are not to be confused with the lowercase middle Latin

symbols like i which are used to index the chiral scalars ϕi, or their antichiral variants i

which are decorated with a bar and label the anti-chiral scalars ϕi.

We also define E = det (Ea
α) =

√
|g|. Because this determinant is non-vanishing, the

matrix Ea
α has an inverse, which we refer to as the inverse vielbein and write as Eα

a . This

inverse frame field obeys

Ea
αE

α
b = δab , Eα

aE
a
β = δαβ , (7.11)

and similarly

Eα
aE

β
bgαβ = ηab . (7.12)

Within the tetrad formalism, the appropriate generalization of the Hilbert stress tensor with

one curved and one flat index is defined by

T a
β = − 1

E

δS

δEβ
a

. (7.13)

All tangent space indices can be converted to spacetime indices, or vice-versa, by contracting

with vielbeins or inverse vielbeins as needed. For instance, the conventional stress tensor

with two curved indices is then

Tαβ = T a
α Eγ

agγβ . (7.14)

The tetrad formalism will allow us to compute the energy-momentum tensor and define

stress tensor flows for an arbitrary interacting chiral boson theory of the type in equation

(7.2). We will perform the coupling to vielbeins in such a way that the stress tensor is

automatically symmetric, Tαβ = Tβα, but this is not sufficient to guarantee that the theory

5We use the term “curved” for spacetime indices, even when we set the spacetime metric gαβ to the flat
Minkowski metric ηαβ , to distinguish them from “flat” tangent space indices like those on ηab.
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is invariant under boosts; for a generic choice of the interaction function V , the theory is

not Lorentz-invariant. In this work, we will be primarily interested in theories which do

enjoy Lorentz invariance, although this Lorentz symmetry will not be manifest within this

formalism. Therefore, we will now pause to discuss the non-manifest Lorentz invariance of

these models, including the conditions this imposes upon the interaction function V and the

connection between Lorentz symmetry and stress tensor flows.

7.2.1 Lorentz invariance

We begin by reviewing one way to see the non-manifest Lorentz invariance of the simplest

theory within the class of interest, the Floreanini-Jackiw action describing a single chiral

boson. Although this is a well-known story, the discussion will fix our notation and set the

stage for the analysis of Lorentz invariance with more general interaction functions.

One free chiral boson

Much like the electric-magnetic duality invariance of the 4d Maxwell theory, which is

a symmetry of the equations of motion but not of the action itself, the Lorentz symmetry

of the chiral boson theories we study here will be easier to understand at the level of the

equations of motion. We illustrate this simple principle beginning with the action (7.1),

which we rewrite for convenience:

S =
1

2

∫
d2x

(
ϕ̇ϕ′ − ϕ′2

)
. (7.15)

Here, we have defined

ϕ̇ = ∂tϕ =
∂ϕ

∂x0
, ϕ′ = ∂θϕ =

∂ϕ

∂x1
, (7.16)

to ease notation. Now consider an infinitesimal Lorentz boost Λαβ = δαβ +ωαβ with param-

eter ω01 = −ω10 = ϵ. In this section, we work in Lorentzian signature with spacetime metric

ηαβ = [ −1 0
0 1 ]. The change in the components of ∂αϕ is

δ (∂αϕ) = ωαβ∂
βϕ , (7.17)
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and thus the components of the covector ∂αϕ = (ϕ̇, ϕ′) transform as

ϕ̇→ ϕ̇+ ϵϕ′ , ϕ′ → ϕ′ + ϵϕ̇ . (7.18)

The change in the action (7.15) is therefore

δS =
ϵ

2

∫
d2x

(
ϕ̇− ϕ′

)2
+O(ϵ2) . (7.19)

This is not an off-shell total derivative, so it is not manifest that this transformation is a

symmetry of the theory. However, this property is more transparent if we work directly with

the equations of motion. The Euler-Lagrange equation associated with (7.15) is

ϕ̇′ − ϕ′′ = 0 , (7.20)

where ϕ̇′ = ∂t∂θϕ. This equation of motion can be expressed as ∂θ

(
ϕ̇− ϕ′

)
= 0, which

means that the quantity ϕ̇− ϕ′ is independent of the spatial coordinate θ:

ϕ̇− ϕ′ = f(t) . (7.21)

The time-dependent function f(t) can be thought of as a choice of gauge, which is not

physically meaningful. Indeed, suppose that we transform the function ϕ by

δϕ = h(t) (7.22)

for a general time-dependent function h. Then δϕ̇ = ḣ and δϕ′ = 0, so the change in the

Floreanini-Jackiw action is

δS =
1

2

∫
d2x

(
ḣϕ′
)
=

1

2

∫
d2x ∂θ

(
ḣϕ
)
, (7.23)

which is an integral of a total spatial derivative, and thus the action is unchanged. Therefore,

given any solution to the equations of motion which takes the form (7.21), we are always

free to perform a gauge transformation (7.22) with

h(t) =

∫ t

f(t′) dt′ , ḣ(t) = f(t) , (7.24)
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which has the effect of eliminating the function f(t) on the right side of (7.21), and thus

brings the equation of motion to the form

ϕ̇− ϕ′ = 0 . (7.25)

We will always work in the gauge (7.25) in what follows. If we write equation (7.25) as

E(ϕ̇, ϕ′) = 0 , E = ϕ̇− ϕ′ , (7.26)

then acting with a Lorentz transformation on this quantity E gives

δE = δ
(
ϕ̇− ϕ′

)
= −ϵ

(
ϕ̇− ϕ′

)
= −ϵE . (7.27)

That is, the variation of the equation of motion is proportional to the equation of motion

itself. This means that, on the mass shell, the equations of motion are invariant under

Lorentz transformations, which we write as

δE ≃ 0 , (7.28)

where the symbol ≃ means “equal when the fields satisfy their equations of motion.” This

is sufficient for the theory to enjoy Lorentz invariance.

From this simple exercise, we see that the Floreanini-Jackiw theory of a single chiral

boson does indeed exhibit non-manifest Lorentz invariance. This discussion also motivates

a couple of definitions. We say that any function O of the fields and their derivatives is a

Lorentz-invariant function if δO ≃ 0, that is, if the quantity O is invariant under Lorentz

transformations when the fields satisfy their equations of motion. Likewise, we say that a

Lagrangian L defines a Lorentz-invariant theory if the Euler-Lagrange equations associated

with L can be written as E = 0 where E is a Lorentz-invariant function.

Multiple interacting bosons

We now promote the action to depend on N chiral bosons and N anti-chiral bosons. A

general theory with interactions that depend on spatial derivatives of the fields is6

S =

∫
d2x

(
1

2
(ϕ̇iϕ′ i − ϕ̇i ϕ′ i)− V (ϕ′, ϕ′)

)
, (7.29)

6In this chapter, we do not consider higher-derivative interactions.
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where we suppress indices on the fields in the argument of the interaction function V . Fol-

lowing the notation of the N = 1 analysis above, we can write the equations of motion for

this model as a collection of equations E i = 0 and E i = 0, where

E i = ϕ̇i − ∂V

∂ϕ′ i , E i = ϕ̇i +
∂V

∂ϕi
. (7.30)

Note that we do not distinguish between upstairs and downstairs i, j and i, j indices on the

scalars, instead choosing index placement for typographical convenience. In expressing the

equations of motion as the vanishing of the quantities (7.30), we have also implicitly chosen

the analog of the gauge h(t) = 0, as in the discussion around equation (7.25) for the case of

one chiral boson.

Let us again consider a Lorentz boost parameterized by ω01 = −ω10 = ϵ. All of the fields

transform in the same way as before:

ϕ̇i → ϕ̇i + ϵϕ′ i , ϕ′ i → ϕ′ i + ϵϕ̇i , ϕ̇i → ϕ̇i + ϵϕ′ i , ϕ′ i → ϕ′ i + ϵϕ̇i . (7.31)

We now ask: under what conditions on the interaction function V will the action (7.29)

define a Lorentz-invariant theory, which means that δE i ≃ 0 and δE i ≃ 0 under this Lorentz

transformation? The variation of the chiral equations of motion is

δE i = δϕ̇i − ∂2V

∂ϕ′ i ∂ϕ′ j δϕ
′ j − ∂2V

∂ϕ′ i ∂ϕ′ j δϕ
′ j

= ϵϕ′ i − ϵVijϕ̇j − ϵVijϕ̇j

≃ ϵ
[
ϕ′ i − VijVj + VijVj

]
, (7.32)

where in the second step we have introduced the notation

Vi =
∂V

∂ϕ′ i , Vij =
∂2V

∂ϕ′ i ∂ϕ′ j , Vij =
∂2V

∂ϕ′ i ∂ϕ′ j , (7.33)

and so on, and in the third line, we have replaced the time derivatives ϕ̇i, ϕ̇j using the equa-

tions of motion and therefore used the on-shell equality symbol ≃. An identical calculation

for the anti-chiral equations of motion gives

δE i ≃ ϵ
[
ϕ′ i − VijVj + VijVj

]
. (7.34)
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Therefore, for the quantities E i and E i to be Lorentz-invariant functions, we must impose

the two conditions

ϕ′ i + VijVj = VijVj , ϕ′ i + VijVj = VijVj . (7.35)

It is convenient to write these two equations in terms of the derivatives of products,

ϕ′ i +
1

2
∂i
(
VjVj

)
=

1

2
∂i (VjVj) , ϕ′ i +

1

2
∂i (VjVj) =

1

2
∂i
(
VjVj

)
, (7.36)

where the repeated j, j indices are summed and where ∂i =
∂

∂ϕ′ i
, ∂i =

∂

∂ϕ′ i
.

We can now integrate the first of the equations (7.36) with respect to ϕ′ i and the second

with respect to ϕ′ i to find

(
ϕ′ i)2 + VjVj = VjVj + Ci(ϕ′ k ̸=i, ϕ′ k) ,

(
ϕ′ i
)2

+ VjVj = VjVj + Ci(ϕ′ k, ϕ′ k ̸=i) . (7.37)

Here we have introduced two integration constants, Ci which is independent of ϕ′ i and Ci

which is independent of ϕ′ i. Also note that equation (7.37) holds separately for each fixed i

and i; the quantity (ϕ′ i)
2
is the square of one such fixed ϕ′ i, and is not summed on i. We

can fix these integration constants by noting that the choice of interaction function

V (ϕ, ϕ) =
1

2

(
ϕ′ jϕ′ j + ϕ′ jϕ′ j

)
, (7.38)

which is just a sum of non-interacting chiral and anti-chiral bosons, must necessarily satisfy

the Lorentz-invariance condition. This will be true if we choose

Ci = ϕ′ jϕ′ j +
∑

k ̸=i
ϕ′ kϕ′ k, Ci = ϕ′ jϕ′ j +

∑

k ̸=i

ϕ′ kϕ′ k , (7.39)

which means that the two equations in (7.37) are proportional to one another, and we are

left with the single condition

ϕ′ jϕ′ j − ϕ′ jϕ′ j = VjVj − VjVj , (7.40)

for Lorentz invariance. Suppose that we now further assume that the interaction function is

invariant under O(N) rotations of the N chiral fields and O(N) rotations of the N anti-chiral
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fields. This means that we can parameterize V as a function of the two invariants7

S =
1

2

(
ϕ′ jϕ′ j + ϕ′ jϕ′ j

)
, P =

1

2

(
ϕ′ jϕ′ j − ϕ′ jϕ′ j

)
. (7.41)

Note that, for the theory defined by the free interaction function (7.38), the quantities S and

P represent the total Hamiltonian density and momentum density, respectively. In terms of

these variables, the condition (7.40) can be written as

V 2
S +

2S

P
VSVP + V 2

P = 1 . (7.42)

Partial differential equations of the schematic form (7.42) have appeared in many contexts.

Most directly relevant for this analysis, precisely the same differential equation appears

as the condition for Lorentz invariance of the phase space actions for theories of self-dual

electrodynamics in d = 4 or for chiral tensor theories in d = 6; see, for instance, sections

2.2 and 2.3 of [273] for these two cases, respectively. Our condition (7.42) is merely the

2d version of these results, in the case where one considers arbitrary numbers of chiral and

anti-chiral bosons. Note that, in the case N = 0 which describes only chiral bosons, the two

invariants (7.41) collapse to

S = P , (7.43)

so that V is a function of one variable, and the constraint (7.40) simplifies to

ϕ′ jϕ′ j = VjVj , (7.44)

or in terms of the variable S = 1
2
ϕ′ jϕ′ j,

VS = 1 . (7.45)

This means that the only solution is the free case, V = S = 1
2
ϕ′ jϕ′ j, in accordance with

known results. The same conclusion holds for only anti-chiral bosons, N = 0 but N > 0.

7The invariant S should not be confused with the action S =
∫
d2xL; we trust that the reader can

distinguish between the two based on context.
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A similar partial differential equation, which differs only by signs, occurs as the condition

for a Lagrangian for 4d non-linear electrodynamics to have equations of motion that are

invariant under electric-magnetic duality rotations. In this case, the appropriate PDE reads

L2
S −

2S

P
LSLP − L2

P = 1 , (7.46)

where now S = −1
4
FµνF

µν and P = −1
4
FµνF̃

µν are the two independent Lorentz scalars that

can be constructed from the field strength Fµν , and F̃µν denotes the Hodge dual of Fµν . This

version of the differential equation, with the signs as in (7.46), also appears as the condition

for a certain class of non-linear sigma models in d = 2 to have equations of motion which

are equivalent to the flatness of a Lax connection which takes a prescribed form [271] (see

equations (7.3) - (7.5) of [312] for the definitions of S and P in this case).

In either presentation, with the choice of signs in (7.42) or the one in (7.46), this differen-

tial equation has many solutions besides the free one. For instance, equation (7.42) admits

the two-parameter family of solutions

V (S, P ; γ, λ) =
1

λ

(√
1 + 2λ

(
cosh(γ)S + sinh(γ)

√
S2 − P 2

)
+ λ2P 2 − 1

)
. (7.47)

This family of interaction functions is the 2d chiral boson analog of the two-parameter family

of 4d ModMax-Born-Infeld gauge theories, which we mentioned in the introduction. As in

the 4d case, the function V of equation (7.47) satisfies two commuting flow equations which

relate ∂λV and ∂γV to an irrelevant TT -like and a marginal root-TT -like operator built from

the energy-momentum tensor of the model, respectively:

∂V

∂λ
= −OTT = −1

4

(
TαβTαβ − (Tαα )

2) ,

∂V

∂γ
= −R = − 1√

2

√
TαβTαβ −

1

2
(Tαα )

2 . (7.48)

This example illustrates that, at least in this case, solutions to the differential equation (7.42)

can be obtained by deforming the interaction function by Lorentz-invariant quantities, such

as Lorentz scalars constructed from Tµν . This statement applies quite generally to any

deformation of V by a Lorentz-invariant function, as we describe next.
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Lorentz-invariant functions

In the preceding discussion, we derived a condition on the function V (equation (7.42))

which guarantees that this interaction function describes a Lorentz-invariant theory. By

definition, this means that the equations of motion E i, E i are Lorentz-invariant functions.

One might ask, more generally, given an arbitrary function O(S, P ) which depends on the

two combinations S and P defined in (7.41), under what conditions is O a Lorentz-invariant

function? That is, for which operators O is δO ≃ 0, where δ is a Lorentz transformation?

This question can be answered using a similar calculation as the one above. One has

δO(S, P ) = OSδS +OP δP

= OS
(
ϕ′ j δϕ′ j + ϕ′ j δϕ′ j

)
+OP

(
ϕ′ jδϕ′ j − ϕ′ j δϕ′ j

)
, (7.49)

where subscripts represent partial derivatives with respect to the argument. On-shell, one

has the variations

δϕ′ j = ϵϕ̇j ≃ ϵVj , δϕ′ j = ϵϕ̇j ≃ −Vj , (7.50)

and thus one finds

δO ≃ ϵOS
(
ϕ′ jVj − ϕ′ jVj

)
+ ϵOP

(
ϕ′ jVj + ϕ′ jVj

)
. (7.51)

Expressing the derivatives of V in terms of VS and VP using

Vj = (VS + VP )ϕ
′ j , Vj = (VS − VP )ϕ′ j , (7.52)

we conclude that δO ≃ 0 if and only if

VSOS +
S

P
(VSOP + VPOS) + VPOP = 0 . (7.53)

It is easy to see that the condition (7.53) is identical to the constraint that one finds by

expanding the Lorentz-invariance condition (7.42) for a perturbed interaction function

V (S, P )→ V (S, P ) + λO(S, P ) , (7.54)
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assuming that V itself satisfies the Lorentz-invariance condition, and then demanding that

the deformed interaction function preserve this condition (7.42) to leading order in λ.

We conclude that linearized Lorentz-preserving deformations of a boost-invariant theory

of chiral bosons, described by an interaction function V , are in one-to-one correspondence

with Lorentz-invariant functionsO within this same theory defined by V . Again, this result is

the 2d analog of the corresponding statements about linearized deformations which preserve

electric-magnetic duality invariance in 4d [312] or PST gauge invariance in 6d [314]. As

in those contexts, this extends to an all-orders result: given a one-parameter family of

interaction functions V (λ) with an initial condition V0 = V (λ = 0) which satisfies (7.42),

the entire family of functions V (λ) satisfies the Lorentz invariance condition if and only if

∂V (λ)

∂λ
= O(λ) , (7.55)

where at each value of λ, the function O(λ) obeys the constraint (7.53) with respect to the

interaction function V (λ) at the same value of λ.

There are several ways to prove this claim, which we will not present in detail since they

are similar to the 4d and 6d cases. One strategy is to first argue that any such family of

Lorentz-invariant functions O(λ) can be expressed in terms of Lorentz scalars constructed

from T
(λ)
µν , as we will show shortly, and then to show that an all-orders flow of the form

(7.55) driven by a function of the stress tensor preserves the Lorentz-invariance condition,

by following an inductive argument like that in appendix A.1 of [312].

7.2.2 Stress tensor for general interacting theory

We now turn to the computation of the energy-momentum tensor for a generic member of

our class of chiral boson theories. Contractions built from this stress tensor, such as T µµ

and T µνTµν , are canonical examples of the Lorentz-invariant functions which yield Lorentz-

preserving deformations (7.55) of the interaction function – and, in fact, any such deforma-

tion can be expressed in terms of such stress tensor scalars, as we will see.

In order to calculate the stress tensor defined in (7.13), we will couple a general the-
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ory of chiral bosons to gravity in the vielbein formulation following the approach of [359],

which demonstrated how to perform this coupling for the standard Floreanini-Jackiw boson

with interaction function V (S, P ) = S. In the case of a general interaction function, the

corresponding Lagrangian including the vielbein couplings takes the form

L =
1

2

(
Gijϕ̇

iϕ′ j −Gijϕ̇iϕ
′j)−

(
E−
θ E

+
t + E−

t E
+
θ

)
P − EV (S, P ) + Ltop , (7.56)

where now S and P are coupled to the frame fields as

S = − 1

4E−
θ E

+
θ

(
Gijϕ

′ iϕ′ j +Gijϕ
′iϕ′j

)
, P = − 1

4E−
θ E

+
θ

(
Gijϕ

′ iϕ′ j −Gijϕ
′iϕ′j

)
. (7.57)

A few remarks are in order. We work in light-cone coordinates xa = x± for the tangent space

indices, so the vielbeins and inverse vielbeins carry one (+,−) index and one (t, θ) index.

After varying with respect to the vielbeins, we will set them to their flat-space values

E+
t = −E+

θ = E−
θ = E−

t =
1√
2
, (7.58)

at the end of the calculation, which is appropriate for the light-cone tangent space metric

ηab =
[

0 −1
−1 0

]
. We have also introduced general target-space metrics Gij(ϕ) and Gij(ϕ) for

the chiral and anti-chiral bosons, which does not affect the computation of the stress tensor.

In equation (7.56), we have allowed for the inclusion of a general topological term Ltop, which

does not couple to the frame fields and which therefore drops out of the computation of Tµν .

An example of such a topological term is a coupling to a target-space antisymmetric tensor

field Bij, Bij. In manifestly Lorentz-invariant notation, which is perhaps more familiar, such

a coupling would be expressed as Bijϵ
αβ∂αϕ

i∂βϕ
j, and is independent of the metric.

Note that, in the special case Gij = δij, Gij = δij, Ltop = 0, and with the vielbeins equal

to their flat-space values (7.58), the Lagrangian (7.56) reduces to

L =
1

2
(ϕ̇iϕ′ i − ϕ̇i ϕ′ i)− V (S, P ) , (7.59)

which agrees with (7.59), and the quantities S and P become

S =
1

2

(
ϕ′ jϕ′ j + ϕ′ jϕ′ j

)
, P =

1

2

(
ϕ′ jϕ′ j − ϕ′ jϕ′ j

)
, (7.60)

309



which agrees with (7.41).

It may come as a surprise that the kinetic terms in (7.56), which involve ϕ̇iϕ′ j and ϕ̇iϕ′j,

are independent of the vielbeins, and do not even include a factor of E which plays the role of
√
g that usually accompanies any scalar within a spacetime integral. This is a consequence

of the specific method for coupling the chiral boson to gravity developed in [359], which

first introduces an unconstrained bosonic field and then incorporates auxiliary fields P and

b which enforce the chirality constraint. This combined system is then coupled to gravity,

and then integrating out the auxiliary fields P and b has the effect of eliminating the factor

of E that normally multiplies the kinetic term. We will see in section 7.3 that the absence

of vielbein dependence in these terms has a natural interpretation in the dual Chern-Simons

description of chiral boson theories.

We can now explicitly perform the variation with respect to the vielbeins to compute the

stress tensor T β
a , as defined in equation (7.13), or more usefully, the version Tαβ with two

spacetime indices:

Ttt = V (S, P ) ,

Ttθ = −P = Tθt ,

Tθθ = −V + 2 (SVS + PVP ) . (7.61)

Note that the off-diagonal terms of Tαβ are therefore identical and both proportional to P ,

which has the interpretation of the momentum along the θ circle. This is a consequence of

the way we have coupled to the vielbeins in the second term of (7.56), which is proportional

to P but which vanishes in the flat-space limit.

In principle, one could consider more general couplings of these chiral boson theories

to vielbeins, which would lead to stress tensors that may not be symmetric and which are

related to (7.61) by an improvement transformation. However, we find the choice of coupling

that we have made here to be physically motivated for the problem of studying flow equations

of the form (7.55) which are connected to the free interaction function (7.38). For instance,

in the quantum theory, the momentum along a circle of radius R is quantized in units of
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1
R
, and, therefore, cannot flow with any deformation parameterized by a continuous λ. The

coupling to frame fields which leads to (7.61) makes this manifest, even at the level of the

classical stress tensor, since for any interaction function V (S, P ), the linear momentum along

the circle is fixed to its value Ttθ = −P in the free theory.

The trace of the stress tensor,

Tr(T ) = Tαα = −2 (V − SVS − PVP ) , (7.62)

vanishes if the interaction function V is a homogeneous function of degree 1 in its arguments,

which is equivalent to the scale invariance of the theory as expected. The other Lorentz

invariant that one can construct from the stress tensor is

Tr(T 2) = T µνTµν = V 2 − 2P 2 + (V − 2 (SVS + PVP ))
2 . (7.63)

One can check by explicit computation that the two invariants (7.62) and (7.63) each satisfy

the condition (7.53), assuming that the interaction function V itself obeys the condition

(7.42). In fact, more is true: given either of these two Lorentz-invariant functions T µµ

and T µνTµν , locally and away from exceptional points, we can implicitly express any other

Lorentz-invariant function f in terms of this stress tensor invariant. To see this, let f(S, P )

and g(S, P ) be any two functions that satisfy the Lorentz-invariance condition (7.53). Con-

sider the Jacobian for the change of variables from (S, P ) to (f, g), namely

J =


fS fP

gS gP


 , (7.64)

and, in particular, its determinant,

det(J) = fSgP − fPgS . (7.65)

Since f and g each satisfy equation (7.53), we can solve this equation to express one of the

partial derivatives of each function in terms of the other. For instance, we can choose

fS = −fP (PVP + SVS)

SVP + PVS
, gS = −gP (PVP + SVS)

SVP + PVS
. (7.66)

311



Substituting these into the determinant (7.65), we find

det(J) = −fPgP (PVP + SVS)

SVP + PVS
+
fPgP (PVP + SVS)

SVP + PVS
= 0 . (7.67)

Because det(J) = 0, this change of variables is singular, which means that there exists a

functional relation of the form F (f, g) = 0. By the implicit function theorem, under some

assumptions on the derivatives of F , we can locally express f(S, P ) as a function of g(S, P ),

or vice-versa. Thus, ignoring exceptional points, any pair of Lorentz-invariant functions are

functionally dependent. Since the quantities T µνTµν and T
µ
µ are examples of such invariant

quantities, it follows that any other Lorentz-invariant function – again, away from singular

points, and excluding trivial examples such as the case where one of the functions is a

constant – can be expressed as a function of the stress tensor.

Combining this conclusion with the previous statement around equation (7.55), it also fol-

lows that, given any parameterized family of interaction functions V (λ) for Lorentz-invariant

theories, one can write

∂V (λ)

∂λ
= O(λ) ≡ f(T (λ)

µν , λ) , (7.68)

where in the last step we have used that O(λ) can be implicitly expressed as a function of

the stress tensor, given that this O(λ) satisfies the Lorentz-invariance condition (7.53).

Therefore, the stress tensor flows that we have introduced in equation (7.8) are quite

generic: any family of Lorentz-invariant interaction functions obeys a differential equation

of this form, and conversely, any such flow equation (along with a Lorentz-invariant initial

condition) defines a family of Lorentz-invariant interacting chiral boson theories.

Interesting examples of such flows are the ones defined in equation (7.48), which are

driven by the operators OTT and R. We can express these two operators in terms of the

interaction function V and its derivatives using the general results (7.62) and (7.63):

OTT = V (SVS + PVP )−
1

2

(
V 2 + P 2

)
,

R =
√

(SVS + PVP + P ) (SVS + PVP − P ) . (7.69)
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One can check directly that the two-parameter family of interaction functions (7.47) solves

the flow equations driven by the two operators given in (7.69).8 The root-TT flow equation

can also be solved in more generality. Suppose we begin from the flow equation

∂V (γ)

∂γ
= −R = −

√
(SVS + PVP + P ) (SVS + PVP − P ) , (7.70)

and we furthermore assume that the function V satisfies the Lorentz-invariance condition

(7.42) everywhere along the flow (which it is guaranteed to do, assuming the initial condition

is Lorentz-invariant). Then the general solution to the differential equation (7.70) with initial

condition V (γ = 0, S, P ) = V0(S, P ) is

V (γ, S, P ) = V0

(
cosh(γ)S + sinh(γ)

√
S2 − P 2, P

)
. (7.71)

That is, we simply replace all occurrences of the variable S in the initial condition V0(S, P )

with the combination cosh(γ)S + sinh(γ)
√
S2 − P 2, while leaving all occurrences of P un-

changed. The result is a solution to (7.70) with the correct initial condition at γ = 0.

Let us point out that the formulas (7.61) for the stress tensor components are valid when

N ≥ 1 and N ≥ 1. In the case of all chiral bosons (N = 0), or all anti-chiral bosons (N = 0),

the two invariants S and P become proportional to one another, so some of the structures

in the Lagrangian collapse. For instance, for a theory of all chiral bosons, we have S = P

and the components of the stress tensor are

Ttt = V (S) ,

Ttθ = −S = Tθt ,

Tθθ = −V (S) + 2SV ′(S) . (7.72)

We have seen that the only solution to the Lorentz-invariance condition (7.42) for all chiral

bosons is V = S, and the stress tensor for this theory is

Tαβ =
1

2
ϕ′jϕ′j


 1 −1
−1 1


 . (7.73)

8When γ = 0, one recovers the theory of TT -deformed Floreanini-Jackiw bosons, which also appears in
the boundary graviton action for AdS3 gravity at a finite radial cutoff; see equation (3.70) of [1].
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Here one has Tαα = 0 and TαβTαβ = 0. The same conclusion holds for all anti-chiral bosons,

where we have S = −P rather than S = P , but again one finds Tr(T ) = 0 = Tr(T 2). For

either of these scenarios, since both Lorentz scalars constructed from the stress tensor are

vanishing, the theory is a fixed point of all Lorentz-preserving stress tensor deformations.9

This gives another way to understand the fact that no Lorentz-invariant interactions are

possible between only chiral bosons, or only anti-chiral bosons. Indeed, if a family of such

interacting theories did exist, they would necessarily satisfy a stress tensor flow equation.

But no such flow can exist which includes the free theory V = S, as this theory is left

invariant by any stress tensor deformation. Since a theory of only chiral bosons has the

Hamiltonian H = S = P , one can view it as a 2d version of the 4d theory of Bialynicki-

Birula electrodynamics, which is also a fixed point of all stress tensor flows.

7.2.3 Self-duality and chirality

To conclude this section, we will point out one additional feature of the chiral boson models

considered here. Although this property is trivially satisfied for any interacting chiral boson

theory, regardless of the interaction function V (S, P ), the analogous property for theories in

the dual Chern-Simons description will play an important role in the next section.

Suppose that we begin with a general action of the form that we have been considering,

which we repeat here for convenience:

S =

∫
d2x

(
1

2
(ϕ̇iϕ′ i − ϕ̇i ϕ′ i)− V (S, P )

)
. (7.74)

We would like to exchange the gradients ∂αϕ
i = (ϕ̇i, ϕ′i) of the scalar fields for a vector field

Aα = (A0, A1), and likewise for the anti-chiral scalars. To do this, we introduce a collection

9Another way to see this is by considering complex coordinates (w,w), with T = Tww and T = Tww. A
theory of all chiral bosons has T = 0 and a theory of all anti-chiral bosons has T = 0. In either case, the
product TT vanishes, and the trace vanishes by conformal invariance, so any Lorentz-preserving stress tensor
flow is trivial. Of course, one could generate non-trivial interacting models by breaking Lorentz invariance
and studying, for example, f(T ) (or f(T )) flows, but we will not pursue this option here.
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of Lagrange multiplier fields λiα and λiα, and write the equivalent action

S =

∫
d2x

(
1

2

(
Ai0A

i
1 − Ai0Ai1

)
− V (SA, PA)

+
1

2
λαi(Aiα − ∂αϕi)−

1

2
λαi(Aiα − ∂αϕi)

)
.

(7.75)

Here the variables SA and PA are defined by replacing instances of (ϕ′i, ϕ′i) with (Ai1, A
i
1):

SA =
1

2

(
Ai1A

i
1 + Ai1A

i
1

)
, PA =

1

2

(
Ai1A

i
1 − Ai1Ai1

)
. (7.76)

If one integrates out the auxiliary fields λαi and λαi in the action (7.75), these fields simply

act as Lagrange multipliers which set Aiα = ∂αϕ
i and Aiα = ∂αϕ

i, and the action then reduces

to (7.74).

However, suppose that we wish to proceed in the opposite direction, instead integrating

out the fields Aiα and Aiα. To do this, we vary the action with respect to the fields (Aiα, A
i
α)

and to obtain their equations of motion, whose solutions take the form

Ai0 = −λ1i − 2(VSA
+ VPA

)λ0i , Ai1 = −λ0i ,

Ai0 = −λ1i + 2(VSA
− VPA

)λ0i , Ai1 = −λ0i . (7.77)

Integrating out Aiα and Aiα by replacing them with their on-shell values (7.77) then gives

S =

∫
d2x

(
1

2

(
λ0iλ1i − λ0iλ1i

)
− V (Sλ, Pλ) +

1

2

(
ϕi∂αλ

αi − ϕi∂αλαi
))

, (7.78)

where we have integrated by parts to move the derivatives on the final two terms, and where

now Sλ and Pλ are defined as

Sλ =
1

2

(
λ0iλ0i + λ0iλ0i

)
, Pλ =

1

2

(
λ0iλ0i − λ0iλ0i

)
. (7.79)

Note that (7.79) involve the time components of the λ fields, rather than the spatial compo-

nents. We see that the fields ϕi and ϕi act as Lagrange multipliers to enforce the constraints

∂αλ
αi = 0 = ∂αλ

αi , (7.80)

which admit the general solutions

λαi = ϵαβ∂βψ
i , λαi = ϵαβ∂βψ

i , (7.81)
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for some scalar fields ψi, ψi. Here we use the conventions ϵ01 = 1, so

λ0i = ∂xψ
i = ψ′i , λ1i = −∂tψi = −ψ̇i , λ0i = ∂xψ

i = ψ′i , λ1i = −∂tψi = −ψ̇i . (7.82)

After integrating out ϕi and ϕi and replacing λαi, λαi in favor of ψi, ψi, we arrive at the dual

form of the action

S =

∫
d2x

(
1

2
(ψ̇iψ′ i − ψ̇i ψ′ i)− V (Sψ, Pψ)

)
, (7.83)

where, according to the map in equation (7.82), the dualization has replaced time components

with space components in the definition of the S and P variables,

Sψ =
1

2

(
ψ′ iψ′ i + ψ′ iψ′ i

)
, Pψ =

1

2

(
ψ′ iψ′ i − ψ′ iψ′ i

)
. (7.84)

The result (7.83) is in fact identical to our starting point (7.74). Therefore, any interacting

chiral boson theory is “self-dual” in the sense that the theory is left invariant under the

process of introducing auxiliary fields and then integrating out to express the theory in

terms of the “dual” ψ variables rather than the original ϕ variables.

Versions of this simple argument are well-known in various contexts. The observation that

the standard Floreanini-Jackiw action with V (S, P ) = S exhibits this self-duality appeared

in [360], which we have simply generalized to the interacting case. Similar manipulations

also appear, for instance, when discussing T-duality in string theory from the worldsheet

point of view.

However, we would like to emphasize two aspects of this observation. The first is that,

unlike Lorentz invariance – which only holds for interaction functions which satisfy the dif-

ferential equation (7.42) – this self-duality holds for any system of interacting chiral bosons,

regardless of the form of V (S, P ). We will therefore take the view that the property of self-

duality should be part of the definition of a theory of chiral bosons. Since we have seen that

any chiral boson theory enjoys self-duality in the sense described here when presented in the

Floreanini-Jackiw formulation, we will demand that any other description of chiral bosons

should also have a corresponding self-duality property. That is, we will take self-duality as

a necessary condition for a theory to describe chiral degrees of freedom.
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The second observation is that, if one rewrites the action (7.75) as

S =

∫
d2x

(
LA +

1

2
λαi(Aiα − ∂αϕi)−

1

2
λαi(Aiα − ∂αϕi)

)
,

LA =
1

2

(
Ai0A

i
1 − Ai0Ai1

)
− V (SA, PA) , (7.85)

then the equations of motion for the fields Aiα and Aiα are

λαi = −2∂LA
∂Aiα

, λαi = 2
∂LA
∂Aiα

. (7.86)

Therefore, in a sense, one can think of the fields λ, λ as the duals (or conjugates) of the fields

A and −A. Since the fields Aiα = ∂αϕ
i and Aiα = ∂αϕ

i are given by derivatives of a scalar

field on-shell, one can also view the relations (7.86) as a sort of Legendre transform. From

this perspective, the self-duality of chiral boson models is the statement that such theories

are invariant under a Legendre transform, or that one is free to rotate the fields Aα, Aα into

their duals λα and −λα. This is very similar to the structure of theories of duality-invariant

nonlinear electrodynamics in four dimensions, which are invariant under rotations mixing

the field strength Fµν with a certain dual field strength tensor Gµν . We will review this

structure in more detail around equation (7.96) in the next section.

7.3 Deformations of Dual Chern-Simons Theories

The chiral boson theories that we have considered in section 7.2 often arise as the edge

modes, or boundary duals, associated with the dynamics of Chern-Simons gauge fields in 3d

bulk theories [361–363]. For instance, physical descriptions of a quantum Hall droplet often

involve a gauge field defined on a disk whose circular boundary supports edge modes modeled

by chiral bosons [364–366]. Another example is found in AdS3 holography, where a collection

of U(1) Chern-Simons gauge fields in the bulk are dual to a corresponding collection of chiral

currents in the 2d boundary. The addition of such bulk Chern-Simons terms to the action

for AdS3 gravity allows BTZ black hole solutions to carry U(1) charges [51, 367, 368].

In this section, we will show how stress tensor deformations of 2d chiral boson theories

can be interpreted from the perspective of 3d bulk Chern-Simons gauge theories. We will
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begin by making some preliminary observations about the behavior of such 3d Chern-Simons

theories in the presence of general boundary terms.

7.3.1 U(1) Chern-Simons theories with general boundary terms

Throughout this section, we will consider gauge theories defined on a bulk spacetime manifold

M3 with boundary ∂M3. We will not specify whether ∂M3 is a true physical boundary or

a conformal boundary, since our results apply uniformly in both cases.

Let us give a concrete example for each of these two cases to keep in mind as applications.

In the former case, with a physical boundary, an example is furnished by the spacetime

manifoldM3 = H+
2 × Rt, where

H+
2 = {(x, y) | x, y ∈ R , y ≥ 0} (7.87)

is the upper half-plane, viewed as a spatial manifold, and the factor of Rt represents a non-

compact time direction. In this case, the boundary is ∂M3 = Rx × Rt, where Rx is the

spatial boundary ∂H+
2 = {(x, 0) | x ∈ R} and Rt is again the time direction.

An example of the latter case, with a conformal boundary, is a three-dimensional nega-

tively curved bulk manifoldM3, which asymptotically approaches an AdS3 spacetime that

is characterized by a length scale ℓ. The metric onM3 plays almost no role in this example,

since the bulk Chern-Simons action is topological, but it is convenient to use the structure of

the metric to characterize the conformal boundary ∂M3. The most general asymptotically

AdS3 metric can be written in the form of a Fefferman-Graham expansion

ds2 =
ℓ2

4ρ2
dρ2 +

(
g
(0)
αβ (x

γ)

ρ
+ g

(2)
αβ (x

γ) + ρg
(4)
αβ (x

γ)

)
dxα dxβ . (7.88)

The important point about this asymptotic form is that it determines a conformal boundary

∂M3 for our spacetime, located near ρ = 0, which has a boundary metric g
(0)
αβ (x

γ) determined

by the leading term in the expansion (7.88). Here ρ has the interpretation of a bulk radial

coordinate whereas xα label the two coordinates on the conformal boundary.

From now onwards, we will not distinguish between the two qualitatively different cases
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above, using the notation ∂M3 for either type of boundary. We will describe the 2d boundary

in Euclidean signature using coordinates xα = (w,w) and the flat metric

ds2 = gαβ dx
α dxβ = dw dw . (7.89)

Although this signature and coordinate choice differs from the ones used in section 7.2, it

allows for easier comparison with the holographic analysis of the root-TT deformation in [5].

We will also use the convention that

√
g =

√√√√√det




0

1
2

1
2

0




 =

i

2
, (7.90)

which will introduce some unfamiliar factors of i in various places.

Our primary interest is to study the dynamics of Abelian gauge fields defined on the

bulk manifold M3. Consider a collection of U(1) gauge fields (Ai, Ai). Of course, the

standard kinetic term for such gauge fields is the Maxwell term F i
αβF

αβ
i where F i = dAi is

the field strength associated with the gauge field F i. However, as we are in three spacetime

dimensions, it is also possible to write down a Chern-Simons term which takes the form Ai∧
dAi for the gauge fields Ai. The Maxwell term involves two derivatives and two factors of Ai,

whereas the Chern-Simons term has only a single derivative and two factors of Ai. Therefore,

by power counting, we see that the infrared behavior of the theory will be dominated by the

Chern-Simons terms.

This motivates us to study the gauge theory with purely Chern-Simons couplings for the

gauge fields Ai and Ai, which we parameterize as

ICS =
i

8π

∫ (
kijAi ∧ dAj − kijAi ∧ dAj

)
, (7.91)

where kij and kij are constant matrices which we assume are symmetric and have positive

eigenvalues.10 These matrices will play the role of the metrics Gij and Gij of section 7.2.

10Throughout this section we will use the symbol I rather than S for actions to emphasize that we are in
Euclidean signature.
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In addition to the Chern-Simons term (7.91), one can add a boundary term of the form

Ibdry = −
1

8π

∫

∂M3

d2x
√
gLbdry

(
Aiα, Aiα

)
, (7.92)

where Lbdry is a Lorentz scalar constructed from the quantities Aiα, Aiα, which are the

restrictions of the three-dimensional gauge fields to the boundary ∂M3. The full description

of the theory is then given by the combined action

I = ICS + Ibdry . (7.93)

The standard choice of boundary term is the one which corresponds to the free interaction

function V (ϕ, ϕ) given in equation (7.38), and is written as

Ibdry = −
1

16π

∫

∂M3

d2x
√
g gαβ

(
kijAiαAjβ + kijAiαAjβ

)
. (7.94)

However, in this section we will be interested in studying more general choices of boundary

term, especially those which arise by deformations of the conventional boundary term (7.94).

It may seem strange that one can write down a general boundary term (7.92) which is

an arbitrary function of the variables Aiα and Aiα, or after assuming Lorentz invariance and

O(N)×O(N) symmetry under rotations of the gauge fields, an arbitrary function of the two

combinations

S =
1

2

(
kijAαi A

j
α + kijAα

i
Ajα

)
, P =

1

2

(
kijAαi A

j
α − kijAαi Ajα

)
. (7.95)

Any such boundary term Lbdry(S, P ) is manifestly compatible with boundary Lorentz invari-

ance. This is in contrast with the analysis of section 7.2, where only interaction functions

V (S, P ) which obey the differential equation (7.42) yield Lorentz-invariant theories.

The resolution to this tension is that the Floreanini-Jackiw and Chern-Simons descrip-

tions of Lorentz-invariant chiral boson theories make different aspects of the models manifest.

In the Floreanini-Jackiw description of section 7.2, it is manifest that the bosons ϕi are chi-

ral since the theory is automatically self-dual (which we take as part of the definition of

chirality) as we saw in section 7.2.3. However, it is not manifest that the Floreanini-Jackiw

equations of motion respect Lorentz invariance, and requiring boost symmetry imposes a
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condition on V (S, P ). Conversely, in the Chern-Simons description, it is manifest that the

boundary theory enjoys Lorentz invariance since Lbdry is a Lorentz scalar. However, it is

not manifest that the theory describes chiral edge modes, which in particular requires that

the theory be self-dual under the appropriate notion of duality transformation. Demanding

chirality, or self-duality, will yield a constraint on Lbdry, to be given in equation (7.122).

An analogy with electrodynamics is apt. Suppose that one wishes to describe a theory

of an Abelian gauge field Aµ in four spacetime dimensions, whose Lagrangian L depends on

the field strength Fµν but not its derivatives. We assume that the equations of motion of

this theory are invariant under both Lorentz transformations and under electric-magnetic

duality rotations δθ which act as

δθFµν = θGµν(F ) , (7.96)

where Gµν = −1
2
εµνρτ G̃

ρτ is the Hodge dual of G̃µν , which is itself defined as

G̃µν = 2
∂L
∂F µν

. (7.97)

One option for describing such a theory is by giving the Lagrangian L itself. As the La-

grangian is a Lorentz scalar, this description makes Lorentz invariance manifest. However,

invariance under duality rotations (7.96) is not automatic, and requires that the Lagrangian

satisfy the differential equation (7.46).

Another option is to describe the theory in terms of its Hamiltonian H(D⃗, B⃗), where

D⃗ = ∂L
∂E⃗

is the electric displacement. In these variables, the duality transformation (7.96)

acts as an SO(2) rotation which mixes the vectors D⃗ and B⃗. The most general duality-

invariant Hamiltonian can be written as a function of the two variables

s =
1

2

(
|D⃗|2 + |B⃗|2

)
, p = |D⃗ × B⃗| . (7.98)

These quantities s and p are invariant under SO(3) rotations of the spatial coordinates and

under duality rotations, so any Hamiltonian H(s, p) is manifestly duality-invariant. How-

ever, because the canonical formulation has singled out a time direction as special, Lorentz
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invariance is no longer manifest. Imposing boost symmetry requires that the Hamiltonian

satisfy the differential equation

H2
s +

2s

p
HsHp +H2

p = 1 . (7.99)

The upshot is that, in the electrodynamics example, either Lorentz invariance or duality

invariance can be made manifest, and then imposing a partial differential equation will

ensure that the remaining non-manifest symmetry will be respected.

In the chiral boson version of this story, the Floreanini-Jackiw formulation is analogous

to the Hamiltonian presentation of 4d duality-invariant electrodynamics, since any theory

of Floreanini-Jackiw bosons is automatically self-dual although Lorentz invariance is not

manifest. The Chern-Simons presentation, on the other hand, is analogous to the Lagrangian

description, since Lorentz invariance is manifest but self-duality is not guaranteed.

To understand the condition which must be imposed upon the Chern-Simons boundary

term to ensure self-duality, which is the subject of section 7.3.2, it will first be useful to

study the currents obtained from varying the boundary gauge fields.

Boundary currents

Quite generically, we expect that gauge fields couple to conserved currents. In the case

of the 3d Chern-Simons theory, although we have not coupled the bulk gauge fields to any

sources inM3, the variation of the on-shell action localizes to a boundary term, so we can

therefore define boundary currents that live in ∂M3. We normalize these currents as

Jαi = −2πi√
g

δI

δAiα

∣∣∣
on-shell

, Jα
i
= −2πi√

g

δI

δAiα

∣∣∣
on-shell

. (7.100)

We would like to compute these currents in a Chern-Simons theory with a general boundary

term that is an arbitrary function of the O(N)×O(N) invariant combinations S and P . To
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do this, we consider a general variation of the action. The Chern-Simons term varies as

δICS =
i

8π

∫

M3

(
kij (δAi ∧ dAj + Ai ∧ dδAj)− kij

(
δAi ∧ dAj + Ai ∧ dδAj

))

=
i

4π

∫

M3

(
kijδAi ∧ dAj − kijδAi ∧ dAj

)
(7.101)

− i

8π

∫

M3

d

(
kijAi ∧ δAj − kijAi ∧ δAj

)
. (7.102)

The first term vanishes after imposing the bulk equations of motion dAj = 0 = dAj, while

the second term localizes to a boundary contribution,

δICS

∣∣∣
on-shell

= − i

8π

∫

∂M3

(
kijAiα δA

j
β − kijAiα δAjβ

)
dxα ∧ dxβ . (7.103)

Since we are assuming that Lbdry takes the form

Lbdry = f(S, P ) , (7.104)

the variation of the boundary term can be written as

δIbdry = −
1

8π

∫

∂M3

√
g
(
(fS + fP ) k

ijAαi δAjα + (fS − fP ) kijAαi δAjα
)
. (7.105)

In coordinates (w, w̄), after raising the indices using Awi = 2Aw̄i and A
w̄
i = 2Awi, the variation

of the combined action is then

δI
∣∣∣
on-shell

= − i

8π

∫

∂M3

(
kij
(
Aiw δA

j
w − Aiw δAjw

)
− kij

(
Aiw δA

j
w − Aiw δAjw

))

− 1

4π

∫

∂M3

√
g

(
kij (fS + fP )

(
AiwδA

j
w + AiwδA

j
w

)

+ kij (fS − fP )
(
AiwδA

j
w + AiwδA

j
w

))
. (7.106)

Using
√
g = i

2
, we can therefore read off the currents (7.100),

Jwi =
i

2
kij (fS + fP − 1)Ajw , Jwi =

i

2
kij (fS + fP + 1)Ajw ,

Jw
i
=
i

2
kij (fS − fP + 1)Ajw , Jw

i
=
i

2
kij (fS − fP − 1)Ajw . (7.107)

These can also be written more covariantly as

Jαi =
i

4
kij
(
gαβ(fS + fP ) +

1

2
ϵαβ

)
Aβj ,

Jα
i
=
i

4
kij
(
gαβ(fS − fP )−

1

2
ϵαβ

)
Aβ
j
, (7.108)
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which agrees with (7.107) for gww = 1
2
, ϵww = 1 = −ϵww.

We note that variation of the total on-shell action has two qualitatively different con-

tributions. The terms in the first line of (7.106) are “universal” in the sense that they are

present for any Chern-Simons theory and do not depend on the details of the boundary term

f(S, P ). These universal terms are also independent of the boundary metric, since they

come from the integral of a 2-form. In contrast, the terms on the second line of (7.106) are

“model-dependent” as they make explicit reference to the choice of boundary term f(S, P ).

Furthermore, these terms are metric-dependent and include an overall factor of
√
g.

These two types of terms are analogous to those in the Lagrangian (7.56) which couples a

generic chiral boson theory to gravity. In that setting, the role of the “universal” and metric-

independent contributions is played by the kinetic terms Gijϕ̇
iϕ′ j and Gijϕ̇

iϕ
′j
, which as we

explained below equation (7.60), do not include a factor of E. The Chern-Simons perspective

gives another way to understand the metric-independence of these terms, since they may be

viewed as the duals of contributions which arise from a topological bulk term. Similarly,

the remaining metric-dependent and interaction-function-dependent terms in (7.56) can be

viewed as the analogs of the second line of (7.106).

The expressions for the Jαi and Jα
i
also determines the boundary conditions on the gauge

fields which we impose in order to have a well-defined variational principle. In general, the

on-shell variation of the action can be written as

δI
∣∣∣
on-shell

∼
∫

∂M3

(
Jαi δA

i
α + Jα

i
δAiα

)
. (7.109)

We must ensure that the quantity (7.109) vanishes to have a good variational principle. To

do this, we impose boundary conditions which hold fixed some particular combination of the

boundary gauge fields Aiα and Aiα. Schematically, this constraint takes the form

F
(
Aiα
)
= 0 , F

(
Aiα

)
= 0 , (7.110)

where the precise form of the functions F and F depend on the case under consideration.

In particular, this means that the allowed variations of the gauge fields must be constrained
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to satisfy the equations

∂F

∂Aiα
δAiα = 0 ,

∂F

∂Aiα
δAiα = 0 . (7.111)

For instance, if both of the boundary variations δAiw and δAiw are non-zero, the constraints

(7.111) can in principle be inverted to express one of these two boundary variations in terms

of the other. This means that only one combination of the boundary gauge fields is free to

fluctuate, while the other is held fixed. This is in agreement with the general expectation

that imposing Dirichlet boundary conditions on both components of the gauge field is too

strong, and one would not find smooth solutions to the equations of motion for generic

choices of the fixed gauge fields.

We also note that these boundary conditions will restrict the class of bulk gauge transfor-

mations that are permissible. A general gauge transformation Ai → Ai+dΛi, Ai → Ai+dΛi

in the bulk leads to a variation of the Chern-Simons term which takes the form

δICS =
i

8π

∫

∂M3

(
kijdAi ∧ Λj − kijdAi ∧ Λj

)
, (7.112)

which, for general choices of the gauge parameters, will not be compatible with our choice of

boundary conditions. We must therefore allow only a subclass of bulk gauge transformations

which preserve the desired boundary conditions. Physically, one can think of this restriction

as giving rise to physical degrees of freedom on the boundary.

To give a specific example illustrating the general observations above, let us consider the

standard boundary term f = S. In this case, evaluating the currents (7.107) gives

J iw = 0 , J iw =
i

2
kijAjw , J iw =

i

2
kijAjw , J iw = 0 . (7.113)

Therefore, with the conventional boundary term, the currents J iα are purely holomorphic

and the currents J iα are purely anti-holomorphic. The variation of the on-shell action is

δI
∣∣∣
on-shell

∼
∫

∂M3

(
J iw δA

i
w + J iw δA

i
w

)
. (7.114)

The variation (7.114) vanishes if we require that δAiw = 0 and δAiw = 0, which is equivalent

to imposing Dirichlet boundary conditions on the components Aiw and Aiw at the boundary
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∂M3. For instance, one can demand that these components are both set to zero, which

corresponds to the choice of functions F , F in (7.110) given by

F
(
Aiα
)
= Aiw = 0 , F

(
Aiα

)
= Aiw = 0 . (7.115)

We must then allow only bulk gauge transformations which do not change the values of Aiw

and Aiw on the boundary, and this restriction gives rise to boundary degrees of freedom. To

see why these degrees of freedom are chiral, it is convenient to think of the holomorphic

currents as J iw = ∂φi and the anti-holomorphic currents as J iw = ∂φi, where the φi are c = 1

free bosons. Then it is clear that the J iw play the role of the left-moving chiral half of a

non-chiral boson, and the J iw act as the right-moving anti-chiral parts.

7.3.2 Self-duality condition for Chern-Simons theories

Let us now consider the question of self-duality for Chern-Simons theories. As we argued

in section 7.2.3, self-duality should be viewed as a necessary condition to impose on the

theory so that it describes chiral degrees of freedom. In the Floreanini-Jackiw description,

self-duality meant that we could express the action either in terms of the original variables

Aiα = ∂αϕ
i, or in terms of the dual variables λiα = ϵαβ∂

βψi. The relationship between Aα

and λα, as expressed around equation (7.86) is very similar to the relationship between the

boundary Chern-Simons gauge field Aα and the corresponding current. Let us compare them

side-by-side. In section 7.2.3, we had the relations

λαi = −2 ∂L
∂Aiα

, λαi = 2
∂L
∂Aiα

, (7.116)

where in this formula the symbol Aα refers to the vector field appearing in the action (7.75).

In the Chern-Simons setting, we instead have the schematic relations

Jαi = −2πi√
g

δI

δAiα

∣∣∣
on-shell

= −2πi√
g

∂Lon-shell

∂Aiα
,

Jαi = −2πi√
g

δI

δAiα

∣∣∣
on-shell

= −2πi√
g

∂Lon-shell

∂Aiα
, (7.117)
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where now the symbol Aα refers to the boundary Chern-Simons gauge field.11 Insofar as

the gauge field acts as a good proxy for the gradient of the Floreanini-Jackiw bosons, this

suggests that the role of the dual variable λiα is now played by

λiα = −1

2
J iα , λiα =

1

2
J iα , (7.118)

where the sign difference is due to the relative sign in (7.86), which itself originates from the

difference in signs between the kinetic terms for chiral and anti-chiral bosons.

This analogy leads us to propose a notion of self-duality for Chern-Simons theories.

We will phrase this condition via an infinitesimal transformation, rather than a finite one.

That is, in section 7.2.3, the duality transformation was a Z2 action which replaced the

fields Aα with the fields λα. In the present context, we will instead propose a continuous

transformation which infinitesimally rotates the fields Aiα, A
i
α into their duals J iα, −J iα.

We say that a Chern-Simons theory with boundary term f(S, P ) is self-dual if the on-shell

variation of the action identically vanishes under the transformation

δAiα = ϵJ iα , δAiα = −ϵJ iα . (7.119)

To see why this is the right notion of self-duality, let us find the condition on the boundary

term f(S, P ) under which the transformation (7.119) is a symmetry. By equation (7.109),

under this variation the change in the on-shell action is

δI
∣∣∣
on-shell

∼
∫

∂M3

(
Jαi δA

i
α + Jα

i
δAiα

)

= ϵ

∫

∂M3

(
Jαi J

i
α − Jαi J iα

)
, (7.120)

so the rotation (7.119) is a symmetry if and only if

J iwJ
i
w̄ − J iwJ iw̄ = 0 . (7.121)

11In equation (7.117), the partial derivatives of the Lagrangian Lon-shell are understood to be defined as
the integrands of corresponding variations of the on-shell action in the middle expression of each line.
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Using the general expression (7.107) for the currents, and expressing the condition in terms

of S and P , we find that (7.121) is equivalent to the condition

f 2
S +

2S

P
fSfP + f 2

P = 1 . (7.122)

Remarkably, the Chern-Simons boundary term is self-dual if and only if it satisfies pre-

cisely the same differential equation (7.42) which the Floreanini-Jackiw interaction function

V (S, P ) must satisfy in order to guarantee Lorentz invariance. Because of the identical

structure of the constraints on f(S, P ) and V (S, P ), some of our observations from section

7.2 can be immediately translated to analogous statements in the Chern-Simons setting.

For instance, ifN = 0 so that the theory features only a collection of unbarred gauge fields

Aiα but no barred fields Aiα, the two invariants collapse as S = P and the only solution to

the constraint (7.122) is f(S, P ) = S. This is consistent with the comments around equation

(7.45) in the Floreanini-Jackiw formulation, namely that no Lorentz-invariant interactions

are possible for a system of purely chiral (or purely anti-chiral) bosons. Here we are seeing the

Chern-Simons counterpart of this statement: although we can write down any boundary term

f(S) that we like, and still respect boundary Lorentz invariance, only the choice f(S) = S

will respect chirality (or self-duality) of the boundary theory.

In the remainder of this section, we will view the differential equation (7.122) as a consis-

tency condition which a boundary term f(S, P ) must satisfy to describe chiral bosons. One

can also understand this constraint as an analog of electric-magnetic duality invariance for

3d Chern-Simons theories. Of course, the conventional form of electric-magnetic duality is

inapplicable for 3d gauge theories, since the Hodge dual of a two-form field strength F2 in

three spacetime dimensions is a one-form, which is interpreted as the field strength of a dual

scalar rather than a dual 1-form. However, demanding invariance under the duality rotation

(7.119) is closely related to imposing invariance under the rotations (7.96); in both cases,

the symmetry exchanges the field appearing in the Lagrangian with a certain “dual” that is

defined via the derivative of the Lagrangian with respect to this field.

Linear and non-linear self-duality constraints for currents
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One typically describes a free chiral p-form field in 2p dimensions, where p is odd, as

a form which satisfies a linear Hodge self-duality constraint. For instance, a free chiral 3-

form field F3 in six dimensions obeys ∗F3 = F3. Likewise, the Floreanini-Jackiw bosons ϕi,

ϕi with free interaction function V (S, P ) = S are self-dual and anti-self-dual, respectively.

Introducing interactions for such p-forms then modifies this constraint to a non-linear self-

duality condition, which can be viewed as determining the self-dual part of the p-form as a

function of the anti-self-dual part, or vice-versa.

We would now like to see how these self-duality constraints can be understood from

the Chern-Simons description of chiral bosons. Since we are working in a two-dimensional

Euclidean spacetime, the appropriate self-duality conditions for a one-form are imaginary

self-duality or anti-self-duality, since the definition of the Hodge star,

(∗V )β =
√
gV αϵαβ , (7.123)

includes a factor of i
2
from the measure

√
g. With these conventions, the dual of a general

one-form Vα with components Vw, Vw̄ is

(∗V )α = (−iVw, iVw̄) . (7.124)

Thus a holomorphic one-form Vα = (Vw, 0) obeys an imaginary anti-self-duality condition

∗V = −iV , (7.125)

whereas a purely anti-holomorphic one-form Vα = (0, Vw̄) is imaginary-self-dual,

∗V = iV . (7.126)

We therefore see that all of the currents Ji and J i of equation (7.113), which correspond to

the standard boundary term f(S, P ) = S, satisfy ∗Ji = −iJi and ∗J i = +iJ i. This can also

be expressed by defining the projectors onto imaginary-self-dual and imaginary-anti-self-dual

parts of a one-form,

P± =
1

2
(1∓ i∗) . (7.127)

329



In terms of these projectors, the fact that the Jαi are purely holomorphic can be expressed

as P−Jαi = Jαi , and the fact that the Jα
i
are purely anti-holomorphic is equivalent to the

statement that P+J
α
i
= Jα

i
. Therefore, by adding the boundary term f(S, P ) = S to the

Chern-Simons action, we obtain chiral currents which obey a linear self-duality condition.

This is the image of the usual statement that free chiral p forms in 2p dimensions, for p odd,

obey linear self-duality constraints.

Next we would like to understand how a more general boundary term gives rise to a

non-linear self-duality constraint, which corresponds to an interacting system of boundary

chiral bosons. In this case, rather than obeying the standard chirality constraints

P−J
α
i = Jαi , P+J

α
i
= Jα

i
, (7.128)

which correspond to (linear) Hodge imaginary-self-duality or imaginary-anti-self-duality,

∗Ji = −iJi , ∗J i = iJ i , (7.129)

the currents will satisfy more general, non-linear or twisted self-duality conditions, each

characterized by an operator T (i) or T (i):

∗Ji = T (i)Ji , ∗J i = T (i)J i . (7.130)

In the case where T (i) = −i I and T (i) = i I are both proportional to the identity operator I,

this reduces to the standard chirality condition (7.129). In the more general case we allow

T (i), T (i) to be non-trivial operators which can depend on the fields.

Twisted self-dual boundary conditions characterized by operators of this form have been

considered in [328, 369], primarily in the setting of non-Abelian Chern-Simons theories. In

the Abelian case, which is the focus of this work, no non-trivial operator T exists for a

system obeying (7.122) with either N = 0 or N = 0 (i.e. a self-dual theory which only

describes fields Aα
i
but no Aαi , or with only Aαi but none of the Aα

i
, respectively). This is

again related to the statement, which we have seen in section 7.2.1, that there are no possible

Lorentz-invariant interactions for a system of purely chiral (or purely anti-chiral) bosons.12

12Alternatively, this is because there are no solutions to the self-duality equation (7.122) besides the trivial
solution f(S, P ) = S when either N = 0 or N = 0.
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However, in a theory which features both chiral and anti-chiral bosons – or both Aαi and A
α

i ,

from the Chern-Simons perspective – such Lorentz-invariant interactions are possible, which

manifests as the existence of allowable operators T besides the identity.

It is easy to see that, for a general boundary term Lbdry = f(S, P ), the currents

J iw =
i

4
kij (fS + fP + 1)Ajw , J iw̄ =

i

4
kij (fS + fP − 1)Ajw̄ , (7.131)

satisfy the non-linear self-duality condition

(
∗J i
)
α
=
(
T (i)

) β

α
J iβ ,

T (i) = −i


 1 0

−2kijA
j
w

kikA
k
w

fS+fP−1
fS+fP+1

1


 . (7.132)

This expression gives the components of the matrix T (i) with respect to its Lorentz indices

α, β = w,w, where i is a fixed internal index. When fS = 1 and fP = 0, we see that T (i)

reduces to −i I, which expresses the usual imaginary-anti-self-duality constraint.

Similarly, the general currents

J iw =
i

4
kij (fS − fP − 1)Ajw , J iw̄ =

i

4
kij (fS − fP + 1)Ajw̄ , (7.133)

satisfy the non-linear self-duality condition

(
∗J
)i
α
=
(
T (i)

) β

α
J iβ ,

T (i) = i



1 − 2k

i
jA

j
w(1+fP−fS)

k
i
kA

k
w̄(−1+fP−fS)

0 1


 . (7.134)

Likewise, when fS = 1 and fP = 0, we see that T (i) = i I so this reduces to the usual

imaginary-self-duality condition ∗J i = iJ i.

We should point out that, in other studies of twisted self-duality in Chern-Simons theories

such as [328, 369], the twisting operator T commutes with the Hodge star operation. As a

result, acting with the Hodge star operator on each side of the twisted self-duality constraint

∗J = T J , one has

∗ ∗ J = ∗T J = T ∗ J = T 2J . (7.135)
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Since the Hodge star is an anti-involution, ∗∗ = −I, in two Euclidean dimensions, one

therefore arrives at the constraint

T 2 = −I . (7.136)

In Lorentzian signature, this would instead give the constraint T 2 = I.

However, in our case the twisting operators T (i) and T (i) have non-trivial structure in

their Lorentz indices and therefore do not commute with the Hodge star. This is why, in our

case, these twisting operators do not satisfy an anti-involutive constraint like (7.136).

One can now proceed as in the linear case and define projection operators

P
(i)
+ =


 0 0

− kijA
j
w̄

kikA
k
w

fS+fP−1
fS+fP+1

1


 , P

(i)
+ =



0

k
i
jA

j
w(1+fP−fS)

k
i
kA

k
w̄(−1+fP−fS)

0 1


 ,

P
(i)
− =


 1 0
kijA

j
w

kikA
k
w

fS+fP−1
fS+fP+1

0


 , P

(i)
− =



1 − k

i
jA

j
w(1+fP−fS)

k
i
kA

k
w̄(−1+fP−fS)

0 0


 , (7.137)

which satisfy the expected properties of orthogonal projectors,

(
P

(i)
±

)2
= P

(i)
± ,

(
P

(i)
±

)2
= P

(i)
± , P

(i)
± P

(i)
∓ = 0 = P

(i)
± P

(i)
∓ , (7.138)

along with the chirality conditions

P
(i)
− J i = J i , P

(i)
+ J i = 0 , P

(i)
+ J

i = J i , P
(i)
− J

i = 0 . (7.139)

Therefore, even in the interacting case, one can view the currents as satisfying an appropriate

non-linear self-duality constraint. This expresses, in Chern-Simons language, the equations

of motion (7.30) for interacting Floreanini-Jackiw bosons.

We should point out that this construction has now produced two separate pairs of

projection operators P
(i)
± , P

(i)
± for each fixed choice of indices i, i, or equivalently, two separate

twist operators T (i) and T (i). This is in contrast with the linear-self duality constraint, which

is described by only two projectors P± = 1
2
(1∓ i∗), where

P+ = P+ P− = P− . (7.140)
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In the linear case, there are relations that cause these four operators to collapse to just two

independent projectors, and it is clear that these operators project onto one-dimensional

eigenspaces which represent physically opposite chiralities.

In the non-linear case, there are also relations (albeit more complicated ones) between

the two twist operators. For instance, one can see that T (i) can be obtained from T (i) by

simultaneously transposing the matrix in its Lorentz indices and interchanging all barred

and unbarred quantities. That is, one exchanges

kij ←→ kij , Ai ←→ Ai w ←→ w , (7.141)

which also has the effect of sending P → −P (and thus fP → −fP ). This relation holds

regardless of the choice of boundary term. When the function f(S, P ) satisfies the self-

duality condition (7.122) necessary to describe chiral modes, there are further constraints

between the twist operators. To see one such constraint, we can rewrite (7.122) as

J i ∧ ∗J i = J i ∧ ∗J i . (7.142)

Since ∗J i = T (i)J i and ∗J i = T (i)J i, this relation can also be expressed as

J i ∧ T (i)J i = J i ∧ T (i)J i . (7.143)

Equation (7.143) is a consequence of the fact that, when the boundary term obeys the self-

duality constraint, the chiral and anti-chiral twist operators are “compatible” in a sense

which generalizes the statements that T (i) = −T (i), or that the projection operators satisfy

(7.140), in the linear case.

7.3.3 Current deformations of boundary terms

We will now consider flow equations which modify the boundary term Lbdry of a bulk Chern-

Simons theory.13 In particular, we are interested in differential equations for Lbdry which

13Although we focus on U(1) Chern-Simons theories in this work, stress tensor deformations of the bound-
ary term for SL(2)× SL(2) Chern-Simons have been considered in [2, 110, 111].
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are driven by conserved quantities. We will refer to any such flow equation as a “current

deformation” regardless of whether the conserved currents driving the flow are the objects

J iα and J iα defined in equation (7.100), or the energy-momentum tensor Tαβ, which is another

type of conserved current in the theory.

Let us first study deformations which involve the spin-1 currents J iα and J iα. A general

flow equation in this class takes the form

∂Lbdry

∂λ
= O

(
J iα, J

i
α, λ
)
, (7.144)

where O is a Lorentz scalar and O(N)×O(N) singlet constructed from the currents. Within

this class, there are fewer interesting possibilities. The most natural deformation to consider

is to begin with the conventional boundary term Lbdry = S and deform by a marginal

combination of the form

O = kijJ
i
αJ

αj , or O = kijJ
i
αJ

αj . (7.145)

However, by virtue of the chirality of the currents given in equation (7.113), both of these

operators vanish. One might instead construct a deforming operator which mixes the currents

on the two sides, such as

O = CijJ
i
αJ

αj , (7.146)

where Cij is a constant tensor with mixed indices. For instance, in the case N = N , we do not

need to distinguish between barred and unbarred indices, and can choose Cij = δij ≡ δij.
14

Let us consider the effect of this deformation with the simplifying assumption kij = kij = δij.

In this case, at leading order in the deformation parameter, one finds a deformed boundary

term

L(1)
bdry =

1

2

(
Aαi A

i
α + Aαi A

i
α

)
+ λAαi A

i
α , (7.147)

up to the normalization of λ. That is, such an operator has introduced an off-diagonal

mixing between the barred and unbarred gauge fields. Ignoring possible subtleties about

14Of course, when N ̸= N , a deformation of this form does not preserve O(N) × O(N) symmetry. For

instance, a deformation by
∑M

i=1 J
i
αJ

iα, where M = min(N,N), treats the currents asymmetrically.
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quantization of the Chern-Simons levels, such a quadratic mixing can always be undone

by performing a Bogoliubov-like field redefinition. Indeed, note that beginning with the

undeformed boundary term

L(0)
bdry =

1

2

(
Aαi A

i
α + Aαi A

i
α

)
(7.148)

and then performing a change of variables to

Aiα = cosh(µ)Bi
α + sinh(µ)Bi

α , Aiα = cosh(µ)Bi
α + sinh(µ)Bi

α , (7.149)

gives the transformed boundary term

L(0)
bdry = cosh(2µ)

[
1

2

(
Bα
i B

i
α +Bα

i B
i
α

)
+ tanh(2µ)Bα

i B
i
α

]
. (7.150)

Up to an overall rescaling, this is equivalent to the deformed boundary term (7.147) if we

identify tanh(2µ) = λ. Therefore, the marginal JJ deformation of equation (7.146) can

be viewed as inducing a rotation between the fields Aiα and Aiα. We will see later that the

root-TT deformation, in the case N = N = 1, is qualitatively similar to this JJ deformation.

In principle, one could consider more general operators constructed from the currents

J and J , such as powers of the form O =
(
J iαJ

αi
)n

or other structures such as O =(
J iαJ

i
βJ

αjJβj
)m

, both of which preserve O(N)×O(N) symmetry. These operators are irrel-

evant for n > 1 and m > 1
2
, respectively. However, we will now instead turn our attention

to deformations which are constructed from the energy-momentum tensor,

∂Lbdry

∂λ
= O

(
T

(λ)
αβ , λ

)
. (7.151)

The first choice that one must make in defining such a flow is which stress tensor to use.

There are generally many definitions of the energy-momentum tensor which are all conserved

but which differ by improvement transformations. One natural choice is the Hilbert stress

tensor defined by varying the metric. Of course, neither the Chern-Simons action (7.91) nor

the boundary action (7.92) depend on the bulk metric, but the term Ibdry does depend on

the boundary metric. One can therefore define a boundary stress tensor,

Tαβ = − 2√
g

δI

δgαβ
= − 2√

g

δIbdry
δgαβ

. (7.152)
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However, this stress tensor is qualitatively different from the one obtained in equation (7.61)

by coupling a chiral boson theory to vielbeins. In that context, the coupling to vielbeins

treated chiral and anti-chiral modes differently, and as a result the stress tensor component

Ttθ = −P is sensitive to the difference between chiral and anti-chiral fields. Exchanging the

fields ϕ with ϕ, and vice-versa, reverses the sign of P and therefore changes Ttθ.

In contrast, since both the barred gauge fields and unbarred gauge fields couple to the

boundary metric in the same way, the Hilbert stress tensor (7.152) treats the fields (Aiα, A
α
i
)

on equal footing. Unlike (7.61), the Hilbert stress tensor associated with the standard

boundary Lagrangian Lbdry = S is unchanged under the process of exchanging barred and

unbarred gauge fields. To make this point explicit, let us write this boundary term as

Lbdry =
1

2
S α
α , Sαβ = kijAiαAjβ + kijAiαAjβ . (7.153)

With this definition, one has S α
α = 2S. The Hilbert stress tensor computed from (7.153),

after rescaling to eliminate the overall prefactor of − 1
16π

in Ibdry, is

Tαβ = −Sαβ + gαβS . (7.154)

Deforming the standard boundary term by a generic function of the stress tensor (7.154),

which necessarily involves the single independent non-vanishing Lorentz invariant TαβTαβ,

will introduce dependence on the new variable

S2 = SαβS
αβ . (7.155)

Note that S2 is functionally independent from the invariant P = 1
2

(
kijAαi A

j
α − kijAαi A

j

α

)
.

Therefore, the class of boundary terms that can be described by functions f(S, P ) is not

closed under deformations by the Hilbert stress tensor. Instead, to describe flows driven by

this choice of stress tensor, we should instead parameterize the boundary term as a function

of different invariants:

Lbdry = f(S1, S2) , (7.156)

where

S1 = Tr(S) = S α
α = 2S , S2 = Tr(S2) = SαβS

αβ . (7.157)
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The structure of Hilbert stress tensor deformations of the class of functions (7.156) is identical

to the structure of such flows for a collection of non-chiral bosons. Indeed, as was worked

out in [270], a general Lagrangian for a collection of N non-chiral bosons φi with target

space metric Gij is a function of the matrix

X β
α = Gij∂αφ

i∂βφj , (7.158)

which has two independent traces,

x1 = Tr(X) = X α
α , x2 = Tr(X2) = X β

α X α
β . (7.159)

All higher traces can be expressed in terms of x1 and x2 using identities derived from the

Cayley-Hamilton theorem for 2× 2 matrices. Precisely the same results apply in the Chern-

Simons context, except replacing the matrix X β
α with S β

α and thus replacing the invariants

x1, x2 with S1, S2. For instance, the Hilbert stress tensor associated with a general boundary

term (7.156) is

Tαβ = −2 ∂f
∂S1

Sαβ − 4
∂f

∂S2

SαγS
γ
β + gαβf . (7.160)

One can then construct deformations of the boundary term which depend on the two inde-

pendent traces of the stress tensor, which can be written as

TαβTαβ = 2

(
f + 2S2

1

∂f

∂S2

)(
f − 2S1

(
∂f

∂S1

+ S1
∂f

∂S2

))
+ 8S2

2

(
∂f

∂S2

)2

+ 4S2

((
∂f

∂S1

)2

+ 6S1
∂f

∂S1

∂f

∂S2

− 2
∂f

∂S2

(
f − 2S2

1

∂f

∂S2

))
, (7.161)

Tαα = −2S1
∂f

∂S1

− 4S2
∂f

∂S2

+ 2f . (7.162)

All of the results concerning stress tensor flows for non-chiral bosons in two dimensions (see,

for instance, [270] and section 4 of [278]) therefore immediately apply to deformations of

Chern-Simons boundary terms which take the form (7.156).

One way to think about this class of deformations, using the parameterization (7.156)

and the Hilbert stress tensor, is the following. In the case N = N – when the unbarred

gauge fields Aiα and barred gauge fields Aiα are dual to equal numbers of chiral bosons ϕi and
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anti-chiral bosons ϕi, respectively – one can collect these fields into a collection of non-chiral

bosons φi as

φi =
1√
2

(
ϕi + ϕi

)
. (7.163)

We will revisit the quantization of the boundary theory after performing this repackaging

of the field content into non-chiral fields in section 7.5. We claim that deformations using

the Hilbert stress tensor and the parameterization (7.156) are appropriate for understanding

flows in which the bosons are assembled into non-chiral fields in this way. This is why such

flows are naturally studied using the invariants (S1, S2), which have the same structure as

the ones appearing in TT -like deformations of non-chiral bosons, rather than the invariants

(S, P ), which we have used in section 7.2 to understand stress tensor flows for chiral bosons.

One might ask whether there is a different presentation of stress tensor deformations

for the boundary term whose structure is more similar to that of flows in the Floreanini-

Jackiw description of section 7.2. This brings us to the second natural choice of stress tensor,

besides the Hilbert definition in equation (7.152). Rather than coupling the boundary theory

to a metric on ∂M3, one could instead couple to vielbeins in the same way as we did in

equation (7.56) for chiral boson theories. To do this, we again introduce frame fields Ea
α ,

although now the flat indices will be raised or lowered with the Euclidean tangent-space

metric ηab = [ 0 1
1 0 ]. In this case, the appropriate flat-space values for the vielbeins are

E+
w = E−

w =
1√
2
, E+

w = E−
w = 0 , (7.164)

whose inverses produce the desired spacetime metric ds2 = dw dw,

Ea
αE

b
βηab = gαβ =


0

1
2

1
2

0


 . (7.165)

One can then couple the Chern-Simons boundary term Ibdry to vielbeins as

Ibdry = −
i

16π

∫

∂M3

d2x
(
2
(
E+
wE

−
w − E+

wE
−
w

)
P + 2Ef(S, P )

)
, (7.166)

where we include factors of 2 since, in the conventions of this section, E = 1
2
. Likewise, the

overall factor of i in (7.166) arises because
√
g = i

2
but E = 1

2
. To compare with equation
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(7.56), note that in the conventions of section 7.2, we instead had E = 1. Now S and P are

coupled to vielbeins as

S =
1

4
(
E+
wE

−
w + E−

wE
+
w + E+

wE
−
w + E+

wE
−
w

)
(
kijAiwA

j
jw + kijAiwA

j
w

)
,

P =
1

4
(
E+
wE

−
w + E−

wE
+
w + E+

wE
−
w + E+

wE
−
w

)
(
kijAiwA

j
w − kijAiwAjw

)
, (7.167)

in such a way that they reduce to their flat-space values when the vielbeins are given by

(7.164). Because these expressions are written with explicit (w,w) indices, the resulting

coupling to gravity is not manifestly Lorentz-invariant. However, this is to be expected

since we are performing the equivalent of the procedure used in equation (7.56) for coupling

Floreanini-Jackiw bosons to gravity, which is also not manifestly Lorentz-invariant.

We now compute the stress tensor (7.13) using this coupling to the frame fields. In order

to make comparison with the results of section 7.2 easier, we will re-scale the stress tensor by

an overall factor to absorb the multiplicative constant of − i
16π

in the boundary term (7.166),

as well as the relative factor of 2 due to the conventions for the vielbein in this section.

Therefore we instead compute

T a
β = −8πi

E

δS

δEβ
a

, (7.168)

and convert to spacetime indices to find

Tww = −1

4
(2SVS + 2P (1 + VP )) ,

Tww = Tww =
1

2
(V − SVS − PVP ) ,

Tww =
1

2
(P − PVP − SVS) . (7.169)

The two Lorentz scalars that we use for constructing flows are therefore

Tαα = 2 (V − SVS − PVP ) ,

TαβTαβ = V 2 − 2P 2 + (V − 2 (SVS + PVP ))
2 , (7.170)

which exactly matches equations (7.62) and (7.63).
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It now follows that all of our comments about stress tensor flows in section 7.2 immedi-

ately apply to deformations of Chern-Simons boundary terms which are constructed using

the stress tensor (7.168) obtained from coupling to vielbeins, as opposed to the standard

Hilbert stress tensor. For instance, any deformation by a function of the vielbein stress ten-

sor (7.168) necessarily preserves the condition (7.122). This means that, if one begins with a

seed Chern-Simons boundary term which is invariant under the symmetry (7.119) that guar-

antees the chirality (or self-duality) of the theory, and then deforms this seed by any function

of the energy-momentum tensor, the resulting deformed boundary term will also be invariant

under the same symmetry. Furthermore, any one-parameter family of Chern-Simons bound-

ary terms which are all invariant under the duality rotation (7.119) must satisfy a differential

equation driven by a function of the vielbein stress tensor.

It also follows that the closed-form solutions to flow equations driven by functions of the

stress tensor discussed in section 7.2 – such as the two-parameter family of solutions (7.47) to

the commuting TT and root-TT flow equations – also have obvious analogs for deformations

of Chern-Simons boundary terms. Besides solving these differential equations directly, a

complementary way to analyze stress tensor deformations is by performing a perturbative

expansion which computes the deformed action order-by-order in the flow parameter. This

approach is discussed in appendix E.1 for deformations by various functions of the energy-

momentum tensor, using the version of Tαβ defined by coupling to vielbeins.

To conclude this section, let us summarize and mention some applications. We have seen

that the boundary term of a bulk U(1) Chern-Simons theory can be deformed either by

functions of the Hilbert stress tensor or by functions of the vielbein stress tensor (7.168).

The former deformations lead to a class of modified boundary terms Lbdry(S1, S2) with the

same properties as Lagrangians obtained by stress tensor deformations of non-chiral boson

theories. Conversely, the latter flows generate a family of boundary terms Lbdry(S, P ) with

the same structure as the Lagrangians in section 7.2 arising from stress tensor deformations of

chiral boson theories. We have thus described two complementary ways to view deformations

of Chern-Simons boundary terms by functions of the energy-momentum tensor.
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These results provide a general framework for studying three-dimensional U(1) Chern-

Simons theories subject to boundary deformations. Throughout our discussion, we have

been agnostic as to the specific setting in which such Chern-Simons terms arise, but let us

briefly mention two specific applications of the formalism we have developed. One context

in which these results could be useful is when considering AdS3/CFT2 holography with U(1)

gauge fields. One could use our machinery to derive flow equations for various observables

under stress tensor deformations, just as [2] found expressions for TT -deformed Wilson lines

and loops, and [5] obtained formulas for the masses of BTZ black holes under a boundary

root-TT deformation. For instance, one could use the results of this section to analyze the

dependence of the U(1) charges of charged BTZ black holes as a function of the deformation

parameter for boundary TT or root-TT deformations. Another possible application of these

results is to study quantum Hall systems subject to boundary deformations, which we will

briefly describe in the conclusion of this chapter.

7.4 Quantization Along Classical Flows

In this section, we will consider the quantization of a member of the general class of inter-

acting chiral boson models. We will work purely within the Floreanini-Jackiw description,

described by an action of the form (7.29), rather than in the Chern-Simons formulation of

section 7.3. We will also work in Lorentzian signature with spacetime coordinates (t, θ). Al-

though in the preceding discussion we have been agnostic as to the spacetime topology, within

this section we will assume that θ is compact and subject to the identification θ ∼ θ+2π. We

focus on the case of a compact spatial manifold because our primary observable of interest is

the finite-volume spectrum of energy levels En, and in particular how these energies depend

on a deformation parameter along a stress tensor flow.

The most well-studied example of a stress tensor deformation for which the deformed

cylinder spectrum can be determined is the TT deformation. Under the TT flow, the energy

341



levels of the deformed theory obey the inviscid Burgers’ equation,

∂En
∂λ

= En
∂En
∂R

+
P 2
n

R
, (7.171)

where R is the radius of the cylinder and En, Pn are the energy and momentum of the

eigenstate under consideration [80–82].15

This example is remarkable because the flow equation (7.171) can be proven directly at

the quantum level using the properties of the local TT operator, which is defined by

OTT (x) = lim
y→x

(
Tαβ(x)Tαβ(y)− Tαα (x)T ββ (y)

)
. (7.172)

It was demonstrated in [80] that the coincident point limit on the right side of (7.172) actually

gives rise to a well-defined local operator, up to total derivative ambiguities which can be

ignored. One can therefore prove results about a TT -deformed quantum field theory at the

quantum level using the properties of this operator; for instance, an argument involving a

certain factorization property of OTT and the interpretation of the components of the stress

tensor in terms of energy and momentum lead to the flow equation (7.171).

This is in contrast with a different method for attempting to learn about the quantum

mechanical properties of a stress tensor deformation, which we refer to as quantization along

a classical flow. In this case, one first finds the solution to a differential equation of the form

(7.8) for the Lagrangian of a deformed theory, and then attempts to quantize this deformed

Lagrangian directly.

Assuming that a given classical deformation can be rigorously defined at the quantum

level, we do not expect that quantization along the classical flow will give accurate infor-

mation about all aspects of the deformed quantum field theory. Indeed, this is already true

for the TT deformation. For instance, it can be shown that the S-matrix of a TT -deformed

quantum field theory is equal to the S-matrix of the undeformed theory multiplied by a cer-

tain momentum-dependent phase known as a CDD factor [86, 370]. However, if one studies

scattering using quantization along the classical TT flow, one finds that this CDD factor

15One can also study various generalizations of this flow for the spectrum, such as the energy levels of
tensor product theories where the factors are sequentially deformed by multiple TT flows [306].
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is not reproduced unless one adds specific counter-terms which are engineered to obtain

the expected scattering behavior [133, 135, 324]. Therefore, quantization along the classical

flow is not sufficient to fully characterize the properties of the TT -deformed theory without

additional input from the quantum definition.16

Despite this, one may hope that quantization of a classical deformed Lagrangian will

still give some information about the corresponding deformation at the quantum level, at

least in particular limiting cases. For instance, the solution to the classical TT flow equation

beginning from a seed theory of free scalars is the Nambu-Goto action of string theory, and

one generically expects that string theories exhibit a high-energy density of states which is

Hagedorn rather than Cardy. This predicted Hagedorn scaling agrees with an analysis of

the high-energy behavior of a TT -deformed CFT at the quantum level, which can be seen

either from the energies [82] or the partition function [83, 84]. Thus certain limiting features

of the quantum theory can still be inferred from the TT -deformed classical Lagrangian.

For other stress tensor deformations, like the root-TT flow, it is not yet known whether

one can give a rigorous definition of the deforming operator at the quantum level. Therefore,

we do not yet have any exact data about the deformed quantum theory against which to

compare results obtained by other methods. However, extrapolating from the TT case, one

might perform quantization along a classical root-TT flow in the hope that this procedure

will still give useful information in certain limits. Our goal in this section is to carry out

this quantization procedure for root-TT -deformed theories of chiral bosons and examine the

behavior of the deformed spectrum in such limiting cases.

One regime for which we have additional data about the root-TT -deformed spectrum is

the limit of a large-c holographic CFT which admits a bulk AdS3 dual. When restricting to

states for which the stress tensor is approximately constant (which are dual to BTZ black

holes), one obtains the formula (7.7) for the root-TT deformed spectrum [5]. We will see

that our analysis using quantization along the classical flow agrees with this “zero mode

16Another argument for this conclusion is that quantization of theories with fermions along the classical TT
flow can give different Hilbert spaces depending on which definition of the stress tensor one uses [371, 372].
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formula” for states that correspond to constant stress tensor backgrounds. However, we will

also be able to probe other limits of a root-TT -deformed theory, such as a large-momentum

limit which is not close to a constant stress tensor configuration for which the zero mode

formula is expected to apply. This result may therefore give novel information about the

behavior of a putative root-TT -deformed field theory in a different regime.

7.4.1 Generalities on quantization

Let us now study the quantum mechanics of interacting chiral boson models such as (7.29).

This Floreanini-Jackiw form of the Lagrangian, although it is not manifestly Lorentz-invariant,

is nonetheless convenient for quantization because it is first-order in time derivatives. This

allows us to perform canonical quantization in a uniform way which does not depend on the

details of the interaction function V (S, P ).

We begin by reviewing some basic features of quantization of first-order systems in the

simpler setting of (0 + 1)-dimensional theories, i.e. particle mechanics.

Quantization of first-order particle mechanics

We will first consider a collection of (0+1)-dimensional fields qi(t), whose time derivatives

will be denoted q̇i(t). A general first-order Lagrangian for such a system takes the form

L =
1

2
Cijqiq̇j − V (q) , (7.173)

where Cij is a non-singular constant matrix. Without loss of generality, we may assume

that Cij is antisymmetric. Indeed, if we instead split Cij = C [ij] + C(ij) into symmetric and

anti-symmetric parts, the Lagrangian would be

L =
1

2
C [ij]qiq̇j +

1

2
C(ij) d

dt
(qjqi)− V (q) , (7.174)

where the second term is a total time derivative that can be ignored.

The canonical momentum which is conjugate to qj(t) is

pj =
∂L

∂q̇j
=

1

2
Cijqi , (7.175)
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and thus the Hamiltonian associated with (7.173) is

H(q, p) =
∂L

∂q̇i
q̇i − L = V (q) . (7.176)

The Hamiltonian (7.176) appears to depend only on the position variables but not on the

momenta, but this is misleading, since equation (7.175) implies that some combinations of

the qi are momenta. The Euler-Lagrange equations arising from the Lagrangian (7.173) are

Cij q̇i =
∂H

∂qj
, (7.177)

where we now use the symbols V and H interchangeably. Alternatively, by defining Cij to

be the inverse matrix (C−1)ij of C
ij, the equations of motion can be written as

q̇i = Cij
∂H

∂qj
. (7.178)

Next we consider the quantization of this model. Ordinarily, for Lagrangians which are

quadratic in time derivatives, one would impose the canonical commutation relations

[xi, pj] = iδij . (7.179)

However, imposing the relations (7.179) for a first-order system like (7.173) gives results that

differ from the correct commutation relations by a factor of 2. To arrive at the correct rela-

tions, we follow the prescription outlined in appendix A of [147], and further justified in [373],

which is to define commutators so that the Heisenberg-picture time evolution of operators

in the quantum theory takes the same form as the classical Euler-Lagrange equations.17

In general, the Heisenberg equation of motion for an operator O reads Ȯ = i[H,O]. In

the case of the operator O = qi, we have

q̇i = i[H, qi] = i
∂H

∂qj
[qj, qi] . (7.180)

Comparing (7.180) to (7.178), we find that the two take the same form if we identify

[qi, qj] = iCij . (7.181)

17In conventional quantum systems with second-order Lagrangians, the fact that these two equations
should take the same form is the content of the Ehrenfest theorem. We demand that the same is true here.
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As we mentioned, since pj = 1
2
Cijqi, this differs from the canonical prescription (7.179) which

would give [qi, qj] = 2iCij. The errant factor of 2 is due to the fact that, in a first-order

system, there is a constraint on the phase space.

Quantization of first-order field theories

Having reviewed the quantum mechanics of first-order (0 + 1)-dimensional systems, we

now turn to the quantization of first-order (1+1)-dimensional field theories, and in particular

the theories of chiral bosons which are the focus of this work.

As a simple example to set the stage, we will first consider a single chiral boson described

by the Floreanini-Jackiw Lagrangian (7.1) which we repeat here:

L =
1

2

(
ϕ′ϕ̇− ϕ′ϕ′

)
. (7.182)

As usual, we write ϕ̇ for the time derivative of ϕ and ϕ′ for the spatial derivative of ϕ. The

quantization of this system in infinite volume, i.e. with a spatial coordinate x ∈ R, was first

studied in [147]. In short, one can view x as a continuous generalization of the discrete labels

i, j in (7.173) and rewrite the first term as

1

2

∫
dx ∂xϕ(x, t)ϕ̇(x, t) =

1

2

∫
dx

∫
dy δ(x− y)∂xϕ(x, t)ϕ̇(y, t)

= −1

2

∫
dx

∫
dy [∂xδ(x− y)]ϕ(x, t)ϕ̇(y, t) .

(7.183)

The role of the constant antisymmetric matrix Cij in the particle mechanics example is now

played by the function

C(x− y) = −∂xδ(x− y) , (7.184)

and the role of the inverse matrix Cij is played by the Green’s function of C(x − y). This

suggests that we impose the commutation relations

[ϕ(x), ϕ(y)] = − i
2
sgn(x− y) , (7.185)

which is the field theory analog of (7.181) and which matches the result in [147]. It is then

straightforward to use the above equal-time commutation relations to confirm the Heisenberg
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equations of motion are indeed equivalent to the Euler-Lagrange equations of the Lagrangian

(7.182), which describe a chiral boson:

∂O
∂t

= −i[O, H] =⇒ ϕ̇ = ϕ′ . (7.186)

Next we will study this theory in finite volume. We now replace the spatial coordinate x ∈ R

with an angular coordinate θ labeling a position on S1, and subject to the identification

θ ∼ θ + 2π. We will also assume that the target space is compact, which means that ϕ

likewise takes values in a circle so that ϕ ∼ ϕ + 2π. As we will see, the structure of this

theory on a cylinder is closely related to the particle mechanics example considered above.

First let us write the function ϕ(t, θ) using a mode expansion:

ϕ(t, θ) =
1

π
x(t) + p(t)θ +

1√
2π

∞∑

n=1

1√
n

(
an(t)e

inθ + a†n(t)e
−inθ) . (7.187)

We have included a zero-mode term x(t) in addition to a momentum contribution which is

linear in θ; the latter is permissible, despite not being periodic in θ, since both θ ∼ θ + 2π

and ϕ ∼ ϕ+2π, so such a term is compatible with our identifications if p ∈ Z. The remaining

sum is the standard Fourier expansion of the periodic part of ϕ in the θ direction.

It is now necessary to distinguish between the Lagrangian density L and the Lagrangian

L =
∫
dθL. Substituting the mode expansion (7.187) into the Lagrangian density (7.182)

and performing the integral over the θ coordinate gives

L =

∫ 2π

0

dθL = pẋ− πp2 + i

2

( ∞∑

n=1

(ȧ†nan − ȧna†n)
)
−
(
1

2

∞∑

n=1

n(ana
†
n + a†nan)

)
, (7.188)

where we have dropped a term that is a total derivative in time. Because p is integer-

quantized, as we mentioned above, the first term describes the well-known quantum system

which is a particle on a ring. The Hilbert space is generated by states |p⟩ labeled by integer

p ∈ Z with energy Ep = πp2. The remaining terms are nothing but the familiar first-order

particle mechanics system discussed previously. To make this analogy clearer, it is convenient

to define

a−n = a†n , (7.189)
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so that the Lagrangian can be written as

L = pẋ− πp2 + i

2

( ∞∑

n=1

(ȧ−nan − ȧna−n)
)
−
(
1

2

∞∑

n=1

n(ana−n + a−nan)

)
. (7.190)

The an’s now play the role of qi’s, except the modes are labeled by n ∈ Z so the phase space

is infinite-dimensional. Comparing the two sums in the Lagrangian (7.190) with the general

form (7.173), we find that the two agree if we identify

Cn,m = i sgn(n)δn,−m . (7.191)

Therefore, when we promote the an from functions appearing in the expansion of the classical

field ϕ to quantum operators, the appropriate commutation relations (7.181) are

[an, am] = sgn(n)δn,−m . (7.192)

When expressed in terms of a†m, this is the familiar commutation relation of ladder operators:

[an, a
†
m] = δn,m . (7.193)

It is perhaps surprising that, if we had worked with the Fourier modes an of the field ϕ from

the beginning (rather than with the field ϕ itself), then imposing the standard commutation

relations (7.193) gives the correct result, without the errant factor of 2 which we mentioned

around equation (7.181) that occurs due to the phase space constraint on first-order systems.

The reason for this is that, after performing the mode expansion, the positive Fourier modes

an with n > 0 act as the position variables and the negative modes an with n < 0 (or

equivalently a†n) act as the conjugate momentum variables. Therefore, in Fourier space, the

separation between coordinates and momenta is automatic, and we need not impose phase

space constraints or consider commutation relations like (7.181) which näıvely appear to

involve two position variables.18

18See section 6.1.3 of [374] for a pedagogical review of the quantization of the chiral boson from this
momentum-space perspective, and later sections of this reference for applications to quantum Hall physics.
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The Hamiltonian obtained from the Legendre transform of the Lagrangian (7.190), writ-

ten in terms of a†n rather than a−n, is

H = πp2 +
1

2

∞∑

n=1

n(ana
†
n + a†nan)

= − 1

24
+ πp2 +

∞∑

n=1

na†nan , (7.194)

where we have used ana
†
n = a†nan + 1 and the well-known ζ-function regularization

∞∑

n=1

n = − 1

12
. (7.195)

It is straightforward to generalize the above discussion to the case of multiple chiral and

anti-chiral bosons. We work with a Lagrangian density for N chiral bosons ϕi, i = 1, . . . , n,

and N anti-chiral bosons ϕi, of the form (7.2) which we have been considering in section 7.2.

For simplicity we take trivial target-space metrics for the bosons, Gij = δij and Gij = δij.

The Lagrangian density for this system is then

L =
1

2

(
ϕ′
iϕ̇
i − ϕ′

i
ϕ̇i
)
− V (ϕ′

i, ϕ
′
i
) . (7.196)

We expand both the chiral and anit-chiral fields in modes as

ϕi(t, θ) =
1

π
xi(t) + pi(t)θ +

1√
2π

∞∑

n=1

1√
n

(
ai,n(t)e

inθ + a†i,n(t)e
−inθ

)
,

ϕi(t, θ) = −
1

π
xi(t) + pi(t)θ +

1√
2π

∞∑

n=1

1√
n

(
bi,n(t)e

−inθ + b†
i,n
(t)einθ

)
.

(7.197)

The non-zero commutation relations between the various expansion coefficients are

[xi, pj] = iδij, [xi, pj] = iδij, [ai,n, a
†
j,m] = δijδnm, [bi,n, b

†
j,m

] = δijδnm , (7.198)

with all other commutators vanishing.

Note that here we take all ϕi and ϕi to be compact with radius 2π. Therefore, the

eigenvalues of pj and pj must be integers. The Hamiltonian is given by

H =

∫ 2π

0

dθ V (ϕ′
i, ϕ

′
j
) . (7.199)
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The commutation relations (7.198) allow us to build the Hilbert space of the quantum theory

for any potential V . In the next subsection, we will use this to study the spectrum of the

“Modified Scalar” theory, that is, the theory obtained by applying a root-TT deformation

to a seed theory of free chiral and anti-chiral bosons.

7.4.2 Root-TT -deformed spectrum

We will now use the formalism reviewed in section 7.4.1 to study root-TT -deformed free

boson theories. In principle, this can be done for any numbers (N,N) of chiral and anti-chiral

bosons, respectively. However, there is a sharp distinction between the case N = N = 1,

for which the deformation is comparatively simple and can be interpreted as a re-scaling

of the target space radius for the boson, and all other cases with N ≥ 1 and N ≥ 1,

where the deformation is more non-trivial.19 We will therefore first discuss the simpler case

N = N = 1 in detail, and then as an illustrative example of the latter class, we will study

the example with N = 2 and N = 1. We expect that the qualitative features of the deformed

(N,N) = (2, 1) model will be similar to those of theories with larger N and N .

One compact boson

Let us begin by studying the root-TT deformation of a single (non-chiral) c = 1 compact

boson, or equivalently, a pair of N = 1 left-moving and N = 1 right-moving chiral bosons.

It was already mentioned in the initial work [270] that, in this case, the root-TT flow simply

rescales the kinetic term for the boson, which corresponds to a change in the radius if the

scalar is compact. We will revisit this claim by describing the deformed model in terms of

chiral bosons and determining the quantum spectrum exactly to confirm that the root-TT

deformation of a compact boson is just a change of radius.

This formalism also provides a way to realize a compact boson at an arbitrary radius –

even at irrational points where the theory does not factorize into the chiral part and anti-

chiral part – using a Lagrangian for one chiral and one anti-chiral boson with a quadratic

19Note that, if either N = 0 or N = 0, then the theory is a fixed point of stress tensor flows so the root-TT
deformation is trivial.
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mixing term. Furthermore, treating this example in detail will allow us to test the “zero

mode formula” given in equation (7.7) that is expected, due to evidence from holography [5],

to describe the energies of states in root-TT -deformed CFTs for which the energy-momentum

tensor is constant in space. We will see explicitly that this zero mode formula fails to give

the energies of deformed states for which this assumption is violated.

The Lagrangian for a root-TT -deformed seed theory of one left-moving and one right-

moving chiral boson takes the form (7.2) with an interaction function V (S, P, γ) given by

the λ→ 0 limit of equation (7.47). To be pedantic, the resulting Lagrangian is technically

L(γ) =
1

2

(
ϕ′ϕ̇− ϕ′ϕ̇

)
− cosh(γ)

2

(
ϕ′2 + ϕ′2)− sinh(γ)

√
(ϕ′)2

(
ϕ′
)2
. (7.200)

That is, because ϕ′ and ϕ̇ can take both positive and negative values the final term is really

proportional to |ϕ′|·|ϕ′|. However, we will ignore this subtlety and simply replace

√
(ϕ′)2

(
ϕ′
)2

with ϕ′ϕ′. This can be justified, for instance, by restricting attention to small fluctuations of

the fields around a background for which the gradients are large and positive, so that both

ϕ′ and ϕ′ have fixed positive sign. This corresponds to a solution with large positive values

of pi and pi in the expansion of equation (7.197). We will take a similar large-momentum

limit in the analysis with several bosons below, again resolving the square root, which is

more non-trivial in that setting because of an additional term under the root.

After making this simplification, the Lagrangian we wish to study becomes

L(γ) =
1

2

(
ϕ′ϕ̇− ϕ′ϕ̇

)
− cosh(γ)

2

(
ϕ′2 + ϕ′2)− sinh(γ)ϕ′ϕ′ . (7.201)

As discussed previously, the Hilbert space factorizes into two parts: the particles on a ring

and the infinite tower of harmonic oscillators. Due to the special form of (7.201), the

Hamiltonian does not mix the two parts. Therefore, we can study them separately.

Let us first consider the sector of the Hilbert space which describes the particles on a

ring. We write the states in this Hilbert space as |p, p⟩, which are labeled by two quantized

momenta p, p ∈ Z. The corresponding Hamiltonian and the momentum operator are

H
(γ)
PR = π(p2 + p2) cosh(γ) + 2πpp sinh(γ) , P

(γ)
PR = π(p2 − p2) = P

(0)
PR , (7.202)
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where we use the subscript PR to denote particles on a ring.

Because the corresponding undeformed states at γ = 0 have energies

H
(0)
PR = π(p2 + p2) , (7.203)

we see that the prediction for the deformed energies from the zero mode formula (7.7) is

E
(γ)
PR = H

(0)
PR cosh(γ) +

√(
H

(0)
PR

)2
−
(
P

(0)
PR

)2
sinh(γ)

= π(p2 + p2) cosh(γ) +

√
(π(p2 + p2))

2 − (π(p2 − p2))2 sinh(γ)

= π(p2 + p2) cosh(γ) + 2πpp sinh(γ) , (7.204)

which indeed agrees with the true deformed energies H
(γ)
PR of equation (7.202), subject to the

usual caveat that we have used the assumption
√
p2p2 = pp.

It is not too surprising that these states have deformed energies which agree with the zero-

mode formula, since the corresponding saddle points have constant stress-energy tensors, and

this is the assumption under which the formula (7.7) was derived in holography.

To see this explicitly, we look for solutions to the equations of motion associated with

the deformed Lagrangian L(γ) in equation (7.201), which are

ϕ̇′ − ϕ′′ cosh(γ)− ϕ′′ sinh(γ) = 0 , ϕ̇′ + ϕ′′ cosh(γ) + ϕ′′ sinh(γ) = 0 . (7.205)

One can integrate these equations with respect to the spatial coordinate θ, up to an unde-

termined integration constant h(t) which is an arbitrary function of t. As in the discussion

around equation (7.25), one can always set h(t) = 0 by a gauge transformation. Specializing

to this h = 0 gauge, the equations of motion become

ϕ̇− ϕ′ cosh(γ)− ϕ′ sinh(γ) = 0, ϕ̇+ ϕ′ cosh(γ) + ϕ′ sinh(γ) = 0 . (7.206)

We wish to solve the equations of motion (7.206) subject to the boundary conditions

ϕ(θ + 2π, t)− ϕ(θ, t) = 2πp , ϕ(θ + 2π, t)− ϕ(θ, t) = 2πp , (7.207)

where p, p ∈ Z. The desired solutions with such periodic boundary conditions are

ϕ(γ)
p = pθ + (p cosh(γ) + p sinh(γ)) t , ϕ

(γ)
p = pθ − (p cosh(γ) + p sinh(γ)) t . (7.208)
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Since these solutions ϕ
(γ)
p and ϕ

(γ)
p depend on t, θ linearly, the corresponding stress-energy

tensor is constant. Therefore, it is reasonable that the energies of these states are indeed

governed by the energy formula derived via AdS3/CFT2 holography for constant stress tensor

backgrounds, as we found around equation (7.204).20

We would also like to point out that the energies of these states agree with the energies

of momentum states for a compact boson with a different radius. To see this, it is convenient

to change variables as

w =
√
π (p+ p̄) , w̄ =

√
π (p− p̄) , R = exp

(
−γ
2

)
, (7.209)

so that the deformed Hamiltonian (7.202) can be written as

H
(γ)
PR =

1

2

(
w2

R2
+R2w̄2

)
. (7.210)

This supports the claim that the root-TT deformation, in this case, corresponds to a rescaling

of the target-space radius for the compact boson. However, to verify this conclusion, we

should also study the effect of the deformation in the other sector of the Hilbert space,

which describes an infinite tower of harmonic oscillators.

We turn to this task now. Expanding the field ϕ and ϕ as in (7.197), we find the

Hamiltonian operator and the momentum operator for this oscillator sector are given by

H
(γ)
OS =

∞∑

n=1

n(a†nan + b†nbn) cosh(γ) +
∞∑

n=1

n(a†nb
†
n + anbn) sinh(γ)−

1

12
cosh(γ) ,

P
(γ)
OS =

∞∑

n=1

n(a†nan − b†nbn) ,
(7.211)

where we have performed normal ordering as before and where OS stands for oscillators.

This Hamiltonian has exactly the same spectrum as its undeformed counterpart, which can

be made manifest by the following Bogoliubov transformation:

an = ãn cosh
(γ
2

)
− b̃†n sinh

(γ
2

)
, bn = b̃n cosh

(γ
2

)
− ã†n sinh

(γ
2

)
. (7.212)

20Strictly speaking, the derivation of this zero mode formula also assumes that the boundary theory is a
large-c holographic CFT for which we can trust semiclassical bulk gravity. However, this assumption does
not seem strictly necessary for the zero mode formula to hold, since the theory we study here has c = 1.
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We note that this has the same structure as the change of variables which diagonalized

the mixing term between the two Chern-Simons gauge fields in equation (7.149). This

transformation preserves the commutation relation, i.e.

[ãn, ã
†
n] = [b̃n, b̃

†
n] = 1 . (7.213)

In terms of the new oscillators, the Hamiltonian then reduces to the undeformed one,

H
(γ)
OS = − 1

12
+

∞∑

n=1

n
(
ã†nãn + b̃†nb̃n

)
, (7.214)

while the momentum operator is unchanged,

P
(γ)
OS =

∞∑

n=1

n
(
ã†nãn − b̃†nb̃n

)
. (7.215)

Hence, we conclude that the energies in the oscillator sector of the Hilbert space do not flow

under the root-TT deformation. This agrees with the effect of changing the radius for a

compact boson, which likewise does not change the energies of oscillator excitations.

Therefore, combining this result with the flow of H
(γ)
PR, we conclude that indeed the root-

TT deformation corresponds to a change of radius for a single compact boson.

We have also verified that the zero-mode energy formula (7.7) proposed in [5] does not

apply to generic states in a root-TT -deformed CFT. For instance, any state with p = p = 0

but with oscillator excitations will have an energy that is unchanged by the root-TT flow,

whereas the formula (7.7) would predict that the energy flows with γ. This is because such

oscillator states have non-constant stress tensors and therefore violate the assumptions under

which the zero-mode formula was derived. However, we reiterate that the states which do

have constant stress tensors – namely, states with general p and p but no oscillator excitations

– indeed have energies which flow according to the zero mode formula.

Multiple compact bosons

Next we aim to study the spectrum for the theory of root-TT -deformed free bosons when

there are more fields, rather than just a single left-mover and a single right-mover. All

of these cases are qualitatively similar, in the sense that the argument of the square root
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appearing in the Lagrangian is no longer a perfect square, and thus cannot be resolved to a

simple product of fields as in the N = N = 1 case above. For simplicity, we will therefore

focus on the first non-trivial case, which has N = 2 left-movers and N = 1 right-movers (the

case with N = 1 and N = 2 is identical, after exchanging chiral and anti-chiral fields).

The Hamiltonian for the deformed (N,N) = (2, 1) theory is

H(γ) =

∫
dθ

[
1

2

(
ϕ′2
1 + ϕ′2

2 + ϕ′2
1

)
cosh(γ) +

√
ϕ′2
1 + ϕ′2

2 ϕ
′
1 sinh(γ)

]
. (7.216)

To resolve the square root, our strategy will be to expand in large positive momenta and

compute the energies perturbatively. The mode expansion for the fields takes the form

ϕj = pjθ +
1√
2π

∞∑

n=1

1√
n

(
aj,ne

inθ + a†j,ne
−inθ

)
,

ϕ1 = p1θ +
1√
2π

∞∑

n=1

1√
n

(
b†1,ne

inθ + b1,ne
−inθ

)
,

(7.217)

where j = 1, 2 and periodicity requires p1, p1, p2 ∈ Z. Substituting the expansion (7.217)

into our Hamiltonian (7.216) and expanding in large p1 and p1, to leading order we find

H(γ) =

(
π(p21 + p22 + p̄21)−

1

8
+

∞∑

n=1

n
(
N1,n +N2,n + N̄1,n

)
)
cosh(γ)

+

(
2πp1p̄1 +

∞∑

n=1

n
(
a1,nb1,n + a†1,nb

†
1,n

))
sinh(γ) + · · · ,

(7.218)

where Ni,n = a†i,nai,n and N1,n = b†1,nb1,n are number operators at level n for left- and right-

movers respectively.

We would now like to compare the spectrum of the true large-momentum Hamiltonian

(7.218) to the zero-mode formula (7.7) predicted from holography for states with constant

stress tensors. The undeformed Hamiltonian and momentum are

H(0) = π
(
p21 + p22 + p21

)
− 1

8
+

∞∑

n=1

n
(
N1,n +N2,n + N̄1,n

)
,

P (0) = π
(
p21 + p22 − p21

)
− 1

24
+

∞∑

n=1

n
(
N1,n +N2,n − N̄1,n

)
.

(7.219)

Let us restrict to an eigenstate of both the momentum operators p1, p2, p1 and the number

operators N1,n, N2,n, N1,n, in the undeformed theory. The energy and momentum of such
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a state are also given by the expressions (7.219), if we simply re-interpret each symbol

representing an operator as instead representing the corresponding eigenvalue.21

Substituting the energy and momentum eigenvalues for this state into the zero-mode

formula (7.7) then gives a predicted value for a deformed energy:

E
(γ)
zero mode =

(
π
(
p21 + p22 + p̄21

)
− 1

8
+

∞∑

n=1

n
(
N1,n +N2,n + N̄1,n

)
)
cosh(γ)

+ 2πp1p̄1 sinh(γ) + · · · . (7.220)

We should stress that equation (7.7) is a prediction for the deformed spectrum and not for

the deformed eigenstates. Therefore, even if equation (7.220) were correct, this would simply

mean that there exists some state in the deformed theory whose energy is E
(γ)
zero mode.

However, with this caveat aside, it is now easy to see why the formula (7.220) is incorrect,

and what effect it fails to take into account. Were it not for the final term in the true

Hamiltonian (7.218), which involves
∑∞

n=1 n
(
a1,nb1,n + a†1,nb

†
1,n

)
, then any eigenstate of the

undeformed theory would remain an eigenstate of the deformed theory at this order in the

momentum expansion, and its energy would indeed be given by (7.220). This is simply

because the first several terms of the true Hamiltonian (7.218) agree with the zero-mode

prediction (7.220), after replacing operators with their eigenvalues. However, the presence of

this final term in (7.218) means that an eigenstate of the undeformed Hamiltonian will not

remain an eigenstate in the deformed theory, since terms like a1,nb1,n will mix such a state

into other states with different oscillator numbers. We conclude that the zero-mode energy

formula (7.220) is not correct for the deformed spectrum, even in this large-momentum limit.

Possible interpretation of root-TT deformation for higher N , N

We have seen that, in the special case N = N = 1, the root-TT deformations of chiral

bosons admits a simple interpretation as a rescaling of the target-space radius. This can also

be understood from the observation that, for this case, the oscillator sector of the deformed

theory is equivalent to that of the undeformed theory due to the Bogoliubov transformation

21We have chosen not to denote operators by decorating them with hats, which would distinguish between
operators N̂1 and their corresponding eigenvalues N1, to avoid cluttering the formulas.
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(7.212). To conclude this section, we would like to make some speculative remarks about

possible generalizations of this interpretation to cases with higher N and N , which seem

considerably more complicated.

First let us point out that, for the case (N,N) = (1, 1), the Bogoliubov transformation

which returns the oscillator sector of the root-TT deformed theory to its undeformed form

also has an analog at the level of the Lagrangian and Hamiltonian densities. Indeed, for the

quadratic theory (7.201), one can write the Lagrangian and Hamiltonian densities as

L =
1

2

(
Φ′Φ̇− Φ′Φ̇

)
− 1

2

(
Φ′2 + Φ′2) ,

H =
1

2

(
Φ′2 + Φ′2) ,

(7.221)

where we have made a field redefinition

 Φ

Φ


 =


 cosh

(
γ
2

)
sinh

(
γ
2

)

sinh γ
2

cosh
(
γ
2

)




 ϕ

ϕ


 ,


 ϕ

ϕ


 =


 cosh

(
γ
2

)
− sinh

(
γ
2

)

− sinh
(
γ
2

)
cosh

(
γ
2

)




 Φ

Φ


 .

(7.222)

The deformed equations of motion, written in terms of the new fields Φ and Φ, are

Φ′′ = Φ̇′, Φ′′ = −Φ̇
′
, (7.223)

which take the same form as those in the undeformed theory. Again, this is analogous to

the field redefinition (7.149) in the Chern-Simons setting, which undoes a similar quadratic

mixing between the barred and unbarred fields induced by a JJ deformation.

Next let us consider how this observation might extend to multiple bosons. We focus on

the case of N = N for simplicity. The deformed Hamiltonian density for an equal number

of left- and right-moving chiral bosons is

H(µ) =
1

2

(
ϕ′
jϕ

′
j + ϕ′

j
ϕ′
j

)
cosh(γ) +

√
ϕ′
jϕ

′
jϕ

′
j
ϕ′
j
sinh(γ) . (7.224)

We now ask whether some more complicated field redefinition might return this Hamiltonian

to a quadratic one, as in the case of (7.221). When N = N = 2, at least formally, one can
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attempt to perform a change of variables that resembles a transformation to polar coordinates

in a 2d target space:


 ϕ′

1(θ, t)

ϕ′
2(θ, t)


 =


 r′(θ, t) cos (Θ′(θ, t))

r′(θ, t) sin (Θ′(θ, t))


 ,


 ϕ′

1(θ, t)

ϕ′
2(θ, t)


 =


 r′(θ, t) cos

(
Θ′(θ, t)

)

r′(θ, t) sin
(
Θ′(θ, t)

)


 .

(7.225)

Here we interpret Θ′(θ, t) and r′(θ, t) as spatial derivatives of new fields which depend on the

derivatives ϕ′(θ, t) in a nonlinear way. In terms of these quantities, the Hamiltonian density

(7.224) with N = N = 2 takes the form

H(µ) =
1

2

(
ϕ′2
1 + ϕ′2

2 + ϕ′2
1 + ϕ′2

2

)
cosh (γ) +

√
(ϕ′2

1 + ϕ′2
2 )
(
ϕ′2
1 + ϕ′2

2

)
sinh (γ)

=
1

2

(
r′2 + r′2

)
cosh (γ) + r′r′ sinh (γ) ,

(7.226)

where we assumed r′r′ > 0 in order to simplify the square root. Now we perform a second

field redefinition, just as in (7.222), to a new field ρ:


 r(θ, t)

r(θ, t)


 =


 cosh

(
γ
2

)
− sinh

(
γ
2

)

− sinh
(
γ
2

)
cosh

(
γ
2

)




 ρ(θ, t)

ρ(θ, t)


 . (7.227)

Expressing the Hamiltonian density (7.226) in terms of the ρ variables rather than the r

variables, we conclude

H(µ) =
1

2

(
ρ′2 + ρ′2

)
. (7.228)

Therefore, again at a formal classical level, it appears that this series of field redefinitions

has returned the Hamiltonian density to that of the free theory. Furthermore, the latter

change of variables (7.227) can be interpreted as rescaling the overall target space radius r,

much as in the (N,N) = (1, 1) case. For a larger number of bosons N = N > 2, one can

perform a similar series of manipulations using higher-dimensional spherical coordinates.

Several technical issues preclude us from taking this series of field redefinitions seriously,

at least without further investigation. First, the change of variables (7.225) was at the level

of derivatives of the fields, and it is not clear that this corresponds to a sensible change
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of variables for the fields themselves. Second, all of these manipulations have been purely

classical, and it is not guaranteed that one could make sense of these field redefinitions within

a path integral (which would produce Jacobian factors from each change of variables). And

third, we have not been careful about the identifications that each field is subject to. For

instance, if indeed the field Θ can be interpreted as a target-space angle in polar coordinates,

then it should be subject to the identification Θ ∼ Θ+ 2π.

Nonetheless, it would be very interesting if an argument of this form could be used

to endow the root-TT deformation of N chiral and anti-chiral bosons with a geometrical

target-space interpretation.

7.5 Perturbative Quantization Using Background Field Method

In the preceding sections, we have considered interacting theories with arbitrary numbers

N,N of chiral and anti-chiral bosons, respectively, and sacrificed manifest Lorentz invariance

in order to use a first-order formulation which is convenient for canonical quantization. In

the special case N = N , however, we also have the option of assembling the field content of

our theory into N non-chiral bosons by summing the left-movers and right-movers:

φi =
1√
2

(
ϕi + ϕi

)
. (7.229)

Here we now use the same index i = 1, . . . , N for both the chiral and anti-chiral fields, rather

than distinct indices i and i. As this change of variables is merely a field redefinition, stress

tensor deformations of such a theory of N bosons must be equivalent, regardless of whether

the theory is presented in terms of left-movers and right-movers ϕi, ϕi, or in terms of their

non-chiral counterparts φi. Indeed, for the case of the TT deformation of a free seed theory,

this equivalence was checked explicitly in [111].

In this section, we will provide a complementary analysis of the perturbative quantization

of the Modified Scalar theory using this presentation in terms of non-chiral fields φi. For

concreteness, we will focus on the case where both the fields φi and the Lorentzian spacetime

coordinates (t, x) are non-compact, and we will use middle Greek letters like µ, ν (rather
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than early Greek letters like α, β, which were used in sections 7.2 and 7.3) for spacetime

indices in this section. We will write gµν for the (Minkowski) spacetime metric.

In terms of the non-chiral fields φi, the Lagrangian for the Modified Scalar theory can

be written in the manifestly Lorentz-invariant form

L =
1

2

(
cosh (γ) ∂µφ

i∂µφi + sinh (γ)

√
2 (∂µφi∂νφi) (∂νφj∂µφj)− (∂µφi∂µφi)

2

)
. (7.230)

The advantage of this representation is that one can more easily apply standard diagrammatic

techniques to compute loop corrections in the quantum theory. Of course, the second term

in the Lagrangian (7.230) is still non-analytic around the vacuum of the theory, or around

any field configuration for which

∂µφ
i = 0 . (7.231)

We will circumvent this issue by working in a background field expansion around a field

configuration φi for the scalars which we assume has non-zero gradients and which satisfies

the classical equations of motion for the theory, but which is otherwise arbitrary.

7.5.1 Background field expansion and Feynman rules

Throughout this section, we will use the notation

φi = Ci +Qi , (7.232)

where Ci is a classical (background) field configuration around which we perform our expan-

sion, and Qi is a quantum field which is allowed to fluctuate within the path integral. This

classical background Ci is the analog of the large-momentum configuration around which we

performed our expansion in section 7.4.2. Our goal will be to investigate the terms which

contribute to the quantum effective action, as a function of the background Ci.

To avoid cluttering the formulas, it will also be convenient to adopt the following short-

hand for spacetime derivatives of the various fields:

φ i
µ = ∂µφ

i , C i
µ = ∂µC

i , Q i
µ = ∂µQ

i . (7.233)
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In our analysis of chiral boson theories, we introduced two useful quantities S and P in

equation (7.41) which were independent combinations of derivatives of the scalar fields. In

the present non-chiral analysis, let us similarly introduce the quantities

S = φ i
µ φ

µi , P 2 = φ i
µ φ

νiφ j
ν φ

µj . (7.234)

We note that these are not the precise analogs of S and P in the chiral setting; for instance,

the role of the combination S2 − P 2 in section 7.2 is now played by 2P 2 − S2. Therefore, in

terms of these quantities (7.234), the Modified Scalar Lagrangian (7.230) can be written as

L =
1

2

(
cosh(γ)S + sinh(γ)

√
2P 2 − S2

)
. (7.235)

We decompose S into a classical piece SC and a quantum piece SQ, along with a cross term:

S =
(
C i
µ +Q i

µ

) (
Cµi +Qµi

)

= C i
µ C

µi

︸ ︷︷ ︸
SC

+2C i
µ Q

µi +Q i
µ Q

µi

︸ ︷︷ ︸
SQ

. (7.236)

Next we will consider the splitting of S2 and P 2 into classical and quantum pieces.

Because we assume that the field configuration Ci is a solution to the classical equations of

motion, by definition the action is stationary to linear order when expanding around such a

solution. This means that the effective action cannot contain any terms which are linear in

the fluctuation field Qi, because the sum of all such contributions must conspire to form an

on-shell total derivative. We will therefore label all terms linear in Qµi as “on-shell deriv.”

and ignore them in what follows, although with the caveat that individual terms of this form

need not separately drop out; we are only guaranteed that the combined effect of all such

terms is to form an on-shell total derivative.

With this in mind, the quantity S2 can be expanded as

S2 = S2
C + 4SCC

i
µ Q

µi

︸ ︷︷ ︸
on-shell deriv.

+2SCSQ + 4C i
µ Q

µiC j
ν Q

νj + 4SQC
i

µ Q
µi

︸ ︷︷ ︸
O(Q3)

+ S2
Q︸︷︷︸

O(Q4)

≃ S2
C + 2SCSQ + 4C i

µ Q
µiC j

ν Q
νj , (7.237)
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where the symbol ≃ means equal modulo all terms that are either linear in Qi (which will

form on-shell total derivatives) or that are of cubic order or higher in Qi (which do not

contribute to the one loop effective action). A similar computation for P 2 gives

P 2 = C i
µ C

µjC i
ν C

νj + 4C i
µ C

µjCνiQ j
ν︸ ︷︷ ︸

on-shell deriv.

+2C i
µ C

νiQ j
ν Q

µj + 2Q i
µ C

νiQ j
ν C

µj

+ 2Q i
µ C

νiC j
ν Q

µj +O
(
Q3
)

≃ C i
µ C

µjC i
ν C

νj + 2C i
µ C

νiQ j
ν Q

µj + 2Q i
µ C

νiQ j
ν C

µj + 2Q i
µ C

νiC j
ν Q

µj . (7.238)

Therefore, the combination 2P 2 − S2 under the square root in (7.235) has an expansion

2P 2 − S2 ≃ 2P 2
C − S2

C − 2SCSQ − 4C i
µ Q

µiC j
ν Q

νj + 4C i
µ C

νiQ j
ν Q

µj

+ 4Q i
µ C

νiQ j
ν C

µj + 4Q i
µ C

νiC j
ν Q

µj

≡ 2P 2
C − S2

C + 2Q1 . (7.239)

Here we introduce the shorthand Q1 which is proportional to the correction to the classical

part of (7.239) up to quadratic order in fluctuations,

Q1 = −SCSQ − 2C i
µ Q

µiC j
ν Q

νj + 2C i
µ C

νiQ j
ν Q

µj

+ 2Q i
µ C

νiQ j
ν C

µj + 2Q i
µ C

νiC j
ν Q

µj , (7.240)

which is not to be confused with Qi or Q i
µ = ∂µQ

i. Let us also define Q2 ≃ Q2
1 to be the

square of this quantity, retaining terms only up to second order in Qi, so that

Q2 = S2
CC

i
µ Q

µiC j
ν Q

νj − 8SCC
i

µ Q
µiC j

ν C
νkCρjQ k

ρ + 16
(
C j
ν C

νkCρjQ k
ρ

)2
. (7.241)

In terms of these combinations, we can expand the square root appearing in (7.235) as

√
2P 2 − S2 ≃

√
2P 2

C − S2
C +

Q1√
2P 2

C − S2
C

− Q2

2 (2P 2
C − S2

C)
3/2

. (7.242)

Finally, we can express the Modified Scalar Lagrangian expanded to quadratic order in

fluctuations around a given classical solution as

L ≃ LC +
1

2

(
cosh(γ)SQ + sinh(γ)

(
Q1√

2P 2
C − S2

C

− Q2

2 (2P 2
C − S2

C)
3/2

))
, (7.243)
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where LC represents the Lagrangian evaluated on the background solution Ci, i.e.

LC ≡
cosh(γ)

2
SC +

sinh(γ)

2

√
2P 2

C − S2
C . (7.244)

It is also convenient to write the Lagrangian for the quantum field Qi in terms of a bilinear

form. Defining the tensor

P ij
µν = −

(−SCgµνδij − 2C i
µ C

j
ν + 2C k

µ C k
ν δ

ij + 2C j
µ C

i
ν + 2C i

ρ C
ρjgµν

2
√

2P 2
C − S2

C

− S2
CC

i
µ C

j
ν − 8SCC

i
µ C

k
ρ C

ρjC k
ν + 16C k

ρ C
ρiC k

µ C m
τ CτjC m

ν

4 (2P 2
C − S2

C)
3
2

)
, (7.245)

we can write the Lagrangian LQ for the fluctuating field as

LQ = Qµi

(
cosh(γ)

2
gµνδ

ij + sinh(γ)Pµν
ij

)
Qνj , (7.246)

or after integrating by parts to move the derivative acting on Qµi = ∂µQi, as

LQ = −Qi

(
cosh(γ)

2
δij∂2 + sinh(γ)

(
∂µP ij

µν

)
∂ν + sinh(γ)P ij

µν ∂µ∂ν
)
Qj . (7.247)

The first term in (7.247) is proportional to a conventional free kinetic term for the fields

Qi. The second and third terms, involving P ij
µν and its derivative, encode the interactions

which are induced by expanding around the classical field configuration Ci.

Feynman rules

Now that we have obtained the Lagrangian (7.247), we may read off the Feynman rules

which we will need for computing diagrams. The propagator for the quantum field is

Dij = − i

cosh(γ)

δij

k2
. (7.248)

Next we must work out the vertex associated to the interaction between Qi and the classical

field via the combination P mn
µν . We will draw quantum fields as solid lines and the cumula-

tive effect of the background fields as a single coiled line. Consider the trivalent interaction

between a field Qi with momentum p, a field Qj with momentum q, and an insertion of the
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background P mn
µν with momentum r. This vertex can be visualized as

r =− p− q

i, p

j, q

µ, ν; m, n

. (7.249)

Let the vertex factor for this interaction be gij.
22 There are four ways that we can get a

contribution to this factor from the Lagrangian (7.247). First, there is a piece arising from

the term sinh(γ)
(
∂µP mn

µν

)
∂ν when m = j and n = i, which gives a term proportional to

rµqν because of the first derivative ∂µ acting on P mn
µν and the second derivative ∂ν acting

on Qj. There is another term of the same form when m = i and n = j. Then there are two

more contributions from the term sinh(γ)P mn
µν ∂µ∂ν , when either m = j and n = i, or when

m = i and n = j, which both come with a factor of qµqν from the two derivatives acting on

Qj. Altogether, the value of this vertex is

gij = i sinh(γ)

(
δmjδniPmn

µν r
µqν + δmiδnjPmn

µν r
µqν

+ δmjδniPmn
µν q

µqν + δmiδnjPmn
µν q

µqν
)

= −i sinh(γ)
(
δmjδniPmn

µν p
µqν + δmiδnjPmn

µν p
µqν
)

= −i sinh(γ)
(
P ij
µν + P ji

µν

)
pµqν , (7.250)

where in the second step we have used rµ = −qµ−pµ to cancel terms. This gives the desired

value of the trivalent vertex gij between Q
i, Qj, and the classical background. However, in

the calculations that follow, it will be convenient to factor out the dependence on Pmn
µν and

use an “uncontracted” vertex factor g̃ defined by

gij = Pmn
µν

(
g̃mnij

)µν
,

(
g̃mnij

)µν
= −i sinh(γ)

(
δmjδnipµqν + δmiδnjpµqν

)
. (7.251)

22The vertex factor gij should not be confused with the target-space metric Gij(ϕ) for the bosons which
appears in equation (7.56).
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Let us emphasize that
(
g̃mnij

)µν
is not the full value of the interaction vertex, but rather

a useful intermediate quantity which has removed all factors of Pmn
µν . After computing

Feynman diagrams using “uncontracted” vertices g̃, we must contract the final result with

one factor of Pmn
µν for each vertex in order to recover the true value of the diagram.

7.5.2 Quantum effective action

We are now ready to compute the leading quantum corrections to the Modified Scalar La-

grangian. Most of our discussion will focus on the one-loop effective action, defined by the

first term beyond the classical contribution in the expansion

Γ[Ci] = S[Ci] +
i

2
Tr


log

(
δ2S

δφi δφj

) ∣∣∣∣∣
φk=Ck


+ · · · . (7.252)

Although we are primarily interested in the one-loop contribution to Γ, we will also present

some partial results concerning corrections at higher loop order.

There are several techniques for computing the one-loop effective action Γ. One way is

to use heat kernel methods; we will not pursue this strategy here, but we refer the reader to

the thesis [352] for a discussion of this approach in the related context of the 4d ModMax

theory. Rather, we will compute contributions to the effective action perturbatively, using

the Feynman rules derived in the preceding subsection. This amount to a diagrammatic

evaluation of the one-loop determinant of the operator δ2S
δφi δφj , which is the operator appearing

in LQ that we have computed in equation (7.247).

In particular, our goal is to evaluate divergent Feynman diagrams in the Modified Scalar

theory using dimensional regularization, as a function of the background configuration Ci.

Each such divergent contribution necessitates the addition of an appropriate counterterm to

cancel the divergence. The collection of all such counterterms which must be added to the

classical Lagrangian therefore reproduces the additional terms that appear in the quantum

effective action, giving a characterization of the corrections in the expansion (7.252).

Constant background, one-loop diagrams
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Let us begin by considering the simpler case in which the background field configuration

Ci is linear in the spacetime coordinates, which means that the classical field has constant

gradients. That is, we assume that C i
µ = ∂µC

i is constant for such backgrounds, so that

∂µC
i

ν = 0 for all µ, ν, i. In this case, no momentum can flow through the classical fields in

the interaction vertex (7.249), which implies that r = 0 and thus p = −q.

To obtain the one-loop effective action Γ, we must evaluate all Feynman diagrams built

from the quantum field propagator and interaction vertex (7.249) which contain at most one

loop. This corresponds to an infinite series of diagrams given by

Γ = + + + · · · . (7.253)

Let Dn represent the value of the diagram in the series (7.253) which has n insertions of the

classical background. The first diagram in this infinite series is

D1 =

`

p

µ, ν;m, n

. (7.254)

Following the comments around equation (7.251), we will evaluate this diagram – and the

others in this section – by using the Feynman rule associated with the uncontracted vertex

factor g̃, and then contracting with Pmn
µν . Doing this and simplifying the resulting sum of

Kronecker delta functions using symmetry, one finds

D1 = Pmn
µν sinh(γ)δimδjn

∫
ddℓ

(2π)d
(2iℓµℓν)Dij . (7.255)

A term in the integrand which is proportional to ℓµℓν will produce a result which scales like

ℓ2 and which is a symmetric tensor in µ and ν. The only constant symmetric 2-tensor in the
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problem is the spacetime metric gµν , so the integral of such a term must be proportional to

ℓ2gµν . By taking the trace, one can fix the dimensionless constant to be 1
d
. Thus, within the

integral, we can make the replacement

ℓµℓν → 1

d
ℓ2gµν . (7.256)

Using this replacement and the propagator (7.248), we find

D1 = −
2 tanh(γ)

d
Pmn
µν δ

mn

∫
ddℓ

(2π)d
gµν . (7.257)

The integrand is now independent of ℓ. Although this integral diverges as Λd with a näıve

cutoff at momentum Λ, within dimensional regularization it is exactly zero [375].

This result relies only on the momentum dependence of the integral. However, note that

the insertions of additional vertices appearing in the higher one-loop diagrams Dn will not

change the momentum dependence of the integral. In general, we will have n propagators

Dij of the form (7.248), each of which is proportional to 1
ℓ2
, and n copies of the vertex factor

(7.251). Because the vertex factor contains products of momenta like ℓµℓν , the integrand of

Dn will involve a product of 2n momenta. We can replace such factors using a generalization

of the argument which led to the replacement rule (7.256). That is, any integral involving

a totally symmetric product of 2n momenta must yield a result which is proportional to ℓ2n

multiplied by a totally symmetrized combination of n metric tensors, since the metric is the

only symmetric tensor in the problem. This leads to the replacement

n∏

i=1

ℓµ2i−1ℓµ2i → ℓ2n (d− 2)!!

(d− 2 + 2n)!!
g(µ1µ2 · · · gµ2n−1µ2n) , (7.258)

where we have used the double factorial n!! = n·(n−2) . . . 4·2. We thus find an overall factor

of ℓ2n from the vertex factors, in addition to a compensating factor of 1
ℓ2n

from the n copies of

the propagator, each of which scales like 1
ℓ2
. Note that all of these momenta are equal due to

momentum conservation around the loop, as we assumed that no momentum can be carried

by the classical fields, so the powers of loop momentum precisely cancel. Therefore, every

diagram Dn involves an integrand which is independent of momentum, and thus vanishes in

dimensional regularization just as D1 does.
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We conclude that the perturbative one-loop effective action Γ[Ci], with constant back-

ground field strength C i
µ , vanishes in dimensional regularization. This implies that under

these assumptions, there are no 1-loop corrections to the classical theory.

Constant background, multi-loop diagrams

Proceeding to higher loops, more vertices in the perturbative expansion become acces-

sible, beginning at two loops with a vertex cubic in the quantum field. The first of such

diagrams that is not a tadpole, shown in equation (7.259), emerges at order O(γ2), and one

can show that it nontrivially vanishes within dimensional regularization.

q

p

p− q

. (7.259)

The introduction of multiple loop momenta prevents the simple argument in the one-loop

case from generalizing immediately. However, since with constant backgrounds there cannot

be any external momenta and there is no characteristic scale present in these integrals, it

will always be possible to iteratively symmetrize using (7.258) and integrate over each loop

momentum, leaving a symmetrizable integral that will vanish in dimensional regularization.

Therefore we expect that the argument presented above generalizes to all loops, implying that

the full effective action Γ[Ci] admits no corrections for constant background field strengths

C i
µ .

Background-varying, one-loop diagrams

We now study the more general case in which we do not assume that ∂µC
i

ν = 0, instead

allowing the background field to vary. Besides requiring that the field configuration Ci is a

solution to the classical equations of motion, we make no further assumptions.

For this general background analysis, let us use the same notation Dn for the diagrams

appearing in the infinite sum (7.253). The first diagram in this series, D1, is unchanged from

the constant background case, and thus it identically vanishes in dimensional regularization.
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The first nontrivial diagram is

D2 =
q

`; k

`+ q; l

qµν; ij ρτ ;mn
. (7.260)

As usual, it will be convenient to strip off factors of Pµν
ij when computing the value of this

diagram. This corresponds to evaluating the diagram using the “uncontracted” vertex g̃ of

(7.251) and contracting the result with factors of Pµν
ij. To this end, let us write the value

of the diagram as

D2 =
tanh2(γ)

2

∫
ddq

(2π)d
Pµν

ij (−q)
(∫

ddℓ

(2π)d
δikδjlℓµ (ℓ+ q)ν + δilδjk (ℓ+ q)µ ℓν

ℓ2 (ℓ+ q)2

·
(
δkmδlnℓρ (ℓ+ q)τ + δknδlm (ℓ+ q)ρ ℓτ

)
)
P mn
ρτ (q) . (7.261)

Using the symmetry property P ij
µν = P ji

νµ , this can also be expressed as

D2 = 2 tanh2(γ)

∫
ddq

(2π)d
Pµν

ij (−q) I(µν)(ρτ)2 P ij
ρτ (q) , (7.262)

where we have defined the simpler integral

Iµνρτ2 =

∫
ddℓ

(2π)d
(ℓ+ q)νℓµ(ℓ+ q)τℓρ

ℓ2 (ℓ+ q)2
, (7.263)

and where our conventions for symmetrization are T (µν) = 1
2
(T µν + T νµ).

To study the divergence structure of the diagram D2, it suffices to evaluate the quantity

Iµνρτ2 in dimensional regularization, which is performed in appendix E.2.1. The resulting

divergent contribution is

Iµνρτ2 =

(
1

ϵ

) −i
24 (4π)

[
q2 (gµνgρτ + gµρgντ + gµτgνρ)

+ 2 (qνqµgτρ + gµτqνqρ + gνµqτqρ + gνρqµqτ ) + 4 (gµρqνqτ + gντqµqρ)

]
. (7.264)
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In order to cancel this 1
ϵ
divergence, one would introduce a counter-term which involves two

factors of P ij
µν in the Lagrangian. Therefore, in the background-varying case, there is a

non-trivial contribution to the quantum effective action at one loop. Because the higher

diagrams Dn will involve higher powers of γ, the result (7.264) represents the complete

one-loop effective action at O(γ2).

With the two-vertex diagram evaluated, to complete the computation of the one-loop

effective action, we seek to evaluate all remaining diagrams containing one loop. Fortunately,

there is only one diagram Dn for each number of vertices n. The details of the evaluation of

this diagram are presented in appendix E.2.2. Here we merely summarize the results. The

value of In can be written as

(In)µ1...µ2n = (n− 1)!

∫ 1

0

(
n−1∏

i=0

ddxi

)
δ

(
n−1∑

i=0

xi − 1

)
(Cµ1...µ2n

2n +Dµ1...µ2n
2n ) , (7.265)

where we have defined

Cµ1...µ2n
2n =

i (d− 2)!!

(d− 2 + 2n)!!
gµ1···µ2n

Γ
(
n+ d

2

)

(4π)
d
2 Γ (n) Γ

(
d
2

)Γ
(
−d
2

)
∆d

Dµ1...µ2n
2n =

i (d− 2)!!

(d− 4 + 2n)!!

2n∑

a=1

2n∑

b>a

g{µ̸=µa,µb}fµa (x, q, a) fµb (x, q, b)

· Γ
(
n− 1 + d

2

)

(4π)
d
2 Γ (n) Γ

(
d
2

)Γ
(
1− d

2

)
∆d−2 . (7.266)

The notation gµ1···µ2n refers to a symmetrized product of metric tensor factors, which is

defined in equation (E.57). Similarly, g{µ ̸=µa,µb} is shorthand for such a symmetrized product

of metrics which which omits the two indices µa and µb, which is explained in more detail

around equation (E.59). Finally, the function fµ(x, q, a) is defined in equation (E.56).

In dimensional regularization, with d = 2(1 + ϵ) and as ϵ → 0, the overall momentum

dependence and divergence structure of these terms is

Cµ1...µ2n
2n ∼ 1

ϵ
q2gµ1···µ2n ,

Dµ1...µ2n
2n ∼ 1

ϵ

2n∑

a=1

2n∑

b>a

qµaqµbg{µ̸=µa,µb} , (7.267)
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which is of the same qualitative form as the one-loop, two-vertex contribution (7.264).

Therefore, the full one-loop effective action for the Modified Scalar theory is obtained by

introducing counterterms that cancel the divergent contributions which we have described in

equations (7.264) and (7.267). Because, after Fourier transforms, only two derivatives arise

acting on the external background vertices, the counterterms are invariant under classical

conformal transformations.

Background varying, two vertex, m-loop diagrams

One could imagine computing the quantum effective action (7.252) using a double expan-

sion in both the number n of vertices and the number m of loops. The preceding subsections

have discussed the contributions at one loop but for any number of vertices. We have also

argued that higher loop corrections vanish when expanding around constant backgrounds.

It is then natural to ask what one can say about the higher-loop contributions in the

general case of varying backgrounds. Although the structure of the problem quickly becomes

quite complicated, we can make some general remarks by restricting to two vertices but any

number of loops. For instance, we can consider a diagram with m+1 internal quantum field

lines, each of which runs between two interaction vertices with a classical background field,

thus forming m loops:

Dm,2 =

qq
m+ 1

...

...

. (7.268)

We use the notation Dm,n for a diagram which has m loops and n vertices. In this notation,

the one-loop diagrams which we called Dn in the preceding subsections would be denoted

D1,n. For example, the diagram D2 of equation (7.260) would be written as D1,2, since it is of

the form in equation (7.268) with m = 1 because it has 2 = 1+ 1 internal lines between two

vertices and thus one loop. Similarly, a diagram with 4 internal lines between two vertices

would have three loops and be denoted D3,2.

In order to study the diagrams Dm,2, we will need to derive a new Feynman rule for the

(m+2)-valent vertex involving (m+1) quantum fields lines and one insertion of the classical

371



background. These higher vertex factors will come from further terms in the expansion of

the square root in equation (7.242),

√
2P 2 − S2 =

√
2P 2

C − S2
C +

∞∑

N=1

(
1
2

N

)
2NQN

(2P 2
C − S2

C)
N− 1

2

=
√
2P 2

C − S2
C +

∞∑

M=2

P i1···iM
µ1···µM

M∏

k=1

∂µkQik . (7.269)

In the first line, the factor of 2N is a choice of normalization which is needed to match our

conventions for Q1 and Q2 above. We will not compute the higher terms QN explicitly, but

we instead schematically denote the collection of all contributions from these terms which

involve a product of M derivatives of the quantum fields by writing the tensor P i1···iM
µ1···µM .

When M = 2, this is precisely the tensor P ij
µν of equation (7.245). We have changed the

summation variable toM in the second line to emphasize that one must collect contributions

from several QN at each fixed order in M . There are no linear vertices in Qi, so the M = 1

term is absent, but both the N = 1 term Q1 and the N = 2 term Q2 of the first sum

contributes to the quadratic M = 2 interaction of the second sum, and so on.

In terms of the tensors P i1···iM
µ1···µM which are defined implicitly through the expansion

in equation (7.269), the Feynman rule for an (M + 1)-valent interaction with one classical

field insertion is

q =−∑k p
µk

α1, pµ1 αM , pµM

i1, · · · ,iM ; ν1, · · · ,νM

M

· · ·
=

∫
ddqP i1···iM

ν1···νM (q)
M∏

k=1

pνkik . (7.270)

Using this Feynman rule, we can compute the value of the diagram Dm,2 in equation (7.268).

Such a diagram has two vertices of the form (7.270), each with M = m + 1, along with m
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loop momenta ℓi. The contribution from this diagram is given by the integral

Dm,2 =
sinh2(γ)

coshm+1(γ)

∫
ddq

(2π)d

(∫ m∏

i=1

ddℓi
(2π)d

)(
1∏m+1

j=1 p
µ
j pµj

)

· P i1···im+1
ν1···νm+1

(q)

(
m+1∏

k=1

pνkik p
µk
jk

)
P j1···jm+1

µ1···µm+1
(−q) . (7.271)

Here the momenta of the internal lines are chosen to be p1 = q − ℓ1, pi = ℓi−1 − ℓi for

1 < i < m+ 1, and pm+1 = ℓm, so that the total momentum satisfies

m+1∑

i=1

pi = q . (7.272)

Besides the diagrams Dm,2 drawn in equation (7.268), one might ask whether we should

account for additional diagrams where a loop begins and ends on the same vertex. However,

diagrams of this form do not contribute, as they vanish in dimensional regularization. We

can see this by noting that the momentum ℓ running in such a loop will appear in the vertex

factor only in the combination ℓµℓν , and in the propagator in the form 1
ℓ2
. Therefore, the

value of any diagram will be proportional to

∫
ddℓ

(2π)d
ℓµℓν

ℓ2
=
gµν

d

∫
ddℓ

(2π)d
1 , (7.273)

which we have seen vanishes in dimensional regularization in the limit d→ 2, as desired.

Next let us consider the divergence structure of the diagram Dm,2. It is convenient

to isolate the part of the integrand which depends on the loop momenta and evaluate it

separately. To do this, let us define

(Lm,2)
{µν}
{ij} =

∫ (
m∏

i=1

ddℓi
(2π)d

)(
1∏m+1

j=1 p
µ
j pµj

)(
m+1∏

k=1

pνkik p
µk
jk

)
. (7.274)

Here we use {ij} as a shorthand for the multi-index {i1 . . . im+1j1 . . . jm+1} and {µν} for

{µ1 . . . µm+1ν1 . . . νm+1}. We will sometimes suppress these multi-indices in writing Lm,2 for

convenience. The quantity Lm,2 determines the value of the diagram Dm,2 as

Dm,2 =
sinh2(γ)

coshm+1(γ)

∫
ddq

(2π)d
P i1···im+1

ν1···νm+1
(q) (Lm,2)

{µν}
{ij} P

j1···jm+1
µ1···µm+1

(−q) , (7.275)
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so to understand the divergences in Dm,2, it suffices to understand those in Lm,2.

One can evaluate Lm,2 by performing the integral over each loop momentum in succes-

sion. The details of one such integration, namely the integral over the final variable ℓm,

are presented in appendix E.2.3. After evaluating this single integral over ℓm, one obtains

a result proportional to Γ
(
−d

2

)
ℓdm−1. One can then apply the same argument recursively

to conclude that performing all m of the integrals generates m factors of this form. After

evaluating all m integrals, the final dependence on the momentum q takes the form

(Lm,2)
{µν}
{ij} ∼ Γ

(
−d
2

)m
qdm , (7.276)

where we show only the dependence on q and d but suppress the tensor structure in the

i, j, µ, ν indices.23

It is also useful to translate the divergence structure of equation (7.276) in dimensional

regularization to an equivalent dependence on a momentum cutoff Λ. For d = 2(1 + ϵ) we

have the limiting behavior Γ
(
−d

2

)
∼ 1

ϵ
, and a divergence proportional to 1

ϵ
in dimensional

regularization corresponds to a logarithmic divergence of the form log(Λ). Therefore, the

m-loop, 2-vertex contributions from (7.276) yield divergences of the form

(Lm,2)
{µν}
{ij} ∼

(
1

ϵ

)m
q2m ∼ (log Λ)m . (7.277)

This is a different divergence structure than the one which we have seen in our study of

the 1-loop effective action, which would necessitate the addition of different counterterms.

Additionally, each of these counterterms is classically conformal and has a different higher

derivative dependence on the external classical field momenta.

We conclude this section with some further comments. Even though our analysis for

non-constant backgrounds is very preliminary, no clear organizational principle seems to

emerge in this hierarchy of divergences and necessary counterterms. Though this might be

a feature of our perturbative approach, it begins to suggest that this non-analytic model is

non-renormalizable, which might also spoil the quantum conformal invariance of the model.

23Each integral yields 6 different symmetrizations of the external indices. Thus the exact form of an
m-loop diagram contains many different index structures and is challenging to write explicitly in general.

374



Ultimately, the theory might retain a sensible interpretation only as an effective field theory.

Yet, it remains a very interesting fact that there are no quantum corrections for constant

background fields Ci
µ. We leave other open questions for further future investigations

7.6 Conclusion

In this work, we have explored the space of interacting chiral boson theories from several per-

spectives. We showed that, when written in a Floreanini-Jackiw representation, the property

of non-manifest Lorentz invariance is closely related to stress tensor deformations: indeed,

every parameterized family of Lorentz-invariant chiral boson theories can be interpreted as

a deformation by some function of the energy-momentum tensor. In the dual description

using U(1) gauge fields with a Chern-Simons action, Lorentz invariance is manifest but

chirality (or self-duality) is not, and in this setting we find that every family of self-dual

Chern-Simons boundary terms likewise obeys a flow equation driven by a function of the

stress tensor. We have also explained how a general boundary term for such a bulk U(1)

Chern-Simons theory imposes modified boundary conditions on the gauge fields which lead

to a non-linear self-duality condition for the currents; this mirrors the analogous non-linear

self-duality constraints obeyed by interacting Floreanini-Jackiw bosons.

We then studied the quantization of interacting chiral boson models, focusing on a root-

TT -deformed system of free bosons. We characterized the finite-volume spectrum both

for one left-moving and one right-moving boson, where the root-TT deformation acts as a

rescaling of the target space radius, and also for two left-moving bosons and one right-moving

boson, where the deformation is more complicated but can be analyzed perturbatively in

a large-momentum expansion. In doing so, we confirmed that the zero-mode formula (7.7)

derived via holography does not apply to generic states, but does apply in certain states

with constant stress tensors. We also gave a classical/heuristic argument on how a set of

field redefinitions might turn all these models into free ones. Finally, we have studied the

quantum effective action for the theory of root-TT -deformed bosons with equal numbers

of left- and right-movers. Intriguingly, we find that the one-loop effective action vanishes
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around classical backgrounds which are linear in the spacetime coordinates.

There are several interesting directions for future research, some of which we summarize

in what follows. Understanding more about these issues, and in particular developing a

clearer picture of field theories with non-analytic interaction terms such as the Modified

Scalar theory, may teach us new lessons about previously unexplored models within the

space of quantum field theories.

Supersymmetry

There has been a great deal of work on supersymmetric extensions of deformations

constructed from the energy-momentum tensor [9, 92, 97–101, 104, 106] and other con-

served currents [102], including analogous deformations of 1d theories by conserved charges

[2, 3, 115, 116, 353].

A natural direction for further investigation is to seek such a supersymmetric general-

ization of the results in this work. This would involve coupling a supersymmetric theory

of interacting chiral bosons and their fermionic superpartners to supergravity, which would

give expressions for the fields in the stress tensor supermultiplet.

In the case of a single free chiral boson and its fermionic partner, the procedure for

performing this coupling to supergravity was explained in [359], building on earlier results

for the supergravity couplings of non-chiral fields [376]. The bosonic truncation of this

supergravity coupling reproduces the coupling to vielbeins which we have used in this work.

It would be interesting to generalize this technique and couple an arbitrary number of chiral

and anti-chiral bosons, and their fermionic counterparts, to supergravity, and then consider

flows in the space of such supersymmetric interacting theories, much as we have done here.

In principle, one could perform this analysis either using component fields – which was the

strategy adopted in [359] – or using a superspace formulation, such as the one employed in

[331, 377]. One might also hope to interpret these theories using a bulk description involving

a supersymmetric Chern-Simons theory, which would give a supersymmetric generalization

of the results in section 7.3.

Quantum Hall physics
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A famous application of U(1) Chern-Simons theories, and the chiral bosons which describe

their edge modes, occurs in the study of the quantum Hall effect. The essential reason for

this, as we mentioned in section 7.3, is that the Chern-Simons term is more relevant at low

energies than the Maxwell term. Therefore, in an effectively (2 + 1)-dimensional system –

such as a flat slab of material subject to a background magnetic field – one expects that

the low-energy effective action Seff[A] will be controlled by the Chern-Simons term SCS[A].

Computing the associated current which we defined in equation (7.100),

Ji ∼
δSCS

δAi
, (7.278)

therefore gives predictions for the behavior of the system. For instance, in the integer

quantum Hall effect, this current Ji agrees with the Hall conductivity of an integer number

of filled Landau levels, if this integer ν ∈ Z is related to the Chern-Simons level appropriately.

We have seen that a Chern-Simons theory on a manifold with boundary supports chiral

bosons on the edge. In the quantum Hall setting, these chiral edge modes describe propa-

gating fluctuations in the charge density at the edge of the physical sample. Remarkably,

the quantum mechanics of this chiral boson theory contains a great deal of information

about the interior of the sample. For instance, by carrying out the quantization of a single

Floreanini-Jackiw boson as we described in section 7.4.1, one finds a Hamiltonian which

correctly predicts the spectrum (including degeneracies) of excited modes for the Laughlin

wavefunction which describes the fractional quantum Hall effect.24

One might ask whether the modified Chern-Simons boundary terms which we have con-

sidered in this work could be used to model some variant of a conventional quantum Hall

system. For instance, it would be very interesting if an experimentally realizable modifica-

tion of a quantum Hall droplet would subject the system to a boundary term like the one

which is generated by the root-TT deformation. If so, this could offer a way to study the

effective dynamics of the Modified Scalar theory – and other theories obtained via stress

tensor deformations – in the laboratory.

24See the reviews [374, 378], or the incomplete sampling of some of the original works [379–381], for further
discussion on this subject.
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Non-perturbative analysis

All of the results concerning the quantum theory of root-TT -deformed bosons presented

in this work have been obtained in perturbation theory, by expanding around a classical

background. For instance, we have attempted a perturbative analysis of the effective ac-

tion and noticed that a hierarchy of counterterms emerged in the Modified Scalar theory.

However, it seems likely that the most interesting features of root-TT -deformed theories at

the quantum level – assuming that they exist – will only be visible non-perturbatively. It

is therefore important to find a way to study the quantization of such root-TT deformed

theories beyond perturbation theory, which will likely require a new perspective.

One way to re-frame these deformed theories, which may be useful for a non-perturbative

analysis, is via geometry. In the case of the related TT deformation, many insights have

resulted from presentations of the flow in terms of coupling to gravity [87, 382] or random

geometry [83], or realizing the deformation via a field-dependent change of variables [281,

298, 383]. A similar geometrical interpretation may be possible for the root-TT deformation.

For instance, the Modified Scalar Lagrangian (7.230) can be rewritten as

L =
1

2
gµν∂µφ

i∂νφ
i ,

gµν = cosh(γ)ηµν + sinh(γ)


 2∂µφj∂νφj − ηµν∂ρφj∂ρφj√

2∂σφi∂τφi∂τφk∂σφk − (∂σφi∂σφi)
2


 , (7.279)

which is equivalent to a theory of free scalar fields coupled to a field-dependent metric. Even

at the perturbative level, such a rewriting of the deformation may be useful – for instance,

it may be possible to adapt existing heat kernel techniques25 which compute the quantum

effective actions for theories on background metrics to handle field-dependent metrics such as

(7.279), which could reproduce results like those in section 7.5 from a different point of view.

However, it would be even more useful if such a geometrical presentation of the root-TT flow

could furnish us with a non-perturbative definition of the quantum theory.

Another potential way to approach the study of renormalisation of the Modified Scalar

25See [384] and references therein for a review.
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theory, and analyse its quantum conformal symmetry, is by using non-perturbative functional

renormalisation group approaches. An attempt to use such techniques for TT deformed

scalar theories has been made in [385]. It would be intriguing to reattempt this analysis for

non-analytic models and generic TT -like deformations, including root-TT .

A third strategy is to bypass the classical Lagrangian (7.230) and attempt to define the

quantum Modified Scalar theory directly by characterizing the set of local operators in the

theory along with their correlation functions. For instance, one could proceed under the

assumption that the theory in question is a CFT, and see whether this leads to a contradic-

tion.26 Here there appears to be an interesting tension. Standard lore suggests that, in any

CFT2 with a conserved vector current J , its Hodge dual ∗J must also be conserved. For a

putative theory of root-TT -deformed φi, it appears that the operators J iµ = ∂µφ
i should not

be conserved at finite γ due to the source terms in the equations of motion, although their

duals J̃ iµ = ϵµν∂
νφi are conserved (at least for non-compact scalars).27 If the quantum Mod-

ified Scalar theory does exist, it would be very interesting to see how this tension is resolved.

Perhaps the quantum theory is not a CFT, or perhaps it is not even a local quantum field

theory, much like a TT -deformed CFT is believed to become non-local due to its Hagedorn

density of states at high energies.

26An example of such a contradiction would be finding an operator which can be neither a primary nor a
descendant, which is used to demonstrate that the Maxwell theory is not conformal except in four dimensions
[386]. Alternatively, one could use the more formal machinery of algebraic/axiomatic QFT.

27The analogous tension for the ModMax theory can be phrased in terms of generalized global symmetries:
if a 4d CFT has a U(1)1 magnetic one-form global symmetry, then it must also have the corresponding U(1)1
electric one-form global symmetry, and vice-versa [387]. A 4d ModMax CFT would appear to have the

magnetic 1-form symmetry of the Maxwell theory but not the electric one, since ∂µF̃
µν = 0 but ∂µF

µν ̸= 0.
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Appendix A

Effective Field Theory Details of the T 2 Operator

A.1 T 2 flow equation

Here, we provide the details of the EFT interpretation of the T 2 operator. We first prove

(1.45). Let’s start on the right-hand side of (1.45). Note that

(
T̃ij + adC̃ij

)2

=

(
1

8πG

(
Kij −Kg0ij + (d− 1)g0ij

)
− adC̃ij + adC̃ij

)2

=
1

64π2G2

(
Kij −Kg0ij + (d− 1)g0ij

) (
Kij −Kg0ij + (d− 1)g0ij

)

=
1

64π2G2

(
KijK

ij −Kg0ijKij + (d− 1)g0ijKij −Kg0ijKij +K2g0ijg0ij

− (d− 1)Kg0ijg
0ij + (d− 1)g0ijK

ij − (d− 1)Kg0ijg
0ij + (d− 1)2g0ijg0ij

)

=
1

64π2G2

(
KijK

ij −K2 + (d− 1)K −K2 +K2d− d(d− 1)K

+ (d− 1)K − d(d− 1)K + d(d− 1)2
)

=
1

64π2G2

(
KijK

ij + (d− 2)K2 − 2(d− 1)2K + d(d− 1)2
)

=
1

64π2G2

(
KijK

ij + (d−K − 1)(d2 + 2K − d(K + 1))

)
.

(A.1)
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The second term is
(
T̃ ii + adC̃

i
i

)2

=

(
1

8πG

(
g0ijKij −Kg0ijg0ij + (d− 1)g0ijg0ij

)
− adg0ijC̃ij + adC̃

i
i

)2

=

(
1

8πG

(
g0ijKij −Kg0ijg0ij + (d− 1)g0ijg0ij

))2

=

(
1

8πG
(K −Kd+ d(d− 1))

)2

=
1

64π2G2
(d− 1)2 (d−K)2 .

(A.2)

Therefore (
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2

=
1

64π2G2

(
KijK

ij + (d−K − 1)(d2 + 2K − d(K + 1))

)

− 1

64π2G2(d− 1)
(d− 1)2 (d−K)2

=
1

64π2G2

(
KijK

ij + d(1− d+ 2K)−K(K + 2)
)
.

(A.3)

We can trade out KijK
ij by using the Hamiltonian constraint for the radial slicing in the

bulk

K2 −KijK
ij − d(d− 1)− R̃ + 16πGt̃rr = 0 . (A.4)

Substituting (A.4) into (A.3), we find

(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2

=
1

64π2G2

(
K2 − d(d− 1)− R̃ + 16πGt̃rr + d(1− d+ 2K)−K(K + 2)

)

=
1

64π2G2

(
−2(d− 1)(d−K)− R̃ + 16πGt̃rr

)
.

(A.5)

Hence

− 4πG

[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]
− R̃

16πG
+ t̃rr

= −4πG
[

1

64π2G2

(
−2(d− 1)(d−K)− R̃ + 16πGt̃rr

)]
− R̃

16πG
+ t̃rr

= − 1

16πG
(−2(d− 1)(d−K)) +

R̃

16πG
− t̃rr −

R̃

16πG
+ t̃rr

=
1

8πG
(d− 1)(d−K) .

(A.6)
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The left-hand side of (1.45) is simply

T̃ ii + adC̃
i
i =

1

8πG
(K − dK + d(d− 1))− adC̃i

i + adC̃
i
i

=
1

8πG
(d− 1)(d−K)

(A.7)

which equals to (A.6). Therefore, we have proven (1.45).

Finally, let’s prove (1.47). Recall that we can write the deformation of the classical action

in terms of a local operator X as

∂SEFT

∂λ
=

∫
ddx
√
γX (A.8)

where λ is a dimensionful scale related to the size of the deformation and cutoff. In a theory

with a single dimensionful scale λ, invariance under a change of units implies the effective

action is modified by the trace

λ
∂W

∂λ
=

1

dim(λ)

∫
ddx
√
γT ii = −

1

d

∫
ddx
√
γT ii =

∫
ddx
√
γX (A.9)

implying that

X = − 1

dλ
T ii . (A.10)

All we need to do is determine T ii from T̃ ii to find X. We use the dictionary from [118] to

help, which is

Bulk coordinates : (r, x)

Bulk spacetime metric : gµν

Induced metric at r = rc : g0ij(x) = gij(rc, x)

Boundary metric : γij = r−2
c g0ij

Bulk scalar field : ϕ

Boundary value : ϕ0(x) = ϕ(rc, x)

CFT source : J = rd−∆
c ϕ0

Bulk on-shell action : W [g0, ϕ0]

Bulk Brown-York tensor : T̃ij

Boundary stress tensor : Tij = rd−2
c T̃ij .

(A.11)
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Proceeding to calculate T ii from (1.45)

T̃ ii + adC̃
i
i = −4πG

[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]
− R̃

16πG
+ t̃rr

=⇒ T̃ ii = −4πG
[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]
− R̃

16πG
+ t̃rr − adC̃i

i

=⇒ r−dc T ii = −4πG
[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]
− R̃

16πG
+ t̃rr − adC̃i

i

=⇒ T ii = −4πGrdc
[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]

+ rdc

(
− R̃

16πG
+ t̃rr − adC̃i

i

)
.

(A.12)

Therefore

X = − 1

dλ
T ii

=
4πGrdc
dλ

[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]
− rdc
dλ

(
− R̃

16πG
+ t̃rr − adC̃i

i

)

=
4πGrdc
dλ

[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]
− rdc
dλ

(
− R̃

16πG
+ t̃rr − adC̃i

i

)
.

(A.13)

Note that

(
T̃ij + adC̃ij

)2
= g0ikg0jm

(
T̃ij + adC̃ij

)(
T̃km + adC̃km

)

= g0ikg0jmr4−2d
c

(
Tij + rd−2

c adC̃ij

)(
Tkm + rd−2

c adC̃km

)

= r−2
c γ0ikr−2

c γ0jmr4−2d
c

(
Tij + adr

d−2
c C̃ij

)(
Tkm + adr

d−2
c C̃km

)

= r−2d
c γ0ikγ0jm

(
Tij + adr

d−2
c C̃ij

)(
Tkm + adr

d−2
c C̃km

)

= r−2d
c

(
Tij + adr

d−2
c C̃ij

)2

(A.14)

and (
T̃ ii + adC̃

i
i

)2
=
(
g0ijT̃ij + adr

d−2
c g0ijC̃ij

)2

=
(
r−2
c γ0ijr2−dc T̃ij + adr

−2
c γ0ijC̃ij

)2

=
(
r−dc γ0ijT̃ij + adr

−2
c γ0ijC̃ij

)2

= r−2d
c

(
T ii + adr

d−2
c C̃i

i

)2

(A.15)
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yielding

X =
4πG

dλrdc

[(
T̃ij + adC̃ij

)2
− 1

d− 1

(
T̃ ii + adC̃

i
i

)2]
− rdc
dλ

(
− R̃

16πG
+ t̃rr − adC̃i

i

)

=⇒ X =

[(
Tij + adC̃ij

)2
− 1

d− 1

(
T ii + adC̃

i
i

)2]
− rdc
dλ

(
− R̃

16πG
+ t̃rr − adC̃i

i

)
,

(A.16)

where we used (1.48). We have proven (1.47).

A.1.1 Details of the T 2-deformed energy spectrum

Here, we explain in more detail what went behind in deriving the T 2-deformed flow equation

for the energy spectrum on the square (d− 1)-dimensional torus in (1.53). Thus

TijT
ij = ε2 + (d− 1)

(
1

Ld−2

d
(
εLd−1

)

dL

)2

, (A.17)

where

Tττ = ε, Taa =
1

Ld−2

d
(
εLd−1

)

dL
= (d− 1)ε+ L

dε

dL
. (A.18)

One can easily see (A.18) is true from thermodynamics on the torus

dE = PadV =⇒ Pa =
dEn
dVa

=
dEn
AdLa

=
1∏

a̸=b La

d(ε
∏d−1

i=1 Li)

dLa
. (A.19)

For a square torus, the pressure

P =
1

Ld−2

d

dL

(
εLd−1

)
. (A.20)

The trace squared piece is

(T ii )
2 =

(
ε+

d− 1

Ld−2

d
(
εLd−1

)

dL

)2

= ε2+
2ε(d− 1)

Ld−2

d
(
εLd−1

)

dL
+

(
d− 1

Ld−2

d
(
εLd−1

)

dL

)2

, (A.21)

where the (d− 1) comes from tracing over the d− 1 dimensional torus indices. Thus

TijT
ij − 1

d− 1

(
T ii
)2

= ε2 + (d− 1)

(
1

Ld−2

d
(
εLd−1

)

dL

)2

− 1

d− 1

(
ε2 +

2ε(d− 1)

Ld−2

d
(
εLd−1

)

dL
+

(
d− 1

Ld−2

d
(
εLd−1

)

dL

)2)

=
d− 2

d− 1
ε2 − 2ε

d− 1

1

Ld−2

d(εLd−1)

dL
.

(A.22)

We have proven (1.53).
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A.2 Scalar theory and Hamilton-Jacobi equation

As an example, let’s consider gravity decoupled, and the bulk contains a scalar field ϕ.

The bulk path integral is computed by the on-shell action, W [rc;ϕ0(x)]. The flow of this

functional is governed by the Hamilton-Jacobi equation

∂

∂rc
W [rc;ϕ0] = −H

[
ϕ0,

δW

δϕ0

]
. (A.23)

Here H is the scalar Hamiltonian with evolution in the r direction. To derive the EFT

at a finite cutoff, we first write Zgravity = e−W and apply the flow equation (A.23) to this

dictionary in the generalized holographic principle

ZEFT[rc; γij, J ] = Zgravity[g
0
ij = r2cγij, ϕ0 = r∆−d

c J ] (A.24)

then translate back to the field theory. In other words

W = − lnZgravity (A.25)

so the flow equation equation implies that

∂

∂rc
W = − 1

Zgravity

d

drc
Zgravity (A.26)

and using the Hamilton-Jacobi equation

d

drc
Zgravity = HZgravity . (A.27)

From the generalized holographic principle (A.24), we have the EFT relation

d

drc
ZEFT = HZEFT =

∫
DφHe−SEFT+

∫
ddx

√
γOϕ0rd−∆

c . (A.28)

Let us look at the far left side of (A.28) and take an rc derivative

d

drc
ZEFT =

∫
Dφ

d

drc
e−SEFT+

∫
ddx

√
γOϕ0rd−∆

c

=

∫
Dφ

(
− d

drc
SEFT +

d−∆

rc

∫
ddx
√
γOϕ0r

d−∆
c

)
e−SEFT+

∫
ddx

√
γOϕ0rd−∆

c .

(A.29)
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We arrive at

− d

drc
SEFT +

d−∆

rc

∫
ddx
√
γOϕ0r

d−∆
c = H (A.30)

implying that our flow equation is

d

drc
SEFT = −H +

d−∆

rc

∫
ddx
√
γOϕ0r

d−∆
c . (A.31)

Furthermore, define

ŜEFT = SEFT −
∫
ddx
√
γOϕ0r

d−∆
c (A.32)

so that (A.31) becomes
d

drc
ŜEFT(rc, J(rc)) = −H . (A.33)

Instead of writing the above flow equation with a d
drc

, let’s use ∂
∂rc

via chain rule

d

drc
ŜEFT(rc, J(rc)) =

∂ŜEFT

∂rc
+
∂ŜEFT

∂J

∂J

∂rc

=
∂ŜEFT

∂rc
+
d−∆

rc

∂ŜEFT

∂J
J(rc) ,

(A.34)

where the source is

J(rc) = ϕ0r
d−∆
c =⇒ ∂

∂rc
J(rc) =

d−∆

rc
J(rc) (A.35)

and the dual operator is defined by taking a derivative of the EFT action with respect to

the source

O = − 1√
γ

∂ŜEFT

∂J
. (A.36)

Therefore, using (A.36), (A.34) becomes

∂ŜEFT

∂rc
=

d

drc
ŜEFT(rc, J(rc)) +

d−∆

rc

∫
ddx
√
γOJ . (A.37)

We can simplify more because we know that d
drc
ŜEFT = −H. Thus

∂ŜEFT(rc, J)

∂rc
= −H[r∆−d

c J,−rd−∆
c

√
γO] + d−∆

rc

∫
ddx
√
γJO . (A.38)
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Appendix B

AdS3 Gravity

B.1 Gravitational trace flow equation

We write the three-dimensional line element in a coordinate system such that

ds2 = dρ2 + hij(x, ρ)dx
idxj (B.1)

so that the extrinsic curvature is

Kij =
1

2
∂ρhij . (B.2)

The action for pure AdS3 gravity after integration by parts is

I = − 1

16πG

∫

M3

d3x
√
g (R + 2)− 1

8πG

∫

∂M3

d2x
√
h (K − 1) , (B.3)

where we choose our boundary action to have a well-defined variational principle to have

Dirichlet boundary conditions on the metric.

Hence, the vacuum Einstein equations

Rµν −
1

2
Rgµν − gµν = 0 (B.4)

in the coordinate system (B.1) become

Ei
j = −∂ρ

(
Ki
j − δijK

)
−KKi

j +
1

2
δij
[
KmnKmn +K2

]
− δij = 0 ,

Eρ
j = ∇i (Kij −Khij) = 0 ,

Eρ
ρ = −1

2
R(2) +

1

2

[
K2 −KijKij

]
− 1 = 0 .

(B.5)
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The on-shell variation of the gravitational action with respect to the boundary metric is the

stress tensor

Tij =
4π√
h

δIon-shell
δhij

=
1

4G
(Kij −Khij + hij) .

(B.6)

The trace is

T ii = hijTij

=
1

4G

(
hijKij − hijhijK + hijh

ij
)

=
1

4G
(K − 2K + 2)

=
1

4G
(2−K)

(B.7)

and the TT operator is

TT =
1

8

(
T ijTij − (T ii )

2
)
, (B.8)

where

T ijTij =
1

16G2

(
Kij −Khij + hij

)
(Kij −Khij + hij)

=
1

16G2

(
KijKij −KKijhij +Kijgij −KhijKij

+K2hijgij −Khijhij + hijKij −Khijhij + hijhij

)

=
1

16G2

(
KijKij −K2 +K −K2 + 2K2 − 2K +K − 2K + 2

)

=
1

16G2

(
KijKij − 2K + 2

)
.

(B.9)

From the radial Einstein equation Eρ
ρ = 0 in (B.5), we have

Eρ
ρ : −1

2
R(2) +

1

2

[
K2 −KijKij

]
− 1 = 0 =⇒ KijKij = K2 −R(2) − 2 (B.10)

so (B.9) becomes

T ijTij =
1

16G2

(
K2 −R(2) − 2− 2K + 2

)

=
1

16G2

(
K2 −R(2) − 2K

)
.

(B.11)

Finally, the trace squared is

(T ii )
2 =

1

16G2

(
K2 − 4K + 4

)
. (B.12)
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The AdS3 TT operator is defined as

TT =
1

8

([
1

16G2

(
K2 −R(2) − 2K

)]
−
[

1

16G2

(
K2 − 4K + 4

)])

= − R(2)

128G2
+
K − 2

64G2

= − R(2)

128G2
− 1

16G
T ii .

(B.13)

Thus, the AdS3 trace flow equation is

T ii = −16GTT −
1

8G
R(2)

= −4πλTT − c

12
R(2) .

(B.14)

For a flat boundary metric R(2) = 0

T ii = −16GTT (B.15)

and comparing to Zamolodchikov’s trace flow equation for deforming a CFT, T ii = −4πλT T̄ ,
we find

λ =
4G

π
(B.16)

in this set of conventions.

As a quick check, if our metric is conformal hij = e2ρhij then

Kij = gij, KijKij = hijhij = 2, K = hijKij = 2, R(2) = 0 (B.17)

implying that T ii = −16GTT = 0, which is expected that the trace of the stress tensor

vanishes.

B.1.1 dS3 trace flow

The action for pure dS3 gravity is

I = − 1

16πG

∫

M

d3x
√
g (R− 2)− 1

8πG

∫

∂M

d2x
√
h (K − 1) (B.18)

and the stress tensor is the same as AdS3 (B.6). The only part of this analysis that changes

is the vacuum Einstein equations

Rµν −
1

2
Rgµν + gµν = 0 (B.19)
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in the coordinates (B.1)

Ei
j = −∂ρ

(
Ki
j − δijK

)
−KKi

j +
1

2
δij
[
KmnKmn +K2

]
+ δij = 0 ,

Eρ
j = ∇i (Kij −Khij) = 0 ,

Eρ
ρ = −1

2
R(2) +

1

2

[
K2 −KijKij

]
+ 1 = 0 .

(B.20)

As we saw from AdS3, we will need the Eρ
ρ equation

Eρ
ρ : −1

2
R(2) +

1

2

[
K2 −KijKij

]
+ 1 = 0 =⇒ KijKij = K2 −R(2) + 2 . (B.21)

Therefore

T ijTij =
1

16G2

(
K2 −R(2) + 2− 2K + 2

)

=
1

16G2

(
K2 −R(2) − 2K + 4

)
.

(B.22)

Therefore, the dS3 TT operator is defined as

TT =
1

8

([
1

16G2

(
K2 −R(2) − 2K + 4

)]
−
[

1

16G2

(
K2 − 4K + 4

)])

= − R(2)

128G2
+

K

64G2

= − R(2)

128G2
+

1− 2GT ii
32G2

= − R(2)

128G2
− 1

16G
T ii +

1

32G2
.

(B.23)

Therefore, the dS3 trace flow equation is

T ii = −16GTT −
1

8G
R(2) +

1

2G

= −4πλTT − c

12
R(2) +

2

πλ
,

(B.24)

which differs from the AdS3 flow equation (B.14) by an additive constant 2
πλ
.

B.2 The Chern-Simons action with a cutoff spherical boundary

and the Weyl anomaly

The maximally symmetric solution to the 3d Einstein equations with a negative cosmological

constant in the Euclidean signature has the topology of a solid sphere. Its metric can be
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written as

ds2 = dη2 + sinh2 η dΩ2
2 , (B.25)

where η ≥ 0 and dΩ2
2 = dθ2 + sin2 θ dφ2 is the metric of the S2 conformal boundary. In this

section, we calculate the classical action of this geometry using both the metric and Chern-

Simons language and show how the Weyl anomaly emerges. Our analysis differs from that of

[58], where the Weyl anomaly appeared as a logarithmic divergence of the boundary action

near the poles. Instead, we work with two coordinate patches and see the Weyl anomaly

that appears from the nontrivial relation between the gauge connections on each patch.

B.2.1 Metric calculation

The on-shell value of the Einstein-Hilbert action (2.4) can be calculated using R = 6Λ = −6

IEH = − 1

8G

∫ ηc

0

dη (−4 sinh2 η) = − 1

4G
(2ηc − sinh 2ηc) . (B.26)

To calculate the boundary action in (2.7), we first relate η to the Fefferman–Graham coordi-

nate r defined in (2.6) by 2η = − ln r. Observing that K = 1
2
gij∂ηgij, and

√
det gijR(gij) =

2 sin θ, we obtain

Ibndy = −
1

2G

[
sinh2 ηc(2 coth ηc − 1)

]
+

ηc
2G

. (B.27)

As expected, both the exponential and the linear divergences in ηc cancel with IEH

I = IEH + Ibndy = −
1

4G
(1− e−2ηc) . (B.28)

The term linear in ηc is logarithmic in rc and cannot be canceled by adding to the action a

covariant local boundary term. Instead, we use the second term in (2.7), which is proportional

to ηc times the Ricci curvature of the boundary. This term is not covariant since it depends

explicitly on the coordinate value ηc. Indeed, this term signals the presence of a Weyl

anomaly in the CFT and manifests itself on the gravity side as the absence of diffeomorphism

invariance.

391



B.2.2 Chern-Simons calculation

In the previous section, it was not necessary to choose explicit coordinates on the boundary

two-sphere to do this calculation. Indeed, the action only depended on its overall area. The

fact that S2 cannot be covered in a single coordinate patch did not pose any problems. We

need to face this issue to do the analogous Chern-Simons calculation.

B.2.2.1 Stereographic projection

It is possible to cover the whole sphere except for one point using stereographic projection.

We define the complex coordinate

zS = cot

(
θ

2

)
eiφ , (B.29)

which is regular everywhere but the north pole at θ = 0 and in terms of which two-sphere

metric is

dΩ2
2 =

4dzS dzS
(1 + zSzS)2

. (B.30)

Similarly, we can cover all but the south pole using

zN = z−1
S = tan

(
θ

2

)
e−iφ , (B.31)

which gives the same metric as before and is related to zS by a rotation of the sphere that

maps the north to the south pole: (θ, φ)→ (π−θ,−φ). We can choose a local Lorentz frame

for which the associated zweibein and spin connection, which has only a single component

in two dimensions, are 1

e+S,N = − i dz

1 + zz
, e−S,N = − i dz

1 + zz
, ωS,N = −z dz − z dz

1 + zz
, (B.33)

1In Euclidean signature, the flatness condition (2.110) contains additional minus signs,

de+ + ω ∧ e+ = de− − ω ∧ e− = 0 . (B.32)

This can be traced back to the minus sign in the Lorentzian identity ϵµνρϵ
µστ = −δστνρ , whereas that minus

sign is absent in Euclidean signature.
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where z is either zS or zN. In terms of the original variables, this gives

e+S =
1

2
eiφ(idθ + sin θ dφ) , e+N = −1

2
e−iφ(idθ + sin θ dφ) ,

e−S =
1

2
e−iφ(idθ − sin θ dφ) , e−N = −1

2
eiφ(idθ − sin θ dφ) ,

ωS = 2i cos2
(
θ
2

)
dφ , ωN = −2i sin2

(
θ
2

)
dφ . (B.34)

Using these coordinates, the 3-dimensional Chern-Simons gauge connections on each

patch are

A = (ω + dη)L0 + eηe+L1 − e−ηe−L−1 ,

A = (ω − dη)L0 + e−ηe+L1 − eηe−L−1 . (B.35)

B.2.2.2 Action

We are now ready to calculate the on-shell action in the Chern-Simons language. The

total action consists of two terms, the Einstein-Hilbert bulk action (2.4) and the boundary

contribution (2.7).

Starting with the Einstein-Hilbert action, we can rewrite it in terms of Chern-Simons

gauge connections as follows 2

IEH = − 1

16πG

∫

M3

d3x
√
g(R− 2Λ) (B.36)

= − ik
4π

∫

M3

Tr(A ∧ dA+ 2
3
A3) +

ik

4π

∫

M3

Tr(A ∧ dA+ 2
3
A

3
) +

ik

4π

∫

M3

d(TrA ∧ A) ,

where k = 1/4G. We will split up the integral over the manifoldM3 into a contribution from

AdSN and AdSS as depicted in figure B.1. To evaluate the first term, we can use the explicit

form of the gauge potentials (B.35)

ICS[A] = −
ik

8π

∫ ηc

0

dη

(∫

AdSS

dωS +

∫

AdSN

dωN

)
= −k

2
ηc . (B.37)

2There is an additional factor of i in the relation between these actions because we now work in Euclidean
signature. We will not change the gauge group with respect to the main text but include factors of i in the
gauge connections.
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ηc

AdSS

AdSN

D

S2
S

S2
N

E

Figure B.1: Global Euclidean AdS3 and its different components and boundaries. The bulk

of AdS3 is composed of two patches, AdSS and AdSN, whose boundaries at ηc are the southern

and a northern hemisphere S2
S and S2

N, respectively. The bulk components are separated by

an equatorial disk D, while the boundary hemispheres touch the equator E.

One can check that the result does not depend on the location of the disk D, which separates

the two patches, as long as it does not cross either of the poles. The second term in (B.36)

yields the same contribution, −ICS[A] = −k
2
ηc. The total derivative in the third term of

(B.36) will contribute not only on the cutoff boundary S2 = S2
S ∪ S2

N at ηc but also on the

internal boundary D that separates northern from the southern hemisphere,

ik

4π

∫

M3

d(TrA ∧ A) = ik

4π

∫

S2

TrA ∧ A− ik

4π

∫

D

Tr(AN ∧ AN − AS ∧ AS) . (B.38)

The signs are fixed by comparing the volume form in the bulk, which we took ∝ dη∧dθ∧dφ,
with the one on S2 that we choose ∝ dθ ∧ dφ and on the disk D which we fix to be

∝ dη∧dφ. There is an additional sign for AS∧AS coming from the outward-pointing normal

nidx
i = −dθ. Calculate from (B.35) that TrA∧A = dη ∧ ω + 2 sinh(2η)e+ ∧ e− and pulling

this back to each of the boundaries, we find

ik

4π

∫

M3

d(TrA ∧ A) = − ik
2π

sinh(2ηc)

∫

S2

i

2
sin θ dθ ∧ dϕ+

ik

4π

∫

D

2idη ∧ dφ

= k sinh(2ηc)− k ηc . (B.39)

Altogether, we find

IEH = −k(2ηc − sinh(2ηc)) , (B.40)
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which agrees with the metric calculation (B.26).

What remains to be calculated is the boundary action Ibndy (2.7) on the S2 boundary

of M . We explain in appendix B.5 how to express the extrinsic curvature in terms of the

Chern-Simons gauge connections. In Euclidean signature, the result reads

Ibndy = −
k

2π

∫

S2

d2x
√

det gij(∂an
a − 1)− ik

2π

∫

S2

Tr(A ∧ A) . (B.41)

In the case of interest, ∂an
a vanishes, and we choose a gauge for which the L0 component

of the gauge connections is normal to the boundary, and the other components are parallel.

The action then simplified to

Ibndy = −
ik

4π

∫

S2

Tr
[
2A ∧ A− L0(A− A) ∧ (A− A)

]
. (B.42)

The first term was already calculated in (B.38). Indeed, it adds up with (B.42) to give

the boundary contribution given in (2.100). The second one only depends on the boundary

frame field,

Ibndy = −2k[sinh(2ηc)− sinh2(ηc)] , (B.43)

which agrees with (B.27).

B.3 Chern-Simons action as a boundary term

To reduce the action to a boundary term, we start by implementing the space-time split

(2.118) and making use of the constraints F̃ = F̃ = 0. Here

S[A,A] =
k

4π

∫

M3

Tr
[
Ã ∧ dt ∧ ∂tÃ− Ã ∧ dt ∧ ∂tÃ

]

+
k

4π

∫

M3

Tr
[
−d̃
(
Ã ∧ Atdt

)
+ d̃

(
Ã ∧ Atdt

)]
+ Ibndy .

(B.44)

The second line of (B.44) involves boundary terms that can easily be evaluated in terms of

(g, g). The first line is a bulk term which, when evaluated on the flat connections (2.121),

reads

k

4π

∫

M3

Tr
[
Ã ∧ dt ∧ ∂tÃ

]
=

k

4π

∫

M3

Tr

[
−1

3

(
g−1dg

)3 − d̃
(
g−1∂tg ∧ g−1d̃g

)]
, (B.45)
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and similarly for the barred connections. The second term on the right-hand side of (B.45) is

already a boundary term. The first term is a Wess-Zumino term, which becomes a boundary

term once an explicit parametrization for the group element g is chosen. For the Gauss

parametrization (2.122), one finds

k

4π

∫

M3

Tr

[
−1

3

(
g−1dg

)3
]
= − k

4π

∫

∂M3

λ2 ∧ dΨ ∧ dF . (B.46)

Combining equations (B.46), (B.45), and (B.44) yields an expression for the full action

written as a boundary term. Its expression as a functional of the Gauss parameters has been

written in the main text in equation (2.125).

B.4 Relation between Chern-Simons theory at finite cutoff and

coupling to topological gravity

The objective of this appendix is to connect the ideas of AdS3 gravity with a finite cutoff

and the TT deformation of a conformal field theory as described by coupling to topological

gravity; see [87, 382, 388, 389] for relevant background. In this appendix, we follow the

conventions in [389], with gij = δabe
a
i e
b
j.

The topological gravity formulation is based on the observation that the TT flow equation

for the deformed action
dIλTT

dλTT
= −1

4

∫
d2x
√
gdetT ij (B.47)

can be solved by defining an action with auxiliary fields that will be integrated out. In

particular, we define

IλTT
= Igrav[ẽai, e

a
i ] + I0[e

a
i , ψ] , (B.48)

where ψ and ẽai are the original matter fields and veilbein in the undeformed theory, and eai

is the vielbein of the deformed theory. The action I0 is the undeformed action, while the

topological gravity action reads

Igrav =
1

4π2λTT

∫

∂M3

d2x ϵijϵab(e− ẽ)ai (e− ẽ)bj . (B.49)
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In this appendix we take |ϵij| = |ϵab| = 1 and also write e = det eai . To obtain the action for

the fields ψ coupled to the background vielbein e, the prescription is to path integrate over

ẽai , which in the classical limit can be performed by extremizing (B.48) with respect to ẽ.

An important ingredient is the stress tensor of the deformed theory,

T ia =
2π

e

δIλTT

δeai
= − 1

πλTT
ϵijϵab(ẽ

b
j − ebj) . (B.50)

As we will see momentarily, this formula will be recovered from the boundary conditions

imposed on Chern-Simons connections at a finite radial cutoff.

In section 2.4.4, we reduced the Chern-Simons action to a boundary action depending

on Gauss parameters (λ, λ,Ψ,Ψ, F, F ). Boundary conditions (2.124) and (2.123) can be

thought of as providing solutions for (λ, λ,Ψ,Ψ) in terms of F and F . The resulting action

is then a functional of F and F . However, in practice, this procedure cannot be carried

out analytically. Having noted this limitation, the boundary conditions equations have a

beautiful interpretation: they coincide with (B.50).

To see this, we compute the boundary stress tensor

T ia ≡
2π

e

δI

δeai
(B.51)

in terms of the Gauss parameters. The time components read

T t+ = − k

rce

(
Ψ′ + λ2Ψ2F ′ + 2Ψ

λ′

λ

)
, T t− =

k

rce

(
Ψ

′
+ λ

2
Ψ

2
F

′
+ 2Ψ

λ
′

λ

)
. (B.52)

Using these formulas, the differential equations imposed by the boundary conditions (2.124)

can be written as

e+x − λ2F ′ +
rc
k
ϵxiϵ

+aT ia =0 ,

e−x − λ
2
F

′
+
rc
k
ϵxiϵ

−aT ia =0 .
(B.53)

These are precisely the spatial components of equation (B.50) upon making the identification

λ2 =
ẽ+x
F ′ , λ

2
=
ẽ−x

F
′ , (B.54)
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and
rc
k

= πλTT , or rc =
π

6
λTT c . (B.55)

Formulas (B.53) only capture the definition of the time components of the deformed stress

tensor. The space components in terms of the connections (2.103) read explicitly

T x− =− 1

ẽ

k

rc
A

+

t |rc = −
1

ẽ

k

rc
f+
t ,

T x+ =
1

ẽ

k

rc
A−
t |rc =

1

ẽ

k

rc
f−
t .

(B.56)

The time components of the connections must obey the boundary condition (2.105), which

we repeat here

(E − f)±t |rc = ±e±t . (B.57)

We can think of this boundary condition as fixing E± in terms of the fixed boundary vielbein

e and the one-forms f±, which remain unfixed. Even though the time components of f±

remain unfixed, they do not appear explicitly in the reduced action, given that the time

components of the connection are Lagrange multipliers. However, a physical meaning can

be attributed to f±
t . For this, we introduce the time components of an undeformed vielbein

ẽ±t and relabel as follows

f±
t = ẽ±t − e±t . (B.58)

The holographic stress tensor formula can then be recast in terms of ẽ±t instead of f±
t . The

result is

e+t − ẽ+t +
rc
k
ϵtiϵ

+aT̃ ia =0 ,

e−t − ẽ−t +
rc
k
ϵtiϵ

−aT̃ ia =0 .
(B.59)

These are precisely the time components of the definition of the deformed stress tensor in

a TT deformed theory. In summary, we conclude that the Dirichlet boundary conditions

imposed at r = rc together with the definition of the holographic stress tensor have a nice

interpretation in the context of a theory deformed by a coupling to topological gravity. This

is achieved by identifying our Gauss parameters λ and λ with the space components of an

undeformed zweibein ẽ± as written in (B.54), as well as identifying the time components of
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f± with the time components of such zweibein as written in (B.58). The fixed zweibein e at

r = rc plays the role of the deformed zweibein.

The connection between Chern-Simons theory with finite cutoff and TT -deformed CFT

is even more apparent at the level of the action. Evaluating the action in terms of F , F ,

and the zweibein ẽ± introduced here as a relabeling of λ, λ, and f±
t , we find

I[F, F , ẽ±; e] = I0[F, F ; ẽ
±] + Igrav + Iextra . (B.60)

The first term is the Wick rotated action (2.125) we found in the main text when studying

the reduced action of AdS3 gravity with a curved background at r = 0. The second term is

a coupling between e and ẽ. Explicitly,

Igrav =
1

16πGrc

∫

∂M3

d2x ϵijϵab (e− ẽ)ai (e− ẽ)
b
j . (B.61)

This matches the topological coupling (B.48) introduced above as a mechanism to deform

the original theory by the TT operator. The last term in (B.60) reads

Iextra =
1

16πG

∫

∂M3

d2x det(e)
(ω̃x(e)− ωx(ẽ))2

ẽ+x ẽ
−
x

. (B.62)

We now show that this term vanishes on-shell, which does not affect the value of the deformed

stress tensor. We do so by computing the flatness equations of the Chern-Simons theory at

the cutoff boundary r = rc. We relabel the parameters λ, λ by introducing the space

components of an undeformed zweibein ẽx, as explained in formulas (B.54). We also relabel

f±
t in terms of ẽt as written in (B.58). We therefore expect the on-shell conditions at r = rc

to involve the zweibeins ẽ and e, the functions F and F , and the spin connection at the

Dirichlet boundary ω.

Interestingly, when using the boundary conditions (2.124), the field strength components

do not depend on F and F explicitly. They involve exclusively ẽ, e, and ω. Explicitly, the
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components of the field strength are evaluated to the following:

Tr
[
(F − F̄)xtL∓1

]
=
(
e± ∧ ω ± de±

)
tx
,

−Tr
[
F̄xtL1

]
=
(
ẽ− ∧ ω − dẽ−

)
tx
,

Tr [FxtL−1] =
(
ẽ+ ∧ ω + dẽ+

)
tx
,

2rcTr [FxtL0] =
(
2ẽ+ ∧ (e− − ẽ−)− dω

)
tx
,

2rcTr
[
F̄xtL0

]
=
(
2ẽ− ∧ (e+ − ẽ+)− dω

)
tx
.

(B.63)

An important feature of the first three lines in formulas (B.63) is that on-shell, the zweibein

ẽ obeys the relation

ωx(e) ≡
1

e
ϵ̃ij∂iej,ae

a
x =

1

ẽ
ϵ̃ij∂iẽj,aẽ

a
x ≡ ωx(ẽ) . (B.64)

This implies (B.62) vanishing.

To summarize, in this appendix, we showed that Chern-Simons theory with curved cutoff

boundary can be understood on-shell as coupling the theory at an asymptotic boundary at

r = 0 to topological gravity. While conceptually satisfying, the action (B.48) is not very

practical for direct computation because the boundary conditions (2.124) cannot be solved

analytically.

B.5 Gibbons-Hawking-York term in Chern-Simons

Here, we will show how the Gibbons-Hawking-York (GHY) term can be written in terms of

the Chern-Simons variables A and A. As an intermediate step, we will first write this term

in terms of the vielbein and spin connection. Though the Chern-Simons description only

applies in 3 dimensions, translating from the metric to vielbein description is not simplified

in 3 dimensions, so we perform that portion of the calculation in arbitrary dimension.3

3Throughout this appendix we work in Euclidean signature, but to obtain the Lorentzian result it is
sufficient to negate the overall sign of (B.65) which propagates to negating the overall sign of the final
results, (B.68), (B.72), and (B.75).
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On a D = d+ 1 dimensional spacetime M , the GHY term is given by

Sbndy = −
1

16πG

∫

∂Md+1

2
√
hddxK , (B.65)

where h is the induced metric on the boundary, and K is the trace of the extrinsic curvature.

If n is the outward-pointing normal to ∂Md+1 normalized so nµnµ ≡ σ = ±1, then Kµν =

hλµ∇λnν . By writing the projection down to ∂Md+1 as hµν = δµν − σnµnν , we obtain the

identity

K = gµνKµν = ∇µnµ − σnµnν∇µnν . (B.66)

The final term here is equal to 1
2
σnν∇ν(n

µnµ), which is zero so long as we choose an extension

of nµ off ∂M which is everywhere normalized. We will assume here that we have chosen such

an extension.

Using lower-case Latin letters for flat Lorentz indices, we may write ∇µn
µ = ∇an

a =

eµa∇µn
a so

K = eµa
(
δab∂µ + ωaµb

)
nb

= ∂an
a + eµaω

a
µbn

b. (B.67)

The second term admits a nice coordinate-independent representation in terms of the vielbein

and spin connection, leading us to

Sbndy = −
1

16πG

∫

∂Md+1

2
√
hddx

(
eµaω

a
µbn

b + ∂an
a
)

= − 1

16πG

∫

∂Md+1

[
− 1

(d− 1)!
ϵabc2...cdω

ab ∧ ec2 ∧ · · · ∧ ecd + 2
√
hddx∂an

a

]
. (B.68)

To show this final equality, it is sufficient to note that ωab = eµcω
ab
µ e

c and the identity

∫

∂Md+1

ec ∧ ec2 ∧ · · · ∧ ecd =
∫

∂Md+1

ndϵ
dcc2···cd

√
hddx (B.69)

which follows by antisymmetry of the wedge and the observation that ec ∧ ec2 ∧ · · · ∧ ecd

pulled back to the boundary should annihilate the normal to the boundary.

The ϵabc2...cdω
ab ∧ ec2 ∧ . . . ∧ ecd term in Sbndy has a relatively simple form, but to obtain

this in the way we have here is non-trivial. Instead, we could have motivated it by starting
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from the first-order vielbein formulation of gravity, for example, [390], in which we write the

bulk portion of the action as

Sbulk = −
1

16πG

∫

Md+1

ϵabc2...cd
(d− 1)!

(
Rab − 2Λ

d(d+ 1)
ea ∧ eb

)
∧ ec2 ∧ · · · ∧ ecd , (B.70)

where Rab ≡ dωab + ωac ∧ ωcb. This is identically equal to the usual Einstein-Hilbert action.

This form makes it clear that the only derivative appears in the curvature, so upon variation,

the boundary term is given by

θ = − 1

16πG

ϵabc2...cd
(d− 1)!

δωab ∧ ec2 ∧ · · · ∧ ecd (B.71)

which is compatible with Dirichlet boundary conditions on the spin connection, not the

metric or vielbein. To make the variational principle compatible with Dirichlet boundary

condition on the vielbein, it would be sufficient to add a term like ∼ ϵabc2...cdω
ab∧ec2∧. . .∧ecd ,

which is precisely the coordinate-independent term we found in our calculation of the GHY

boundary term. The remaining term ∼ ∂an
a is also compatible with Dirichlet boundary

conditions on the vielbein because its variation can be shown to be independent of the

normal derivatives of δna, which could, in principle, have state dependence through the flat

index.

Specializing now to D = 3, the boundary action (B.68) becomes

Sbndy = −
1

16πG

∫

∂M3

[
−ϵabcωab ∧ ec + 2

√
hd2x∂an

a
]

(B.72)

so upon writing ωa =
1
2
ϵabcω

bc and converting to the Chern-Simons connections

Aa = ωa + ea, A
a
= ωa − ea , (B.73)

we find

−ϵabcωab ∧ ec = 2Tr(A ∧ A) . (B.74)

Hence, the GHY term in the Chern-Simons variables may be written

Sbndy = −
1

16πG

∫

∂M3

[
2Tr(A ∧ A) + 2

√
hd2x∂an

a
]
. (B.75)
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It should also be noted that when transforming the bulk action into Chern-Simons variables,

another factor of Tr(A∧A) appears from a total derivative in the bulk action. The boundary

action presented here is only equal to the GHY part and does not include this additional

contribution.

B.6 Integrals

In this appendix, we review how to perform the integrals which appear in our loop com-

putations. Starting in section B.6.1, we review how to perform a slight generalization of

the entire class of integrals that appear in our one-loop calculations. In section B.6.2, we

demonstrate how to perform a class of Fourier transform within dimensionally-regularized

integrals. Section B.6.3 displays the details of the two-loop self-energy calculation, since this

integral cannot be reduced to the integrals that appear in the one-loop calculations. Finally,

in section B.6.4, we perform an example calculation showing how a perturbative calculation

using the propagator (2.150) relates to the calculation from the covariant rule (2.151).

B.6.1 Relevant one-loop integrals

Here, we review how to perform some of the integrals that appear in one-loop calculations,

which take the generic form

In,m(r; ∆) ≡
∫

ddk

(2π)d
(kz)

n(kz)
m

[k2 +∆]r
. (B.76)

In the process, we will also review how to perform some other standard integrals in dimen-

sional regularization.

We understand the numerator of the integrand in (B.76) as a particular tensor product

of momenta components, much like
∫

ddk

(2π)d
kµkν

[k2 +∆]r
∝ δµν (B.77)

or its generalization to an arbitrary product of components in the numerator. With this in

mind, we will think of the d-dimensional domain of integration as containing a 2-dimensional
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subspace on which we choose the complex coordinates kz and kz. As a result, the d-

dimensional inner product will be given by p · q = 2(pzqz + pzqz) + p⊥ · q⊥ where p⊥ and q⊥

are the components of p and q orthogonal to the two-dimensional subspace we have singled

out.

This setup allows us to produce a generating function for the integrals In,m by first noting

the identity

(kz)
n(kz)

m

[k2 + 2p · k +∆]r

=
Γ(1− r)

Γ(n+m− r + 1)

(
1

4

∂

∂pz

)n(
1

4

∂

∂pz

)m
1

[k2 + 2p · k +∆]r−n−m

(B.78)

and writing

In,m(r; ∆)

=
Γ(1− r)

Γ(n+m− r + 1)

(
1

4

∂

∂pz

)n(
1

4

∂

∂pz

)m ∫
ddk

(2π)d
1

[k2 + 2p · k +∆]r−n−m

∣∣∣∣∣
pz ,pz=0

=
Γ(1− r)

Γ(n+m− r + 1)

(
1

4

∂

∂pz

)n(
1

4

∂

∂pz

)m
I0,0(r − n−m; ∆− p2)

∣∣∣∣∣
pz ,pz=0

(B.79)

so we can generate all the In,m in terms of I0,0 and its derivatives.

To perform the integral I0,0 we write

I0,0(r; ∆) =

∫
ddk

(2π)d
1

(k2 +∆)r

=

∫
ddk

(2π)d
1

Γ(r)

∫ ∞

0

dxxr−1e−x(k
2+∆)

=
1

(4π)
d
2

∆
d
2
−r

Γ(r)
Γ

(
r − d

2

)
, (B.80)

where in the second line, we have used the identity

1

αz
=

1

Γ(z)

∫ ∞

0

dxxz−1e−αx (B.81)

and then finally performed the remaining Gaussian integral in k, identifying the remaining

integral over x as being the gamma function.
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Putting everything together, we find

In,m(r; ∆) =
Γ
(
r − 2n− d

2

)

(4π)
d
2Γ(r)

(
1

4

∂

∂pz

)n(
1

4

∂

∂pz

)m
(∆− 4pzpz)

d
2
−r+2n

∣∣∣∣∣
pz ,pz=0

. (B.82)

From this generating function, we can also note that only rotationally invariant integrands

will be nonzero. That is, In,m ∝ δn,m.

Since many of our diagrams have two propagators carrying momenta, the special case

In,n(2;∆) will be particularly important. These integrals can always be put into the form

In,n(2;∆) =
Z2,n

(4π)
d
2

Γ

(
2− d

2

)
∆

d
2
+n−2 , (B.83)

where the coefficients Z2,n depend only on d and n. The first few of these coefficients are

given by

Z2,0 = 1, Z2,1 =
1

2(2− d) , Z2,2 = −
1

2d(2− d) , Z2,3 =
3

4d(2− d)(2 + d)
. (B.84)

The above integral allows us to perform all one-loop integrations in section 2.5.

B.6.2 Fourier transform identities

We have also found it useful to compute the Fourier transform in d dimensions of functions

with the form kmz k
n
z (k

2)s, which we find to be

Rs
m,n(x) ≡

∫
ddk

(2π)d
eik·x(k2)skmz k

n
z

= (−i)m+n 4s

πd/2
Γ
(
s+ d

2

)

Γ(−s) ∂mz ∂
n
z (zz + x2⊥)

−s−d/2. (B.85)

To show this, we will take the same approach as we did for the one-loop integrals and obtain

a generating function for them. To this end, we first perform the Fourier transform

Rs
0,0(x) =

∫
ddk

(2π)d
eik·x(k2)s

=

∫
ddk

(2π)d
eik·x

1

Γ(−s)

∫ ∞

0

dαα−s−1e−αk
2

=
1

(4π)
d
2Γ(−s)

∫ ∞

0

dαα−s−1− d
2 e−

x·x
4α

=
4s

π
d
2

Γ
(
s+ d

2

)

Γ(−s)
1

(x · x)s+ d
2

, (B.86)
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where we have performed the Gaussian integral over k and reidentified the result as a Gamma

function after rescaling the integration variable to β = x·x
4α

.

With this, we complete our calculation by writing

Rs
m,n(x) =

(
1

i
∂z

)m(
1

i
∂z

)n ∫
ddk

(2π)d
eik·x(k2)s

=

(
1

i
∂z

)m(
1

i
∂z

)n
Rs

0,0(zz + x2⊥)

= (−i)m+n 4
s

π
d
2

Γ
(
s+ d

2

)

Γ(−s) ∂mz ∂
n
z (zz + x2⊥)

−s− d
2 , (B.87)

where we have assumed x to have raised index and introduced a shorthand in which the two

complex coordinates of x are denoted by z and z so x · x = zz + x2⊥. This establishes the

claimed form result of the Fourier transform.

By expanding Rs
m,n on both sides in a power series in s and matching terms, the expansion

(k2)s =
∞∑

ℓ=0

1

ℓ!
(ln k2)ℓsℓ (B.88)

allows us to generate the Fourier transform of functions with the form kmz k
n
z (ln k

2)ℓ as well.

Of particular note, in this thesis are the following special cases:

∫
d2k

(2π)2
eik·xknz k

m
z ln k2 =− (−1)n+m

2

π

Γ(m+ 1)Γ(n+ 1)

zn+1zm+1 ,

∫
d2k

(2π)2
eik·xknz k

m
z (ln k

2)2 =
2(−1)n+m

2

π

Γ(n+ 1)Γ(m+ 1)

zn+1zm+1

(
2γ −Hm −Hn + ln(zz)2

)
,

(B.89)

where γ = Γ′(1) is the Euler-Mascheroni constant and

Hn =
n∑

k=1

1

k
(B.90)

is the nth harmonic number. In particular, these two integrals (B.89) appear when writing

the stress tensor correlator (2.190) in position space.
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B.6.3 ⟨f ′(p)f ′(−p)⟩ propagator at two-loop order

In this appendix, we compute the following integral, which appears in the calculation of the

propagator at two-loop order

I =

∫
d2k

(2π)2

∫
d2k′

(2π)2
k2zk

′2
z (pz − kz − k′z)2

k2k′2(p− k − k′)2 . (B.91)

We start by using Feynman parameters to write (B.91) as

I =

∫
d2k

(2π)2

∫
d2k′

(2π)2
k2zk

′2
z (pz − kz − k′z)2

×
∫ 1

0

du

∫ 1−u

0

dv
Γ(3)

Γ(1)3
1

(uk2 + vk′2 + (1− u− v)(p− k − k′)2)3 .
(B.92)

We then change momentum variables, noting that

uk2 + vk′2 + (1− u− v)(p− k − k′)2 = αq2 + α′q′2 + γp2 , (B.93)

with

α = 1− v , α′ =
(u+ v)(1− v)− u2

1− v , γ =
uv(1− u− v)

(u+ v)(1− v)− u2 , (B.94)

and

q = k +
1− u− v
1− v (k′ − p) , q′ = k′ − u(1− u− v)

(u+ v)(1− v)− u2p . (B.95)

The change of momenta variables from k, k′ to q, q′ has a trivial Jacobian. To continue,

we convert the denominator to an exponential using a Schwinger parameter as in formula

(B.81). Explicitly,

1

(αq2 + α′q′2 + γp2)3
=

1

Γ(3)

∫ ∞

0

dU U2e−U(αq2+α′q′2+γp2) . (B.96)

We now have

I =

∫
d2q

(2π)2

∫
d2q′

(2π)2
k2zk

′2
z (p− k − k′)2z

×
∫ 1

0

du

∫ 1−u

0

dv

∫ ∞

0

dU U2e−U(αq2+α′q′2+γp2) ,

(B.97)

where in the first line k and k′ are understood to be functions of q and q′ using (B.95). The

momentum integrals are all Gaussian of the form
∫

d2q

(2π)2
qnz q

m
z e

−Uαq2 . (B.98)
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We perform these integrals via dimensional regularization. We start with the generating

function

G̃[p, C] =

∫
ddK

(2π)d
e−C(K2+2K·p) =

1

(4πC)
d
2

eCp
2

. (B.99)

Noting that

K · p = 2Kzpz + 2Kzpz + K⃗⊥ · p⃗⊥ , (B.100)

we conclude

[(−1
4C

∂pz

)n(−1
4C

∂pz

)m
G̃[p, C]

]

p=0

=

∫
ddK

(2π)d
Km
z K

n
z e

−CK2

. (B.101)

This allows us to compute the integrals (B.98) explicitly as a function of the dimension d.

Note in particular that this integral vanishes unless m = n, so the only formula we need is

[
1

(4C)n
∂npz∂

n
pz
G̃[p, C]

]

p=0

=

∫
ddK

(2π)d
(KzKz)

ne−CK
2

. (B.102)

After performing the Gaussian integrals, we find

I =

∫ 1

0

du

∫ 1−u

0

dv

∫ ∞

0

dU e−Uγp
2 p2zu

2v2(1− u− v)2
4(4π)d((u+ v)(1− v)− u2)4+ d

2

×
(
3U−d − 8(pzpz)U

1−d uv(1− u− v)
(u+ v)(1− v)− u2 + 4(pzpz)

2U2−d v2u2(1− u− v)2
((u+ v)(1− v)− u2)2

)
.

(B.103)

The integral over the Schwinger parameter U can now be performed trivially using the

formula ∫ ∞

0

dU Uxe−Uγp
2

=
Γ(1 + x)

(γp2)1+x
. (B.104)

Before performing the Feynman integrals, we expand around d = 2 + ϵ. We obtain

I =

∫ 1

0

du

∫ 1−u

0

dv
5

16π2

u3v3(1− u− v)3
((u+ v)(1− v)− u2)6pzp

3
z log p

2 + polynomial . (B.105)

Integration over Feynman parameters in Mathematica yields

I =
1

273π2
pzp

3
z log p

2 + polynomial , (B.106)

which is (2.180).
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B.6.4 Diagram with generalized propagator

Here, we provide further explanation regarding our choice of propagator, discussed below

(2.150). Consider the following family of propagators labeled by the parameter η,

⟨f ′(p)f ′(−p)⟩0 = 32πG

(
p2z
p2

+ η
pzpz
p2

)
, ⟨f ′

(p)f
′
(−p)⟩0 = 32πG

(
p2z
p2

+ η
pzpz
p2

)
. (B.107)

Direct inversion of the quadratic terms in the action gives η = 1, while in our computations,

we took η = 0, claiming that this amounted to a particular Lorentz invariant renormalization

scheme. To further illustrate this, we consider a typical diagram computed with general η.

In particular, consider the one-loop contribution to ⟨f ′f ′f
′
f
′⟩ in diagram (2.172). Using

the generalized propagator, the diagram is proportional to the following integral:

Iη =

∫
ddk

(2π)d
kz(ηkz + kz)

k2
(kz − pz)(kz + ηkz − pz − ηpz)

(k − p)2 (B.108)

which, using the integral (B.83), we compute as

Iη =
pzpz
8πε

+
pzpz
96π

(
6γ − 11 + 6 ln

(
p2

4π

))
+
p2z + p2z
48π

η +
pzpz
96π

η2 +O(ε) . (B.109)

The relevant observation is that the divergent and log parts of the integral are independent

of η. Furthermore, the η-dependent terms are purely polynomial in the momenta and all

terms which do not respect Lorentz invariance vanish if we take η to zero. So using a general

value for η corresponds to using a different (non-Lorentz invariant) renormalization scheme.

That is, if we chose a nonzero value of η, we should also include additional non-Lorentz

invariant counterterms to cancel off the non-Lorentz invariant polynomial terms in (B.109).

A simpler way to obtain the same final result is to set η = 0 at the outset. This feature

applies to all Feynman diagrams considered in this thesis.
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Appendix C

Supersymmetric Quantum Mechanics

C.1 Conventions

We outline our notation for the superspaces used in chapter 4. Although the main focus

of our analysis is on a supersymmetric quantum mechanics theory in (0 + 1)-dimensions,

we obtain some expressions for TT -type deformations by dimensionally reducing previous

results for (1 + 1)-dimensional supersymmetric theories. For this reason, we begin with an

overview of the conventions for N = (1, 1) supersymmetry in two spacetime dimensions

following [98].

We begin by discussing two-dimensional Lorentzian field theories. We assume that these

theories have coordinates (t, x). When we perform dimensional reduction, we assume that

the spatial coordinate x parameterizes a circle with some radius R so that x ∼ x+R.

It will often be convenient to change coordinates from (t, x) to light-cone coordinates:

x±± =
1√
2
(t± x) . (C.1)

Here, we have adopted the bi-spinor convention, where a vector index is written as a pair of

spinor indices. The derivatives with respect to the coordinates (C.1) are

∂±± =
1√
2
(∂t ± ∂x) , (C.2)

which satisfy

∂±±x
±± = 1 , ∂±±x

∓∓ = 0 . (C.3)
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Spinor indices, which are written with early Greek letters, are raised or lowered with the

epsilon tensor as

ψβ = ϵβαψ
α , (C.4)

where we take ϵ+− = 1 so ϵ−+ = −1, ϵ+− = −1, ϵ−+ = 1. For instance, this implies that:

ψ− = ψ+ , ψ+ = −ψ− . (C.5)

For two-dimensional theories with N = (1, 1) supersymmetry, we write the Grassmann

coordinates as θ±. The supercovariant derivatives with respect to these anticommuting

coordinates are

D± =
∂

∂θ±
+ θ±∂±± . (C.6)

These satisfy

D±D± = ∂±± , {D+, D−} = 0 . (C.7)

We will also be interested in discussing theories of supersymmetric quantum mechanics in

(0+1)-dimensions, so next, we describe how to perform this reduction and match conventions

between the two theories.

When we reduce from (1 + 1)-dimensional field theory to (0 + 1)-dimensional quantum

mechanics, we assume that all quantities are independent of the spatial direction x. Oper-

ationally, one can achieve this by setting ∂x ≡ 0 everywhere, which amounts to making the

replacement ∂±± = 1√
2
∂t. We will re-scale our time coordinate t to eliminate the factor of

1√
2
and instead write ∂±± = ∂t

We note that making this replacement leads to expressions that have unbalanced num-

bers of + and − indices, like D+ = ∂
∂θ+

+ θ+∂t. Although such an expression would not

exhibit the correct properties under Lorentz transformation in a (1+ 1)-dimensional theory,

in our reduced (0 + 1)-dimensional theory, there is no notion of spin nor Lorentz symme-

try. Performing the dimensional reduction in this way, therefore, yields a consistent set of

conventions.
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It will be convenient to write the superspace of the N = 2 supersymmetric quantum

mechanics theory in complex coordinates, which more closely matches the conventions in

the literature. We first Wick-rotate our time coordinate,1 sending t → it, so that the

supercovariant derivatives are

D± =
∂

∂θ±
− iθ±∂t . (C.8)

Next, we perform the change of variables

θ =
1√
2

(
θ+ − iθ−

)
, θ =

1√
2

(
θ+ + iθ−

)
, (C.9)

so that

D =
1√
2
(D+ + iD−) =

∂

∂θ
− iθ∂t , D =

1√
2
(D+ − iD−) =

∂

∂θ
− iθ∂t . (C.10)

The new supercovariant derivatives satisfy the canonical algebra

{D,D} = −2i∂t , (C.11)

with D2 = D2 = 0.

The rotation from real to complex Grassmann coordinates will introduce a factor of i in

the measure since

dθ dθ = i dθ+ dθ− , (C.12)

but this is compensated by the factor of i arising from the Wick rotation dt→ i dt.

Finally, in section 4.6, we briefly discuss the N = 1 version of our deformation.

In N = 1 superspace we have a single anticommuting coordinate θ, along with a corre-

sponding supercovariant derivative

D =
∂

∂θ
− iθ ∂

∂t
, (C.13)

which satisfies the algebra

{D,D} = −2i∂t . (C.14)

1We will be somewhat cavalier about real versus imaginary time. All formulas in 2d field theory will be
Lorentzian and involve real times t, but upon dimensional reduction to quantum mechanics, we eventually
rotate t→ it to match more common conventions. However, we continue to use the symbol t rather than τ
in this context for simplicity.
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C.2 Change of coordinates to complex supercharges

In this appendix, we carry out the change of variables to express our SUSY-QM deformation

f(Q+,Q−) of (4.80) in complex coordinates, ultimately arriving at the expression (4.81)

for f(Q,Q). This is a straightforward application of the change of variables described in

equations (C.9) - (C.11) of appendix C.1, but because it involves some on-shell manipulations,

we have moved the calculation to this appendix to avoid cluttering the main body.

We shift to complex supercovariant derivatives via

D =
1√
2
(D+ + iD−) , D =

1√
2
(D+ − iD−) , (C.15)

and similarly rotate the supercurrents via

Q =
1√
2
(Q− + iQ+) , Q =

1√
2
(Q− − iQ+) . (C.16)

Note that since Q± are fermionic, one has

QQ =
1

2

(
Q2

− − iQ−Q+ + iQ+Q− +Q2
+

)

= iQ+Q− . (C.17)

Next, we compute the supercovariant derivatives. The combination DQ is

DQ =
1

2
(D+ − iD−) (Q− + iQ+)

=
1

2

[
D+Q− + iD+Q+ − iD−Q− +D−Q+

]
, (C.18)

or after using the conservation equation D+Q−+D−Q+ = 0 and the on-shell condition that

D+Q+ = −D−Q−,

DQ = iD+Q+ . (C.19)

Likewise,

DQ =
1

2
(D+ + iD−) (Q− − iQ+)

=
1

2
(D+Q− − iD+Q+ + iD−Q− +D−Q+) , (C.20)
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and, again, this can be written on-shell as

DQ = −iD+Q+. (C.21)

Thus, we see that the new complex supercurrents satisfy the conservation equation DQ +

DQ = 0, since

DQ+DQ = iD+Q+ − iD+Q+ = 0 (C.22)

when the equations of motion are satisfied.

We now return to the expression f(Q+,Q−) defining our deformation, which can now be

written in terms of complex coordinates as

∫
dt dθ+ dθ−

Q+Q−
4λD+Q+ + 1

=

∫
dt dθ+ dθ−

−iQQ
−4iλDQ+ 1

. (C.23)

We would now like to eliminate the factors of i that have appeared in (C.23). One factor

arises from the change of measure via dθ dθ = i dθ+ dθ−. A second factor arises because, as

pointed out in the discussion below (4.94), there is a relative factor of i arising between the

natural expressions appearing in the Noether procedures which define Q,Q as opposed to

Q+,Q−. Therefore, to obtain an appropriate matching, we will rescale:

Q −→ −iQ , Q −→ −iQ . (C.24)

After incorporating these two factors, we find

∫
dt dθ+ dθ−f(Q+,Q−) =

∫
dt dθ dθ

QQ
−4λDQ+ 1

. (C.25)

Finally, we scale out an overall factor of 1
2
to write

f(Q+,Q−) ∼
QQ

1
2
− 2λDQ

≡ f(Q,Q) , (C.26)

where ∼ indicates proportionality on-shell (as we have used conservation equations to relate

D+Q+ to DQ). We chose to rescale by this prefactor to make the right side more closely

match (4.1). This is the form quoted in (4.81).
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C.3 Dimensional reduction without trace flow equation

As we have pointed out in the main body of this thesis, the deformation (4.1) is very conve-

nient for deforming quantum mechanical theories that descend from 2d CFTs via dimensional

reduction. However, for theories with potential, the trace flow equation (3.133) fails, and we

cannot use this expression for the reduced TT deformation. In this case, our only recourse

is to directly study the TT -deformed field theory in two dimensions, then compactify one

spatial direction on a circle and truncate to the lowest Fourier mode.

In this appendix, we will obtain the Hamiltonian for such a theory by first solving the 2d

flow equation and then performing the circle compactification only at the final step. Suppose

we begin with an undeformed Lagrangian

LE(λ = 0, ϕ) =
1

2
∂µϕ∂µϕ+ V (ϕ) , (C.27)

with a positive sign on the potential because we work in Euclidean signature for now. The

deformed Lagrangian at finite λ appears in equation (2.8) of [391] (see also [82]) as

LE(λ, ϕ) = −
1

2λ

(
1− 2λV (ϕ)

1− λV (ϕ)

)

+
1

2λ

√(
1− 2λV (ϕ)

1− λV (ϕ)

)2

+ 2λ

(
∂µϕ∂µϕ+ 2V (ϕ)

1− λV (ϕ)

)
. (C.28)

Again, here, the metric appearing in the ∂µϕ∂µϕ contraction is δµν because we are in Eu-

clidean signature. The prescription for rotating back to Minkowski signature is to multiply

the Lagrangian by an overall minus sign, then to invert the sign on the time derivative of ϕ,

giving

LM(λ, ϕ) =
1

2λ

(
1− 2λV (ϕ)

1− λV (ϕ)

)
− 1

2λ

√(
1− 2λV (ϕ)

1− λV (ϕ)

)2

+ 2λ

(
ϕ′2 − ϕ̇2 + 2V (ϕ)

1− λV (ϕ)

)
. (C.29)

Here we used ϕ̇ = ∂ϕ
∂t

and ϕ′ = ∂ϕ
∂x
. We can study the behavior of LM in a few limits:

LM(λ→ 0, ϕ) =
1

2
ϕ̇2 − 1

2
ϕ′2 − V (ϕ),

LM(λ, ϕ)
∣∣∣
ϕ̇=ϕ′=0

= − V (ϕ)

1− λV (ϕ)
,

LM(λ, ϕ)
∣∣∣
V (ϕ)=0

=
1

2λ

(
1−

√
1 + 2λ

(
ϕ′2 − ϕ̇2

))
=

1

2λ
+ LNambu-Goto . (C.30)
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To write this as a Hamiltonian, we will resort to Legendre transform. The conjugate mo-

mentum to ϕ is

Π =
∂L
∂ϕ̇

=
ϕ̇√

1− 2λ (1− λV (ϕ))
(
ϕ̇2 − ϕ′2

) . (C.31)

The relation (C.31) can be inverted to find

ϕ̇ = Π ·
√

1 + 2λ(1− λV (ϕ))ϕ′2

1 + 2λ(1− λV (ϕ))Π2
. (C.32)

The Hamiltonian is then defined by the Legendre transformation

H = Πϕ̇− L , (C.33)

after replacing all instances of ϕ̇ with Π using (C.32). This gives

H = ϕ′2·
√

1 + 2λ(1− λV (ϕ))Π2

1 + 2λ(1− λV (ϕ))ϕ′2 +
1

2λ(1− λV (ϕ))
·
√

1 + 2λ(1− λV (ϕ))Π2

1 + 2λ(1− λV (ϕ))ϕ′2

+
V (ϕ)

1− λV (ϕ)
− 1

2λ(1− λV (ϕ))
. (C.34)

The dependence on Π2 is masked by the terms involving square roots. Near λ = 0, (C.34) is

H =
1

2
Π2 +

1

2
ϕ′2 + V (ϕ) +O(λ) , (C.35)

which is the expected Hamiltonian for a scalar field with a potential.

Next, we would like to put the coordinate x on a circle of radius R, Fourier-expand

the x-dependence of ϕ(x, t), and integrate the Hamiltonian H over the circle to obtain a

quantum-mechanical Hamiltonian associated with the modes ϕ(n)(t). We expand ϕ(x, t) in

modes as

ϕ(x, t) =
∞∑

n=0

(
ϕ(n)
c (t) cos

(
2πn

R
x

)
+ ϕ(n)

s (t) sin

(
2πn

R
x

))
. (C.36)

Inserting (C.36) into (C.34) and integrating over the circle would, in principle, leave us

with a Hamiltonian for infinitely many interacting particles ϕ
(n)
c (t) and ϕ

(n)
s in quantum
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mechanics. Such an analysis seems intractable in general, so for simplicity, let us restrict to

the zero-momentum sector2

ϕ(x, t) ≡ ϕ(t) . (C.37)

This gives us a Hamiltonian

H =

√
1 + 2λ(1− λV (ϕ))Π2

2λ (1− λV (ϕ))
+

V (ϕ)

1− λV (ϕ)
− 1

2λ(1− λV (ϕ))
. (C.38)

For small λ, (C.38) looks like

H =
1

2
Π2 + V (ϕ) + λ

(
V (ϕ)2 − 1

4
Π4

)
+

1

4
λ2
(
4V (ϕ)3 +Π4V (ϕ) + Π6

)
+O(λ3) , (C.39)

The leading term is the usual Hamiltonian H = p2

2m
+V (ϕ) if we identify p = Π, m = 1. But

this usual Hamiltonian receives an infinite series of corrections, which affect both the kinetic

and potential terms (and mix them). The purely kinetic part of (C.38) reduces to

H
∣∣∣
V (ϕ)=0

=
−1 +

√
1 + 2λΠ2

2λ
, (C.40)

which is a (0 + 1)-dimensional analog of the Nambu-Goto action. If we alternatively set

Π = 0 and consider the pure potential piece, from (C.38) we find

H
∣∣∣
Π=0

=
V (ϕ)

1− λV (ϕ)
. (C.41)

This looks identical to the result of deforming a pure-potential Hamiltonian by the function

f(H) = H2, rather than the more complicated operator (4.1), which is equivalent to TT for

theories that descend from deformations of 2d CFTs. To be explicit, if we consider the flow

equation:

∂H

∂λ
= H2 , (C.42)

with initial condition H(0) = H0, then the solution is trivially

H(λ) =
H0

1− λH0

. (C.43)

2Restricting to the zero-momentum sector also allowed us to use the implicit solution (4.182) to the
inviscid Burgers’ equation, which was pointed out in [82].
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At low momentum, where the kinetic term can be neglected, and the undeformed Hamil-

tonian is approximately the pure potential H = V (ϕ), this is (C.41). In particular, the

Hamiltonian diverges when V (ϕ) = 1
λ
. This is purely a classical statement about the solu-

tion to an f(H)-type flow equation, which is not necessarily indicative of the structure of

the quantum theory.

However, the possible presence of poles is interesting and hints at a modification of the

vacuum structure of the theory. For the moment, we will allow ourselves to speculate about

the physical implications of the existence of such poles if, indeed, they persist at the quantum

level.

We mention a few explicit potentials by way of examples. For instance, suppose we begin

with the harmonic oscillator potential V0(ϕ) = m2ϕ2, where we take m = 1 for simplicity.

The potential deforms as follows:

-2 -1 1 2
ϕ

1

2

3

4

ϕ2

−→
-2 -1 1 2

ϕ

-6

-4

-2

2

4

ϕ2

1-ϕ2

(C.44)

It is very natural to ask what has happened to the basis of eigenfunctions after applying this

deformation. The undeformed potential is the usual harmonic oscillator, whose eigenstates

are Hermite polynomials. However, the deformed potential has infinite barriers at ϕ = ±1.
One might believe that there is a complete set of eigenfunctions for the deformed potential,

which are forced to vanish at ϕ = ±1. The regions |ϕ| > 1 seem to have been “cut off” from

the theory by applying this deformation.
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Another interesting case to consider is a linear potential V (ϕ) = ϕ.

-3 -2 -1 1 2 3
ϕ

-3

-2

-1

1

2

3

ϕ

−→ -3 -2 -1 1 2 3
ϕ

-4

-2

2

ϕ

1-ϕ

(C.45)

Now, the change is even more drastic: the undeformed linear potential had eigenstates, which

were Airy functions, but they were non-normalizable because the potential was unbounded

below. The deformation has now inserted a hard cutoff at ϕ = 1. To the left of this cutoff,

the potential is bounded below as V (ϕ) > −1. Has the TT deformation “cured” the non-

normalizability of the linear potential? If so, is there a relationship between the undeformed

eigenstates (Airy functions) and the eigenstates of the deformed potential?

For a third example, the double-well potential V (ϕ) = (1− ϕ2)
2
deforms as

-2 -1 1 2
ϕ

2

4

6

8

1-ϕ22

−→
-2 -1 1 2

ϕ

-10

-5

5

10

1-ϕ22

1- 1-ϕ22

(C.46)

Now, there is a pole at ϕ = 0, so the two wells have become separated by an infinite potential

barrier. Again, one might wonder what has happened to the Hilbert space. Is there still a

complete basis of eigenfunctions, but now localized to each of the disconnected wells?

The above examples are presented only in the context of ordinary quantum mechanics

without any supersymmetry. However, one might hope that the presence of some SUSY

might be useful in learning about the fate of the Hilbert space after such a deformation. For

instance, the spectrum of ground states in a supersymmetric theory exhibits a great deal

of structure, and one can extract data about it using index-like quantities. Is there some
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calculation in SUSY-QM theory that is sensitive to the fact that the two ground states in

the double well (C.46) may have been “cut off” from one another in the deformed theory?

It would be exciting to gain a better understanding of the Hilbert space of these deformed

quantum mechanics theories and to understand whether TT or f(Q,Q) indeed has effects

on the infrared structure of the kind described here.
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Appendix D

AdS3 with TT -Deformed Boundary Conditions

In section 6.4, we used several methods that have been developed for studying AdS3 gravity

with TT -deformed boundary conditions, both in the metric formalism [109] and in the Chern-

Simons formalism [112]. To make the present work self-contained, we review some aspects of

these methods in this appendix, which are also useful for our analysis of root-TT deformed

boundary conditions. We refer the reader to the original works for further details and to the

related work [110] for additional results in the Chern-Simons formalism.

D.1 Metric formalism

We recall that the modified metric γ
(λ)
αβ and stress tensor T

(λ)
αβ corresponding to a boundary

TT deformation satisfy (6.48) which was re-derived in the main text. By equating the

coefficients of the independent terms on both sides of this equation, one arrives at a set of

partial differential equations for the deformed quantities. These differential equations were

first analyzed in [392], where it was shown that they can be written as

∂γαβ
∂λ

= −2T̂αβ ,
∂T̂αβ
∂λ

= −T̂αγT̂βγ ,
∂(T̂αγT̂β

γ)

∂λ
= 0 . (D.1)

Here we have omitted the (λ) superscripts on γ
(λ)
αβ and T̂

(λ)
αβ = T

(λ)
αβ − γ

(λ)
αβ T

(λ)ρ
ρ .

The solutions of (D.1) are (6.6). In terms of the Fefferman-Graham quantities, the

deformed boundary metric and stress tensor are

γ
(λ)
αβ = g

(0)
αβ −

2λ

8πGℓ
g
(2)
αβ +

λ2

(8πGℓ)2
g(2)αρ g

(2)
σβ γ

(0)ρσ

= g
(0)
αβ − λg

(2)
αβ + λ2g

(4)
αβ ,

(D.2)
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and

T̂
(λ)
αβ = T̂

(0)
αβ − λT̂ (0)

αρ T̂
(0)
σβ γ

(0)ρσ

=
1

8πGℓ
g
(2)
αβ −

λ

(8πGℓ)2
g(2)αρ g

(2)
σβ g

(0)ρσ

=
1

2

(
g
(2)
αβ − 2λg

(4)
αβ

)
,

(D.3)

where we used (6.124) and work in conventions such that 4πGℓ = 1. For the bad sign of the

deformation parameter, these modified asymptotic boundary conditions can be interpreted

as Dirichlet boundary conditions at a finite radial coordinate ρc = − λ
4πGℓ

.1 Although we are

primarily interested in the good sign of the deformation, it is convenient to express various

quantities in terms of ρc. We have ρc < 0, and in this context, ρc cannot be interpreted as a

physical value of the coordinate ρ. Thus

γ
(λ)
αβ = g

(0)
αβ + ρcg

(2)
αβ + ρ2cg

(4)
αβ , T̂

(λ)
αβ =

1

2

(
g
(2)
αβ + 2ρcg

(4)
αβ

)
. (D.4)

Specializing to a Bañados geometry (6.128), the boundary metric in Fefferman-Graham

quantities is

γ
(λ)
αβ dx

α dxβ = du dv + ρc
(
L(u)du2 + L(v)dv2

)
+ ρ2cL(u)L(v)du dv . (D.5)

We express (D.5) as

γ
(λ)
αβ dx

α dxβ = dU dV , (D.6)

where (U, V ) are the undeformed coordinates

dU = du+ ρcL(v)dv, dV = dv + ρcL(u)du . (D.7)

In matrix form, we can define the state-dependent coordinate transformation in (D.7) and

its inverse as
 dU

dV


 =


 1 ρcL(v)

ρcL(u) 1




 du

dv


 ,


 du

dv


 =

1

1− ρ2cL(u)L(v)


 1 −ρcL(v)
−ρcL(u) 1




 dU

dV


 .

(D.8)

1One can see by straightforward algebra that the asymptotic conditions (D.2) are equivalent to fixing the

induced metric to be g
(0)
αβ at this value of ρc if λ < 0. Another way to determine the relation between the

bulk cutoff ρc and the TT coupling λ is using the trace flow equation Tα
α ∝ λdetTαβ [88, 108, 118].
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Using (D.8), we can write the boundary metric g
(0)
αβ in the (U, V ) coordinates

g
(0)
αβdx

α dxβ = du dv

=
(dU − ρcL(v)dV )(dV − ρcL(u)dU)

(1− ρ2cL(u)L(v))2
,

(D.9)

as well as the other Fefferman-Graham quantities:

g
(2)
αβdx

α dxβ = L(u)du2 + L(v)dv2

= L(u)
(

dU − ρcL(v)
1− ρ2cL(u)L(v)

)2

+ L(v)
(

dV − ρcL(v)
1− ρ2cL(u)L(v)

)2

=
(1 + ρ2cL(u)L(v))(L(u)dU2 + LdV 2)− 4ρcL(u)L(v)dU dV

(1− ρ2cLL(v))2
,

(D.10)

and

g
(4)
αβdx

α dxβ = L(u)L(v)du dv

= L(u)L(v)(dU − ρcL(v)dV )(dV − ρcL(u)dU)
(1− ρ2cL(u)L(v))2

.
(D.11)

Proving (D.11) is straightforward:

g
(4)
αβ =

1

4
g(2)αρ g

(2)
σβ g

(0)ρσ

=
1

4


 L(u) 0

0 L(v)




 0 2

2 0




 L(u) 0

0 L(v)




= L(u)L(v)g(0)αβ .

(D.12)

Substituting the expressions for g
(2)
αβ and g

(4)
αβ in (D.10) and (D.11) into the result (D.4) for

the trace-reversed deformed stress tensor T̂
(λ)
αβ , we find that

T̂
(λ)
αβ dx

α dxβ =
1

2

(
g
(2)
αβ + 2ρcg

(4)
αβ

)
dxα dxβ

=
L(u)dU2 + L(v)dV 2 − 2ρcL(u)L(v)dU dV

2(1− ρ2cL(u)L(v))
,

(D.13)

and trace-reversing to obtain the deformed stress tensor in the (U, V ) coordinates yields

T
(λ)
αβ dx

α dxβ =
L(u)dU2 + L(v)dV 2 + 2ρcL(u)L(v)dU dV

2(1− ρ2cL(u)L(v))
. (D.14)

It is straightforward to show that (D.14) obeys the TT trace flow equation and is conserved:

∂V T
(λ)
UU + ∂UT

(λ)
V U = ∂V T

(λ)
UV + ∂UT

(λ)
V V = 0 . (D.15)
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From this Fefferman-Graham analysis, we have therefore determined the deformed black

hole solutions for constant (L(u),L(v)) ≡ (Lλ,Lλ). In terms of the temporal and angular

coordinates ϕ and T , (D.14) becomes

T
(λ)
αβ dx

α dxβ

=
(Lλ + Lλ − 2ρcLλLλ)dT 2 + (Lλ + Lλ + 2ρcLλLλ)dϕ2 + 2(Lλ − Lλ)dϕ dT

2(1− ρ2cLλLλ)
,

(D.16)

where (U, V ) = (ϕ+ T, ϕ− T ). Therefore, in the (T, ϕ) coordinates and restoring factors of

4πGℓ, we find that the deformed energy and angular momentum are

Eλ =

∫ R

0

dϕ T
(λ)
TT =

R(Lλ + Lλ − 2ρcLλLλ)
8πGℓ(1− ρ2cLλLλ)

,

Jλ =

∫ R

0

dϕ T
(λ)
Tϕ =

R(Lλ − Lλ)
8πGℓ(1− ρ2cLλLλ)

.

(D.17)

The functions (Lλ,Lλ) are fixed in terms of (L0,L0) by equating the undeformed and de-

formed angular momenta and event horizon areas [109]. This is possible because the TT flow

preserves the boundary theory’s degeneracy of states, which implies that the horizon area of

the black hole is unchanged by the deformation. The angular momentum is holographically

dual to the momentum Pn of the state in the field theory, which is quantized in units of 1
R

and thus cannot flow with the deformation parameter because λ is continuous. We expect

that these two assumptions should hold for any stress tensor deformation of the boundary

field theory (including root-TT ) since any flow equation for the spectrum, which is driven

by a function of only energies and momenta will also preserve degeneracies.

We have already determined the angular momentum, so we now consider the horizon

areas. The event horizon in the Fefferman-Graham gauge is at

ρh =
1√
L0L0

, (D.18)

and (6.128) evaluated at (D.18) is

ds2|
ρh=(L0L0)

− 1
2
=
ℓ2L0L0

4
dρ2

+

(√
L0 −

√
L0

)2

dT 2 +

(√
L0 +

√
L0

)2

dϕ2 + 2
(
L0 − L0

)
dTdϕ .

(D.19)
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For the deformed black hole metric, substituting (D.9) - (D.11) into (6.128) evaluated at the

event horizon

ρh =
1√
LλLλ

, (D.20)

we obtain

ds2|
ρh=(LλLλ)

− 1
2
=
ℓ2LλLλ

4
dρ2

+

(√Lλ −
√
Lλ
)2
dT 2 +

(√Lλ +
√
Lλ
)2
dϕ2 + 2(Lλ − Lλ)dϕdT

(
1 + ρc

√
LλLλ

)2 ,

(D.21)

which has an event horizon area

A(λ) =

∫ R

0

dϕ
√
gϕϕ|ρh=(LλLλ)

− 1
2
= R

√Lλ +
√
Lλ

1 + ρc
√
LλLλ

. (D.22)

Equating the undeformed and deformed event horizon areas and angular momenta, we arrive

at the constraints for (Lλ,Lλ),

√
L0 +

√
L0 =

√Lλ +
√
Lλ

1 + ρc
√
LλLλ

, L0 − L0 =
Lλ − Lλ

1− ρ2cLλLλ
. (D.23)

The solution to (D.23) is

Lλ =
−(1+ρc(L0−L0))

√
ρ2c(L0−L0)

2−2ρc(L0+L0)+1+ρ2c(L0−L0)
2−2ρcL0+1

2ρ2cL0
,

Lλ =
−(1−ρc(L0−L0))

√
ρ2c(L0−L0)

2−2ρc(L0+L0)+1+ρ2c(L0−L0)
2−2ρcL0+1

2ρ2cL0
.

(D.24)

Substituting (D.24) into the energy equation (D.17), we arrive at the well-established TT -

deformed energy expressed in terms of the field theory energy E0 and momentum P0,

Eλ =
R

8πGℓρc

(
1−

√
1− 2ρc

(
L0 + L0

)
+ ρ2c

(
L0 − L0

)2
)

=
R

2λ

(√
1 +

4λE0

R
+

4λ2P 2
0

R2
− 1

)
,

(D.25)

where the undeformed energy E0, angular momentum J0 (which corresponds to the momen-

tum P0 in the CFT), and deformation parameter with units restored are

E0 =
R

8πGℓ
(L0 + L0) , J0 =

R

8πGℓ

(
L0 − L0

)
= P0 , λ = −4πGℓρc . (D.26)
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D.2 Chern-Simons formalism

To obtain the TT -deformed Chern-Simons connections, we use the coordinate transformation

in (D.8) to obtain

A(ρc) = −
1

2ρ
L0dρ+

1

ℓ

(
−√ρLλL−1 +

1√
ρ
L1

)(
dU − ρcLλdV
1− ρ2cLλLλ

)
,

A(ρc) =
1

2ρ
L0dρ+

1

ℓ

(
1√
ρ
L−1 −

√
ρLλL1

)(
dV − ρcLλdU
1− ρ2cLλLλ

)
.

(D.27)

We can see that the deformed gauge fields obey a mixed boundary condition:

ρcLλAU(ρc) + AV (ρc) = 0 , AU(ρc) + ρcLλAV (ρc) = 0 . (D.28)

To convert the connections from the (U, V ) coordinates to the (T, ϕ) coordinates, we recall

that

A = Aαdx
α

= AUdU + AV dV

= (AU + AV ) dϕ+ (AU − AV ) dT ,

(D.29)

yielding

Aϕ = AU + AV , AT = AU − AV , Aϕ = AU + AV , AT = AU − AV . (D.30)

Hence

Aϕ(ρc) =
1

ℓ

1− ρcLλ
1− ρ2cLλLλ

(
−√ρLλL−1 +

1√
ρ
L1

)
, AT (ρc) =

1 + ρcLλ
1− ρcLλ

Aϕ(ρc) , (D.31)

and

Aϕ(ρc) =
1

ℓ

1− ρcLλ
1− ρ2cLλLλ

(
1√
ρ
L−1 −

√
ρLλL1

)
, AT (ρc) = −

1 + ρcLλ
1− ρcLλ

Aϕ(ρc) . (D.32)

The boundary connections obey a similar relation as the bulk connections

aϕ(ρc) =
1

ℓ

1− ρcLλ
1− ρ2cLλLλ

(−LλL−1 + L1) , aT (ρc) =
1 + ρcLλ
1− ρcLλ

aϕ(ρc) , (D.33)

and

aϕ(ρc) =
1

ℓ

1− ρcLλ
1− ρ2cLλLλ

(
L−1 − LλL1

)
, aT (ρc) = −

1 + ρcLλ
1− ρcLλ

aϕ(ρc) . (D.34)
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Wemay also study the black hole entropy and horizon areas using these deformed connections

in the same way as we did in the root-TT deformed case around equation (6.160). The analogs

of the matrices (λϕ, λϕ) in (6.161), which are simply the diagonalized versions of (aϕ, aϕ), for

the TT -deformed connections (D.34), are

λϕ =
1

ℓ




(1−ρcLλ)
√Lλ

1−ρ2cLλLλ
0

0 −(1−ρcLλ)
√Lλ

1−ρ2cLλLλ


 ,

λϕ =
1

ℓ


 −

(1−ρcLλ)
√

Lλ

1−ρ2cLλLλ
0

0
(1−ρcLλ)

√
Lλ

1−ρ2cLλLλ


 .

(D.35)

Using the equation S = C Tr
(
(λϕ − λϕ)L0

)
for the entropy, which we quoted in (6.160), we

find an expression for the deformed entropy S(λ):

S(λ) =
C

ℓ

( √Lλ +
√
Lλ

1 + ρc
√
LλLλ

)
. (D.36)

Setting (D.36) equal to the undeformed entropy

S(0) =
C

ℓ

(√
L0 +

√
L0

)
, (D.37)

then reproduces the area equation (D.23).

Following [112], we can now read off the variation of the boundary action, which is

compatible with the relations (D.33) and (D.34) for the deformed boundary connections:

δS = − ℓ

8πG

∫

∂M

dT dϕ

(
Tr

[(
aT (ρc)−

1 + ρcLλ
1− ρcLλ

aϕ(ρc)

)
δaϕ(ρc)

]

− Tr

[(
aT (ρc) +

1 + ρcLλ
1− ρcLλ

aϕ(ρc)

)
δaϕ(ρc)

])
. (D.38)

We see that, when the constraints (D.33) and (D.34) are satisfied, the variation (D.38)

collapses to δSbdry = 0. This guarantees a well-defined variational principle.

To determine this boundary action in terms of Lλ, Lλ, and ρc, we must first evaluate the

variations of the boundary connections. The variations of (D.33) and (D.34) are

δaϕ(ρc) =
(1− ρcLλ)

(
L−1 − ρ2cLλL1

)
δLλ − ρc (LµL−1 − L1) (1− ρcLλ) δLλ

ℓ
(
1− ρ2cLλLλ

)2 ,

δaϕ(ρc) =
−ρc

(
L−1 − LµL1

) (
1− ρcLλ

)
δLλ − (ρ2cLµL−1 − L1) (1− ρcLλ) δLλ

ℓ
(
1− ρ2cLλLλ

)2 .

(D.39)
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The variation of the boundary piece is

δSbdry =
ℓ

8πG

∫

∂M

dT dϕ

(
1 + ρcLλ
1− ρcLλ

Tr (aϕ(ρc)δaϕ(ρc))

+
1 + ρcLλ
1− ρcLλ

Tr (aϕ(ρc)δaϕ(ρc))

)
,

(D.40)

and using (D.39), the traces evaluate to

Tr (aϕ(ρc)δaϕ(ρc)) =
(1−ρcLλ)

2(1+ρ2cLλLλ)δLλ−2ρcLλ(1−ρcLλ)(1−ρcLλ)δLλ

ℓ2(1−ρ2cLλLλ)3
,

Tr (aϕ(ρc)δaϕ(ρc)) =
−2ρcLλ(1−ρcLλ)(1−ρcLλ)δLλ+(1−ρcLλ)

2(1+ρ2cLλLλ)δLλ

ℓ2(1−ρ2cLλLλ)3
.

(D.41)

Substituting (D.41) into (D.40), the varied boundary action in terms of δLλ and δLλ is

δSbdry =
1

8πGℓ

∫

∂M

dT dϕ

((
1− ρcLλ

1− ρ2cLλLλ

)2

δLλ +
(

1− ρcLλ
1− ρ2cLλLλ

)2

δLλ
)
, (D.42)

from which Sbdry can be read off as

Sbdry =
1

8πGℓ

∫

∂M

dT dϕ
Lλ + Lλ − 2ρcLλLλ

1− ρ2cLλLλ
. (D.43)

After integration over ϕ in (D.43), we find that

Sbdry =

∫
dT

R
(
Lλ + Lλ − 2ρcLλLλ

)

8πGℓ(1− ρ2cLλLλ)

=

∫
dT Eλ , (D.44)

where we have used the expression for Eλ in (D.17). Therefore, the boundary Lagrangian

density in the Chern-Simons formalism agrees with the deformed mass (or energy) of the

bulk spacetime as computed in the metric formalism.

We emphasize again that it was not clear a priori that the boundary Chern-Simons

action would necessarily reproduce the mass of the deformed spacetime. Although this is

true in the undeformed theory, after adding a boundary deformation that implements mixed

boundary conditions in the bulk, one needs to compute the Hamiltonian to argue that the

Chern-Simons boundary action will agree with the deformed spacetime mass in general.

However, in this case, we have seen by explicit computation that the two agree, at least for

the class of Bañados-type solutions we are considering.
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Appendix E

Perturbative Actions and Modified Scalar Feynman

Diagrams

E.1 Perturbative f(T α
α, T

αβTαβ)-Deformed Actions

Throughout this paper, we have considered various deformations which are constructed from

the energy-momentum tensor. Although the most important examples within this class are

the TT and root-TT flows, it appears that general stress tensor deformations nonetheless

have interesting properties – for instance, we have shown that every parameterized family of

interacting 2d chiral boson theories which enjoys non-manifest Lorentz invariance admits an

interpretation as a stress tensor deformation. This is a 2d analog of similar theorems about

4d theories of duality-invariant electrodynamics [312] or 6d chiral tensor theories [314].

Motivated by these observations, one may wish to study 2d deformations by other func-

tions of the energy-momentum tensor, besides the ones considered in the body of this

manuscript. One way to do this is to solve the resulting flow equations perturbatively,

i.e. order-by-order in the deformation parameter. In this appendix we will use g for the

parameter of a general stress tensor flow, which is not to be confused with the metric gαβ or

its determinant.

Let us therefore consider the following general class of operators in 2d which can be

expressed in terms of the two independent Lorentz scalars that can be built from the stress

tensor, namely Tr(T ) = Tαα and Tr(T 2) = TαβTαβ:

f(Tαα , T
αβTαβ) . (E.1)

We note that all higher traces of the stress tensor, Tr(T n) for n > 2, can be expressed in

429



terms of these two lower traces. Given such an operator, we wish to study the flow equation1

∂S(g)

∂g
=

∫
d2xE f(Tαα , T

αβTαβ) . (E.2)

The solution to (E.2) can be written as a series expansion,

S(g) = S(0) +
∞∑

m=1

gm

m

∫
d2xE f(Tαα , T

αβTαβ)m−1 , (E.3)

where we write f(Tαα , T
αβTαβ)m for the term of order gm in the expression for the f operator

computed from the action at order gm−1. Because each term in this expansion only depends

on the data of lower-order terms, one can build up the solution iteratively in powers of g.

As in section 7.2 of the main text, we will work in the tetrad formalism with a Lorentzian

tangent-space metric and with spacetime coordinates xα = (t, θ). A general spacetime metric

can therefore be expanded in terms of vielbeins as

gαβ = Ea
αE

b
βηab = −


 2E+

tE
−
t E+

tE
−
θ + E−

tE
+
θ

E+
tE

−
θ + E−

tE
+
θ 2E+

θE
−
θ


 . (E.4)

The stress tensor associated with a general action S, which has been coupled to gravity using

the vielbeins Ea
α , can be written as

Tαβ = − 1

E

∂S

∂Ea
α

Ea
β = − 1

E




∂S
∂E+

t
E+

t +
∂S
∂E−

t
E−

t
∂S

∂E+
θ
E+

t +
∂S

∂E−
θ
E−

t

∂S
∂E+

t
E+

θ +
∂S
∂E−

t
E−

θ
∂S

∂E+
θ
E+

θ +
∂S

∂E−
θ
E−

θ


 . (E.5)

We will use the general expression (E.5) for the stress tensor, along with the expansion (E.3),

to perturbatively solve the flow equation (E.2) for various choices of the f operator.

We begin by finding perturbative solutions for some of the flow equations considered in

the main text, before generalizing to other deformations which were not considered in the

body. In our examples, we compute the stress tensor (E.5) using the vielbein formalism

due to computational speed in Mathematica, but we note that the metric formalism gives

identical results.

1One can also consider studying flows with terms dependent on the deformation coupling. For instance,
the so-called TT +Λ2 deformation is defined by performing a TT deformation and then activating a cosmo-
logical constant proportional to 1

λ . See [140–143, 393, 394] for further details.
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Root-TT Perturbative Flow for Multiple Bosons

For our first example, we will consider the perturbative solution to the root-TT flow

equation for an arbitrary number of non-chiral bosons φi, i = 1, . . . , N . This flow equation

was first solved in closed-form in [270].

We take a seed action which describes N free massless bosons in Lorentzian signature,

S(0) =
1

2

∫
d2x
√−ggαβ∂αφi∂βφi

=

∫
d2x

E−
θE

+
θφ̇

iφ̇i + E−
tE

+
tφ

′iφ′i − (E−
θE

+
t + E−

tE
+
θ) φ̇

iφ′i

E
,

(E.6)

which have been coupled to gravity using the tetrad formalism. We then deform using the

root-TT operator, which corresponds to the general f(Tαα , T
αβTαβ) operator of equation

(E.1) being

TT
1
2 = R(γ) . (E.7)

In this case, the perturbative solution (E.3) to the flow equation takes the form

S(γ) = S(0) +
∞∑

m=1

γm

m

∫
d2xE R(γ)

m−1 . (E.8)

Following the conventions in the main text, we use the symbol γ for the flow parameter of a

root-TT deformation, rather than the variable g which stood for the parameter in a general

deformation above.

The first few terms in this perturbative expansion are

R(γ)
0 |flat =

1

2

√
(φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j) ,

R(γ)
1 |flat =

1

2

(
−φ̇iφ̇i + φ′iφ′i) , R(γ)

2 |flat =
1

2
R(γ)

0 |flat , R(γ)
3 |flat =

1

6
R(γ)

1 |flat ,

R(γ)
4 |flat =

1

24
R(γ)

0 |flat , R(γ)
5 |flat =

1

120
R(γ)

1 |flat ,

(E.9)

where “flat” means that we have set the vielbeins to their flat-space values (7.58).

We note that the quantities appearing in (E.9) can be written in terms of the manifestly

Lorentz-invariant combinations

(
∂µφ

i∂νφi
) (
∂νφ

j∂µφj
)
=
(
−φ̇iφ̇j + φ′iφ′j) (−φ̇iφ̇j + φ′iφ′j)

= (φ̇iφ̇i)2 + (φ′iφ′i)2 − 2(φ̇iφ′i)2 ,
(E.10)
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and

2
(
∂µφ

i∂νφi
) (
∂νφ

j∂µφj
)
−
(
∂µφ

i∂µφi
)2

=
(
φ̇iφ̇i

)2
+
(
φ′iφ′i)2 − 4

(
φ̇iφ′i)2 + 2φ̇iφ̇iφ′jφ′j

=
(
φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j) .

(E.11)

In terms of these quantities, one finds that the perturbative expansion to the flow equation

converges to the solution (7.230),

S(γ) = S(0) +

∫
dt dθ

(
γR(γ)

0 |flat +
γ2

2
R(γ)

1 |flat +
γ3

6
R(γ)

0 |flat

+
γ4

24
R(γ)

1 |flat +
γ5

120
R(γ)

0 |flat +
γ6

720
R(γ)

1 |flat + · · ·
)

=
1

2

∫
dt dθ

[
∂αφ

i∂αφi
(
1 +

γ2

2
+
γ4

24
+

γ6

720
+O(γ8)

)

+

√
2 (∂µφi∂νφi) (∂νφj∂µφj)− (∂µφi∂µφi)

2

(
γ +

γ3

6
+

γ5

120
+O(γ7)

)]

=
1

2

∫
dt dθ

[
cosh(γ)∂αφ

i∂αφi

+ sinh(γ)

√
2 (∂µφi∂νφi) (∂νφj∂µφj)− (∂µφi∂µφi)

2

]
.

(E.12)

Root-TT Perturbative Flow for Chern-Simons

An almost identical calculation can be performed to study the perturbative root-TT

deformation of the Chern-Simons boundary action given in (7.94). The first few terms in

the expansion are

R(γ)
0 |flat =

1

4π

√(
kijAiwAjw + kijAiwAjw

) (
kmnAmwAnw + kmnAmwAnw

)
,

R(γ)
1 |flat = −

1

4π

(
kijAiwAjw + kijAiwAjw

)
,

R(γ)
2 |flat =

1

2
R(γ)

0 |flat , R(γ)
3 |flat =

1

6
R(γ)

1 |flat ,

(E.13)

where now “flat” means that we have set the vielbeins equal to the values (7.164) appropriate

for a flat Euclidean tangent space metric, following the conventions of section 7.3.
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Therefore, the root-TT -deformed Chern-Simons boundary action is

I
(γ)
∂M3

=
i

8π

∫

∂M3

dwdw

(
−
(
kijAiwAjw + kijAiwAjw

)(
1 +

γ2

2
+O(γ4)

))

+
i

8π

∫

∂M3

dwdw
√(

kijAiwAjw + kijAiwAjw
) (
kmnAmwAnw + kmnAmwAnw

)

·
(
γ +

γ3

6
+O(γ5)

)

=
i

8π

∫

∂M3

dwdw

[
− cosh(γ)

(
kijAiwAjw + kijAiwAjw

)

+ sinh(γ)
√(

kijAiwAjw + kijAiwAjw
) (
kmnAmwAnw + kmnAmwAnw

)]
.

(E.14)

TT Perturbative Flow for a Single Boson

For our next example, we will consider the irrelevant TT flow rather than the marginal

root-TT flow. For simplicity, we will restrict to a deformation of a single bosonic field φ whose

seed action is that of a free massless field. From the general f(Tαα , T
αβTαβ) deformation of

(E.1), we recover the usual TT deformation by

TT = −1

2

(
TαβT

β
α − (Tαα)

2
)
. (E.15)

Evaluating a few of the terms in the perturbative expansion, we find

TT 0|flat = −
1

4

(
−φ̇2 + φ′2)2 , TT 1|flat =

1

2

(
−φ̇2 + φ′2)3 ,

TT 2|flat = −
15

16

(
−φ̇2 + φ′2)4 .

(E.16)

This series expansion then converges to the well-known TT -deformed action,

S(λ) =

∫
dtdθ

[
1

2

(
−φ̇2 + φ′2)− λ

4

(
−φ̇2 + φ′2)2

+
λ2

4

(
−φ̇2 + φ′2)3 − 5λ3

16

(
−φ̇2 + φ′2)4 + · · ·

]

=

∫
dtdθ

1

2λ

[√
1 + 2λ (−φ̇2 + φ′2)− 1

]
.

(E.17)
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TT
1
3 Perturbative Flow for Multiple Bosons

Next we turn our attention to a deformation which was not considered in the body of

this manuscript. Consider a deformation by the relevant TT
1
3 operator, which we define by

TT
1
3 =

1

2

(
1

2

(
TαβT

β
α − (Tαα)

2
)) 1

3

. (E.18)

We will again consider a seed action for N massless free bosons, given in equation (E.6).

The perturbative expansion for the TT
1
3 -deformed action takes the form

S(λ) = S(0) +
∞∑

m=1

λm

m

∫
d2xE TT

1
3
m−1 , (E.19)

and a few of the coefficients are

TT
1
3
0 |flat =

1

2
5
3

[ (
φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j)

] 1
3

,

TT
1
3
1 |flat =

−φ̇iφ̇i + φ′iφ′i

9 · 2 1
3

[
(φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j)

] 1
3

,

TT
1
3
2 |flat = −

(φ̇iφ̇i)
2
+ (φ′iφ′i)2 + 12(φ̇iφ′i)2 − 14φ̇iφ̇iφ′jφ′j

216

[
(φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j)

] .

(E.20)

For this deformation, it does not seem possible to find an all-orders closed-form solution to

the flow equation, but the perturbative TT
1
3 -deformed action to O (λ3) is

S(λ) =

∫
dt dθ

(
1

2

(
−φ̇iφ̇i + φ′iφ′i)

+
λ

2
5
3

[ (
φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j)

] 1
3

+
λ2

9 · 2 4
3

−φ̇iφ̇i + φ′iφ′i

[
(φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j)

] 1
3

− λ3

648

(φ̇iφ̇i)
2
+ (φ′iφ′i)2 + 12(φ̇iφ′i)2 − 14φ̇iφ̇iφ′jφ′j

(φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j)
+ · · ·

)
.

(E.21)

f(Tαα , T
αβTαβ) Perturbative Flow for Multiple Bosons

To conclude this appendix, we note that one can also study the perturbative solution to

the flow driven by the f(Tαα , T
αβTαβ) = f(z, x) operator of equation (E.1) with arbitrary
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function. We again take the initial condition for the flow to be the action (E.6) for N free

massless bosons. The first few terms in the perturbative expansion are

f(Tαα , T
αβTαβ)0|flat = f (x) , f(Tαα , T

αβTαβ)1|flat = 4xy

(
∂f(x)

∂x

)2

, (E.22)

where

x =
1

2

(
φ̇i − φ′i) (φ̇i − φ′i) (φ̇j + φ′j) (φ̇j + φ′j)

=
1

2

(
2
(
∂µφ

i∂νφi
) (
∂νφ

j∂µφj
)
−
(
∂µφ

i∂µφi
)2)

,

y = −φ̇iφ̇i + φ′iφ′i = ∂µφ
i∂µφi .

(E.23)

The perturbative action at O(g2) is

S(g) =

∫
dtdθ

[
y

2
+ gf (x) + 2g2xy

(
∂f(x)

∂x

)2

+ · · ·
]
. (E.24)

Furthermore, to summarize in the table below, one can check equation (E.24) recovers the

correct coefficients at O(g2) for the perturbative actions describing N free massless bosons

considered in this appendix.

In principle, one could also study the perturbative quantization of these more general

f(Tαα , T
αβTαβ)-deformed scalar models. For instance, one could use the background field

expansion and determine their Feynman rules as done in section 7.5 for the Modified Scalar

theory, or study canonical quantization following section 7.4.

E.2 Details of Feynman Diagram Calculations

In this appendix, we collect the technical details of certain evaluations of Feynman diagrams

which occur in the analysis of section 7.5.
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E.2.1 One-loop, 2-vertex calculation

Let us first focus on the divergence structure of the diagram D2 of equation (7.260), which

we repeat here for convenience:

D2 =

q

`; k

`+ q; l

qµν; ij ρτ ;mn
. (E.25)

As we mentioned around equation (7.263), the value of this diagram can be expressed in

terms of the simpler quantity

Iµνρτ2 =

∫
ddℓ

(2π)d
(ℓ+ q)νℓµ(ℓ+ q)τℓρ

ℓ2 (ℓ+ q)2
. (E.26)

All of the dependence on loop momenta is encoded within Iµνρτ2 , which we will also write

as I2 with indices suppressed for simplicity. From the value of I2, the original diagram D2

is recovered from the expression (7.262), which only involves additional dependence on the

classical background via the tensor P ij
µν and an additional integration over the momentum

q. Therefore, in order to study the divergences arising from the loop, it suffices to perform

dimensional regularization of the quantity I2.

Expanding out the products and introducing a Feynman parameter x in order to resolve

the denominator, we find

I2 =
∫

ddℓ

(2π)d
ℓνℓµℓτℓρ + ℓνℓµqτℓρ + qνℓµℓτℓρ + qνℓµqτℓρ

ℓ2 (ℓ+ q)2

=

∫
ddℓ

(2π)d

∫ 1

0

ddx
ℓνℓµℓτℓρ + ℓνℓµqτℓρ + qνℓµℓτℓρ + qνℓµqτℓρ

[
ℓ2 (1− x) + x (ℓ+ q)2

]2

=

∫
ddℓ

(2π)d

∫ 1

0

ddx
ℓνℓµℓτℓρ + ℓνℓµqτℓρ + qνℓµℓτℓρ + qνℓµqτℓρ

[ℓ2 + x (2ℓµqµ + q2)]2

=

∫
ddℓ

(2π)d

∫ 1

0

ddx
ℓνℓµℓτℓρ + ℓνℓµqτℓρ + qνℓµℓτℓρ + qνℓµqτℓρ

[
(ℓµ + xqµ)2 + x (1− x) q2

]2 . (E.27)

In the final step, we have completed the square in the denominator by adding and subtracting
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q2x2. We now shift the integration variable from ℓµ to

ℓ′µ = ℓµ − xqµ , (E.28)

which causes the denominator to become even in ℓ′, and thus terms in the numerator which

are odd in ℓ′µ will vanish by symmetry. We immediately drop the primes on ℓ′µ and write

the surviving terms as

I2 =
∫

ddℓ

(2π)d

∫ 1

0

ddx

[
ℓνℓµℓτℓρ

(ℓ2 + q2x (1− x))2
+

x2ℓνqµℓτqρ

(ℓ2 + q2x (1− x))2

+
(x2 − 2x+ 1) qνℓµqτℓρ

(ℓ2 + q2x (1− x))2

+
(x2 − x) (qνqµℓτℓρ + qνℓµℓτqρ + ℓνℓµqτqρ + ℓνqµqτℓρ)

[ℓ2 + q2x (1− x)]2

+
(x4 − 2x3 + x2) qνqµqτqρ

(ℓ2 + q2x (1− x))2

]

=

∫
ddℓ

(2π)d

∫ 1

0

ddx

[
ℓνℓµℓτℓρ

(ℓ2 + q2x (1− x))2
+

x2ℓνqµℓτqρ

(ℓ2 + q2x (1− x))2

+
(1− x)2 qνℓµqτℓρ
[ℓ2 + q2x (1− x)]2

+
x (1− x) (qνqµℓτℓρ + qνℓµℓτqρ + ℓνℓµqτqρ + ℓνqµqτℓρ)

[ℓ2 + q2x (1− x)]2

+

[
x2 (1− x)2

]
qνqµqτqρ

[ℓ2 + q2x (1− x)]2

]
. (E.29)

By a symmetry argument similar to the one discussed around equations (7.256) and

(7.258), within the integral we can replace products of loop momenta with symmetrized

combinations of metric tensors:

ℓµℓν → 1

d
ℓ2gµν ,

ℓµℓνℓρℓτ → 1

d (d+ 2)
ℓ4 (gµνgρτ + gµρgντ + gµτgνρ) . (E.30)
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Applying the replacements (E.30), the integral I2 becomes

I2 =
∫

ddℓ

(2π)d

∫ 1

0

ddx

(
ℓ4

d (d+ 2)

gµνgρτ + gµτgνρ + gµρgντ

[ℓ2 + q2x (1− x)]2

+
ℓ2

d

x2gντqµqρ

[ℓ2 + q2x (1− x)]2

+
ℓ2

d

(1− x)2 gµρqνqτ
[ℓ2 + q2x (1− x)]2

+
ℓ2

d

x (1− x) (qνqµgτρ + gµτqνqρ + gνµqτqρ + gνρqµqτ )

[ℓ2 + q2x (1− x)]2

+
x2 (1− x)2 qνqµqτqρ
[ℓ2 + q2x (1− x)]2

)
. (E.31)

It will be convenient to make use of the standard result

∫
ddℓ

(2π)d
ℓ2β

(ℓ2 −∆2)α
= i (−1)α+β Γ

(
β + d

2

)
Γ
(
α− β − d

2

)

(4π)
d
2 Γ (α) Γ

(
d
2

) ∆2( d
2
−α+β) , (E.32)

which can be found, for instance, in equation (A.4) in [375]. Using (E.32) with

∆2 = −q2x (1− x) (E.33)

in equation (E.31), we find

I2 =
i

(4π)
d
2 Γ (2) Γ

(
d
2

)
∫ 1

0

ddx

(
∆dΓ

(
2 + d

2

)
Γ
(
−d

2

)

d (d+ 2)
(gµνgρτ + gµρgντ + gµτgνρ)

+
∆d−2Γ

(
1 + d

2

)
Γ
(
1− d

2

)

d
x (1− x) (qνqµgτρ + gµτqνqρ + gνµqτqρ + gνρqµqτ )

+
∆d−2Γ

(
1 + d

2

)
Γ
(
1− d

2

)

d
x2gντqµqρ

+
∆d−2Γ

(
1 + d

2

)
Γ
(
1− d

2

)

d
(1− x)2 gµρqνqτ

+∆d−4Γ

(
d

2

)
Γ

(
2− d

2

)[
x2 (1− x)2

]
qνqµqτqρ

)
. (E.34)
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Using gamma function identities and some algebra, one can simplify this to

I2 =
iΓ
(
−d

2

)

(4π)
d
2

∫ 1

0

ddx

(
∆d

4
(gµνgρτ + gµρgντ + gµτgνρ)− d∆d−2

4
x2gντqµqρ

− d∆d−2

4
(1− x)2 gµρqνqτ

− d∆d−2

4
x (1− x) (qνqµgτρ + gµτqνqρ + gνµqτqρ + gνρqµqτ )

+
d (d− 2)∆d−4

4
x2 (1− x)2 qνqµqτqρ

)
. (E.35)

After substituting in for ∆2 using the definition (E.33), we can now evaluate the resulting

integrals using the formula

∫ 1

0

ddxxα−1 (1− x)β−1 =
Γ (α) Γ (β)

Γ (α + β)
= B(α, β) , (E.36)

which we recognize as the definition of the beta function B(α, β). By doing this, we find

I2 =
iΓ
(
−d

2

)

4 (4π)
d
2

∫ 1

0

ddx

(

d (d− 2) qd−4 [−x (1− x)] d2 qνqµqτqρ − dqd−2 (−x) d
2
−1 (1− x) d

2
+1 gµρqνqτ

+ qd [−x (1− x)] d2 (gµνgρτ + gµρgντ + gµτgνρ)

− dqd−2
[
(−x) d

2
+1 (1− x) d

2
−1
]
gντqµqρ

+ dqd−2 [−x (1− x)] d2 (qνqµgτρ + gµτqνqρ + gνµqτqρ + gνρqµqτ )

)

=
i (−1) d

2 Γ
(
−d

2

)

4 (4π)
d
2

(
qd
Γ
(
d
2
+ 1
)2

Γ (d+ 2)
(gµνgρτ + gµρgντ + gµτgνρ)

+ dqd−2Γ
(
d
2

)
Γ
(
d
2
+ 2
)

Γ (d+ 2)
[gµρqνqτ + gντqµqρ] + d (d− 2) qd−4Γ

(
d
2
+ 1
)2

Γ (d+ 2)
qνqµqτqρ

+ dqd−2Γ
(
d
2
+ 1
)2

Γ (d+ 2)
(qνqµgτρ + gµτqνqρ + gνµqτqρ + gνρqµqτ )

)
. (E.37)

Note that each term in (E.37) scales as qd, as expected. Factoring out the gamma functions,
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we have found

I2 =
i (−1) d

2 Γ
(
−d

2

)

4 (4π)
d
2

Γ
(
d
2
+ 1
)2

Γ (d+ 2)

[
qd (gµνgρτ + gµρgντ + gµτgνρ)

+ d (d− 2) qd−4qνqµqτqρ + dqd−2 (qνqµgτρ + gµτqνqρ + gνµqτqρ + gνρqµqτ )

+ (d+ 2) qd−2 (gµρqνqτ + gντqµqρ)

]
. (E.38)

Finally, to perform dimensional regularization, we set the spacetime dimension to d = 2+2ϵ

and take ϵ→ 0 using the limiting behavior

Γ (−1− ϵ) = 1

ϵ
− γ + 1 +O (ϵ) (E.39)

for the gamma functions. Keeping only divergent terms, we arrive at the final expression

I2 =
(
1

ϵ

) −i
24 (4π)

[
q2 (gµνgρτ + gµρgντ + gµτgνρ)

+ 2 (qνqµgτρ + gµτqνqρ + gνµqτqρ + gνρqµqτ )

+ 4 (gµρqνqτ + gντqµqρ)

]
. (E.40)

This completes the evaluation of the divergent contribution from I2, which justifies the result

(7.264) which was quoted in the body of the paper.

E.2.2 One-loop, n-vertex calculation

The n-vertex diagram Dn can be computed via a generalization of the method used in

appendix E.2.1. We again write ℓ for the loop momentum and we label the external momenta

as qi, for i = 0, . . . , n− 1, with momentum conservation implying that

qn−1 = −
n−2∑

i=0

qi . (E.41)

As we did with D2 in equation (7.261), let us strip off various factors of P ij
µν to write

Dn = (−2 tanh(γ))N

·
∫ (

ddq0
(2π)d

P i1i2
(µ1µ2)

(q0)

)(
ddq0
(2π)d

P i2i3
(µ3µ4)

(q1)

)
· · ·
(
ddqn−2

(2π)d
P
in−1in
(µ2n−3µ2n−2)

(qn−2)

)

· P ini1
(µ2n−1µ2n)

(qn−1) (In)µ1µ2...µ2n−1µ2n , (E.42)
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where In is the simpler integral

(In)µ1µ2...µ2n−1µ2n

=

∫
ddℓ

(2π)d



n−1∏

i=0

(
ℓ+

i∑

j=0

qj

)−2


(

n∏

k=1

(
ℓ+

k−1∑

j=0

qj

)µ2k−1
(
ℓ+

k−1∑

j=0

qj

)µ2k)
. (E.43)

We will further break up In into pieces and evaluate each piece in turn. Let us write the

integrand of (E.43) as a product

(In)µ1µ2...µ2n−1µ2n =

∫
ddℓ

(2π)d
PnVµ1µ2...µ2n−1µ2n , (E.44)

where the symbol

Pn =
n−1∏

i=0

(
ℓ+

i∑

j=0

qj

)−2

(E.45)

refers to the collection of all factors in In which come from propagators, and the symbol

Vµ1µ2...µ2n−1µ2n =
n∏

k=1

(
ℓ+

k−1∑

j=0

qj

)µ2k−1
(
ℓ+

k−1∑

j=0

qj

)µ2k

, (E.46)

which we will sometimes abbreviate as V , refers to the pieces coming from vertex factors.

In order to highlight the divergence structure of the diagram Dn, we will focus on perform-

ing the loop momentum integral of various terms appearing in the product PV of equation

(E.44), and neglect the additional structure arising from the contraction with the various

tensors P ij
µν to obtain Dn in (E.42).

Let us begin by simplifying the product P of n propagator factors. In general, we can

write the product of n propagators using a Feynman parameterization:

n−1∏

i=0

A−1
i =

∫ 1

0

(
n−1∏

i=0

ddxi

)
δ

(
n−1∑

i=0

xi − 1

)
(n− 1)!

[
∑

i xiAi]
n . (E.47)

The product of propagators inside the loop can thus be expressed as

P =

∫ 1

0

(
n−1∏

i=0

ddxi

)
δ

(
n−1∑

i=0

xi − 1

)

n−1∑

i=0

xi

(
ℓ+

i∑

j=0

qj

)2



−n

. (E.48)
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As
∑

i xi = 1, we can expand and reduce the square bracketed term to


∑

i

xi

(
ℓ+

i∑

j=0

qj

)2



−n

=


ℓ2 +

∑

i

xi


2ℓµ

i∑

j=0

qµj +

(
i∑

j=0

qj

)2





−n

=



(
ℓ+

∑

i

i∑

j=0

xiqj

)2

−
(∑

i

i∑

j=0

xiqj

)2

+
∑

i

xi

(
i∑

j=0

qj

)2



−n

. (E.49)

We change variables in the loop momentum by shifting

ℓµ → ℓµ −
n−1∑

i=0

i∑

j=0

xiq
µ
j , (E.50)

so that the bracketed expression becomes


∑

i

xi

(
ℓ+

i∑

j=0

qj

)2



−n

=


ℓ2 −

(∑

i

i∑

j=0

xiqj

)2

+
∑

i

xi

(
i∑

j=0

qj

)2



−n

=
[
ℓ2 −∆2

]−n
, (E.51)

where we have defined

∆2 =

(∑

i

i∑

j=0

xiqj

)2

−
∑

i

xi

(
i∑

j=0

qj

)2

. (E.52)

Overall this allows us to write the propagators as

P = (n− 1)!

∫ 1

0

(
n−1∏

i=0

ddxi

)
δ

(
n−1∑

i=0

xi − 1

)
(
ℓ2 −∆2

)−n
. (E.53)

Next let us turn to the contributions from the vertices in equation (E.46), which yield factors

of momenta in the numerator of the integrand. Under the change of variables (E.50) which

renders the denominator of P quadratic in ℓ, the vertex factor contribution becomes

Vµ1µ2...µ2n−1µ2n

=
n∏

k=1

(
ℓ−

n−1∑

i=0

i∑

j=0

xiqj +
k−1∑

j=0

qj

)µ2k−1
(
ℓ−

n−1∑

i=0

i∑

j=0

xiqj +
k−1∑

j=0

qj

)µ2k

. (E.54)
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We expand this product in descending powers of ℓ as only powers ℓ2n and ℓ2n−2 will lead to

divergent terms. We have that

Vµ1µ2...µ2n−1µ2n =
n∏

k=1

ℓµ2k−1ℓµ2k +
2n∑

a=1

2n∑

b>a

(
2n∏

c̸=a,b

ℓµc

)
fµa (x, q, a) fµb (x, q, b) +O

(
ℓ2n−4

)
,

(E.55)

where we have defined for brevity

fµ (x, q, a) =
n−1∑

i=0

i∑

j=0

xiq
µ
j +

⌊a−1
2

⌋∑

j=0

qµj . (E.56)

Next we will replace products of loop momenta using the generalized symmetrization rule

of equation (7.258). To ease notation, let us write

gµ1...µn = g(µ1µ2 · · · gµn−1µn) (E.57)

for the symmetrized combination of derivatives appearing in this expression. When no

confusion is possible, we will also write g{µ} for (E.57), where {µ} is understood to refer to

a multi-index {µ} = µ1 . . . µn. With this notation, the replacement rule becomes

n∏

i=1

ℓµ2i−1ℓµ2i → ℓ2n (d− 2)!!

(d− 2 + 2n)!!
gµ1...µ2n . (E.58)

This transforms the vertex factor contribution to

Vµ1µ2...µ2n−1µ2n =
ℓ2n (d− 2)!!

(d− 2 + 2n)!!
gµ1···µ2n

+
ℓ2n−2 (d− 2)!!

(d− 4 + 2n)!!

2n∑

a=1

2n∑

b>a

g{µ̸=µa,µb}fµa (x, q, a) fµb (x, q, b) +O
(
ℓ2n−4

)
.

(E.59)

In equation (E.59), we have written g{µ̸=µa,µb} to refer to a product of the form (E.57) in

which the multi-index {µ} runs over all possible values except for the two indices µa and µb,

which are excluded.
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Let us now combine the pieces and identify the divergent terms in Dn. We can evaluate

(In)µ1µ2...µ2n

=

∫
ddℓ

(2π)d
PVµ1µ2...µ2n

=

∫
ddℓ

(2π)d
(n− 1)!

∫ 1

0

(
n−1∏

i=0

ddxi

)
δ

(
n−1∑

i=0

xi − 1

)
(
ℓ2 −∆2

)−n

·
(

ℓ2n (d− 2)!!

(d− 2 + 2n)!!
gµ1...µ2n +

ℓ2n−2 (d− 2)!!

(d− 4 + 2n)!!

2n∑

a=1

2n∑

b>a

g{µ̸=µa,µb}fµa (x, q, a) fµb (x, q, b)

+O
(
ℓ2n−4

)
)
, (E.60)

in terms of the known integral

∫
ddℓ

(2π)d
ℓ2β

(ℓ2 −∆2)α
= i (−1)α+β Γ

(
β + d

2

)
Γ
(
α− β − d

2

)

(4π)
d
2 Γ (α) Γ

(
d
2

) ∆2( d
2
−α+β) . (E.61)

First let us justify why the terms of order ℓ2n−4 and lower in equation (E.60) will not give

divergent contributions. A term proportional to ℓ2n−4 in the parentheses of (E.60), after

multiplying the propagator factor (ℓ2 − ∆2)−n, gives a term in the integrand of the form

(E.61) with α = n and β = n− 2. Such a term gives a contribution

∫
ddℓ

(2π)d
ℓ2(n−2)

(ℓ2 −∆2)n
= i (−1)n+(n−2) Γ

(
n− 2 + d

2

)
Γ
(
2− d

2

)

(4π)
d
2 Γ (n) Γ

(
d
2

) ∆2( d
2
−n+(n−2)) . (E.62)

In the limit as d → 2, the two factors of gamma functions in the numerator of (E.62) tend

to Γ(n − 1) and Γ(1), which are both finite since n > 2. Since we are only interested in

computing the divergent contributions arising from these diagrams, we ignore these terms.

Similarly, any terms of lower order in ℓ can be evaluated in the same way but with even

smaller values of β, which also lead to finite contributions from the gamma functions.

Let us therefore focus on the divergent terms. The term in the integrand proportional

to ℓ2n in equation (E.60) takes the form (E.61) with α = β = n. Similarly, the term in the

integrand that scales as ℓ2n−2 is of the form (E.61) with α = n and β = n − 1. Evaluating
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the loop momentum integrals then gives

(In)µ1µ2...µ2n = (n− 1)!

∫ 1

0

(
n−1∏

i=0

dxi

)
δ

(
n−1∑

i=0

xi − 1

)

·
(

i (d− 2)!!

(d− 2 + 2n)!!
gµ1···µ2n

Γ
(
n+ d

2

)

(4π)
d
2 Γ (n) Γ

(
d
2

)Γ
(
−d
2

)
∆d

+
i (d− 2)!!

(d− 4 + 2n)!!

2n∑

a=1

2n∑

b>a

g{µ ̸=µa,µb}fµa (x, q, a) fµb (x, q, b)

· Γ
(
n− 1 + d

2

)

(4π)
d
2 Γ (n) Γ

(
d
2

)Γ
(
1− d

2

)
∆d−2

)
. (E.63)

To better analyze the divergence structure, it is useful to define shorthand notation for the

two terms appearing in (E.63), which we call Cµ1...µ2n
2n and Dµ1...µ2n

2n :

Cµ1...µ2n
2n ≡ i (d− 2)!!

(d− 2 + 2n)!!
gµ1···µ2n

Γ
(
n+ d

2

)

(4π)
d
2 Γ (n) Γ

(
d
2

)Γ
(
−d
2

)
∆d

Dµ1...µ2n
2n ≡ i (d− 2)!!

(d− 4 + 2n)!!

2n∑

a=1

2n∑

b>a

g{µ ̸=µa,µb}fµa (x, q, a) fµb (x, q, b)

· Γ
(
n− 1 + d

2

)

(4π)
d
2 Γ (n) Γ

(
d
2

)Γ
(
1− d

2

)
∆d−2 . (E.64)

Both contributions Cµ1...µ2n
2n and Dµ1...µ2n

2n scale as qd and contain a polynomial in xi of degree

d. In Cµ1...µ2n
2n , this qd dependence is contained within ∆d, and for Dµ1...µ2n

2n , the power of

qd−2 from ∆d−2 is compensated by two factors of q, one of which sits in each function fµ.

Therefore, we conclude that in the limit d → 2, all such n vertex diagrams have the

same general structure as the 2-vertex diagram which we saw in (E.40). In particular, both

Cµ1...µ2n
2n and Dµ1...µ2n

2n generate divergences of the form 1
ϵ
because they are proportional to

Γ
(
−d

2

)
and Γ

(
1− d

2

)
, respectively.

We conclude that

Cµ1...µ2n
2n ∼ 1

ϵ
q2gµ1···µ2n ,

Dµ1...µ2n
2n ∼ 1

ϵ

2n∑

a=1

2n∑

b>a

qµaqµbg{µ̸=µa,µb} . (E.65)
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E.2.3 m-loop, two-vertex calculation

In this appendix, we will show how to evaluate the integral over one of the m loop momenta

ℓi which appear in the expression for the two-vertex, m-loop diagram of equation (7.268). It

suffices to integrate over the final momentum ℓm, since the result may then be iterated to

evaluate the other m− 1 integrals.

Therefore, let us focus on performing the integration over ℓm in the quantity Lm,2 of

equation (7.274). Specifically, we will compute the quantity

Lm,2 =

∫
ddℓm

ℓνm+1
m ℓτm+1

m (ℓm − ℓm−1)
νm (ℓm − ℓm−1)

τm

ℓ2m (ℓm − ℓm−1)
2 . (E.66)

This object Lm,2 is proportional to the remaining integrand that one finds by performing

the integral over ℓm in the definition of Lm,2. As we will see, after obtaining an expression

for Lm,2, this result can be used recursively to evaluate Lm,2 itself.

We notice the integral in equation (E.66) is exactly of the form of the one appearing in

the 1-loop, 2-vertex diagram which we evaluated in appendix E.2.1. Proceeding in the same

way, we introduce a Feynman parameter x to write

Lm,2 =

∫
ddℓmdx

ℓνm+1
m ℓτm+1

m (ℓm − ℓm−1)
νm (ℓm − ℓm−1)

τm

[
(1− x) ℓ2m + x (ℓm − ℓm−1)

2]2

=

∫
ddℓmdx

ℓνm+1
m ℓτm+1

m (ℓm − ℓm−1)
νm (ℓm − ℓm−1)

τm

[
ℓ2m + x

(
2ℓm · ℓm−1 − ℓ2m−1

)]2

=

∫
ddℓmdx

ℓνm+1
m ℓτm+1

m (ℓm − ℓm−1)
νm (ℓm − ℓm−1)

τm

[
(ℓm + xℓm−1)

2 − x2ℓ2m−1 + xℓ2m−1

]2 , (E.67)

or after shifting the integration variable as ℓm → ℓm − xℓm−1,

Lm,2 =

∫
ddℓmdx

(ℓm − xℓm−1)
νm+1 (ℓm − xℓm−1)

τm+1 (ℓm − (1− x) ℓm−1)
νm (ℓm − (1− x) ℓm−1)

τm

[
ℓ2m + x (1− x) ℓ2m−1

]2 . (E.68)
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We may keep only even powers of ℓm in the integrand, as odd powers vanish by symmetry:

Lm,2 =

∫
ddℓmdx

(
ℓνm+1
m ℓτm+1

m ℓνmm ℓτmm + x2ℓ
νm+1

m−1 ℓ
τm+1

m−1 ℓ
νm
m ℓτmm + x (1− x) ℓνm+1

m ℓ
τm+1

m−1 ℓ
νm
m ℓτmm−1[

ℓ2m + x (1− x) ℓ2m−1

]2

+
x (1− x) ℓνm+1

m−1 ℓ
τm+1
m ℓνmm−1ℓ

τm
m + (1− x)2 ℓνm+1

m ℓτm+1
m ℓνmm−1ℓ

τm
m−1[

ℓ2m + x (1− x) ℓ2m−1

]2

+
x2 (1− x)2 ℓνm+1

m−1 ℓ
τm+1

m−1 ℓ
νm
m−1ℓ

τm
m−1[

ℓ2m + x (1− x) ℓ2m−1

]2

)
.

(E.69)

We now replace products of ℓµm with powers of ℓm and symmetrized metric factors, following

the generalized symmetrization rule (7.258), which yields

Lm,2 =

∫
ddℓmdx

( ℓ4m
d(d+2)

g(νm+1τm+1gνmτm) + x2 ℓ
2
m

d
gµmνmℓ

νm+1

m−1 ℓ
τm+1

m−1[
ℓ2m + x (1− x) ℓ2m−1

]2

+
x (1− x) ℓ2m

d
gνm+1νmℓ

τm+1

m−1 ℓ
τm
m−1[

ℓ2m + x (1− x) ℓ2m−1

]2

+
x (1− x) ℓ2m

d
gτm+1νmℓ

νm+1

m−1 ℓ
τm
m−1 + (1− x)2 ℓ2m

d
gνm+1τm+1ℓνmm−1ℓ

τm
m−1[

ℓ2m + x (1− x) ℓ2m−1

]2

+
x2 (1− x)2 ℓνm+1

m−1 ℓ
τm+1

m−1 ℓ
νm
m−1ℓ

τm
m−1[

ℓ2m + x (1− x) ℓ2m−1

]2

)
. (E.70)

Splitting the numerator up, we can once again apply the standard formula (E.61) with

∆2 = −x (1− x) ℓ2m−1 , (E.71)
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which gives

Lm,2 =
i

(4π)
d
2 Γ
(
d
2

)
∫ 1

0

dx

(
1

d (d+ 2)
g(νm+1τm+1gνmτm)Γ

(
2 +

d

2

)
Γ

(
−d
2

)
∆d

+
x2

d
gµmνmℓ

νm+1

m−1 ℓ
τm+1

m−1 Γ

(
1 +

d

2

)
Γ

(
1− d

2

)
∆d−2

+
x (1− x)

d
gνm+1νmℓ

τm+1

m−1 ℓ
τm
m−1Γ

(
1 +

d

2

)
Γ

(
1− d

2

)
∆d−2

+
x (1− x)

d
gτm+1νmℓ

νm+1

m−1 ℓ
τm
m−1Γ

(
1 +

d

2

)
Γ

(
1− d

2

)
∆d−2

+
(1− x)2

d
gνm+1τm+1ℓνmm−1ℓ

τm
m−1Γ

(
1 +

d

2

)
Γ

(
1− d

2

)
∆d−2

+ x2 (1− x)2 ℓνm+1

n−2 ℓ
τm+1

m−1 ℓ
νm
m−1ℓ

τm
m−1Γ

(
d

2

)
Γ

(
2− d

2

)
∆d−4

)
. (E.72)

Replacing ∆ using its definition in equation (E.71), we see that each term contains d overall

factors of loop momenta:

Lm,2 =
i

(4π)
d
2 Γ
(
d
2

)
∫ 1

0

dx

(
Γ
(
2 + d

2

)
Γ
(
−d

2

)

d (d+ 2)
g(νm+1τm+1gνmτm) (x (1− x)) d

2 ℓdm−1

+
Γ
(
1 + d

2

)
Γ
(
1− d

2

)

d
gµmνmℓ

νm+1

m−1 ℓ
τm+1

m−1 x
d
2
+1 (1− x) d

2
−1 ℓd−2

m−1

+
Γ
(
1 + d

2

)
Γ
(
1− d

2

)

d
gνm+1νmℓ

τm+1

m−1 ℓ
τm
m−1 (x (1− x))

d
2 ℓd−2

m−1

+
Γ
(
1 + d

2

)
Γ
(
1− d

2

)

d
gτm+1νm (x (1− x)) d

2 ℓ
νm+1

m−1 ℓ
τm
m−1ℓ

d−2
m−1

+
Γ
(
1 + d

2

)
Γ
(
1− d

2

)

d
gνm+1τm+1x

d
2
−1 (1− x) d

2
+1 ℓνmm−1ℓ

τm
m−1ℓ

d−2
m−1

+ Γ

(
d

2

)
Γ

(
2− d

2

)
(x (1− x)) d

2 ℓ
νm+1
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. (E.73)

We now use the identity Γ (1 + x) = xΓ (x) to factor and cancel the gamma functions, and
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finally evaluate the Feynman integrals, giving the result
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. (E.74)

We see that all terms scale as ℓdm−1 and the only divergent gamma function is Γ
(
−d

2

)
. This

establishes the result used in the body of section 7.5, in the text above equation (7.276),

which can then be applied iteratively to evaluate the remaining loop integrals.
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