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Abstract

Method for Testing and Classifying the Effect of the Modeler on Building Energy
Simulation Results

by
Pamela Marie Berkeley
Doctor of Philosophy in Engineering - Mechanical Engineering
University of California, Berkeley
Professor Van P. Carey, Chair

Concerns about global resource management and environmental conservation have drawn
attention to the large amounts of energy used by buildings and the resulting impact on the
environment. Building Energy Simulation (BES) programs play a crucial role in efforts to
reduce energy use by the built environment. However, BES has many areas where sources
of uncertainty may enter into the process and propagate to the results. In order for BES to
reach its full potential for aiding in energy reduction efforts, a better understanding of the
uncertainty in simulation results is required. Much research has been done to uncover the
nature of these sources of uncertainty and additional work has been done to explore how
the sources of uncertainty interact and propagate to the final simulation program output.
Despite the extensive work already conducted on the topic of BES uncertainty, very little
research has been done to investigate the effect of the building energy modeler on simulation
results. This dissertation research explores the role of the modeler in the uncertainty of
BES results, and establishes a testing methodology and classification system for sources of
modeler variability. It additionally makes specific recommendations for the mitigation of
each class of modeler variability.

A study was conducted where 12 professional building energy modelers were provided
with identical building plans and asked to create a model of the building, in the BES program
eQUEST, in accordance with their typical modeling habits. The building chosen for the
modeling task was a single story school administrative building with a vaulted lobby, and it
was located in California Climate Zone 4, the climate zone local to the sample of modelers.
Time to complete the modeling task was limited to 3 hours to impose time pressure on the
participants to expose how modelers prioritize different modeling tasks. All participants
submitted the input and output files of the simulation for further analysis. Demographic
information on the modelers was collected to determine if modeling decisions were linked to
modeler background.

Various forms of analyses were employed to explore the study data and to develop a
classification method for modeler variability. A one-at-a-time factor analysis (OAT) applied



modeler decisions to a best-practices baseline model to assess the effect of individual par-
ticipant decisions on simulation results. Monte Carlo sampling was applied to the set of
participant decisions to create 200 input files that were hybrids of randomly chosen par-
ticipant decisions. The results of this Monte Carlo analysis yielded the effect of modeler
decisions in combination with all other modeler decisions. Classification trees were applied
to the Monte Carlo data to investigate the interaction between modeler decisions. Random
forests were applied to the Monte Carlo data to more robustly assess interaction effects. In
the OAT, classification tree, and random forest analyses, the decision of how to represent
the HVAC systems consistently was the most significant, so classification trees and random
forests were applied to the individual HVAC system decisions to determine interaction effects
with these parameters. Multiple Correspondence Analysis (MCA) plots were generated to
explore any potential correlations between modeler background and modeler decisions.

A combination of the results of the OAT analysis and the random forest analysis yielded
3 basic classes of variability introduced by modelers. A high OAT impact and low random
forest impact indicated that modeler decisions in that category differed from the best prac-
tices model consistently but had little impact on energy results when combined with other
modeler decisions. Low OAT impact and high random forest impact categories were where
modelers varied widely in their decisions; the decisions had very little effect on the baseline
model on their own but had a large impact on results when combined with other modeler
decisions. The final class of modeler variability was characterized by high OAT impact and
high random forest impact. In this category, participant decisions varied greatly from each
other and from the baseline model setting, and had a large impact on energy results inde-
pendently and in combination with other modeler decisions. The MCA plots showed little
correlation between modeler decisions and modeler background.

Future work needs to be conducted to confirm the classification system described above.
Tests can be conducted on larger samples of modelers, on different sizes and types of build-
ings, on modelers and buildings in different climate zones, and in a variation of testing
procedures. Furthermore, modeler variability mitigation tactics can be applied to the simu-
lation process for each of the classes of variability to assess whether a reduction in modeler
variability results from the mitigation tactics.
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Chapter 1

Introduction

Recent concerns about global resource management and environmental conservation have
drawn attention to the large amounts of energy used by buildings and the resulting impact
on the environment. This chapter first explains the basics of building energy use, how
building energy simulation programs function, and how these simulations could serve to
reduce energy use (Section 1.1). The chapter then moves on to discuss barriers to relying
on simulation predictions (Section 1.2) and investigations into these barriers (Section 1.3).
Finally, it explains the motivation and context for the research presented in this thesis
(Section 1.4).

1.1 Background

Buildings exist to provide shelter and a controlled environment that has particular amenities.
Built environments are typically designed to maintain a specific range of air temperatures,
provide a certain amount of light, and accommodate occupant needs for hot and cold water
and electricity. Specific buildings may exclude some of these features (such as a warehouse
that does not require temperature control) or incorporate additional features (like a gas
stove in a residential building), but building energy use is predominantly governed by these
basic constraints. The primary needs for energy use in buildings can be split between direct
and indirect needs. The direct needs are ones such as lighting, plug loads, and temperature-
controlled water, where there is a straightforward connection between the use of the utility
and the energy used. The indirect needs are the ones where a certain amount of energy
is required to fulfill a need that is dependent on a variety of factors. The primary causes
of indirect energy needs are heating, ventilation, and air conditioning (HVAC) systems.
These systems are required to maintain a specific air temperature (and often humidity level)
within the building envelope despite being subject to a changing set of loads and conditions.
Figure 1.1 diagrams these flows of mass and energy that enter and leave the building envelope
as well as the thermal loads generated within this space.

Buildings in climates with a large variation between seasons will have different energy
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Building Envelope

Radiation Radiation

Outside Environment

Figure 1.1: Diagram of the mass and energy flows across the building envelope and the loads
generated within the building. The arrows represent energy flows and the rounded blocks
represent energy generation terms. The color green identifies all the advective terms.

use patterns than those in moderate climates. When the climate requires the building to
be heated for a significant portion of the year, internal loads will offset heating energy
requirements. Buildings in climates where cooling requirements dominate energy needs will
see an increase in energy use when internal loads increase. Building geometry will also play
a role in determining the effect of loads on the building; buildings with a shallow floor plan
(that is, buildings where all parts of the building are close to the outside environment) will
see less of an effect on cooling energy requirements with an increase in internal loads than
will a building with a deep floor plan; the opposite is true for heating requirements. Building
mass generally reduces energy needs, as it slows down the responsiveness of the building to
variations in weather and acts as a storage mechanism for the energy used to condition the
building to a certain temperature.

Building Energy Simulation (BES) programs are designed to model the direct and indirect
needs described above, and then run a series of heat and mass transfer calculations to
determine how much energy the building will use over a given period of time and under
a specific set of conditions. Heat and mass transfer equations rely on the triad of energy
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flows that cross the control volume - radiation, conduction, and convection - and the energy
generated within the control volume, i.e. the loads. In the case of the building envelope as
the control volume, the conduction and radiation are governed by the weather conditions
of the outside environment (see Figure 1.1 again). A “weather file” sets these conditions
for use by the BES program by containing basic measurements such as temperature, wind
speed, and insolation at regular time intervals; the program calls on the values whenever a
calculation requires them. Conduction terms are linearly scaled to account for the thermal
properties of the building envelope (that is, the thermal conductivity of the exterior surfaces).
Radiation terms are modified to appropriately account for components that are reflected off
of, absorbed by, or transmitted through the building envelope. A BES program may or may
not take into account the convective gains or losses across the surface of the building envelope
that are caused by the wind. Rather, the advection of air from the outside is modeled by
infiltration terms, which define a certain quantity of outside air to have entered the building
envelope over a given period of time. Outside air taken in by the HVAC system (or a natural
ventilation scheme) is similarly modeled as a rate of intake of air at outside conditions. Other
advective terms for buildings typically include people (people bring energy into the building
with them when they enter and take it when they leave) and supply water. Loads within
a building are typically generated by the metabolic processes of the people, sunlight that
has been transmitted through the envelope, and the waste heat from the electricity used
by lights and equipment. The BES program will balance all of these conditions at each
time step before advancing to the next set of conditions. It will ultimately output a report
of building conditions, loads, and energy uses over the simulation period. (See [15] for an
overview of the capabilities of 20 major BES programs).

In order to model the above phenomena, BES programs require inputs for building geom-
etry and material properties, electrical loads, occupancy, and airside and waterside HVAC
equipment (in addition to the weather files mentioned above). Architectural plans for the
building (including Computer Aided Design files, or CAD files) are the typical source for
building geometry. Building material properties are usually obtained from the ASHRAE
Fundamentals handbook [4] and any local energy codes (such as California’s Title 24 re-
quirements [1]). Electrical loads caused by lights are found in the lighting plans for buildings
provided by architectural firms, and electrical loads are estimated by the ASHRAE Funda-
mentals handbook [4]. Descriptions of airside HVAC equipment are found in the mechanical
plans and schedules produced by architectural firms, and waterside HVAC equipment may or
may not be included in these plans. Simulation programs have libraries of material proper-
ties and typically provide default values for all of the above listed parameters. Schedules for
occupancy and electrical loads are often unknown during modeling, but simulation programs
provide default schedules that align with regular working hours.

Energy predictions as provided by BES programs are useful for a range of energy and
cost conservation measures. BES programs are being used in the design, certification, and
operations and management of buildings and building components, and have the potential to
be used in the budgeting for and the marketing of buildings. Building design can be guided
by BES predictions in order to determine the most effective measures to reduce energy use



CHAPTER 1. INTRODUCTION 4

at a given price point (e.g. the same building design can be rotated through 360 degrees
to determine the most energy efficient orientation). BES predictions could also be used to
determine the feasibility of a new type of air conditioning system for a building [5]. Energy
simulations are required for energy efficient building certification programs such as Leader-
ship in Energy and Environmental Design (LEED). Building operations and management
could be alerted to the need for repairs (or retro-commissioning) by deviations between BES
predictions and building performance. Inquisitive and adventurous building managers could
even conduct experiments where a BES provides the baseline off of which adjustments to
building management could be compared (e.g. pre-cooling of the building before operating
hours to reduce peak cooling demand). Building tenants can use BES predictions to estimate
future utility bills for budgeting purposes, and building owners could potentially use BES
predictions as a marketing tactic to promote the cost savings associated with renting their
buildings [20]. All of these uses rely on the accuracy of the simulation results, as discussed
in the following section.

1.2 Barriers to the use of simulation results

Although the heat and mass transfer theory that forms the backbone of BES program cal-
culations is firmly established, BES programs do not yet provide reliable predictions of the
energy used by actual buildings. The problems with reliability have been shown to affect all
of the actively used cases for BES programs described in the final paragraph of the previous
section. Lomas et al have established that it is not reasonable to assume that simulations are
any more accurate at assessing differences in energy use than they are at determining overall
energy use [52]; in their BES validation exercise they studied the difference in temperature
between a double-glazed and an opaque room and the values predicted by various simulation
programs. The programs varied greatly in the predicted differences between these design
alternatives and did not match the measured temperature difference, which raises concern
about using BES programs for design comparison. Frankel and Turner [24] reviewed New
Buildings Institute (NBI) data on new LEED certified buildings and found some correlation
between LEED scores (and by extension BES predicted energy use) and improved energy
efficiency, and that on a whole, buildings within a given use category performed close to
expectations. However, the spread of the data left a large portion of buildings in a position
where their actual energy use far exceeded what was predicted by modeling. Newsham et
al [59] re-analyzed the same NBI data set with particular attention paid to assessing whether
LEED baselines (that is, the same building with properties following ASHRAE 90.1, Ap-
pendix G standard schedules [70]) as assigned were reasonable for a given building (LEED
awards points for predicted energy savings beyond the assigned baseline energy use). They
found that the essential conclusions of the Frankel and Turner [24] study still held true - on
a whole, LEED certified buildings performed better than the baseline, but that 21% of the
buildings performed worse than the baseline cases. Scofield re-analyzed this same data [67]
and called into question whether any statistically significant improvement over baseline exists
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for any of the LEED buildings. A study on the use of BES for operations and management
in which a model was calibrated to an extensively monitored building found that the cali-
brated model was not accurate within the range of the demand response savings [18]. These
studies collectively indicate that there is a need for a systematic investigation into and an
improvement of BES predictive abilities and a clarification of what simulations are and are
not capable of providing the user.

1.3 Uncertainty and variability in Building Energy
Simulation results

The discussion of the current limitations of BES predictions must begin with the recog-
nition that inconsistencies and variations between buildings and their conditions prevent
definitive single-valued predictions of energy use. Despite this, the current practice in the
BES community is to present results as a single-valued representation of expected energy
use. Williamson [76] discusses the ethics of moving away from framing simulation results as
definitive predictions and to instead begin to view them as a nuanced description of possible
energy use outcomes arising from a range of potential building conditions.

Before the BES community can adopt this more nuanced approach to simulation results, it
is necessary to have an established methodology for characterizing potential input conditions,
incorporating the range of these potential inputs into the simulation program functions, and
presenting the results to the user. Roy and Oberkampf [64] provide a methodology for
this process for scientific computing in general, and make the distinction between input
uncertainties that arise from known and unknown distributions of values. The field of BES
research has adopted the same categorizations but often uses the terms “variability” and
“uncertainty” to respectively describe known and unknown distributions of values. A range
of research has been initiated into the identification of significant sources of uncertainty and
variability for BES. Eisenhower et al. [21] performed an extensive sensitivity analysis where
nearly 1000 parameters were varied over nominal ranges and sampled for a Monte Carlo
analysis of uncertainty in simulation results. The results were analyzed using analysis of
variance (ANOVA) in order to determine paths of uncertainty propagation from sampled
input variables.

The first place one might look for sources of unreliability in simulation results are the
simulation programs themselves. A common and simple approach to the validation of simu-
lation predictions is typically the comparison of simulation results to the true performance
of the system. However, real buildings have not been thoroughly studied because they are
unique in construction, microclimate, and use. Additionally, data necessary to completely
or even adequately describe the state of real buildings are rarely collected due to the large
financial and temporal investments required. Due to the aforementioned difficulties in de-
termining data from complex, occupied buildings in normal use mode, empirical validations
of simulation programs have largely been conducted in unoccupied, simple, experimentally
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controlled buildings [52, 58]. Studies on both calibrated and uncalibrated simulations of
occupied buildings (calibrated models have been adjusted to improve the match between
simulation outputs and actual energy performance) are limited in quantity and scope [3,
18]. Tt is therefore currently impractical to rely on empirical methods to validate simulation
programs.

Instead of empirical validation, a large body of research has emerged for computational
validation of simulation programs. Rigorous standards have been developed by which BES
programs can be assessed and improved. The leading guidelines are ASHRAE Standard
140 [40] and various forms of the Building Energy Simulation Test, or BESTEST [37, 39].
Tabares-Velasco and Griffith assess the primary features of BES testing methods, and deter-
mine that they primarily seek out algorithmic difference, modeling limitations, and coding
and input errors; they add to this list the need to assess the numerical methods and conver-
gence criteria employed by the programs [72]. Nevertheless, the application of BESTEST to
simulation programs reduced cross-program differences in specific areas of energy prediction
from 4-40% to less than 1% [60]. A different study investigated prediction errors exposed by
BESTEST in a specific BES program and found similar changes in energy predictions after
the correction of errors [79]. The results of these studies indicate that it is reasonable to
assume that a specific BES program will not provide significantly different predictions from
any other BES program that has also been subjected to the testing methodologies put forth.

With effective screening procedures in place to remove simulation programs as primary
sources of unreliability, the focus instead turns to characterizing uncertainties and variability
in simulation inputs. Some efforts have been made to characterize variability profiles for
weather (and weather files) [13, 14, 26, 27, 36, 49] and for infiltration rates [22, 69], and
to establish uncertainty in building materials [12]. Occupancy and occupant behavior has
been treated in both the uncertainty and variability senses [6, 17, 44, 46, 80]. Regression
analyses of real buildings and sensitivity analyses of simulation programs are often employed
to determine the major sources of uncertainty and variability [21, 29, 45, 75, 78]. But while
there is a growing body of literature on the uncertainty and variability of simulation inputs
and on sensitivities of buildings and simulations to assumed distributions of variability and
ranges of uncertainty, de Wit and Augenbroe [77] indicate that true profiles for parameter
distributions are still largely unknown.

A research team at Georgia Institute of Technology has thoroughly investigated the
sources of uncertainty in BES described above, and has created a workbench that facilitates
the analysis of uncertainty in BES [48]. The workbench contains a database of uncertainty
distributions for models and model parameters that have been quantified in the research,
and uses these profiles to propagate uncertainty to the simulation results. The results of
these uncertainty analyses yield information in the format described in the opening of this
section as being the most accurate portrayal of what simulation has to offer. However,
missing from the database of quantified uncertainty parameters is the effect of the modeler;
communication with this team of researchers resulted in the focus of this dissertation, which
will be discussed in the section below.
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1.4 Why study the modelers?

Nearly all of the research conducted in this field has assumed a perfect transition from
knowledge of building conditions to BES program function. Figure 1.2 is a typical example
of how the simulation process is represented in literature. However, this is never the case -
modelers are provided with building information and the goal of the simulation and then are
responsible for manipulating this knowledge into the form of a building energy model to be
processed by the BES program. Building energy modelers are thus a critical component of
the simulation process, which makes Figure 1.3 a more accurate representation of simulation
workflow.

Any analysis of the performance of simulation programs that draws conclusions on the
link between input data and simulation outcomes but neglects to factor in the role of the
modeler is prone to specious conclusions (much like neglecting friction in a physics problem
on rolling motion). The studies on NBI data [24, 59, 67|, for example, are meant to primarily
be critiques of simulation programs but not indicators of variation in modeler performance,
despite the fact that many different modelers were responsible for creating the data collected
by NBI. Studies like those conducted by Ahmad and Culp [3], where a single modeler gener-
ates simulations that are compared against building energy use data, are particularly subject
to confounding the effects caused by model input and simulation program function with that
of the modeler. In research that focuses on individual branches displayed in Figure 1.2 the
role of the modeler is not directly important, but tangential lines of research in these areas
would develop if the role of the modeler were considered. Building information might be
presented differently to the modeler as a result, and simulation program interfaces might
drastically change to minimize variation between modelers.

Some preliminary research has been performed to assess how modelers adapt building
data for interpretation by simulation programs. Many of these studies have been performed
in educational settings, perhaps because it allows for the otherwise rare scenario of having
a group of modelers with large portions of time to dedicate to creating a model for a study.
One such paper discusses the results of teaching quality assurance measures to graduate
and undergraduate students by having them perform part of the BESTEST procedure [30].
Ibarra and Reinhart performed a study to assess the daylighting models created by students
who were new to this type of simulation [34]. Guyon devised a study where users with
different backgrounds and levels of simulation experience created models of the same resi-
dential building [28]. All of these studies indicate that modelers play a significant role in
simulation output, but they all leave room for further investigation. Particularly noticeable
is the absence of research into commercial buildings being modeled by professionals in the
field. There is additional room to investigate the links between modeler background and
simulation output, systematically compare modeler decisions across input categories, and
establish a testing procedure for not only modelers but also for BES interfaces and general
BES workflow.
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1.5 Organization

The research presented in this dissertation aims to contribute to the slowly growing pool of
evidence on modeler-induced variation, and to lay the framework for a testing methodology
for the modelers and the interactions they have with building data and simulation programs.
The following chapters will describe the procedure for the modeler variability study (Chap-
ter 2) and the methodology used to analyze the data (Chapter 3). Preparation of the data
from this study for use in the analysis will be detailed in Chapter 4. A description of the
analysis itself and the presentation of results will then follow in Chapter 5). The implica-
tions of the study are then discussed (Chapter 6) and conclusions and recommendations for
future work are given (Chapter 7). Nomenclature of commonly used built environment and
simulation terminology is included in Appendix A.
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Chapter 2

Procedure for Collection of Data on
Modeler Variability

In order to separate the effect of the modeler on building energy simulation results from all
other factors involved in simulating building energy performance it was necessary to conduct
an experiment in which a group of professional modelers constructed models from the same
building plans. This chapter details the experimental setup and discusses how the setup was
designed to generate results representative of the work being done by modelers in the field.

Procedures for this experiment were based on social science research principles and were
required to follow a human subjects protocol. The social science methods provide the back-
drop to the technical focus of this thesis so they will be briefly discussed in Section 2.6. Those
familiar with these topics will find allusions to these methods and protocols throughout the
explanation of experimental procedure that follows.

2.1 Recruitment of participants

Participants were recruited through emails to the list serves of the Pacific Energy Center,
the International Building Performance Simulation Association San Francisco (IBPSA-SF)
chapter, and the local ASHRAE chapter. These emailing lists are subscribed to almost
exclusively by the study’s target population - professional building energy simulation users.
The respective emailing list subscriptions are optional and the organizations involved had no
control over the careers of the participants. Administrators of these mailing lists provided
letters of cooperation for use of the mailing list for recruitment for the study as required by
the Committee for Protection of Human Subjects (CPHS).

The recruitment emails indicated that participants should be experienced in eQUEST
(see Appendix B for an explanation of eQUEST) and that they would be given a short
modeling project to complete during the 4 hours of the study event (Appendix C.1 has the
text of the email). EQUEST was chosen as the simulation program for the study due to
the large population of eQUEST users in the local professional simulation community and
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the program features that enable a modeling project to be completed rapidly (as discussed
in Section 2.3). Participants were incentivized to attend through a chance to win a copy of
the newly published book Building Performance Simulation for Design and Operation [31].
All participants were offered a year’s free access to the online journal Building Performance
Simulation, and were told they would receive a free meal and refreshments during the study.
Two expert speakers in building energy simulation were lined up to serve as the educational
portion of the evening. Appeals were made to the potential participants’ interest in advancing
the knowledge of the building energy performance field through contributing to an improved
understanding of the modeler’s role in simulation results. Participants were also notified that
they could opt into receiving individualized feedback about their modeling at some point
after the study.

These forms of compensation did not cause undue influence to participate in this study.
Modelers typically consult on jobs that are identical to the work they performed in the study
at significantly higher compensation rates. The book offered as compensation was highly
relevant to the study population, but would only be won by a single participant. Journal
access was only a moderate perk to the study population - the journal is relevant to their
field but more academic than most professional modelers are interested in. The free meal was
primarily a practical incentive due to the duration of the planned event. The educational
sessions after the study were typical to activities held by both IBPSA and the Pacific Energy
Center, and are a common reason for the recruited pool to show up to events; however, these
events are also commonly free, and are consequently not undue influence. The educational
nature of the speakers allowed potential participants to log hours spent at the study as
professional development, but non-participants were free to show up to the educational
sessions and it was in no way linked to study participation. Interest in contributing to the
advancement of knowledge had no tangible reward and was entirely internal to potential
participants.

Interested individuals replied through an RSVP form that allowed them to obtain addi-
tional information about the study event closer to the date of the study. In the follow-up
emails, participants were told that they would need to bring a laptop with a working copy of
eQUEST to the event in order to participate, but could ask in advance for a loaner laptop.
Finalized commitments to attend were not required until a few days prior to the event. Re-
sponses numbered 24, and 21 people said they would attend both the study and the speaker
sessions afterwards. On the day of the study, 13 people showed up for the study portion,
but one person did not have a laptop available for the modeling task and consequently was
not able to participate in the study.

2.2 Experimental procedure

On the day of the study, participants arrived at the Pacific Energy Center in San Francisco
with their own laptops and were briefed on the purpose and nature of the study. They were
given consent forms to sign prior to obtaining the study materials. A website containing study
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materials and instructions had previously been set up and wireless internet was available to
participants for access to the study website (detailed explanations of study materials and
instructions are in the following section, 2.3). Internet access was additionally available for
the purpose of allowing participants to look up any necessary information while completing
the study. Although there was a technical issue with the wireless internet, it was resolved in
enough time for most participants to download the study material prior to the study start
time. Those who did not have access to the internet by the study start time were provided
with a copy of the material by means of a flash drive. In addition to the digital material
provided to participants, 11 by 17 inch printouts of the building floor plan were handed out.
These printouts were meant to facilitate note-taking by participants and as a vehicle for
their three digit anonymous participant number. Participants were asked to keep a log of
their thought process during the study or to write up notes afterwards, to be turned in with
their completed model files. Participants were additionally asked to complete a demographic
survey on their educational and professional backgrounds. They had the option of including
their email address for follow-up questions and feedback on their model, and were warned
that the confidentiality of their results could not be guaranteed if they decided to provide
the email address.

The drawing for the book was conducted prior to the start of the study, and participants
were able to sign up for journal access through the website with no link to their participant
number and therefore no link to their study data. It was announced that participants could
elect to opt out of the study at any point but would still get to keep the copy of the book
(if they won it) and get journal access.

Participants had three hours to complete their models. At the conclusion of these three
hours, participants were asked to turn in the PD2, INP, SIM, and CSV files from their
simulation runs (explanations of these files are provided in the section on data collection
below, Section 2.4, in Table 2.3). In order to collect the data, a flash drive was passed around
with empty folders labeled with each participant number. Participants were instructed to
put the requested files into the appropriate folder.

Following the conclusion of data collection, participants had an hour and a half for dinner
and speakers sessions. During this time, the data were compiled into figures representing
the electrical and gas energy use, respectively, of each participant’s monthly values. At the
conclusion of the speaker sessions the results were presented to the participants, the speakers,
and a few additional people who had attended only the speaker sessions. A discussion of
these preliminary results occurred following their presentation.

2.3 Study materials and instructions

In order for this study to successfully replicate the conditions faced by modelers on a typical
modeling project, it was necessary to find a building that was simple enough to be completed
in the limited three hour timeframe of the study but complex enough that modelers would
distinguish themselves in their modeling decisions. Partially completed models or excessively
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rushed models would not be useful for analysis because the results would skew towards model
defaults and gross oversimplifications. An overly simple building would not prompt modelers
to make judgments and rely on their expertise in order to complete the project in time. An
expert modeler was consulted to find such a project [41]. The appropriate building was
chosen to be a single story school administrative building with a vaulted lobby. There were
roughly 17 rooms, with one of these rooms containing a partial wall (see building plans in
Appendix C.2). The geometry of the building footprint was not rectangular, which would
have greatly simplified the modeling task. There were four packaged single zone HVAC units
for the building, with four separate exhaust fans and two split system AC units. The lighting
plans for the building included interior and exterior lights, with some of the interior lights
denoted as emergency lighting.

Building data provided to participants replicated the information provided to modelers
in the field. The architectural firm that provided the plans required that the project ti-
tle and firm information be removed from the files given to participants (the project title
would have indicated that the building was for a school). As a result, there was this minor
deviation from information that was typically available. Five PDF files were provided to
the participants: architectural plans, lighting plans, the lighting schedule, mechanical plans,
and the mechanical schedule (see Figure 2.1 for floor plans,Table 2.1 for explanations, and
Appendix C.2 for all study files provided to participants). Additionally, participants were
given the CAD floor plans, which would enable them to easily import floor plan data into
eQUEST if they chose to do so. The lighting plans had most of the lighting fixtures high-
lighted (although a few were accidentally not highlighted) in order to facilitate perusal by
participants as the file was not provided in hard copy and therefore could not easily be an-
notated. The lighting schedule had many extra fixtures included as it was originally created
for multiple buildings, so unused fixtures were grayed out. However, an error was made in
reading the fixture labels and a used fixture was accidentally grayed out (although it was
still legible to participants). Participants were told that the building was located in the San
Jose California Climate Zone (CZ04) and that this weather file should be used. Participants
were not provided with detailed construction information (wall, window, roof, and flooring
construction, primarily) because these are typically not provided to modelers and must be
requested if desired.

The instructions in Figure 2.2 were provided verbatim to the participants on the study
website (see Appendix C.3 for screenshots of each website page). Verbal instructions to
participants duplicated this message. Additionally, participants were told to approach this
as they commonly would in their jobs, and to use their own judgment as to whether an
appropriate approach would be to model the building for design purposes or general anal-
ysis. Ultimately, the instructions were intended to expose the decision making processes of
modelers rather than put them in an overly controlled experiment that did not match what
they experienced in their daily jobs.
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Figure 2.1: Floor plan from the architectural drawings provided to participants. (This was

the page that was printed out for them).
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Table 2.1: Explanation of material provided to study participants.

Material Description
Architectural | Drawings that represent the architecture of the building and include floor
plans plan, elevation, and roof plan views. Major dimensions are displayed.
Lichtin An architectural floor plan with an overlay of electrical drawings
lgns & showing the location and wiring of light fixtures within rooms. Each
P light fixture has a symbol for referencing the lighting schedule.
Lighting A table that includes light fixture symbols and key information about
schedule the light fixtures, including wattage.
An architectural floor plan with an overlay of drawings of HVAC
Mechanical equipment. The plans indicate where systems feed rooms and which
lans rooms they feed into, and where the thermostat for the system is
P located. Each HVAC system has a label for referencing in the
mechanical schedule.
Mechanical A table that includes the labels of the HVAC systems and key
schedule information about each unit.
The CAD (Computer Aided Design) file for the building floor plan. This
CAD file file can be imported into eQUEST to facilitate the entry of a custom

floor plan.
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An important part of this exercise will be how you budget your time on the simulation
task. Direct the most attention towards the areas on the simulation you believe are the
most important if you are running short on time. If you feel like you need additional
information at any point, don’t hesitate to ask.

Your tasks during the study include:

e Generate and run an eQUEST model based on the building information
provided under ”Files for Simulation Task”

— You will be asked to turn in the .PD2 and .INP input files and the .SIM
and .CSV output files. The name of the files should include the convention
"PN###", where ##+ is replaced by your three digit participant number.

e Keep a log of any key modeling decisions

— Create a text file to keep these notes in, and include the "PN###” naming
convention in the title. These notes do not have to be extensive - stray
thoughts will do. You may also write this out on paper, with your participant
number written on the top.

e Fill out the demographic survey

— This can be filled out online, from the link titled 'Demographic Survey”. If
you would prefer a paper copy to fill out, we have some on hand.

Figure 2.2: Instructions provided to participants on study website.
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2.4 Data collection, preliminary analysis, and
discussion with participants

Demographic information was gathered by means of an online form. All participants com-
pleted the demographic survey at some point during or after the study conclusion. The
demographic data collected was geared towards finding answers to the questions of whether
modeler educational background, duration and nature of experience in building energy mod-
eling, or training and experience with a particular modeling program had any effect on
modeling decisions. Participants also had an opportunity to provide any information they
felt was not covered by survey questions. Survey questions are listed in Table 2.2, and a
duplication of the survey, including detailed instructions and answer options, is included in
Appendix C.3.

Table 2.3 provides explanations of the four file types requested of participants for com-
pletion of the study, as denoted by their file extensions: PD2, INP, SIM, and CSV (eQUEST
consistently applies the saved project name as the file name). EQUEST relies on two in-
put files: PD2 files contain a record of Wizard inputs, but do not contain any edits made
in detailed mode (see Appendix B for an explanation of eQUEST input modes); Wizard
mode edits and detailed mode edits are all contained within the INP files (a DOE 2.2 input
file), but do not contain a record of which data was input via the Wizard. Collecting both
of these input files from participants allowed for an analysis of to what extent modelers
relied on Wizard inputs as well as the complete final state of the model with detailed in-
puts included. Detailed simulation output information is contained in the SIM file, while a
summary of the monthly lighting and gas energy use is summarized in the CSV file. Both
the CSV and SIM files could be quickly and easily recreated with the possession of a given
model’s INP and PD2 files. However, having participants provide the output files allowed
for confirmation of results between their input and output files (in case they ran the model
multiple times and submitted mismatched files). The CSV files were useful for the rapid
preliminary analysis conducted during the study event. And fortuitously, the inclusion of
the SIM file format allowed for a reasonable reconstruction of an accidentally blank INP
file that was submitted by one participant (approximate recreation of this missing INP file
is discussed in the Appendix D. The anonymity required by the human subjects protocol
meant that the participant’s identity was not known after the conclusion of the study and
therefore retrieval of the original file was not possible).

Participants who had kept logs of their thought processes turned them in as they were
leaving. Three participants turned in thought process descriptions; insight into the thought
processes of these three modelers will be brought up as relevant.

Figure 2.3 and Figure 2.4 contain the charts created the night of the study that were
discussed by participants and other parties present. The discussion of these results primarily
centered on interest in what the root causes of variation were, as the reasons were not
immediately apparent to participants who largely only knew about the model they created,
but not how it compared to the models of fellow participants. Some participants noted
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Figure 2.3: Plot of monthly electricity usage totals for each participant’s file, with monthly
standard deviation values. Participant numbers were obscured for confidentiality reasons
(numbers represent the same participant between plots). Note that these plots are provided
only as a record of what was shown to participants the night of the study. The data herein
will be fully discussed in Chapter 5
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Figure 2.4: Plot of monthly gas usage totals for each participant’s file, with monthly standard
deviation values. Participant numbers were obscured for confidentiality reasons (numbers
represent the same participant between plots). Note that these plots are provided only as
a record of what was shown to participants the night of the study. The data herein will be
fully discussed in Chapter 5
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Table 2.2: Overview of demographic survey question asked of participants.

Topic Questions

In which field(s) of study did you receive a bachelor’s degree?
Educational | In which field(s) of study did you receive a master’s degree?
Background In which field(s) of study did you receive a doctoral degree?

Have you had any other education that doesn’t fit into these categories?

How many years have you worked in building energy simulation?
Work What percentage of your job is devoted to building energy simulation?
Background | yya¢ types of buildings do you typically simulate?

What other major areas do you work in/have you worked in?

How long ago did you start using eQUEST?

guﬂding Did you receive any training in eQUEST?

ner

Simui}x’tion What percentage of your building energy simulation tasks are done in
‘?

Background cQUEST:

Are you familiar with any other building energy simulation programs?

Have you received training in any of these programs?

If you feel that any of your answers from the survey may not accurately
portray your experience in building energy simulation, please explain the
situation here.

that even though we provided (and announced) the weather file to be San Jose (CA CZ04),
they had forgotten to change it to this climate zone. (However, eQUEST defaulted to this
climate zone and consequently everybody in the study used the correct climate zone). One
participant noted that his electricity consumption numbers fell squarely with the rest of the
pack, even though he had drastically simplified the building plans to rectangles and had
not imported building plans, while those around him had imported and traced the plans
in detail. The most obvious feature of the electricity usage plot was the single participant
who had noticed that the building was most likely a school building (based on the room
labeling) and reduced the summer schedules accordingly. (Participant logs from the study
indicated that another participant had paid attention to the room labeling as well, but had
erroneously interpreted them to be describing a medical office). Participants were of the
general consensus that they had adequate time to create the modeling project and only one
person indicated that any additional time would have led to an altered model.
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Table 2.3: Explanations of files collected from participants by eQUEST-assigned file exten-

sions.
File Explanation of file type Purpose of collection
extension P YP P
The Wizard fiata‘mput file for Useful for tracking what
eQUEST. Primarily tracks only the .. . o
. ) ) participants decided to edit in the
Wizard entries that deviate from .. . . .
PD2 } limited Wizard environment vs. in
defaults. Stops recording . .
. . : . the more advanced detailed edit
information when detailed mode is
mode.
entered.
As the source of input for the
complete version of participants’
DOE 2.2 input file, written in BDL | models, it is required in addition to
INP programming language. Final the PD2 to simulate the final model
version of participants’ models. in eQUEST. Can also be run
independently in eQUEST or in
DOE 2.2.
Principle output of a DOE 2.2 For inspection of model properties
model. Contains a large variety of and simulation results, and for
SIM . o .
reports on simulation inputs and confirmation of model created
results. during study.
The CSV format meant the data
Summary of gas and electrical could be opened in Excel and
oSV energy consumption by month. All | rapidly manipulated for use in plots
data in this file type is additionally | discussed immediately after study
included in reports within SIM file. | (SIM file format not conducive to
rapid data extraction).
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2.5 Impact of study on participants

Participants may have experienced minimal discomfort from sitting and working on their
laptop during the study, but it was unlikely that this discomfort exceeded what their jobs
typically exposed them to. They are unlikely to experience a breach in confidentiality due to
the anonymous record of their study data, but even with a breach in confidentiality, they are
likely to face minimal impact due to the fact that the information shared is largely what they
already deal with in their professional setting (it is not uncommon for modelers to discuss
the thought process of their modeling style with other professionals). Some subjects, though,
may worry about harm to their professional reputation if a breach of results confidentiality
should occur.

This study provided no direct benefits to subjects. However, four participants opted to
obtain feedback on their modeling methods. The population from which the subjects were
taken is likely to be able to use the results of this study to inform their modeling choices and
potentially be able to share this information on the accuracy of the simulations with their
clients.

2.6 Discussion of experimental procedure

Onwuegbuzie and Leech [61], Bryman [8], and Marshall [56] all discuss the necessity of
exploratory studies that improve our understanding of human behavior in order to develop
hypotheses that can later be tested by confirmatory studies. This research takes a pragmatic
exploratory approach to the study of human subjects, as advocated by Onwuegbuzie and
Leech [61], whereby the merits of both qualitative and quantitative research are taken into
account. The quantitative techniques are discussed in Chapter 3. The qualitative side of
this research largely lies in the assessment of the sample (although the discussion with the
participants and the collection of participant logs provided supplemental qualitative research
techniques). Marshall [56] explains that in qualitative research, the metrics for evaluating
the effectiveness of a sample are not the same as the metrics for evaluating a quantitative
sample. Quantitative samples are judged by the size of the sample, and the randomness
by which it was acquired; the results of these studies should be generalizable to the entire
population. Qualitative samples are judged by the extent to which they provide an “improved
understanding of complex human issues” and the results are transferable to situations beyond
the one studied. This study was geared at exposing the nature of variability introduced into
BES by modelers, and the sample will be assessed by the extent to which an understanding
of the variability in the sample is transferable to variability in groups of modelers other than
the one studied.

Participant recruitment was successful for the goal of the study. All were professional
modelers and were capable of modeling a building in eQUEST, which meant that no data
had to be rejected. The study sample was likely to be reasonably close to a representative
sample of the local population of modelers, although it was skewed towards those with
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curiosity about their field and younger, newer professionals for whom it was easier or more
desirable to attend an evening study. The bias in the participant sample is unlikely to
have produced a bias in the results, which will be discussed in further detail in Section 5.7.
The sample size of 12 was sufficient to show data saturation [56] in most areas of modeler
variability, although a larger sample size could potentially expose more examples of outlier
modeler decisions.

Chapter 4 explains the preparation of the study data for analysis. Chapter 6 will discuss
the significant trends within this sample, and Chapter 7 will expound on the foundation laid
by this experiment.
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Chapter 3

Methods for Analyzing Modeler
Variability Data

Data from the study on modeler variability from Chapter 2 are varied and rich, and require
multiple forms of analysis in order to extract the useful information contained therein. The
analytical goals of this study are:

e to determine the sensitivity of simulations to modeler-driven input variation,
e to broadly characterize how modeler decisions affect simulation results,

e to evaluate whether trends in modeler decisions exist, and if so, how this relates to
modeler background.

Different forms of statistical methods are required to fulfill the above goal. One-at-a-time
analysis (OAT) is commonly used in BES for sensitivity analyses; it exposes the independent
effects of each parameter (in this case, modeler decision), as explained in Section 3.1. Monte
Carlo analyses are employed as a means of assessing the combined effect of parameters
(modeler decisions), the Monte Carlo method used by this research is explained in Section 3.2.
The broader dataset generated by the Monte Carlo method can be used by classification
trees (and random forests) to provide information on the relative importance of individual
decisions when they interact with all other modeler decisions. Classification trees and random
forests are explained in Section 3.3. Finally, Multiple Correspondence Analysis is frequently
used in the social sciences to determine trends in complicated datasets and will be explained
in Section 3.4.

3.1 One-at-a-time (OAT) analysis

Morris [57] popularized the OAT analytical method, which is frequently employed by BES
researchers in sensitivity analyses of simulation programs and actual buildings [32, 53, 75].
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Figure 3.1: Diagram representing the computational procedure for the OAT analysis. Blue
backgrounds represent baseline model inputs, while each other color background denotes
the input of a particular participant. Each block of parameters defines a complete building
model that is then run by the simulation program.

The name for the one-at-a-time analytical method is very descriptive - one parameter at
a time is changed from a baseline value to other values of interest, and the corresponding
responses of the system (that is, the simulation outputs) are observed. The input values
of interest are typically taken from the distribution of expected input values for the given
parameter. Figure 3.1 illustrates OAT as applied to the participant study data. (An overview
of actual parameters used in this analysis is provided in Table 5.1 and the results of the
analysis are provided in Figure 5.2 and Figure 5.3).

For the particular case of the study data, each parameter in the simulation was changed
from a baseline model value to the value obtained from each participant’s file. The total
predicted energy from the simulation containing the participant’s value for that parameter
was then compared to the baseline model’s total predicted energy use. These differences are
recorded for each participant’s parameter values, and the mean and a standard deviation
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of these differences are determined for each input parameter. These two measures (the
mean and the standard deviation) provide an expected magnitude of response of the system
to modeler inputs and a sense of the output variability based on modeler inputs. This
particular application of OAT can therefore be thought of as a sensitivity analysis of model
parameters to variability in modeler input decisions.

3.2 Monte Carlo method

While OAT is appropriate for getting an idea of the sensitivity of a model to independent
variability in parameters, it does not illuminate the effect of parameters varying concurrently.
Judkoff et al. [38] indicate the usefulness for Monte Carlo analyses to determine parameter
interaction effects, and many uncertainty analyses of BES programs use this method [21, 53,
62]. The Monte Carlo method is additionally useful for generating a larger data set from
the parameter values of a limited original data set. The social sciences frequently make use
of Monte Carlo methods when the sample size is limited in order to generate a probabilistic
model of the population effects [9, 55, 65]. Lee et al. [49] discuss the use of Monte Carlo
methods to generate potential simulation input states from a limited sampling of existing
input states (in this case, potential weather years from existing weather year data).

Monte Carlo sampling is performed on data sets that have multiple parameters with a
range of potential input values for each parameter. A random sampling is performed to

Collection of Collection of Collection of Parameter Parameter
Participant 1 Participant 2 Participant n inputs for inputs for
parameter parameter parameter Monte Carlo Monte Carlo
values values values Run1 Run 2
Parameter 1 Parameter 1 Parameter 1 L Parameter 1 | Parameter 1 |
Parameter 2 | Parameter 2 | Parameter 2 — Parameter 2 | Parameter 2 |
| | — I I
Parameter n | Parameter n | Parameter n S Parameter n Parameter n

Parameter value randomly chosen from set

Figure 3.2: Demonstration of Monte Carlo sampling method for investigating interaction
and frequency effects in study data.
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select from the potential input values for a given parameter; this procedure is repeated for
each parameter. A complete set of randomly sampled parameter values then forms the input
for a single run of a simulation. The random sampling of all parameters is performed for
each desired simulation run. The distribution of input values is decided by the nature of
the research - for example, a rectangular distribution can be used to simply test interac-
tion effects, while frequency distributions will incorporate information about the expected
frequency of parameter interactions. For this study, frequency of interaction effects were
of interest, so participant data were sampled directly from the pool of participant values
for a given parameter, as demonstrated in Figure 3.2. Each participant’s decisions had an
equal likelihood to all other participant decisions. The program that created the Monte
Carlo samples called on the random number generator individually for each parameter; it
was set to cover a range of 12 and produce integer values. The integer values were then
used to access participant numbers from the list of participant numbers; the data from this
participant’s input file could then be accessed. The results of the Monte Carlo simulations
yielded statistics on expected energy predictions in the broader energy modeling population.
Additionally, the Monte Carlo run results are of use to the classification tree and random
forest methods described in Section 3.3.

3.3 Classification trees and random forests

(Classification trees are a statistical method frequently used by the social sciences and bio-
sciences because they are good at finding variables of importance in data with a small sample
size relative to the number of variables being studied. The seminal program for classification
and regression trees (CART) was developed by Breiman et al. [7]. For this research, the
rpart package [73] in R [63] was used; rpart implements similar routines to those popularized
by Breiman et al. [7]. Classification trees, however, are prone to overfit predictions to the
sample data, in that they force the classification to exactly match the sample data. Random
forests use many classification trees, with modifications, to overcome this issue with overfit-
ting. The R randomForest package [51] was used in this analysis. While the sections below
provide a description of how these analytical methods were applied to this research, Strobl
et al. [71] provide an excellent and detailed overview for both methods.

3.3.1 Classification trees

The input data for classification trees are sets of categorical input values and a categorical or
continuous response corresponding to each set. For this research, participant inputs for each
parameter were grouped into categories by similarity of values (more on this in Section 3.5).
The Monte Carlo simulations can therefore be interpreted to have sampled from a set of
categories for each parameter input. The result of a given Monte Carlo simulation run is
then the response to a set of categorical input values. Classification tree routines attempt to
create a hierarchy of input parameters depending on how well classes of categorical inputs
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Figure 3.3: A potential classification tree. In this tree, Parameter x is the most important
because of its location immediately following the root (all of the Monte Carlo data). Param-
eters y and z further split the groupings of data to provide additional refinement on expected
values. The expected values represent the average value for the subset of Monte Carlo runs
indicated by the classification tree.

to these parameters predict response values. A simple example of this hierarchy is given
in Figure 3.3. An explanation of the node splitting routine is provided in the following
paragraph.

Figure 3.4 provides a graphical representation of how the classification tree node splitting
method was applied to the Monte Carlo data (Section 3.2) from this study. Classification
trees look at each of the parameters and try all possible ways of grouping input categories
into two classes. The Monte Carlo simulation results that pertain to each of these groupings
are assessed for level of purity obtained from each grouping. Purity is defined to be at a
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Figure 3.4: Example of the methodology behind classification trees. The Monte Carlo data
used by the classification trees are presented at the top of the figure (“MC” here stands
for Monte Carlo), and the classification tree tests are presented at the bottom of the figure.
Input colors represent categories of parameter values. Response colors represent (continuous)
predictions, with the two distinct lighter colors being considerably close to each other and
significantly far from the darker color. Subdivisions of response colors indicate that multiple
predictions existed for the given input category, as demonstrated in the top half of the
figure. The program will assess each parameter and each category grouping to determine
which combination most successfully differentiates the outputs; in this case, it is the final
test for Parameter 2.
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maximum when a node has a minimum deviation in responses and at a minimum when
deviation in responses is at a maximum [7]. The split that yields the greatest purity within
each class will also maximize the deviance between the two classes and will be chosen as the
split for the node being investigated. The process will be repeated for each node, ultimately
providing results like those shown in Figure 3.3.

3.3.2 Random forests

Random forests repeat the classification tree procedure many times over, but with the fol-
lowing modifications. They randomly eliminate some of the original sets of data for some of
the classification trees, and at the same time, they randomly restrict the number of available
parameters to be used in determining the node splits. The results do not provide a single tree
of decisions like Figure 3.3, but instead give a ranking of parameter importance that is less
sensitive to the training sample data, and therefore more likely to be capable of predicting
results outside of the sample, in the population.

3.4 Multiple Correspondence Analysis (MCA)

Multiple Correspondence Analysis (MCA) is a method used to compare multiple individuals
and multiple variables. Abdi [2] provides a good explanation of the mechanism behind MCA,
and additionally explains how the results of MCA can be interpreted on low dimensional plots
(2-dimensional plots will be used in this research). Programs such as the FactoMineR [33]
package in R [63] take a categorical input table and perform Correspondence Analysis (CA)
on all of the dependent variabiles. In CA “the rows or columns of a data matrix are assumed
to be points in a high-dimensional Euclidean space, and the method aims to redefine the
dimensions of the space so that the principal dimensions capture the most variance possible,
allowing for lower-dimensional descriptions of the data” [25]. Individuals or variables that
cluster together when this lower dimension space is plotted indicate that a similar pattern
has occurred in variables or individuals, respectively. For the purposes of the analysis of this
research, modeler input decisions and demographic survey responses are the variables, and
participants are the individuals. When participants vary consistently in how they answer
demographic survey questions or how they choose to represent a feature in the model, they
are grouped together on the plot. Likewise, if two variables see similar trends in modeler
responses, they are grouped near each other on their plot. MCA plots are simply a vi-
sualization technique for the input data tables and should only be viewed as such in this
analysis. The input data tables can be viewed to determine what the visualization means.
More detailed interest in how MCA functions should be directed to [2]. MCA is used for
this research due to the applicability of the method for analyzing categorical responses to
variables. This categorical approach avoids issues that would otherwise arise with variables
that cannot be simplified to a single value for use in a continuous scale.
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3.5 Categorizing data for classification trees, random
forests, and M CA

The validity of the classification tree and random forest analyses entirely depends on setting
the categories in a way that only similar parameter decisions are grouped together; a mis-
categorization will cause the significance of a parameter to be obscured. Assigning a unique
category to each participant’s decision will similarly obscure information for the MCA, as
all participants will be assumed to be varying in a pattern consistent with all other partic-
ipants. It is not so risky for the classification trees, since they inherently group together
similar decisions even if the decisions are coded as being unique. Encoding the data for the
MCA and the classification trees was done in such a way that it was mutually compatible
with each analytical method.

To encode the parameters used by the OAT analysis and the Monte Carlo simulations as
laid out in Table 5.1, a table was made to record a category name for each decision made
by each participant. These category names were merely letters taken from the alphabet,
as the only requirement was that participants with similar inputs shared the same category
name. The substitution files for each participant’s decisions were compared for similarity
along parameters, and distinct category names were assigned only if there were no effective
means of grouping participants. Appendix F has the table as encoded for the classification
trees and the key for the alphabetical categories; categories where participant decisions were
too complex for any two participants to be grouped together were simply left out of the
MCA. When parameter decisions were made on a room-by-room basis with indication that
similarities may be present between individuals across the rooms, it is possible to perform an
analysis of covariance on these decisions to determine if participant decisions were consistent
enough to be grouped together. Demographic data was already in categorical form, with the
exception of years of experience responses. These were converted into categories based on
the year responses. The assembled datasets were read into the FactoMineR [33] package in
R, which then yielded 2-dimensional plots for the comparison of individuals and variables.
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Chapter 4

Preparing Modeler Variability Data
for Analysis

The analysis of the study on modeler variability that is presented in the following chapter,
Chapter 5, required an extensive amount of setup. This chapter describes the procedures
used to prepare the study data collected (as described in Chapter 2) for use by the analytical
methods described in Chapter 3. This chapter only deals with the large scale preparation
tasks that would otherwise overwhelm the discussion of the analysis in Chapter 5.

The OAT analysis and the Monte Carlo analysis require a template file to be created
into which model decisions (whether generated for the baseline model or by the participants
during the study) can be input. The creation of the baseline model will be detailed in Sec-
tion 4.2. The INP file for this baseline model was adapted into a template format consisting
of a static framework and tags that can be replaced by the relevant data, as discussed in
Section 4.3. The cataloging of the participant INP data used in the OAT and Monte Carlo
analyses is explained first in Section 4.1, though, as it provides a frame of reference for the
development of the baseline model and the template file. The cataloged INP data is also
useful for encoding the data for use by the classification trees and MCA, and all of the efforts
presented in this chapter will be relied on when further analyzing the data in Chapter 5.

4.1 Cataloging INP model entries

The goal of cataloging participant INP entries is two-fold. Firstly, the catalog of INP entries
can be compared against modeler background to assess any trends linking modeler decisions
to modeler background. Secondly, once cataloged, the model inputs can be substituted one
factor at a time into a baseline model for the purposes of the OAT analysis or randomly
sampled for inclusion in a Monte Carlo analysis. For all of these purposes it is necessary to
determine consistent and generalized methods of cataloging the data so they can be compared
and interchanged between files.

EQUEST INP data falls into the basic categories of envelope components, HVAC com-
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ponents, and economic components, although the economic components were not considered
during this study. The envelope components include general building data, floors, spaces,
walls, ceilings, roofs, windows, and loads - these include people, lights, equipment and mis-
cellaneous loads. Both airside and waterside HVAC components were included.

In order to provide a frame of reference for the discussion of how information was obtained
from the INP files, the anatomy of an INP file is outlined below. The first level of the outline
represents the major sections of the INP file, and the second level shows the sub-sections.
The final level provides notes on the data fields that fit within the subsections. Sections
that do not have a second or third outline level have a different format within the INP file
- the data fields immediately follow the main section with no subsections. Note that this
is not an exhaustive list of all potential INP entries - parts of the INP file not used by any
participants in this study have been left out.

1. Untitled file header

a) Title, Run Periods, Design Days, Holidays

e The file name is assigned here, and will be used in all related files that are
created as a result of the simulation.

e The run period is assigned; for this study, participants ran the simulation
for the entire year of 2012 (the run period determines the day of the week
relative to the day of the year for a general weather file).

e The cooling design day and heating design day are assigned.

e Observed holidays are defined. Days in this holiday list will have holiday-type
schedules assigned to them instead of regular weekday schedules.

b) Site and Building Data
e The altitude of the building is set.
c) Materials/Layers/Constructions

e Material properties are assigned to keywords that will be referenced later in
the file when spaces and their child components are defined. Some materials
are of type “Layers,” which are assigned a keyword instead of being directly
assigned material properties. These layers properties were assigned to a key-
word earlier in this section, and are composed of a list of materials that make
up the layers. Some materials in the layers definitions are referenced from a
library of materials but are not defined within the file.

d) Glass Types

e Glass properties are defined by keyword so they can be referenced later by
window and glass door components.

e) Day Schedules
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e A day schedule is most commonly of type “Fraction”, “Multiplier”, “Temper-
ature” or “On/Off/Flag”. Values are assigned to each hour of the day that
are appropriate for the schedule type. Different day schedules are created to
be used to determine building electrical usage and HVAC loads by hour of
the day. Within each category of day schedule end use, there are typically
multiple day schedules for use on different days of the week and throughout
the simulation year.

f) Week Schedules

e A week schedule references day schedules. The first five entries in week sched-
ules are interpreted to be for week days, the 6th through 10th for Saturdays,
Sundays, holidays, Heating Design Days and Cooling Design Days, in that
order. One may define different week schedules for use during different times
in the year.

g) Annual Schedules

e Annual schedules are composed of one to three seasons. A week schedule
must be referenced for each season created within the annual schedule. The
annual schedule keywords are referenced by their intended end uses.

h) Polygons

e First, a polygon of the outline of a building shell is defined by its vertexes.

e Following the definition of the building shell’s outline, the polygons of the
spaces within this shell are defined by their vertexes. These space and shell
polygons will be referenced by the shells and spaces in their definition later
in the file.

2. Floors / Spaces / Walls / Windows / Doors

The information provided by the architectural plans and the lighting plans and sched-
ules are incorporated in this section. An overview of the format of the data for this
section is better interpreted by means of a diagram than a bulleted list. Figure 4.1
shows a different colored block for each type of data field included in this section. Child
components have widths that are narrower than their parent components. Plenums
are defined in this section but not mentioned in the diagram; they are a special type
of space and are defined at that level (see Appendix A for explanation of a plenum).

3. Performance Curves

Definition of performance curves is not necessary when INP files are run from within
eQUEST, but are necessary when run directly by DOE 2.2. They are commonly defined
by their quadratic coefficients, and are later referenced by pieces of HVAC equipment.

4. Electric and Fuel Meters

a) Electric Meters
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Definition of parent and its data (the polygon previously
defined for the outline of the building shell is referenced here).
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Figure 4.1: A diagram of how the building geometry and its properties are specified. The
arrows to the right indicate that a building component is active (and therefore the parent of
following components) until another component of the same type is defined.
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e These are optionally defined; in the case of these simulations they are only
used in order to keep track of the power usage of exterior lights.

b) Master Meters
e These are in place to track the electricity used by the building.

5. HVAC Circulation Loops / Plant Equipment

a) Circulation Loops

e Properties and a schedule are assigned to a circulation loop, which will be
referenced by the domestic water heater below.

b) Domestic Water Heaters

e A domestic hot water heater is defined. It will reference a schedule that
determines how much water is used at each hour of the day.

6. HVAC Systems / Zones

These are assigned similarly to the method for Floors / Spaces / Walls / Windows /
Doors diagrammed above. An HVAC system is first defined and its properties assigned,
and, depending on the type of HVAC system, a specific zone may be referenced as a
control zone (i.e. a room where a thermostat is located). Following the HVAC system
definition, zones are defined. Each space has a corresponding zone, and all child zones
of an HVAC system are considered a single thermal zone. Conditioned zones will have
heating and cooling design temperatures, as well as heating and cooling schedules.
Every zone must be assigned to an HVAC system.

Preliminary to the steps described in the following sub-sections, a program was written
to comb the INP file and record the name, type of component, parameters, and parameter
values for each field (anatomy of a field is included in Figure 4.2). Additionally, for ease of
reference, the respective participant numbers were included in the first column of this file.

4.1.1 Spaces

Spaces are referenced by nearly all elements of the model and these elements are otherwise
independent, so creating a consistent way of comparing spaces was the primary hurdle of
the analysis. Participants varied greatly in how they divided the floor plan into spaces,
which presented the challenge of determining a consistent point of reference between all
files. Fortunately, as can be seen in the overlaid floor plans in Figure 4.3, the majority
of participants combined existing rooms or their recognizably close approximations. The
greatest deviations from this approach were seen in file 913, which contained multiple spaces
per room area, and file 437, which contained drastic simplifications of building geometry
and generic core and exterior spaces instead of rooms. Apparent mistakes were seen in two
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Figure 4.2: Anatomy of a field. This particular example is of a floor type component.

files. File 718 contains a space offset from its actual location, and file 845 has a room on the
opposite side of the building from its original location.

To handle the comparison of spaces, a table was created with a row for every room
designated in the floor plans. Each participant’s file had a different naming convention for
spaces, and the table was filled out with the participant space names that corresponded to
the floor plan rooms (Appendix E.1 has this table). Spaces for file 913 were all included in
the same row of the single room they each belonged to, and spaces for file 437 were labeled
according to the spaces that they primarily overlapped. When a room from the building
plans was fairly evenly split between two of the spaces in 437, both space names were put in
the cell for that room. The misplaced rooms in files 718 and 845 were recorded as the rooms
they were intended to be. Participant-assigned spaces that encompassed multiple rooms were
then highlighted in the same color, and colors were coordinated across participant columns
when the room groupings were consistent.

The following sub-sections describe the procedures involved in cataloging the contents of
the INP files and are grouped according to basic methodological categories. Certain methods
of categorizing the data are only easily understood within the context of the creation of the
template, so these methods will be briefly described before being deferred to Section 4.3.
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Figure 4.3: Plots of participant building spaces (rooms) overlaid on precisely modeled build-
ing plans. The red represents the participant models and the black the rooms as marked on
the building plans. Each plot is labeled by the participant number.
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Figure 4.4: Flowchart of program query for converting participant space data to template-
ready room-by-room space data. Participant number was held constant for a given query of
each parameter and room number combination.

4.1.2 Space data

In order to convert the participant space data to room-by-room space data, a program was
written that referenced the table of spaces described above as a key between the participant
INP data file and the individual rooms from the building plans. Separate tables were output
for each parameter of the space data field (see Figure 4.2 on the anatomy of the data fields
for a reference point for the terminology used). These tables are included in Appendix E.2.
Figure 4.4 demonstrates how the program acquired the data.

An overview of the parameter data assigned to spaces is included in Table 4.1. The table
is not an exhaustive list of all parameter data assigned to spaces in the models, but rather
is limited to the data modified by the participants. Also note that it is limited to the data
assigned in the space definition field and therefore excludes the child components of spaces.



CHAPTER 4. PREPARING MODELER VARIABILITY DATA FOR ANALYSIS 40

Most of the space parameter data were already adapted to the division of larger, grouped-
room spaces into independent room spaces, as indicated in the asterisked column in Table 4.1.
Only two fields could not be generalized for any room covered by the participant-defined
space - “Lighting kW” and “Number of People”. Incidentally, only two participants used the
former field exclusively (the rest relied on “Lighting Watts/Area”) and only one participant
used only the latter (the rest used “Area/Person” instead). One participant used “Lighting
kW?” for two spaces only, and “Lighting Watts/Area” for the rest. Three participants used
“Number of People” for single rooms.

For all uses of “Lighting kW” (both by the two participants who used it exclusively and
the one who used it for just two spaces), space areas were looked up in the respective SIM
files and used along with the “Lighting kW” values to determine “Lighting Watts/Area”.
Thus the “Lighting kW” parameter was excluded from the analysis, with the equivalent
and generalizable “Lighting Watts/Area” used instead. This decision was made because
eQUEST adds “Lighting kW” to “Lighting Watts/Area” when calculating lighting energy
use, so during the Monte Carlo analysis there would have been many cases where lighting
was nearly double what it should have been (that is, if “Lighting Watts/Area” values were
sampled from one participant and “Lighting kW” from another). Additionally, the choice
led to generalizability when converting from participant spaces to independent room spaces.

“Number of People” proved to be much simpler to handle, however, owing to the fact
that values for this parameter supersede values input for “Area/Person”. Values for “Num-
ber of People” were recorded for whichever spaces within the participant models used this
parameter, and were later referenced during the analysis. Only one space (from participant
731’s model) spanned two individual rooms; this case was handled by dividing the total
number of people between the two individual rooms.

Infiltration schedules and the parameter “Infiltration Flow/Area” were predominantly
generalizable. Exceptions however, were as follows. The model from participant 913 (the
one with multiple spaces per room-space) had different schedules for core and exterior spaces
and slightly different values for “Infiltration Flow/Area” as well. To maintain the spirit of this
participant’s decision-making process, all exterior rooms were given the exterior values and
core rooms given core values. Participant 437 had the same infiltration schedules throughout,
but the “Infiltration Flow/Area” values were different for core and perimeter spaces. Values
for this parameter were averaged whenever the room was evenly split between the core and
perimeter values.
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Table 4.1: Explanation of space parameters modified by all participants. See the DOE 2.2
Dictionary [47] for the source of these explanations. The asterisk column denotes whether the
field could stay the same for all models when entered into the baseline model (Y), whether
it had multiple cases between files and sometimes had to be changed before being put into
baseline model (M), whether it required modification (N), or whether it was not relevant to
the analysis (NR).

Parameter * Explanation
This can hold the values of “CONDITIONED”,
“UNCONDITIONED”, or “PLENUM?”. Conditioned spaces are
Zone Type Y treated as being heated and cooled, unconditioned spaces are not,
and plenum spaces are modeled as having the return air from the
HVAC system passing through them.
Peonle Holds the name of a schedule that hourly sets the fraction of the
Schf dule Y maximum number of people for the space (as set by either “Number
of People” or “People/Area” described below).
Holds the name of a schedule that hourly sets the fraction of the
Lighting v maximum wattage of lights assigned to the space (as set by the sum
Schedule of the “Lighting kW” and the “Lighting Watts/Area” as explained
below).
Holds the name of a schedule (or multiple schedules) that hourly
Equipment v sets the fraction of the maximum wattage of equipment and
Schedule miscellaneous loads (as assigned by the “Equipment Watts/Area” as
mentioned below).
Infiltration M Holds the name of a schedule that provides an hourly multiplier for
Schedule the base infiltration value set by “Infiltration Flow/Area” below.
Can hold a variety of keywords that determine the method of
calculating the infiltration for a space. However, all participants
Infiltration used the default “AIR-CHANGE”, which directly links the values
Method Y assigned by “Infiltration Flow/Area” below with the multipliers set
by the “Infiltration Schedule” mentioned above (with no
modifications based on wind speed, for “Infiltration Flow/Area” as
used by all participants).
Infiltration . L i
Y Sets a value for the air flow rate flowing into the room per unit area.
Flow/Area
Sets the total value of kW used by installed lights in the room. If
Lighting kW | N “Lighting Watts/Area” is also set, the values add together for

calculations of lighting wattage.
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Table 4.1 — continued from previous page

Parameter * Explanation
Lichtin Sets a value of the watts used per unit area in the space. If
EALE Y “Lighting kW” is also set, the values add to each other for
Watts/Area : —
calculations of lighting wattage.
Allows for values of the wattage of equipment and miscellaneous
Equipment loads to be set per unit area of space. It may take multiple values to

Watts/Area be multiplied by the various equipment schedules allowed for the
final calculation of equipment watts used by the space.

Number of

People N Sets a total number of people expected in a given space.
Area/Person | Y Sets the area (in square feet) taken up by a person in the space.
People . :
Latent Heat | Y Sets the amount of latent heat gain caused by each person in the
Gain given space.

People . : .
Sensible Heat | Y Sets the amount of sensible heat gain caused by each person in the
Gain given space.

The activity area description is not used directly in calculations but
Activity Area NR is used by eQUEST to calculate default values for the space based
Description on the type of activity, such as the latent and sensible heat gains
caused by the people, and the area per person.

4.1.3 Child components of spaces

Child components are listed below their parent components, as demonstrated in Figure 4.1.
The program written to comb INP data included the data from these child and grandchild
components, but did not track the heredity of the components. However, the data associated
with these components was primarily uniform within the files. Exceptions to the typical
properties of child components could easily be discovered through browsing the spreadsheet
output by the program that combed the INP file. The heredity of the exceptions to the child
components could then be noted manually. Wall, floor, ceiling, roof, and window materials
were able to be generalized by this approach, but the locations of windows and doors data
needed to be acquired piecemeal.

Window and door placement had to be determined one by one because of the inaccessibil-
ity of heredity information mentioned above, but also because of the additional complexities
of how eQUEST stores window location data and how participants chose to interpret win-
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dow locations. EQUEST describes the x- and y-coordinates of a window’s bottom left corner
from the origin of the parent wall. The origin of the parent wall is located in the lower left
corner of the wall when viewed from the outside of the building. These coordinate values
are only found by tracing the vertex name that was assigned to the origin of the wall back
to the polygon assigned to the parent space, which in turn needs to be traced back to the
definition of the polygon earlier in the program. Additionally, it would have been necessary
to find the vertex listed immediately after the one labeled as the surface origin in order to
determine the orientation of the wall coordinate system from the origin point.

Beyond the programmatic complexity of automatically determining window location were
the variations in space placement. Some participants grouped two rooms together into a
single space and located the windows accurately along this combined surface, making it
necessary to subtract off the width of the first single-room wall in order to appropriately
locate the window in the second single-room space’s wall (see top of Figure 4.5). Other
participants had windows or doors that spanned a width wider than the single-room space’s
width. For this case it was necessary to resize (and sometimes relocate or duplicate) windows
and doors so that they fit within the single-room spaces (see center of Figure 4.5). Yet other
participants realized that the location of a door or window with a combined-room space
did not matter greatly to the space and consequently represented the appropriate shapes of
windows within the spaces but not in the appropriate locations. In order to be faithful to
their modeling decisions, it was necessary to ensure that these windows would be located
within the correct rooms rather than at the exact coordinates described in the model (see
bottom of Figure 4.5). It was decided that the best approach was to manually determine the
location of windows and doors for each wall. This manual inclusion of window properties
will be further detailed in Section 4.3 after the creation of the template INP file has been
explained.

4.1.4 Schedules and property data

Schedules and property data are defined early in a file and then referenced by components.
Schedule definitions and material properties merely had to be given unique names for direct
inclusion in the template INP file, as discussed in Section 4.3.

4.1.5 HVAC components and their thermal zones

Participants had differing numbers and types of HVAC systems, which meant that there
was no way to create a general comparison of HVAC system properties. Due to these
inconsistencies in HVAC systems between files, a table of HVAC properties was created
manually. Owing to the inability to generalize the HVAC systems, the entire HVAC setup
was used for the OAT analysis and the Monte Carlo analysis. Consequently, the HVAC
system definitions fields in the INP file were directly recorded for substitution into the
template. The only features of participant HVAC systems that had to be changed were the
names of the child zones and the name of the space each zone corresponded to. The baseline
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Original participant window

Participant window location in Original window location

Modified window

combined space

Figure 4.5: Demonstration of various scenarios for window locations
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model zones that pertained to each participant’s model zones were determined manually
and the name of these replaced the name the participant had included. Child zones of each
HVAC system were manually determined for each file. A further discussion of the treatment
of the HVAC systems will be provided in Section 4.3 below.

4.1.6 Miscellaneous observations about files

In addition to the basic data assembled for spaces, their parameter data, and their child
components, participant models also varied by the height of the spaces, the features of the
plenum, and the existence (or lack thereof) of the vaulted lobby featured by the building.
Each file was examined in turn for values of space and plenum heights (and whether or
not the file had a plenum) and whether or not they included the vaulted lobby area. The
space height definition occurs in the definition of floor properties (see Figures 4.1 and 4.2
for a reminder as to what this entails), so the values could be recorded for replacement in a
manner similar to that employed for the space data. Plenums are defined like spaces as well,
but are linked to the spaces below them by shared child components (the ceiling assigned
to the space is the same as the bottom of the plenum). It was thus necessary to ensure
that participant plenum properties were uniform across models in order to simplify the data
cataloging process (as paralleled by the discussion on child component data). They were
indeed consistently defined other than their dimensions; however, participants 019 and 845
did not include plenums in their models. After noting the existence of the plenums and the
z-coordinates and their height, there was no additional cataloging necessary.

4.2 Creating the baseline models

Two slightly different baseline models were made - the first serves as a version of the model
with high fidelity to the building plans and schedules; the second was minimally modified so
that the geometry was compatible with the inputs of all of the participant files, thus making
its INP file capable of being adapted into a template file. The two models were identical
other than the geometric features so that the effect of the modification for use in the template
files could be isolated. This section describes how the building plans were interpreted for
the baseline case as well as how and why it was modified to create the template-friendly
version. The following section, Section 4.3, explains the process of constructing the template
and substitution files.

An expert modeler was consulted for a thorough review of the building plans and sched-
ules (as provided to the participants), typical values for data left out of the plans, and the
methods of inputting all the data into the model [42]. The goal of the high fidelity model was
to create the version of the building model that relied on all possible knowledge available
to the participants at the time of the study while still being compatible with conversion
to template form. Note that this cannot be assumed to be the most accurate version of
the model, as there is no data on the actual performance (or features or use cases) of the
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building. Additionally, the goal of this study is not to assess how accurately a building
is modeled compared to actual data but rather to assess how modelers perform relative to
the best practices for the plans provided. The model features will be described below, and
Table 5.1 contains a summary of the model inputs (it is included in Section 5.2 where it is
required for understanding the results of the OAT analysis).

4.2.1 Wizard entry mode

The Design Development Wizard mode of eQUEST entry was chosen over the Schematic
Design Wizard mode. The Schematic Design mode is intended for early phase design, while
the Detailed Development mode is for situations where more detailed information about
the building is present. The choice was made to facilitate the entry of detailed information
while still in the wizard mode of entry; the decision of which wizard entry mode to use was
relevant because the defaults for certain schedules and other model features are set by the
entry mode.

4.2.2 Building geometry

The geometry present in the architectural floor plans (Figure 2.1) was duplicated in the
building model by importing the CAD file and tracing over the plans using eQUEST’s
customized footprint and spaces options in the wizard entry. Modeled walls were set to be
at the centerline of the walls on the plans, as this is where eQUEST assumes modeled walls
to be. Window and door locations and geometries as well as other elevation view features
were taken off the elevation plans (see Appendix C.2 for full plans). Unlike the floor plans,
however, the elevation views do not have many of the critical dimensions labeled. Dimensions
in these cases were determined by measuring a known dimension with an architectural ruler
and measuring the rest of the dimensions using the same scale.

The only differences between the high fidelity model and the template version of the
model were regarding the vaulted lobby. The high fidelity model represented the vaulted
lobby, including its tilted roof with an overhang, and the clerestory windows. The template
model had no vaulted lobby - the lobby spaces were level with the rest of the building.

4.2.3 Material properties

Properties for the roof and walls of the building were determined from Title 24 Table 143-
A, PRESCRIPTIVE ENVELOPE CRITERIA FOR NONRESIDENTIAL BUILDINGS [1],
from the column for climate zone 4. R-values of the insulation were then chosen to correspond
with the prescribed envelope criteria. Surface properties (e.g. roughness and type of surface)
were based on the modeling consultant’s experience.
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4.2.4 Window and door properties

Window and door properties were also determined from Table 143-8 from Title 24 for climate
zone 4 [1]. Exact U-values for window constructions were entered, but had to be determined
for each surface by calculating the percentage of each wall that was covered by windows.
Overhangs for the doors and windows were determined based on the floor and elevation plans
(Appendix C.2).

4.2.5 Activity type

The activity area allocation was set to be 100% office type. Activity area assignments in
eQUEST set defaults for values such as the latent and sensible heating gains from people,
density of people, and ventilation rates. Specific area types were not assigned to each room
because most of the default values were changed to intentional values, and consistency in
the areas that were not changed are preferable for comparing deviations in modeler inputs.

4.2.6 Occupancy levels

Occupancy for each room was set by the number of people one might expect in a given type
of room as labeled on the plans. Occupancy numbers are therefore to be judged in terms of
their reasonableness and not to be taken as faithful to the plans nor as improvements over
the participant estimations.

4.2.7 Lighting levels and schedules

Lighting levels were read off from lighting plans, and were input according to the wattage
as labeled. Emergency lighting as labeled on the plans were calculated as the percentage
of total lighting levels, and the minimum lighting levels on the schedules were set to the
corresponding percentage. Exterior lighting was calculated from the lighting plans as well.
EQUEST requires exterior lights to be input as watts per floor area value, so the total floor
area was read out of the SIM file and the calculated percentage was put in.

4.2.8 Equipment loads and schedules

The 2013 ASHRAE Fundamentals Handbook [4] was consulted for equipment load levels and
a value of 0.5 watts per square foot was chosen for medium density for at least 50% laptop.
Experience gained during the study of a classroom and office building at UC Merced [18§]
indicated that significant portions of plug loads were present at night; this was corroborated
by the modeling consultant, so minimum schedule values were set to 25% of maximum loads.
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4.2.9 Annual schedules

As this was a school building, the schedules were changed to have reduced use during summer
months. However, this reduced summer usage model was only used as an example of modeling
decisions but not implemented in the OAT analysis due to the fact that most participants did
not recognize the building as a school building (the part of the plans that labeled the building
as a school building had to be removed per the request of the architecture firm that released
the plans for use). Schedules throughout the year were all changed from defaulting to having
no occupancy or loads during weekends to having minor ones, as experience with school
buildings indicates that teachers and administrators occasionally are present on weekends.

4.2.10 Domestic Hot Water equipment

The expert modeler assessed that the size of the building, minimal hot water needs, and
lack of significant space and ventilation for the water heater in the designated location in
the plans meant that the water heater was likely to be a small electric one.

4.2.11 HVAC systems

HVAC systems were set according to the mechanical plans and schedules. They included the
four packaged single zone (PSZ) main systems and their appropriate zoning, as well as the
location of the thermostats in the rooms marked in the plans. The cooling occupied setpoint
was changed from 76°F to 74°F based on experience with typical setpoints in buildings.
All specifications required by eQUEST were matched to the information in the mechanical
schedule. One notable change from default settings was the removal of crank case heating,
as this would be a constant draw on electricity that is not actually present. In addition to
the four main HVAC systems, there were two split system air conditioning units that were
represented as such by systems that had no heat and pulled in no outside air. The ventilation
to the bathrooms and custodian room were represented by increasing the exhaust air values
for those rooms to the levels from the mechanical schedule.

4.3 The template file, the substitution file format,
and the substitution program

4.3.1 The template file

The INP file from the template-ready version of the baseline model was copied and modified

to accommodate the substitution of any participant’s data. The template file was modified

by two primary methods: replacing existing model inputs with tags for replacement, and

adding definitions to the file that were necessary as references for the participants’ inputs.
Tags replaced:



CHAPTER 4. PREPARING MODELER VARIABILITY DATA FOR ANALYSIS 49

Site data definition

Exterior and interior wall property definitions

Exterior lighting field

Domestic Hot Water settings

Space and floor height definitions
e Each space’s parameter definitions

Tags were also placed after every wall-type field in order to accommodate a door or
window being a child of that wall (recall Figure 4.1). If a door or window already existed
(from the baseline model) as a child of a wall, they were replaced by the tag. Additionally, all
plenum spaces were replaced by a single tag in order to allow for the removal of the plenum
spaces for models that included no plenum. In order to accommodate the removal of plenum
zones, all ceiling fields had to be replaced by a tag as well; in the event of the removal of
the plenum, the ceiling fields had to change to roof fields, because they now became exterior
walls. The HVAC definitions were similarly replaced by a single tag for replacement of a
participant’s HVAC components en masse.

Participant schedules were added to the schedules sections of the INP file and given
unique names that could be referenced by the schedule inputs of the participant files. This
was the most feasible method of implementing schedules, as schedules are defined at the day,
week, and year level, and all of these replacements would have been required whenever a
substituted schedule changed. Some participants relied on performance curves for equipment
in the model; these would not normally have to be defined in the INP file for a file run
within eQUEST. The batch files were being run directly through DOE 2.2, though, so it
was necessary to add in performance curves as used by participants. DOE 2.2 also requires
specific names for materials that are called on by the library, so material names were replaced
with ones that could be found in this library.

The entire template file is included in Appendix H.1.

4.3.2 The substitution files

Substitution files were created for each participant and for the baseline model. The substa-
tion files were made up of the fields that had been removed by the tags; each line for a given
field was preceded by the tag name followed immediately by a delimiter. In cases where
participants had no data for a field, it was left blank. For example, the tags put in place
for windows were left blank when participants had no windows present on that particular
wall, and files that contained no plenum zones had a blank entry for this tag. As alluded to
above, when plenum zones were removed from the file, ceiling fields were replaced by roof
fields; when the plenum zones were left intact, ceiling zones were returned in the place of
the tags.
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The HVAC tag required special treatment within the substitution files. In order to make
the HVAC systems from participant models compatible with the geometry definition of the
template file, spaces assigned to participant HVAC zones had to be replaced by the equivalent
room or rooms from the template model.

The substitution files for the baseline model are included in Appendix H.2, Appendix H.3
and Appendix H.4. Participant substitution files are in Appendix I.

4.3.3 The substitution program

The substitution program was designed to generate a new INP file using the template file
and the data called on by the tagging system. The program was given a list of all the tag
names to index through, and for each tag the program would be told which substitution file
should be consulted. The indicated substitution file would be stepped through and any line
found containing the relevant tag would be stripped of the tag at the delimiter and the data
from the rest of the line would be stored for replacement. After combing of the substitution
file was complete, the program stripped the template file of the tag and replaced it with the
stored data. The plenum and HVAC substitution files were separate from each other and
the rest of the tag data and did not have tags. If a plenum or HVAC tag was reached when
indexing through the tag list, the program was directed to read all of the lines from the
respective file into memory and write it in the place of the tag.
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Chapter 5

Analytical Results

This chapter presents the analytical results of the study on modeler variability. The modeler
variability study from Chapter 2 was the sole source of data for this analysis. Analytical
methods used in this chapter were chosen to accommodate the fact that the sample size was
small relative to the number of parameters investigated (see Chapter 3). Preparation of the
study data for use in this analysis followed the procedures detailed in Chapter 4. The sections
below step through the analysis in the order they were applied. The plots of annual energy
use for each participant are revisited in light of the baseline model energy use in Section 5.1.
Section 5.2 covers the one-at-a-time factor analysis (OAT) that was used to explore the
impact of modeler decisions in the absence of interaction effects. The overall impact of
interactions between modeler decisions were then investigated by the Monte Carlo analysis
(Section 5.3). Classification trees were implemented to explore the complexities of the Monte
Carlo results and to get a sense of which modeler decisions were important when combined
with all other modeler decis