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STOCK PREDICTION BY ANALYZING FINANCIAL NEWS

SENTIMENT AND INVESTOR MOOD OF SOCIAL MEDIA

Jamie Deng

Abstract

Stock prediction is a difficult task. Recently many studies focus on Natural

Language Processing methods to draw information from texts and perform

forecasting. This paper purpose to build a stock prediction system which

utilize textual data from multiple resources such as financial news and social

media feeds. The system applies different NLP methods like VADER analyzer

and Word2vec representation, to extract sentiment scores and investor mood

from texts. Then it combines the data with historical prices and volumes

and uses Random Forest and SVM algorithms to train models, which make

predictions on short-term stock price movements. Experiment results show

good accuracy and F1 scores for some of the stocks and for the combined

model of all stocks. The highest accuracy is for Apple shares, 75.68%. I

also simulate two trading strategies based on the news sentiment and investor

mood indicators respectively. They both outperform simple buy-and-hold

strategy.
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1 Introduction

Financial markets, especially the stock markets, play an very important role in

world economy. Predicting stock price movements is a very difficult task, since

there are lots of factors affecting the market. Researchers and industry practitioners

have been studying the predictability of stock markets for decades [5]. Classic

economic theory like the efficient market hypothesis (EMH) [16] assumes that share

prices already reflect all available information, thus it’s impossible for a strategy to

consistently outperform the market. However, behavior finance [6] suggests some

degree of predictability. Investors’ mood and overconfidence could cause prices to

deviate systematically from their fundamental values [19]. Many empirical studies

also show that stock prices are to some extent predictable [5].

Figure 1: Stock analysis approaches [27]

There are two common approaches (Figure 1) to analyze and predict financial

market [4]: Fundamental analysis focus on economic factors and financial infor-

mation that influence asset price movement. Technical analysis models historical

price as time series. Traditionally statistical models are used to model time series.

They assume linear process, but financial time series are complex and nonlinear.

In recent years, machine learning (ML) and its application on financial market

forecasting has gain much attentions [13]. They are without statistical assumptions,
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nonlinear and relatively successful [4]. In addition to research on financial time

series, recent studies also incorporate mining info from text format such as financial

news, reports, and social media to improve the accuracy of ML predictions.

This project will focus on the fundamental approach, which based on textual data

of sentiments of financial news and investor mood of social media to predict future

price movements. I propose a stock prediction system, which use Natural Lan-

guage Processing (NLP), such as VADER [10] sentiment analyzer and Word2vec

representation, to extract information from textual data. Then it employs Random

Forest and SVM algorithms to make predictions on future price movements. The

experiment results show some very good accuracy and F1 scores. I also simulate

two trading strategies based on those sentiment and mood indicators. They both

make very good profits compared to simple buy-and-hold strategy.

2 Related Work

In practice, traders have been using textual data to improve financial market mod-

eling for a long time [28]. They traditionally rely on different kinds of texts such as

financial reports, press releases, equity and market research report, and news articles

to make better informed investment decisions. In recent year, social media plat-

forms like Twitter and StockTwits have produced an large amount of user contents.

Financial news and social media texts are readily accessible and frequently updated,

which make them potentially suitable for automatic processing and analyzing. I

will focus on these two types of textual data.

[22] survey the methods of mining financial news, and claim that news are one of

the most effective sources that affect the market. [20] propose a systematic approach

to a predict directional movements of a currency pair by mining news headlines.

Their system is an online method, which updates the model with new data instances

therefore is robust to concept drift. [15] use attention based recurrent neural
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networks to extract rich semantic features from news headlines. They claim that

using headlines produce better results than using the articles. The authors employ

bi-directional long short term memory networks (LSTM) to encode news text and

capture context information. They also apply self attention mechanism to distribute

attention on most relative words, news and days. [7] utilize event representation

learning on news corpus with pre-trained event embedding. Their models are

enhanced with additional common sense knowledge of intent and sentiment of

the event participants. Those research show very competitive results with high

prediction accuracies.

There are also many studies focus on social media contents for stock prediction.

[3] investigate and find that public mood data collected from Twitter feeds do have

correlation with DJIA. They claim that prediction accuracy can be significantly im-

proved by adding certain public mood indicator such as "clam". Their study draw

much attention of other researchers. Sentiment analysis of Twitter data is applied

for predicating stock market movements [24]. The authors use two different tex-

tual representations: Word2vec, N-gram, to perform sentiment analysis on tweets.

Then they apply machine learning method to analyze the correlation between stock

movements and sentiments in tweets. The studies show very high accuracies.

Some research focus on StockTwits, which is a social media platform dedicated

to investing community. Sentiment lexicon and sentiment-oriented word vector are

learned form StockTwits [14]. The authors claim that investor sentiment indicators

can predict stock market, and show that the domain-specific lexicon and sentiment

word embedding outperform general methods. Other research involving StockTwits

also produce very promising results. Sentiment scores are calculated by analysis of

feeds through SVM [2]. Feature selection method is applied to identify the relevant

terms in twits and decision tree is built to determine the trading decisions based

on terms. Then a trading strategy is constructed to evaluate the profitability of the

term trading [1].
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3 Methods

The aim of this project is to build a stock prediction system (Figure 2) which predicts

short term stock price movements based on multiple sources of data. The price can

either go up or down. Therefore it’s a binary classification problem. The system use

NLP methods to extract sentiment information from news headlines, and investor

mood from social media platform. Then it combines these two types of textual data

with prices and volume time series to train machine learning models, that will make

predictions of future price trends based on current available information.

Figure 2: Flow chart of the proposed system

3.1 Datasets

For experiment purpose, I select the five largest companies (Figure 3) from S&P

500 index of the US stock market. They happen to be the so-called big techs: Apple,

Microsoft, Amazon, Google (owned by Alphabet), and Facebook. Tesla will join
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the index in Dec 2020. These companies are all in the technology sector and heavily

traded. Fluctuations in their prices largely affect the market index, because they are

so big. Apple has reached 2 trillion dollars market value. I have three types of data:

historical prices and volume data, financial news headlines, and social media twits.

News headlines are selected instead of full content of the articles, since headlines

produce better results [15].

Figure 3: Market values of the largest S&P 500 companies [26]

3.1.1 Data Collection

The prices and volume data are retrieved from Yahoo Finance. For the textual data,

financial news headlines are fetched from NASDAQ website, and social media data

are obtained from StockTwits, which is a social media platform designed for sharing

ideas between investors, traders, and researchers.

For each stock, I collect the data specifically dedicated to it. Each stock will

have two to three years of data, depending on the availability of financial news in

the website’s archive. All data instances are dated. Each day involves one instance

of price and volume, but incorporates multiple news headlines, even thousands or

tens of thousands social media twits. For example, Apple is very popular among

traders, there are 2 years of price data, but 9900 news headlines, and 660,000 twits.

5



3.1.2 Data Processing

Although financial news data are unlabeled, social media twits are partially user

annotated. When user post a twit, they can choose to provide a label: bullish

or bearish, which represents their opinion about whether the stock is going up or

down. For example, 46% twits of Apple are user annotated, in which 69% are

bullish. Therefore I can utilize a supervised machine learning algorithm to train a

model on these labeled data, and use the model to make predictions of investors’

mood on the unlabeled part of the dataset.

In order to analyze trends of the stocks, I need to process the data both before

and after applying NLP methods. News headlines usually comply with standard

format, but I still need to do some simple pre-processing. For example, stopword

and special character removal are applied to remove words and symbols that do not

express any emotions. StockTwits feeds are tokenized, during which punctuations,

emoticons, symbols, and urls are removed. After sentiment and mood information

are extracted, they need to be aggregated based on dates. There are also dates

discrepancies between textual and prices data, since stocks are not traded during

weekends and holidays. Reverting sentiment and mood data back to trade days solves

this issue. Calculating daily returns (Equation 1) from the prices and converting

positive and negative returns into Up and Down labels produce the target for our

classification task. In this equation, 𝑘 is the time lag.

daily return =
𝑃𝑖

𝑃𝑖−𝑘
− 1 (1)

3.2 NLP for textual data

For news headlines and social media feeds, I apply different NLP methods to extract

information from the textual format. Since news headlines data are unlabeled,

unsupervised learning method is required. However, the StockTwits feeds are
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partially annotated. Users have the option to choose the tag of bullish or bearish to

express their anticipation of the future stock prices. This provides the opportunity

for application of machine learning method to learn on labelled data and classify

the unlabeled ones.

3.2.1 News Sentiment Analysis

VADER (Valence Aware Dictionary for sEntiment Reasoning) is a crowd sourced

lexicon and rule-based tool for sentiment analysis. The authors of this method

claim that [10] VADER outperforms human readers and generalize better than

benchmarks like SentiWordNet, General Inquirer, and machine learning techniques

based on Naive Bayes and Support Vector Machine. VADER analyzer is very useful

for short text. It produces both polarity (positive/negative) and intensity (strength)

of emotion. The model relies on a dictionary that maps lexical features to emotion

intensities, i.e. sentiment scores. Summing up the intensity of each word in the text

generates the compound score of a text.

VADER relies on a dictionary which maps words and expressions to valence

scores. It’s tuned to sentiment expression in microblogs. Creating a thorough

dictionary is labour-intensive and time-consuming. Therefore the authors build on

widely used dictionaries to categorize words and lexical features. They expand the

capacity of the features using the Wisdom of the Crowd approach, which relies on

the collective opinion of a group of individuals rather than that of a single expert.

Human raters use heuristics to analyze the sentiment. It helps the model to make

valid estimate of the sentiment score of the texts. By summing up the valence

scores of each word, the analyzer computes the compound score, then adjust and

normalized the score to be between (−1, 1). I use the compound scores for stock

prediction. Each day’s sentiment score is aggregated by combining the extreme

values of the day’s compound scores.
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3.2.2 StockTwits Mood Learning

Since StockTwits feeds are partially labelled, it’s possible to train a machine learning

model on the labelled data instances and classify the investor mood of the rest

unlabelled ones. Such machine learning algorithm requires features extraction

of the twits. Word2vec [17] is a technique to construct word embedding from

textual datasets. It can be learned by using two methods, Skip Gram and Common

Bag of Words. The Word2vec algorithm uses a Neural Network to learn word

associations from the corpus of text. It takes the corpus as input and generate a high

dimensional vector space. Each word in the corpus can be represented as a vector.

Relationship between the words is retained in their vector format. Each twit’s

vector representation is a weighted sum of every word it contains. The weights

are computed by using TFIDF (term frequency-inverse document frequency) of the

corpus.

After converting twits to numerical features, the labelled data is divided into

training set and test set. A Random Forest model is trained on the training set. The

model performs very well in classifying the test dataset. For the twits about Apple,

it produces 73.19% accuracy and 83.21% F1 score (Table 1). According to [24],

the rate of agreement among humans readers on the sentiment of a text, is between

70% and 79%. They consider results above 70% are accurate in most cases. Then

this model is ready to predict on the unlabelled twits. The stock prediction system

combines the predicted labels with user annotated ones for model training.

Accuracy Precision Recall F1
AAPL 0.7319 0.7355 0.958 0.8321
AMZN 0.74 0.7633 0.9411 0.8429
FB 0.7253 0.7436 0.9327 0.8257
GOOG 0.7677 0.781 0.9712 0.8657
MSFT 0.8695 0.8791 0.986 0.9295

Table 1: Results of investor mood prediction
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3.3 Model Training

Once I have all the data and resolve the date differences, it’s split into 85% train-

ing set and the rest is test set. The stock prediction system trains Random Forest

models on the training set. SVM algorithm is also used for comparison purpose.

According to [8], Random Forest is the one of the best performing machine learning

algorithms. [4] suggest that Artificial Neural Networks are very popular and effec-

tive in forecasting financial market. But they also present some research which show

that RF outperform Neural Networks. [18] find that RF outperform other methods

(not including NN). Other studies [5, 9] show that Deep Learning especially LSTM

outperforms RF with a small margin. RF is chosen for the system because of its

efficiency and good performance.

The system computes the daily returns from the prices time series, then relabels

any positive/negative returns as Up/Down. [3] and [24] both suggest time lag 𝑘 = 3

days between data instances and prediction. The sentiment scores are aggregated

by combining the extreme compound scores of each day. For investor mood scores,

the Bullish/Bearish labels are converted into 1/−1 and added for each day. The

system use the changes of sentiment and investor mood scores from the previous

day as feature inputs. Since the datasets are unbalanced with more Ups than Downs,

the algorithm adjusts with balanced sampling. Number of trees in RF is set to be

128 considering the trade-off between accuracy and computational costs, since no

significant gain in accuracy of RF when the number of trees goes beyond 128 [23].

The system firstly trains on data for each stock to make prediction on each one.

Then it also aggregates the data of all stocks to train a combined model.

4 Result and Discussion

Experiment results show that for some stock, e.g. Apple, the performance of stock

prediction system is better than that of the others. And with the combined model,
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prediction accuracies for all stocks improve. I also formulate two trading strategies

based on news sentiment and investor mood indicators respectively. They both

perform very well.

4.1 Performance

Experiment results of the stock prediction system by using RF are shown in Table

2 and Table 3. The single models are trained on each stock’s own data. Combined

model is trained on aggregated data of all stocks. Both approaches utilize Random

Forest algorithm. It’s clear that the combined model outperforms single models,

especially for the stock of Apple, Amazon, and Google. Their performance improve

a lot. The prediction on Apple price movements has the best accuracy of 75.68%

and the best F1 score. However for FB and GOOG, the improvements are not

significant. It seems like the system produces better results with more data to train.

Since those stocks are in the same sector and correlated, the aggregation makes

sense. But more historical data may not enhance the results, as market conditions

and investor perceptions change over time and concept drift sets in.

Stock Accuracy Precision Recall F1
AAPL 0.5714 0.6452 0.6667 0.6557
AMZN 0.5106 0.5484 0.6538 0.5965
FB 0.5309 0.5814 0.5556 0.5682
GOOG 0.5241 0.6322 0.5978 0.6145
MSFT 0.5814 0.6923 0.6429 0.6667

Table 2: Prediction results of single models, RF

Stock Accuracy Precision Recall F1
AAPL 0.7568 0.7463 0.9804 0.8475
AMZN 0.6197 0.6197 1.0 0.7652
FB 0.5702 0.6437 0.7273 0.6829
GOOG 0.6147 0.6129 1.0 0.76
MSFT 0.6047 0.7432 0.6322 0.6832

Table 3: Prediction results of combined model, RF
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For comparison purpose, I train the models by using SVM algorithm and pro-

duce similar results (Figure 4). The combined model significantly outperforms

single models, especially for AAPL, AMZN, and FB. Except for GOOG, the accu-

racy is worse. For MSFT, the accuracy and F1 scores slightly increase. The SVM

algorithm produce better scores for AMZN, FB, and MSFT. But RF performs better

on AAPL and GOOG. For both algorithms, the highest accuracy and F1 scores

belong to AAPL stock.

SVM Single Models
Accuracy Precision Recall F1

AAPL 0.6122 0.6122 1.0 0.7595
AMZN 0.5532 0.5532 1.0 0.7123
FB 0.5679 0.5641 0.9778 0.7154
GOOG 0.6345 0.6345 1.0 0.7764
MSFT 0.6512 0.6512 1.0 0.7887

Combined Model
Accuracy Precision Recall F1

AAPL 0.7297 0.7313 0.9608 0.8305
AMZN 0.6338 0.6324 0.9773 0.7679
FB 0.6364 0.6364 1.0 0.7778
GOOG 0.6101 0.6101 1.0 0.7578
MSFT 0.6822 0.6917 0.954 0.8019

Table 4: Results of SVM algorithm

4.2 Trading Strategies

In order to test the effectiveness of sentiment and mood indicators, I construct

two simple trading strategies that utilize those two indicators respectively. They

perform very well compared to a simple buy-and-hold strategy. I simulate these

strategies on Apple stock during one year period from 2019-10-16 to 2020-10-16.

In all trading simulations, commission is set to be zero because major brokers in

the US no longer charge commissions any more. The first strategy is based on

news sentiment indicator. It buys 100 shares of Apple when the sentiment score
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increases by 0.2 points from the previous day. And it sells 100 shares when the

sentiment score decreases by 0.2 points. The strategy only allows a buy order if

previous position has been settled.

Figure 4: Performance of strategy based on sentiment indicator

Figure 4 shows the results of the sentiment based strategy. Assume the starting

position is $10,000 cash, after one year the profit ratio is 62.48%. The second

strategy is based on investor mood indicator. It buys 100 shares when aggregate

mood number increases by 20%, and sells when the number decreases by 20%.

Results (Figure 5) show that it produces 83.8% profit ratio. A simple buy-and-hold

strategy is to buy 100 shares at the beginning of this time period, then hold the

shares till the end. This would generate 61.32% profit. The caveat is that stock

prices of Apple almost doubled during this time period. That’s the reason why

these profit margins are so high. If the overall trend of share price goes down, these

simple strategies may not work. Then more sophisticated methods are required.
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Figure 5: Performance of strategy based on mood indicator

Figure 4 demonstrates that the sentiment indicator successfully identifies the

peak price which is around 133, and the strategy sells at that point. On the other

hand, Figure 5 shows that the mood indicator picks up the lowest price point at 56,

then 100 shares are bought. It seems like the sentiment and mood indicators do

have some predictive power over the price movements of Apple.

4.3 Discussion

In this project, I draw data from multiple sources including historical prices and

volumes, and textual data such as financial news, and StockTwits feeds. The

stock prediction system employs different NLP methods and extracts features from

the news headlines and social media feeds. It also applies different aggregation

methods for news and social media feature values. By combining those features

with historical time series, the system produce good results compared to the baseline

models (Table 5). In addition, I construct two trading strategies based on news

sentiment and investor mood indicators respectively. The related works usually
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draw data from single textual source. They usually select sentiment scores as

feature and use simple average to aggregate the values. Few of them build strategy

to act on signals extracted from texts.

Baselines Data Method Performance Trading strategy

Hu et al. 2018
[11]

Chinese stocks,
News

Hybrid Attention
Networks,
self paced learning

Accuracy 48%
buy top 10 stocks with
highest up prob, best
annual return 1.5

Nguyen et al. 2015
[21]

18 stocks, message
board texts Sentiment analysis Acc 54.41% No

Pagolu et al. 2016
[24]

Microsoft stock,
Tweets, partially
manual labeled

supervised sentiment
analysis, Word2vec

Acc 69% Logistic
regr, 71.8% SVM,
good correlation

No

Prosky 2017
[25] Tech stocks, News mood analysis,

event extraction
Acc average 50%
highest 0.722 No

Xu & Cohen 2018
[29]

88 stocks, Twitter
feeds

latent variables,
neural variational
inference

Acc 58.23%
highest No

Liu 2018
[15]

SP 500, News head-
lines, pre-trained
word embedding

Attention based
LSTM

Acc 63%, highest
72% No

Ding et al. 2019
[7]

NYT corpus, pre-
trained event
embedding

event repr learning
with intent, emotion
embedding

Acc 68.5%
highest No

Table 5: Methods and results of baseline models

The proposed stock prediction system produces average accuracy of 63.32%

and highest accuracy score of 75.68% by using Random Forest. It also produces

average accuracy 65.85% and highest accuracy 72.97% by using SVM algorithm.

These scores are competitive compared to the baseline models. The results show

that financial news and social media texts do have predictive power over short-term

share price movements, as suggested by some of the related studies. The simulated

trading strategies also perform very well with high annual returns. Furthermore,

the system produces much higher recall scores than accuracy scores. It means that

the system is better at predicting the Up direction, even after it’s being adjusted with

balanced sampling.
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5 Conclusion and Future Work

I build a stock prediction system which utilize textual data from multiple resources

such as financial news and social media twits. The system employs different Natu-

ral Language Processing methods like VADER sentiment analyzer and Word2vec

representation, to extract sentiment scores and investor mood information from the

texts. Then it combines the data with historical prices and volumes to train machine

learning models, which make predictions on future stock price movements. The ex-

periment results show very good accuracy and F1 scores for some of the stocks and

for the combined model. The highest accuracy is 75.68% for Apple stock, which

is competitive compared to state-of-the-art methods [24, 15, 7, 11, 12, 25, 29]. I

also simulate two trading strategies based on those sentiment and mood indicators.

They both make very good profits compared to simple buy-and-hold strategy.

There could be a lot of possible future work on the topic of stock prediction.

For example, We could draw data from more diversified sources, apply different

NLP and aggregation methods on different types of texts, expand the experiment to

more stocks from other sectors, and develop more advanced trading strategies.
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