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ABSTRACT OF THE THESIS 

Artificial Intelligence-based guidance of Image Reconstruction  

in Photo Magnetic Imaging 

by 

Rajas Rajendra Pathare 

Master of Science in Electrical and Computer Engineering 

University of California, Irvine, 2022 

Associate Professor Gultekin Gulsen, Chair 

 

Photo Magnetic Imaging is an imaging technique first proposed and created at the Center 

for Functional Onco Imaging at the University of California, Irvine. This imaging technique was 

first developed to early detect and identify cancerous regions in the biotissue using a combination 

of near-infrared laser-based optical imaging and Magnetic Resonance Thermometry (MRT) 

techniques. In PMI, the imaged tissue is illuminated and slightly warmed up with a near-infrared 

laser. The laser-induced temperature increase through absorption is measured using MRT. PMI 

absorption images are then obtained using a multiphysics solver combining light and heat 

propagation. This model is used to describe the spatiotemporal distribution of laser-induced 

temperature increase. Then, a dedicated PMI reconstruction algorithm is used to recover high-

resolution optical absorption maps from temperature measurements. Being able to perform 

measurements at any point within the medium, PMI overcomes the limitations of conventional 

diffuse optical imaging. Higher absorption regions warm up more than the tissue background and 

thus can be directly seen on the MRT maps. These regions are observed as highly diffused bright 

blobs due to temperature diffusion. In fact, the boundaries of these regions are generally smaller 
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than these diffused blobs. Therefore, overcoming the diffusion effect and accurately detecting the 

real boundaries of these regions provides invaluable information about their location and size.    

The focus of this research work is to provide a fast computational technique to employ 

novel machine learning techniques to perform the challenging aforementioned task. Here, we 

propose a Region-Based Convolutional Neural Network methodology in which the MRT 

temperature maps are first decomposed into square overlapping regions that cover the whole 

imaged medium. Then, Convolutional Neural Networks are used to classify these regions into 1) 

Positive, if they contain one of these diffused blobs, or 2) Negative, if not. Finally, a multi-

regression model is used to identify the boundaries of these regions using an intersection over 

union of all the Positive square regions our method is tested and validated on a variety of cases 

with a mean accuracy of 95.35%.   
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Chapter 1: Introduction 

Medical imaging has witnessed several major developments to become an invaluable tool for the 

early diagnosis and treatment of cancer. It is mainly classified into two categories, anatomical and 

functional imaging.  

Anatomical imaging is generally used to obtain critical structural information about the body and 

its internal organs. This structural information can also reveal various diseases depending on the 

interaction of different imaging techniques with the imaged tissue. This helps in detecting several 

diseases like cancer, cardiovascular disorders, neurological disorders, and many other medical 

conditions.  Some of the commonly used imaging techniques include Computer Tomography 

(CT), Magnetic Resonance Imaging (MRI), X-rays, Ultrasound, etc.  

Functional imaging (or physiological imaging) provides functional information such as changes in 

metabolism, blood flow, regional chemical composition, and absorption. Some of the techniques 

include Functional Magnetic Resonance Imaging (fMRI), Positron Emission Tomography (PET), 

Electroencephalography (EEG), and Diffuse Optical Imaging (DOI). The latter has recently seen 

major advancements allowing it to be a tool for the detection and diagnosis of different diseases 

including cancer. Optical imaging is capable of providing functional information similar to 

conventional imaging techniques without harming the patient as it utilizes non-ionizing light in 

the near-infrared spectral region (NIR). 

1.1 Diffuse Optical Tomography (DOT) 

Diffuse Optical Tomography (DOT) is an emerging optical imaging technique that provides 

functional information about biological tissue [1-5]. It utilizes the low attenuation near-infrared 
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(NIR) light to examine deep tissues by illuminating the imaged tissue from multiple locations. The 

incident light propagates through the tissues and is mainly affected by scattering and absorption 

resulting in attenuation of light intensity. This attenuated light is then detected and measured by 

multiple photodetectors at several points of its outer surface to generate tomographic images [6-

13]. The photodetectors placed right beside the light source are used to measure the reflected light 

and on the opposite side to detect the transmitted light [14-16]. DOT image reconstruction 

algorithms recover the tissue’s unknown optical properties by matching the measured data with a 

simulated one, which is generally obtained through modeling based on the diffusion equation [17-

20]. 

DOT is an emerging imaging tool that can be employed for breast cancer monitoring [21-24], joint 

disease imaging such as rheumatoid arthritis [25], and functional brain imaging [6, 26]. DOT has 

the ability to image metabolic compounds such as water, lipid, oxy, and de-oxyhemoglobin [27-

29]. Optical imaging can be used safely and frequently due to its non-ionizing nature of radiation 

and low cost [9, 12, 22].  

Although DOT seems promising, it still has many limitations that have hindered its translation to 

the clinical arena. One of the limitations is the highly scattering nature of the biological tissues, 

which makes it extremely challenging to reconstruct good spatial resolution DOT images. Indeed, 

the ill-posed nature of the inverse problem and the non-uniqueness of its solution [30, 31] degrades 

the quantitative accuracy of DOT, which could lead to an inaccurate diagnosis of the disease and 

its treatment. Therefore, it is necessary to find a method that could provide more accurate and 

reliable functional information. 
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1.2 Photoacoustic Tomography (PAT) 

Photoacoustic Tomography (PAT) is a biomedical imaging modality that leverages the spatial 

resolution of ultrasonic and the sensitivity of optical imaging [32]. PAT illuminates the biological 

tissues with laser pulses. Once absorbed by the tissue, the absorbed laser energy is converted into 

heat resulting in thermo-elastic expansion of the tissue. This expansion is responsible for the 

ultrasonic emission that is detected by ultrasonic transducers. Pat image reconstruction algorithms 

use these acoustic signals to obtain images of the tissue’s absorption distribution. PAT allows to 

probe the tissue deeper than DOT due to the weak scattering of sound waves in the medium 

compared to light.  

However, PAT also faces certain limitations in terms of image spatial resolution degradation. 

When probing deep tissues, the spatial resolution is degraded due to the absorption of shallow 

tissues. Hence, there exists a trade-off between spatial resolution and depth [33]. Some of the other 

drawbacks include acoustic impedance mismatch and transducer configuration. Acoustic 

impedance mismatch between tissues causes strong reflections. The arrangement of transducers 

plays an important role because arranging them in one line compromises the accuracy of the 

recovered image [34], whereas arranging them in a ring shape for better accuracy, would increase 

the complexity and cost [35].  

1.3 Photo-Magnetic Imaging (PMI) 

The Center for Functional Onco Imaging (CFOI) introduced a new alternative technique termed 

Photo-Magnetic Imaging (PMI) [36-38] to overcome the previous limitations and generate 

unprecedented high-resolution absorption images. PMI combines the NIR light and Magnetic 
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Resonance Thermometry (MRT) instead of Magnetic Resonance Imaging (MRI) for obtaining the 

structural a priori information as in multimodality conventional methods. It measures the internal 

spatiotemporal distribution of temperature variation induced by the absorption of light when the 

medium is illuminated by the light source. PMI generates simulated temperature maps by modeling 

light and heat propagation and diffusion in tissue [19, 38-52]. Modeling consists in solving the 

combined diffusion and Pennes’ bioheat thermal equations using the Finite Element Method 

(FEM). A dedicated PMI reconstruction algorithm is used to recover the optical absorption maps 

by minimizing the difference between the measured and simulated spatiotemporal temperature 

maps. Being able to perform measurements internally makes the number of measurements and 

unknowns equal, which in turn makes PMI’s inverse problem well-posed unlike DOT’s. Thus, 

PMI provides absorption maps with high quantitative accuracy and spatial resolution. 

The feasibility of PMI was successfully proved using the first prototype that allowed only a single-

side illumination of the tissue. It was then upgraded to four-port illumination to offer a significantly 

higher signal-to-noise ratio (SNR) [39-44]. The new system allowed us to perform within the 

American National Standards Institute (ANSI) defined by the skin exposure limits. This new 

prototype is the first step towards the future clinical use of PMI for diagnosis.  

1.4 Artificial Intelligence in PMI 

To improve the spatial resolution of DOT, several research groups explored the possibility of 

incorporating high-resolution structural information, which is provided by anatomical imaging to 

guide the image reconstruction algorithm of DOT. This approach is widely known as 

reconstruction using a priori information [5, 16]. However, this approach systematically fails when 

the structural boundary does not match the functional information. Our group introduced a novel 
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concept, where functional a priori information is retrieved and then used to guide the image 

reconstruction process [16, 53-59]. In PMI, higher absorption regions warm up more than the tissue 

background and thus can be directly seen on the MRT maps. These regions are observed as highly 

diffused bright blobs due to temperature diffusion [38]. In fact, the boundaries of these regions are 

generally smaller than these diffused blobs. Therefore, overcoming the temperature diffusion 

effect and accurately detecting the real boundaries of these regions provides invaluable 

information about their location and size.  

Machine learning techniques are a fast computational solution to retrieve the real boundaries of 

these higher absorption regions responsible for these bright temperature blobs. In this thesis, we 

propose a Region-Based Convolutional Neural Network methodology in which the MRT 

temperature maps are first decomposed into square overlapping regions that cover the whole 

imaged medium. Then, Convolutional Neural Networks are used to classify these regions. These 

square regions can be classified as “Positive” if they contain one of these diffused blobs, or 

“Negative” if not. Finally, a multi-regression model is used to identify the boundaries of these 

regions using an intersection over union of all the Positive square regions.  

Once delineated, these regions are used to form a binary mask with ones inside the regions and 

zeros elsewhere. This binary mask is then used to construct a penalty matrix that will be used to 

constrain and guide the PMI image reconstruction algorithm [55, 60, 61].  
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Chapter 2: PMI Reconstruction Algorithm 

 

In PMI, a near-infrared (NIR) laser is used to illuminate the imaged medium in order to slightly 

increase its temperature [37, 38, 62]. The dedicated PMI reconstruction algorithm uses internally 

measured MRT maps within a medium to reconstruct high-resolution maps of its optical 

absorption. During the PMI image reconstruction, simulated temperature maps are generated by 

modeling the propagation of light and its corresponding light-absorption-induced temperature 

increase throughout the medium. This step, also known as the PMI forward problem, is generally 

performed using a finite element method (FEM)-based solver [38, 40-42, 44-49, 51, 52]. Then, the 

PMI reconstruction algorithm uses a gradient descent optimization method to minimize the 

difference between the measured maps and the simulated ones.  

2.1 PMI forward problem 

Solving the forward problem is performed in two steps, one modeling the laser light propagation, 

and the second modeling induced heat increase and propagation which are described as follows: 

2.1.1 Modeling light propagation   

In the first step, the diffusion equation [7-10, 12, 13, 19, 20, 23, 24, 31, 53, 56-59, 63-69] is used 

to model the propagation of light in the medium (Ω). The diffusion equation allows us to calculate 

the density of photons 𝛷(𝑟)[W.mm-2] at any position r [mm] using the spatial distribution of the 

absorption, μa [mm-1], and the diffusion, D [mm], coefficients, respectively.  

−𝛻𝐷(𝑟)𝛻𝛷(𝑟) + 𝜇𝑎(𝑟)𝛷(𝑟)  = 𝑞0(𝑟)                                            (1) 
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where 𝑞0(𝑟) is the isotropic source of light and 𝜇’𝑠 [mm-1] is the reduced scattering coefficient. 

The diffusion coefficient D is defined as:  

𝐷(𝑟)  =  1/[3(𝜇𝑎  +  𝜇’𝑠)]                                                       (2)  

The Newman boundary conditions are used to solve Eq. 1: 

𝑛𝐷𝛻𝛷(𝑟) + 𝐴𝛷(𝑟) = 0  (𝑟 𝜖 𝛿𝛺)                                                  (3) 

where ∂Ω is the surface boundary, 𝑛 is the vector normal to ∂Ω, and A is the surface mismatch 

modeling coefficient [9].  

2.1.2 Modeling heat propagation  

In this step, the laser-induced temperature T [˚C] and its dynamics T(r,t) within the medium is 

modeled using Pennes bio-heat equation [19, 44, 47-50, 70, 71]. It is used to model the heat transfer 

in biological tissue as follows: 

𝜌𝑐
𝜕𝑇(𝑟,𝑡)

𝜕𝑡
 − 𝛻𝑘𝛻𝑇(𝑟, 𝑡)  =  𝛷(𝑟)𝜇𝑎(𝑟)                                                (4) 

where ρ [g mm-3] is the density, c [J (g ˚C)-1] is the specific heat, and k [W (mm ˚C)-1] is the 

thermal conductivity of the medium. The source of heat resulting from the laser light absorption 

by the medium is modeled by the product of the optical absorption and the photon density at any 

point within the medium as can be seen on the right-hand side of Eq. 4. Eq. 4 is solved using the 

heat convection boundary condition: 

−𝑘
𝜕𝑇(𝑟)

𝜕𝑛
 =  ℎ[𝑇𝑓(𝑟)  −  𝑇(𝑟)]  (𝑟 𝜖 𝛿𝛺)                                            (5) 
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which states that the heat transfer between medium and surrounding air having an ambient 

temperature Tf [˚C] is a function of their temperature difference and heat transfer coefficient h [W 

(mm2 ˚C)-1]. For PMI, Eq. 4 represents the modified version of the Pennes bioheat equation to heat 

conduction equation [48, 66T]. This equation shows that the rate of heat energy flow due to 

conduction and the rate of heat energy generated by the laser at any time and position r in the 

medium is equal to the rate of heat energy accumulated in the medium. The terms of blood 

perfusion and heat generated by metabolism from the original bio-heat equation are neglected.  

2.1.3 Finite Element Method (FEM) 

To solve the combined diffusion and heat equations FEM is the commonly used technique that 

provides a fast and accurate numerical solution. In FEM, a mesh is generated over a volume of the 

same dimensions as the imaged medium. This volume is divided into small connected triangular 

elements. These elements are connected by vertices, which are commonly known as mesh nodes. 

In this work, all the meshes are generated using the Matlab® PDE toolbox. 

 

Figure 1: Representative FEM mesh. 
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2.2 PMI Inverse Problem 

The solution to the PMI inverse problem recovers the optical absorption distribution at each node 

of the FEM mesh by minimizing the difference between the measured MRT temperature map (𝑇𝑚) 

and the simulated temperature map [𝑇(𝜇𝑎)], which was obtained by resolving the forward problem 

as follows: 

𝑂(𝜇𝑎)  =  ∑ ||Tm
s,d −  Ts,d(μa)||

2
𝑁
𝑛=1                                          (6) 

where N is the number of nodes in the FEM mesh. While minimizing the equation the unknown 

𝜇𝑎 is iteratively updated using the Levenberg-Marquardt method by [72]: 

𝛥𝜇𝑎 = (𝐽𝑇𝐽 + 𝛼𝐼)−1𝐽𝑇[𝑇𝑚 − 𝑇(𝜇𝑎)]                                             (7) 

where 𝐽 is the Jacobian matrix, 𝛼 is a regularization parameter, and 𝐼 is the identity matrix. 

In the last decade, considerable work has been made to improve the spatial resolution of diffuse 

optical imaging. Briefly, the number of optical measurements is usually much smaller than the 

number of unknowns to be recovered. This makes the inverse problem highly ill-posed and under-

determined, which results in the recovery of images with poor spatial resolution [31]. To overcome 

this limitation, several research groups successfully combined optical imaging with anatomical 

imaging techniques having drastically higher spatial resolution [14, 29, 61, 63, 64, 73-82]. In this 

approach, the update to the unknown 𝜇𝑎 is obtained as follow: 

𝛥𝜇𝑎 = (𝐽𝑇𝐽 + 𝛼𝐿𝑇𝐿)−1𝐽𝑇[𝑇𝑚 − 𝑇(𝜇𝑎)]                                           (8) 
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where 𝐿 is a penalty matrix describing the binary mask retrieved from the anatomical structural 

information. This L penalty matrix is calculated as follows: 

The penalty matrix L can be obtained as follows [53, 60, 83]:  

𝐿𝑖𝑗 = {

0 i and j not in the same region

−
1

𝑁𝑟
i and j in the same region

1 𝑖 = 𝑗

    (9) 

where 𝑁𝑟 represents the number of nodes included in each region r. Unfortunately, this approach 

was also demonstrated to be limited due to the mismatch between the functional and structural 

information within the body. Therefore, our team at the Center for Functional Onco-Imaging-UCI 

introduced two novel methodologies that bring functional and anatomical imaging techniques to 

work synergically. These techniques termed Temperature Modulated Fluorescence Tomography 

(TMFT) [53, 55-59, 65, 66, 84-87] and PMI [38-49, 51, 52] utilize the anatomical imaging 

modality to induce or measure changes caused by the propagation of light within the medium. 

Thus, they are not limited to utilizing the anatomical information to only constrain their 

reconstruction algorithms. In PMI, which is the technique of interest in this work, information 

about the presence of higher absorbing regions can be directly extracted from the MRT-measured 

temperature maps before any reconstruction process. Unlike standard a priori anatomical 

information, these regions directly match the regions of interest to be later reconstructed by the 

PMI algorithm. However, due to temperature diffusion, the observed regions are diffused and are 

typically larger than the region to be reconstructed. 

In this thesis, we utilize an AI-based algorithm that allows us to identify the real boundaries of 

these regions and overcome the limitation caused by temperature diffusion. The recovered 
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information will be converted to a binary mask that will be utilized to generate the penalty matrix 

using Eq. 9. The penalty matrix obtained using our new AI-based algorithm will be utilized to 

guide and constrain the PMI reconstruction algorithm as shown in Eq. 8 to retrieve the real high-

resolution absorption coefficient of the medium. 
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Chapter 3: Artificial Intelligence 

 

3.1 Neural Networks 

A neural network can be described as a machine specifically designed to replicate the way in which 

the brain processes any given data, extracts relevant information, and learns to perform any 

complex task. The learning is mainly done by cells referred to as “neurons”.  

Neural networks have several benefits such as non-linearity, which consists of their ability to 

understand non-linear data, and adaptivity, which is defined as the versatility of a neural network 

trained for some specific data that can be easily tweaked and retrained with some minor changes 

for completely different data.  

As can be seen in Fig. 2, a neural network consists of four basic components, which are defined as 

follows: 

1. Neuron: is the fundamental unit that does the processing in the network. 

2. Set of synapses: are connecting links, which are characterized by a weight.  

3. Adder: sums up the input signals with their respective weight of the synapses. 

4. Activation Function: is generally a non-linear function used to limit the amplitude of the output 

neuron. 
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Figure 2: Representative schematic of the basic components of a neural network 

Another important component in neural networks is bias. The bias is a parameter that increases or 

decreases the net output after the summation step.  

𝑢𝑘 =  ∑ 𝑤𝑘𝑗𝑥𝑗
𝑚
𝑗 = 1                                                          (10) 

and 

       𝑣𝑘  = 𝑢𝑘  +  𝑏𝑘                                                         (11) 

hence, 

 𝑦𝑘  =  𝜑(𝑣𝑘)                                                       (12) 

where 𝑥1, 𝑥2, . . . , 𝑥𝑚 are the input signals; 𝑤𝑘1, 𝑤𝑘2, . . . , 𝑤𝑘𝑚 are the weights of synapses; 𝑢𝑘 is the 

summation of the input signals multiplied by their respective weights; 𝑏𝑘 is the bias; 𝜑(⋅) is the 

activation function; and 𝑦𝑘 is the output signal of the neuron. 
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3.1.1 Forward Propagation 

During forward propagation, the input data is propagated through the network in the forward 

direction and attempts to make predictions. Essentially, the weighted inputs to the neurons are 

summed up and processed as per the activation function and then passed onto the successive layer 

until the final layer gives the prediction. The next step is to minimize the error between the 

predicted output and the ground truth. 

3.1.1.1 Activation Function: 

An activation function 𝜑(. ) is a mathematical function that adds non-linearity to the network 

required for learning. It determines the output of a neuron depending on the problem it is solving, 

e.g. if the problem is to predict two classes Sigmoid activation function can be used, whereas for 

multi-class classification we use Softmax. Some of the commonly used activation functions are as 

follows: 

3.1.1.1.1 Sigmoid  

The sigmoid activation function is a strictly increasing function and it is the most commonly used 

activation function, Fig. 3. It is defined by the logistic function:  

𝜑(𝑣)  =  
1

1 + 𝑒−𝑎𝑣                                                            (13) 

where a is the slope of the function.  
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Figure 3: Graphical representation of Sigmoid. 

3.1.1.1.2 Rectified Linear Units (ReLU)  

The activation function needs to have non-linearity for it to support learning in the network. At 

first sight, ReLU looks like a linear function but it actually has a derivative function which makes 

that allows learning. Compared to other activation functions ReLU is very computationally 

efficient.  

𝜑(𝑣)  =  𝑚𝑎𝑥(0, 𝑣)                                                          (14) 

 

Figure 4: Graphical representation of ReLU. 
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3.1.1.1.3 Softmax 

The softmax activation function is used in the last layer of a neural network which is trained for 

classifying more than two classes. It can be described as a combination of multiple sigmoid 

functions.  

𝜑(𝑣𝑖)  =  
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗

𝑗
                                                              (15) 

3.1.2 Backward propagation 

Backward propagation, commonly known as backpropagation, is an algorithm used to fine-tune 

the parameters, such as weights, and improve the overall prediction accuracy of the network. 

Basically, once the forward propagation is implemented and output is predicted it is compared 

with the ground truth using the loss functions which generates an error and this error needs to be 

minimized to improve the accuracy. This is achieved by calculating the gradient of the loss 

function at the output layer and propagating it backward to update the weights to minimize the loss 

function. 

3.1.2.1 Loss Function 

One of the important components which contributes significantly to the learning of neural 

networks is loss function. It can be defined as a method of evaluating how well the network is 

trained for a particular task. If the prediction is significantly different than the actual result, the 

loss function will return a large value. Therefore, training a neural network consists in iteratively 

minimizing the loss function until the predicted output matches the actual result. 
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3.1.2.1.1 Mean Squared Error 

The mean squared error (MSE) is calculated by averaging the squared differences between 

predicted and actual outputs. It is a regression loss. 

𝑀𝑆𝐸 =  
∑ (𝑦𝑘−𝑦𝑘̂)2𝑛

𝑘 = 1

𝑛
                                                 (16) 

3.1.2.1.2 Cross-Entropy Loss 

The cross-entropy loss is a metric that is mainly used while training the neural networks for 

classification. It is a classification loss. 

𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐿𝑜𝑠𝑠 =  −(𝑦𝑘𝑙𝑜𝑔(𝑦̂𝑘) + (1 − 𝑦𝑘)𝑙𝑜𝑔(1 − 𝑦̂𝑘))                (17) 

3.2 Convolutional Neural Network (CNN) 

CNN is a special type of neural network. It is a deep learning algorithm that focuses on the 

extraction of features from an image and learning based on summary statistics of the extracted 

features.  

3.2.1 Components of CNN 

The CNNs are composed of multiple components which are defined as follows: 

3.2.1.1 The Input Layer 

The first layer of the neural network is the input layer. The input layer feeds the input images to 

be processed by the model. For example, for RGB images the input would be a three-dimensional 

matrix. 
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3.2.1.2 The Convolutional Layer 

The convolutional layer is responsible for encoding within its convolutions, spatial relationships 

between pixels in a given neighborhood. It is considered the most computationally expensive part 

of the neural network. This layer is generally used to extract spatial relationships between pixels 

of interest in specific regions of interest in the input training image. The output of this layer is a 

feature map that is injected directly into the next layer called the subsampling layer.   
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Feature Map 

Figure 5: Schematic showing the principle of a kernel-based convolutional layer. 

3.2.1.3 The Subsampling Layer 

To reduce the spatial size of the feature map obtained by the convolutional layer, binning is 

performed. The final values of the reduced-size image are obtained by either an averaging or a 

maximum statistic of the binned pixels. In this paper, for this subsampling layer of the network, 
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we have used a Max Pooling method, which is a substitution with the maximum value of the region 

as can be seen in Fig. 6. 

 

12 1 34 44 

123 34 78 63 

25 52 34 264 

12 35 86 21 
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Figure 6: Schematic showing the principle of the max-pooling subsampling method. 

3.2.2 Training in CNN 

 

Figure 7: Schematic diagram of a basic convolutional neural network (CNN) architecture [64]. 

Like a standard neural network, CNN also has a two-phase architecture as described below: 
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3.2.2.1 The Forward Propagation in CNN 

During the CNN forward propagation, a kernel or a square filter slides over the input image 

computing the convolution operation for each region that it overlaps with, producing a compact 

representation of the image, termed a feature map. Each convolutional layer of the network is 

composed of multiple feature maps. This is followed by the subsampling/pooling layer. These 

layers are repeated several times in sequence to maximize the power of the neural network for 

feature extraction. The output of each layer of the network is then passed to an activation function. 

This output is then compared with the actual expected output (ground truth) to compute the error. 

 

3.2.2.2 The Backpropagation in CNN 

The neural network learns by minimizing the error between the real output label (ground truth) 

and the predicted output obtained from the output layer. A loss function is then computed as a 

function of the errors obtained for a batch of training data. The most commonly used loss function 

for binary label classification purposes is the Binary Cross Entropy loss function.  

During the minimization of the loss function, the error is then backpropagated throughout the 

network to adjust the learning parameters (synaptic weights) of the model using a gradient-based 

optimization method. One of the most powerful optimizers that is commonly used is the Adam 

Optimizer.  
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Chapter 4: Methodology 

This section describes the various procedures undertaken for the implementation of the Artificial 

Intelligence-based guidance to the PMI image reconstruction. Several methods were tried and 

implemented in this thesis, ranging from simple machine learning regression-based methods to 

more complex deep learning ideas, including the development of the final methodology adopted 

for PMI. The problem of reconstruction of the cancerous regions in the body of the phantom is 

two-fold. The first involves detection of the temperature diffused blobs in the temperature maps 

of the phantom that are assumed to correspond to tumors. The second part of reconstruction 

consists in the identification of the real boundaries of regions with high absorption that are 

responsible for the generation of these temperature blobs. Since the PMI image reconstruction 

algorithm is FEM-based, the last step of our method will map these real boundaries into the FEM 

mesh. This step allows to identify the nodes that belong to the high absorbing regions that will be 

recovered using the PMI reconstruction algorithm. Technically, this step consists in the so-called 

penalty matrix describing the a priori information, Eq. 8 and 9. In other words, the task for our 

novel AI-based algorithm consists in recognizing the nodes responsible for the formation of the 

diffused heat blobs on the MRT maps.  

4.1 PMI Instrumentation 
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Figure 8: A schematic of the PMI setup showing the phantom and the optical instrumentation 

inside the MRI bore. 

A Philips 3 Tesla Achieva system is used to acquire the MRT temperature maps. Phase maps are 

acquired using a gradient echo sequence using a 60 ms repetition time (TR) and 12 ms echo time 

(TE). The phantom is placed inside a home-built MRI coil paced within the MR bore, Fig 8. This 

imaging interface consists of a small animal dedicated RF coil having four windows, which permit 

illuminating the phantom from four sides. The phantom is illuminated using four laser diodes (808 

nm, 7W, Focuslight, China). Four 15-meter-long optical fibers are used to transport the laser light 

from the laser system located in the control room to the PMI interface located inside the MR bore. 

For in vivo imaging, the laser power per unit area is set to the ANSI limits (0.32W/cm2 for 808nm).  

4.2 PMI Data Generation 

In order to train our neural network model, a series of comprehensive simulated temperature maps 

have been generated. As discussed previously in section 2.1, simulated temperature maps are 

generated by modeling the propagation of laser light and corresponding temperature increase using 

a FEM-based solver, which is also known as the forward problem. It is resolved by solving the 

diffusion equation (1-3) and Pennes bio-heat equation (4-5). 

Lasers

MRI
Laser beam
Phantom
MR coil
Lens

Four optical 

fibers

a)
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The performance of our algorithm is tested on a mice-sized 25 mm-diameter cylindrical phantom 

as shown in the first row of figure 9. The background absorption coefficient of the phantom is set 

to mimic small animal muscle tissue and is adjusted using black India ink and set to 0.01 mm-1. 

The reduced scattering coefficient of the entire phantom was adjusted using intralipids and set to 

be equal to 0.86 mm-1 [38]. To mimic the presence of orthotopic cancerous lesions (breast, ovarian, 

prostate, etc.) with different absorptions, we inserted inclusions having different sizes and higher 

absorption coefficients into the phantom. Here, no contrast in the scattering coefficient was used.  

   

   

18.5mm 

23.5mm 

13.5mm 

(a) (b) (c) 

(d) (e) (f) 
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Figure 9: Representative phantoms used to generate the training data. a-c) Different sizes and 

location inclusions. All inclusions have an absorption coefficient twice higher as the background. 

d-f) The corresponding simulated temperature maps were obtained after 8 seconds of heating. g-

i) The processed data after subtracting the homogenous temperature map obtained on a phantom 

without any inserted inclusion. 

In the representative data presented in Fig. 9, the absorption coefficient is doubled at the mesh 

nodes that belong to the inclusions regions. Therefore, the heat signature at these locations would 

be greater than the surrounding medium. The first row in Fig. 9 depicts three kinds of phantoms 

that we utilized for the purposes of our data creation: a single node in the FEM, a single circular 

cluster of nodes, and finally, multiple clusters of nodes, with varying cluster radii. The second row 

of images depicts the simulation results of the temperature maps obtained after 8 seconds of 

heating. We can observe the high temperature increase straight below the four illumination sides, 

and that the temperature exponentially decays with depth, Fig. 9 d-f. However, we can see an 

increase in temperature within the inclusions despite their deep position. This is principally due to 

their higher absorption. The first step in the PMI image reconstruction algorithm is the estimation 

of the average background absorption [38, 40]. Once estimated, this absorption value is used to 

solve the forward problem of PMI and generate a temperature map called a homogenous 

temperature map. The last row of images depicts the processed heat maps after subtraction of the 

homogenous temperature map from the raw data shown in the second row. As you can see, before 

(g) (h) (i) 
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any reconstruction process, we already notice the position of the inclusion. This is the main 

motivation of our research, since retrieving a priori information to help the image reconstruction 

algorithm seems trivial. In the following part of the thesis, we will describe and discuss different 

AI-based methodologies that we proposed to perform this task. 

4.3 Method 1  

 

Figure 10: Visual representation of method 1 

Initially, since our goal was to identify which nodes are responsible for the temperature blobs, we 

considered each node by itself and generate temperature maps by sequentially and individually 

increasing the absorption at each node. Since neural networks require huge amounts of data to 

train, each node (class) would require several images to be able to train and classify it. To generate 

these multiple images of the same class, i.e. node, the absorption coefficient of the nodes was 

variated within the range of biotissue values and temperature maps were generated for each value. 

In method 1, we used a simple Convolutional Neural Network to predict the nodes responsible for 

the heat blob. Let’s call these nodes the hot nodes. This model was trained to predict only a single 
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node and showed a high performance in performing this task. The predicted node would show a 

high probability value within the output vector yk. 

However, when we tested this model to predict a cluster of nodes, that is more representative of a 

real tumorous region, it partially failed. Technically, the model continued to predict only one node 

with a higher probability. Nevertheless, we observed that the rest of the cluster hot nodes were 

also detected by their probability values were very weak, but still above the background node ones. 

Retrieving the whole cluster of hot nodes would require manual efforts, which motivated us to 

develop more autonomous methodologies. Hence, we decided to train the model using temperature 

maps containing multiple inclusions or clusters of hot nodes. 

4.4 Method 2 

 

Figure 11: Visual representation of method 2 

The major difference between method 1 and this one is that method 2 uses N neurons at its output 

layer. This allows it to detect each node directly through the activation of its corresponding neuron. 

Here, the network is trained to predict for each of the N mesh nodes individually. This was done 

by keeping all the layers the same as the previous convolutional neural network, but splitting the 

final layer into N output neurons. Now, instead of having a single [Nx1] vector of labels with N 
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elements to be trained for, we would directly have N output labels corresponding to each node. 

This network is modeled both as a linear (regression) model and a nonlinear model with sigmoidal 

activation. 

Unlike in method 1, the convolutional neural network was trained with images containing multiple 

inclusions composed of a cluster of hot nodes. The training data is composed of pairs of data that 

contain a) the temperature image showing bright blobs, and b) the indices of the hot nodes. These 

node indices are also referred to as the ground truth. This ground truth vector would typically be a 

binary vector of length [Nx1] with ones assigned to the hot nodes and zeros elsewhere. Once 

trained and tested on several phantoms, this method showed poor performance with a maximum 

accuracy of approximately 22%.  

In order to improve its performance, an alternative approach for the creation of the ground truth in 

the training pairs was adopted. Instead of using a binary vector, the values assigned to the hot 

nodes are normalized by the total number of hot nodes in the image. This approach drastically 

improved the accuracy of the method to reach a maximum accuracy of ~ 40%. The major drawback 

of the method is that, as the inclusion size increases, the number of hot nodes becomes important 

and directly results in a ground truth vector with weak values, which are comparable to the zero 

contribution of the background nodes.  

4.5 Method 3 - Region Prediction and Precision Improvement 

Considering the limited performance of both methods 1 and 2, the methodology finally adopted 

for our task was a two-step Region of Interest (ROI) localization or region prediction and 

subsequent precision improvement approach. 
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4.5.1 Method 3a – Region Prediction 

Our new algorithm is based on a supervised Machine Learning approach. As for the data used for 

method 2, the training data used here is composed of a) the 256 x 256 pixels2 temperature image 

showing bright blobs, and b) the indices of the hot nodes. 

 

Figure 12: Visual representation of the division of sub-images using n x n tiles2. The first tile is 

shown in yellow. The second tile is the adjacent one with an overlap of half the tile size.  

The temperature maps were divided into overlapping sub-images (tiles). Each of the tiles overlaps 

with the adjacent tile with exactly half its size as shown in Fig. 12. Considering the size of the 

temperature maps, the sizes of sub-images are 64x64 pixels2 when maps are divided into 7x7 tiles2, 

32x32 pixels2 for 15x15 tiles2 and 16x16 pixels2 for 31x31 tiles2. The mesh being used for 

demonstration purposes of our methodology contains 852 nodes.  

Dimension of Tile 

Step Size 

..... 

n
th

 Tile 
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                    7x7 Tiles2                                 15x15 Tiles2                                  64x64 Tiles2     

Figure 13: Visual representation of the division of sub-images for varying tiles size. The figure is 

only a representation showing the first row of tiles.  

Secondly, each of the sub-images is assigned a binary label: ‘1’ if the region contained the 

inclusion, ‘0’ if not. The assignment of these values is decided by the spatial localization of the 

hot nodes within our overlapping tiles. Henceforth for this network, a sub-image and its 

corresponding binary label pair shall be referred to as training pair. Considering the nature of the 

data where most of the image corresponds to the background, the number of tiles labeled as 1 is 

very few compared to the ones labeled 0. Thus, further preprocessing is done on this data to simply 

eliminate most of the 0 data and ensure that the proportion of the two classes in the data is equal. 

This is to ensure that there are no inherent biases in the data that might be accidentally learned by 

our ML classifier. 

Thirdly, these training pairs are fed to the ML Classifier model composed of six layers, Fig. 14. 

The output layer contains a single neuron or a single output. The activation function associated 

with this layer is chosen to be the sigmoidal nonlinearity. This is done to constrain the output of 

the neural network to values between 0 and 1. The neural network learns by computing the error 

between ground truth labels and the predicted output labels. This error is then backpropagated 
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throughout the network to adjust the learning parameters of the model using gradient-based 

optimization methods. The optimization method used for our methodology was the Adam 

Optimizer. The training process of the network is stopped when a set accuracy above 90% is 

reached and the loss converges. The training process typically contains the evaluation of the 

model’s performance over a set of training pairs extracted from the training pairs inputted into the 

model. This data is called the validation data. Accuracy is computed over the entire set of 

validation data. The network has been trained for 5 epochs in total. Epochs generally refer to the 

number of times our model is trained iteratively to fit over the set of given training pairs. 

 

Figure 14: Structure of the ML Classifier model used in method 3. 

Finally, once the classification process is achieved, the tiles are classified into two classes: 1) 

positive labeled as 1, and 2) negative labeled as 0. For each of the positive regions, we perform an 

intersection over union on the sets of nodes belonging to each of these positive tiles. The final set 

of nodes obtained is said to be the predicted nodes that will be compared to the ground truth hot 

nodes to calculate the accuracy of this methodology. Although highly performant, this method still 

required additional improvement to reach significant accuracies. 

 

 

* * * 
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4.5.2 Method 3b - Precision Improvement using Regression 

 

Figure 15: Precision improvement pipeline for prediction of nodes 

Method 3a yielded low hot node prediction accuracies. These low accuracies were largely due to 

falsely positive predicted nodes and a small percentage of false negative predicted nodes after the 

Intersection over Union method. Up to here, if the tile was classified as positive, all the nodes 

belonging to it were assumed to be predicted as hot nodes. To improve method 3a, we tried a new 

weighted concept that allows us to better predict the hot nodes. And several such approaches were 

tried to improve the reconstruction accuracy, but we quickly acknowledged that region-based 

information would not be entirely sufficient in the accurate prediction of the entire set of hot nodes. 

Indeed, pixel-level information of these tile regions would be required to produce much higher 

accuracy predictions. 

Several approaches were tried to improve the reconstruction accuracy but it was quickly 

acknowledged that region information would not be entirely sufficient in the prediction of the 

contributing nodes in the mesh. The pixel-level information of these regions would be required to 

produce the necessary results.  
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In Method 2, the attempt to predict the contributions of each of the nodes from the temperature 

maps drove us into a well-known problem of ‘data sparsity’. Each of the images when mapped to 

the label of the nodes in the mesh, the number of zeros or ‘off nodes’ far outweighed the number 

of ‘hot nodes’. Therefore, were any ML model to fit on such label vectors would overfit to the 

zeros of output. Similarly, there was only a small percentage of useful information or non–zero 

pixels in the temperature maps for the ML model to train for.  

To circumvent the problem of data sparsity and subsequent overfitting of our ML models, we 

decided to use an approach that samples only the useful information from our complete 

temperature maps. Useful information is constituted by a significant amount of non-zero pixels 

constituting the inclusion and zero pixels of the background.  

Firstly the full-sized image was processed by our CNN to retain the positive tiles for each image. 

A 7x7 division scheme was picked for this task. This division size was chosen to retain only the 

useful information from the full-sized image in the positive tile. From our data pool of 3927 full-

sized images, we employed the CNN model to aggregate positive tile examples for each of the 49 

regions and created 49 different image training data. We mapped each tile to the subset of hot 

nodes lying in the region. A training pair for each region constituted the positive tile and the set of 

hot nodes in the tile. A multi-linear regression (MLR) model was fit to these training pairs as 

shown in Fig. 15.  

A full-sized test image was passed through our final pipeline, obtaining the positive tiles from 

CNN and subsequent contributory nodes for each of the tiles. An intersection over union of 

contributory nodes as predicted by all tiles was performed and accuracy as an intersection of 
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predicted nodes with the ground truth was calculated. This method demonstrated promising results 

for our test cases, with mean node recovery accuracy of 95.35%. 
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Chapter 5: Result and Discussion 

Considering the poor results obtained using methods 1 and 2 and for the sake of the thesis’s limited 

number of pages, we preferred to omit the presentation of those results. The quantitative accuracy 

of these methods has been provided during the presentation of the method in sections 4.1 and 4.2. 

5.1 Prediction using Method 3a 

 A set of testing data is generated in order to test our ML model. Results obtained on a 

representative phantom bearing two inclusions of different sizes are presented below, Fig. 16, 17, 

and 18. In these figures, the red circles show the predicted nodes by the AI and the black asterisks 

show the ground truth hot nodes. Figures 16, 17, and 18 respectively show the results obtained by 

when our ML is trained using 7x7, 15x15, and 31x31 tiles2.  
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Figure 16: a) Schematic of the phantom. b) temperature map. c) Results obtained using method 

3a when trained with 7x7 tiles2.  
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Figure 17: a) Schematic of the phantom. b) temperature map. c) Results obtained using method 

3a when trained with 15x15 tiles2. 

 

  

Figure 18: a) Schematic of the phantom. b) temperature map. c) Results obtained using method 

3a when trained with 31x31 tiles2. 

In all the results obtained on the testing images above, we can observe that our algorithm is able 

to predict the actual hot nodes, but also predicts additional nodes around it. These additional nodes 

are falsely detected as positive nodes. We can observe a decrease in the number of false positives 

as we decrease the size of the tiles, which results in a more accurate prediction of the hot nodes. 

However, one can notice that the algorithm was not able to detect the totality of the hot nodes in 

the small inclusion and showed a shift of two triangular mesh elements. A summary of the 

performance of our method is presented in Table 1. 
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Total number of used tiles 

Accuracy obtained by the ML 

model 

(%) 

Average percentage of nodes 

predicted on test data 

(%) 

7x7 = 49 97.14% ≈ 19% 

15x15 = 225 95.25% ≈ 42% 

31x31 = 961 94.36% ≈  53% 

Table 1: Accuracies obtained when our ML is trained using 7x7, 15x15, and 31x31 tiles2. The 

average percentage of nodes predicted is also provided. 

5.2 Prediction using Method 3b 

Method 3b is implemented to tackle the limitations faced by method 3a. The following sections 

discuss the performance of method 3b on various types of data.  
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Figure 19: a) Temperature map. b) Result obtained using method 3a. c) Result obtained using 

method 3b 
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Results will be presented in terms of quantitative metrics calculated as follows: 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑣𝑒𝑟𝑙𝑎𝑝 𝑤𝑖𝑡ℎ 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ =
𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑎𝑟𝑟𝑎𝑦

𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑎𝑟𝑟𝑎𝑦
 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑛𝑜𝑑𝑒𝑠 𝑎𝑟𝑟𝑎𝑦 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑎𝑟𝑟𝑎𝑦

𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑎𝑟𝑟𝑎𝑦
 

where the intersection array is composed of the nodes present in both the predicted and the ground 

truth hot nodes. 

5.2.1 Results by varying the inclusion size  

Image 

Diameter of 

Inclusion (in 

mm) 

Percentage overlap with 

ground truth 

Predicted nodes 

array accuracy  

 

16.5mm 83.33% 88.23% 

 

18.5mm 85% 94.44% 

 

23.5mm 100% 100% 

Table 2: Prediction on testing data using method 3b for phantoms bearing inclusions with 

varying diameters. The inclusions are positioned at the center of the phantom and have an 

absorption coefficient twice higher than the background.  
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5.2.2 Results by varying the number of inclusions in the image  

This table shows the same accuracies for single and multiple inclusions which are far away from 

each other and nearby.  

Image 
Diameter of Inclusion 

(in mm) 

Percentage overlap 

with ground truth 

Predicted nodes 

array accuracy  

 

18.5mm 100% 93.23% 

 

Small Inclusion = 

10mm 

 

Larger Inclusion = 

18.5mm 

100% 95.23% 

 

Small Inclusion = 

11.5mm 

 

Larger Inclusion = 

25mm 

92.68% 95% 

Table 3: Prediction on testing data using method 3b for phantoms bearing single and multiple 

inclusions. The inclusions have an absorption coefficient twice higher than the background. 
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Chapter 6: Conclusion and Future Work 

In this thesis, we examined the reconstruction of cancerous regions within a phantom using Image 

and Machine Learning computational methods. This experiment was performed for various sizes 

and orientations of cancerous clusters mainly concentrating on achieving high accuracies for 

multiple interacting inclusions in the medium. Results show that our method produces a reliable 

and robust recovery of the cancerous regions straight from the temperature maps. The obtained 

result will be directly used to build the penalty matrix that will be employed to constrain and guide 

the PMI image reconstruction algorithm.  

All the methods developed within the framework of this thesis have been generated on phantoms 

bearing inclusions mimicking tumors. These inclusions have different sizes and locations. The 

optical absorption of these inclusions was doubled to model the higher concentration of the main 

chromophores within tumors. Our approach demonstrated high performance characterized by 

accuracy as high as 97.8%. The algorithm allows the prediction of the hot nodes in any MRT 

temperature map in 2.8 seconds using the servers of Google Colaboratory (16GB RAM being used 

for this task).  

Prior to our research, a priori functional information from the temperature maps was never utilized 

for guiding the reconstruction process as described by Eq. 7. Our research introduces the first-ever 

use of a priori information for reconstruction as given by Eq. 8. Our method provides a significant 

advantage by drastically accelerating the convergence of the PMI algorithm. Moreover, this is the 

first ever AI-based methodology being implemented in the Centre for Functional Onco-Imaging 

(CFOI). At the end of this research, we developed the necessary tools using Convolutional Neural 

Networks and Regression-based methods for driving the reconstruction process from MRT 
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temperature maps. Our work fosters research in the interdisciplinary field of AI and Biomedical 

Imaging, demonstrating the promising opportunity for graduate students and researchers to mature 

their ideas into viable working solutions. 
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