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Abstract 

 
Structural Transitions in Materials at High Pressure 

by 
Thomas James Smart 

Doctor of Philosophy in Earth and Planetary Science 
University of California, Berkeley 
Professor Raymond Jeanloz, Chair 

 
 Structural transition in materials represents one of the most profound changes materials 
can undergo at high pressure and are an important part of studying planetary interiors.  A material’s 
crystal (or non-crystalline) structure influences its physical properties, including conductivity, 
elasticity, density and compressibility, and thus changes to that structure have profound effects on 
those physical properties. Studying these structural transition gives us an understanding of 
materials under extreme and dynamic conditions, such as deep interiors of planets, and subducting 
ocean slabs.  

I studied the insulator to metal transition of PbCl2 and SnCl2, structural analogs to high-
pressure SiO2. Both density functional theory and X-ray diffraction shows two displacive phase 
transitions in the chlorides, as they transition from 9-fold coordinated to 10 and 11-fold 
coordinated structures. Absorption-edge spectroscopy shows that the bandgaps of PbCl2 and SnCl2 
decrease with pressure, and we observe discontinuous changes in band-gap with crystal structural-
induced changes in coordination number, suggesting a connection between interatomic geometry 
and the metallicity of these chlorides.  

By implementing new techniques for acoustic monitoring, I study the structural transitions 
resulting from crystalline instabilities in silicon and serpentine. In silicon, I implement a fiber optic 
based acoustic sensor to expand the possible frequency response for acoustic monitoring to > 100 
MHz, providing orders of magnitude better frequency response than previous work. We 
compressed silicon to 17 GPa, discovering 3 new acoustically active phase transitions on 
compression and decompression. Emissions range in duration from 10-7-10-3 seconds, with the 
number of emissions roughly following a power law, similar to crustal earthquakes. In serpentine 
we monitor acoustic emissions resulting from solid-state amorphization using a 4-sensor acoustic 
array to get a sense of focal mechanisms. We record acoustic emissions to 26 GPa and find no 
purely isotropic sources from any of our experiments, replicating findings from natural high-
pressure seismicity and setting a new pressure record for determination of focal mechanisms in the 
laboratory. In both silicon and serpentine, repeating acoustic emissions provide evidence for a self-
propagating, transformation-driven process.  
 
 
 
  
 
 
                                                                                                 
                                                                                                Professor Raymond Jeanloz 
                                         Dissertation Committee Chair



 

i 
 
 
 

Contents 
 
 
1      Introduction                              1 
Bibliography                                4 
2 Equation of state, phase transitions, and band-gap closure in PbCl2 and SnCl2: 

 a joint experimental and theoretical study                              5 
Bibliography                   21 
3 High-pressure nano-seismology: use of micro-ring resonators for characterizing 
  acoustic emissions                                                                                                              22 
Bibliography                   27 
4 Nano-seismic shear sources from serpentine at lower mantle pressures        28 
Bibliography                   39 
5 Thoughts on future high-pressure acoustic measurement experiment                               40 
Bibliography                   44 



 

1 
 

Chapter 1: Introduction 
 

In order to accurately model the deep interiors of planets we must understand the material 
properties of the minerals that compose those interiors. A given mineral, on the microscopic 
level, is composed of a geometric arrangement of atoms in a crystal structure. The precise 
arrangement is determined by the lowest energy structure at a given pressure and temperature 
[J.W, Christian (1975)]. Substantial rearrangement of this structure due to a shifting stress or 
temperature environment is classified as phase transformation and represents one of the most 
important pathways to altering the physical properties of the crystal. These properties include 
compressibility, brittleness, electrical conductivity, magnetic moment, and chemical bonding. 
Understanding these attributes on the microscopic scale allows for more complete 
characterization of planet-scale phenomena.  

There are two basic types of phase transition I will be discussing in this thesis; those 
whose transformation are diffusion dominated, and non-diffusion or ‘Martensitic’ 
transformations (Fig 1.1). Diffusion dominated transformations are characterized by nucleation 
and growth of a new phase within an existing phase. The rate at which these transformations 
occur is dependent on the driving forces (e.g. stress environment, temperature) acting on the 
crystal and is limited by the rates of chemical-diffusion processes. In practice, this means that 
crystals undergoing diffusion dominated phase transition can remain in a metastable state for 
some time, until the appropriate pressure-temperature conditions are met and the transformation 
concludes. In contrast, Martensitic transformations are time-independent, occurring almost 
instantly (approximately the sound speed of the material) as the entire crystal shifts from one 
crystal structure to another. Martensitic transformations occur spontaneously once the stress and 
temperature environment reach a point at which the parent crystal structure is no longer stable. 
 [ J.W, Christian (1975)] 

It should be noted that plastic deformations of the crystal lattice, such as those caused by 
shear stresses, help to catalyze phase transformation both in diffusion-dominated and Martensitic 
transitions. In these cases, deformed regions experience higher effective driving forces and a 
lower free-energy barrier between phases [ J.W, Christian (1975), Levitas and Javanbahkt 2015]. 
However, if dislocations in the crystal lattice that characterize plastic deformation are too 
numerous, long-range order of the crystal lattice can be destroyed, resulting in solid-state 
amorphization of the crystal: a structural change distinct from Martensitic and diffusion 
dominated transformations. It is a misconception that amorphization can occur only during 
melting of a material; indeed solid-state amorphization occurs when temperatures are too low, 
such that equilibrium phase transformation is kinetically hindered. This phenomenon is 
commonly thought to be characteristic of dynamic loading, such as in quasi-isentropic 
compression experiments, or the formation of "diaplectic glass" in meteorite impacts [Gleason et 
al 2017, Zhao 2018]. In fact, several experiments document solid-state amorphization under 
static compression, especially when large amounts of shear stress are present [Kingma et al. 
1993, Grocholski et al 2010, Levitas et al 2012]. 
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Figure 1.1. Schematic of different types of structural transitions. For the crystals in each diagram, grey represents the initial crystal phase, black 
represents the post-transformation crystal phase, and red represents dislocations in the crystal structure. Note that in the case of solid state 
amorphization, the amorphous material often retains the crystal habit (geometric shape) of the initial crystal but loses structural ordering.  
 
 

Though the conditions under which structural transitions occur have been studied for 
many decades, investigating the details of these transitions can inform a wide variety of 
problems. This thesis is divided into two sections, each answering one of the following 
questions: how does a material’s interatomic geometry effect its electrical conductivity, and how 
do acoustic emissions yielded during structural transition mimic high-pressure fracturing 
observed in nature?  

The first section investigates the relationship between interatomic geometry of a 
compound and its metallicity. Several materials, including non-bonding noble gases, have been 
observed to metalize under compression, however the effects of atomic packing and interatomic 
geometry on the metallicity of a material are not well understood. [Stixrude and Jeanloz 2008, 
Celliers et al. 2010]. The majority of simple metals are observed to be 12-fold coordinated; that 
is, each of their atoms has 12 neighbors with whom they are bonded, so notionally, high 
coordination number is related to the metallicity condition [Pauling, 1960]. I investigate the 
insulator-to-metal transition in solid PbCl2 and SnCl2 from 9- to 11-fold coordination using 
combined x-ray diffraction to probe crystal geometry and absorption edge spectroscopy to 
measure metallicity. I find that metallicity in these compounds is determined by the combined 
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effect of bond angle straightening and increasing coordination number as each contribute to the 
overlapping of electron orbitals and therefore metallicity.  

In the second section of the thesis, I investigate acoustic emissions yielded from materials 
at high pressure. Acoustic emissions at high pressure occur during rapid structural transitions 
(e.g. Martensitic transitions and amorphization), as shifts in the crystal structure change the 
material’s volume and local stress environment, thereby releasing a pressure wave. These 
emissions resemble those yielded from brittle fracture at ambient conditions but persist to 
pressures and temperatures well beyond the expected 2-5 GPa brittle-ductile transition [Patterson 
and Wong 2005]. High-pressure acoustic emissions are interesting not only for revealing the 
nature of material failure at high pressures, but because high pressure fracture is also observed in 
nature during deep focus earthquakes, which have been observed to 700 km depth [Frohlich et al. 
2006]. While the mechanism for high-pressure quakes has not been conclusively determined, 
instabilities catalyzed by structural transitions likely play a key role. While several studies have 
been conducted using acoustic emissions to draw conclusions about deep earth seismicity, they 
invariably have problems: their acoustic frequency response is too low to resolve length scales 
smaller than their entire pressure apparatus, and they often have peak pressures below 6 GPa, 
leaving the possibility that brittle fracture may be responsible for the emissions.  
 I observe the acoustic emissions in silicon and serpentine to pressures corresponding with 
deep focus earthquakes (>25 GPa). In Chapter 3, I use a fiber-optic sensor novel to high-pressure 
acoustic measurement, expanding the frequency response by 2 orders of magnitude (>100 MHz) 
and the sensor sensitivity by 3 orders of magnitude. In Chapter 4, I implement a new acoustic 
sensor array to determine focal mechanisms at 26 GPa, representing a factor of 4 improvement in 
the peak pressure for focal mechanism determination. I find that, similar to deep focus 
earthquakes, the number of high-pressure emissions follows a power-law with emission 
magnitude [Chapter 3] and has no purely-volumetric components to their focal mechanisms, 
mimicking focal mechanisms from deep focus earthquakes [Chapter 4]. In both experiments 
successive acoustic emissions suggest a self-catalyzing or ‘domino-like’ effect, in which local 
changes in stress environment caused by one acoustic emission can assist neighboring patches of 
material to overcome kinetic barriers and undergo structural transition. 
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Chapter 2:  
 
Equation of state, phase transitions, and band-gap 
closure in PbCl2 and SnCl2: a joint experimental and 
theoretical study 
 
 
 The equations of state and band gap closures for PbCl2 and SnCl2 were studied using both 
experimental and theoretical methods. We measured the volume of both materials to a maximum 
pressure of 70 GPa using synchrotron-based angle dispersive powder X-ray diffraction. The lattice 
parameters for both compounds showed anomalous changes between 16-32 GPa, providing 
evidence of a phase transition from the cotunnite structure to the related Co2Si structure, in contrast 
to the post-cotunnite structure as previously suggested. First principles calculations confirm this 
finding and predict a second phase transition to a Co2Si-like structure between 75-110 GPa in 
PbCl2 and 60-75 GPa in SnCl2. Band gaps were measured under compression to ~70 GPa for PbCl2 
and ~66 GPa for SnCl2 and calculated up to 200 GPa for PbCl2 and 120 GPa for SnCl2. We find 
an excellent agreement between our experimental and theoretical results when using the HSE06 
hybrid functional, which suggests that this functional could reliably be used to calculate the band 
gap of other AX2 compounds. Experimental and calculated band gap results show discontinuous 
decreases in the band gap corresponding to phase changes to higher coordinated crystal structures, 
giving insight into the relationship between interatomic geometry and metallicity.  
Keywords: High Pressure, AX2 compounds, SnCl2, PbCl2, Metallization 
 

 
INTRODUCTION 

 
The transition from insulating to metallic states is one of the most profound changes 

observed in high pressure science. Compression transforms materials to the metallic state by way 
of both classical (electrostatic repulsion) and quantum (Pauli exclusion) effects favoring 
delocalized electron states with increased density [1, 2]. However, it is unclear how changing local 
atomic-packing structure (e.g., coordination number) affects metallicity, as a material transforms 
to more highly coordinated structures under compression. Nevertheless, we recognize that most 
simple metals crystallize in close-packed structures (coordination number = 12) at ambient 
conditions [3].  

Numerous studies of insulator-to-metal transitions under pressure have focused on the AX2 
family of compounds, which draw interest from a range of fields due to their planetary and 
technological importance and  high diversity in bonding character; these materials include SiO2, 
the archetype rock-forming compound, and its analogs. Recent experiments characterize AX2 
compounds (e.g., SiO2, CaF2) under dynamic compression, in which elevated temperatures melt 
the sample prior to metallization [4, 5]. It is perhaps revealing that the nearest-neighbor 
coordination number in at least some of these compounds (SiO2, AuGa2) increases under 
compression while in the fluid state, much as with crystal-structural phase transitions [6-8]. The 
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short time scales and fluid samples make typical methods of quantifying the interatomic geometry 
(e.g., X-ray diffraction) challenging, however.  

Therefore, we use static high-pressure methods at 300 K to examine analogs of SiO2 that 
already have highly coordinated cations at ambient conditions to document the relationship 
between band gap closure and interatomic geometry; specifically probing the key role of anion 
coordination in modulating band gaps under compression. Despite their diversity in bonding 
character, including halides, oxides, and intermetallics, AX2 compounds typically follow a 
systematic sequence of high-pressure transformations, with materials with lower cation 
coordination number following similar phase-transition paths to higher coordination numbers (Fig. 
2.1) [9-21]. The sequence of crystal structures is considered well-established up to the 9-fold 
coordinated cotunnite phase, the highest-coordinated AX2 structure known at ambient conditions. 
These AX2 compounds having high cation coordination numbers at ambient conditions (e.g. PbCl2 
and SnCl2) are thus considered analogs for the high-pressure behavior of lower-coordination 
compounds in this family, with particular attention to SiO2 at extreme conditions, as its presence 
is expected in the deep interiors of giant (H2 + He), “icy” (molecular species, along with H2 and 
He), and large-terrestrial (e.g., “super-Earth”) planets [4, 14, 16].  

In this study, we characterize the crystal structures, equations of state, and band gaps of 
PbCl2 and SnCl2 to pressures of over 70 GPa and compare our measurements with the results of 
ab-initio electronic structure calculations. Given that metallization (e.g., band-gap closure) is 
notoriously challenging to predict using first-principles calculations, experiments can be used to 
check theory, which – to the degree that it is thereby validated –can provide fruitful predictions of 
material properties at pressure-temperature conditions that are not accessible with current 
experimental techniques [22, 23].   
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Figure 2.1. Crystal-structural sequence of AX2 compounds at ambient conditions and high pressures. Figure after Leger et al. [9]. Cation 
coordination number (CN) of the cation is shown on the left, next to the structure name. Several AX2 compounds are shown with arrows noting 
experimentally determined high-pressure phases [9-21]. Dashed arrows denote structures calculated from first principles, and blue color indicates 
that metallization is expected for the high-pressure phase. Several compounds (e.g., GeO2, Na2Te, HgF2, BaCl2, BaI2, BaBr2), and the effects of 
temperature are omitted for clarity. 
 
 
METHODS 

 
A. High-pressure experiments 

 
 Polycrystalline PbCl2 and SnCl2 (Sigma Aldrich >99% purity) were ground to micron-
sized grains and loaded into symmetric-type diamond-anvil cells.Diamond anvils had a culet size 
of 200 µm, and rhenium gaskets pre-indented to ~30µm thickness and drilled with 80µm diameter 
holes were used. Ruby spheres of ≤ 5 μm diameter were placed inside the sample chamber and 
ruby fluorescence was used to determine the pressure [24]. All experiments were conducted at 
room temperature. 

Samples were loaded in either a neon pressure medium, or a 16:3:1 methanol:ethanol:water 
pressure medium. SnCl2 is hygroscopic, so it was loaded in a dry argon atmosphere. Mid-infrared 
spectra were collected to affirm minimal water content of SnCl2 samples before all high-pressure 
experiments. 
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The band gap (absorption edge) was measured through visible and near-infrared 
spectroscopy. Optical absorption spectra were collected on a Horiba LabRam HR Evolution 
Raman spectrometer, with a white light source being used to collect spectra from 400-800 
nm(3.1eV-1.55eV). Near-infrared spectra were collected using an evacuated Bruker Vertex 70v 
FTIR equipped with a tungsten source, InSb detector and CaF2 beamsplitter [25]. Spectra were 
collected from 14,000 to 8,500 cm-1 (714.3 to 1,176.5 nm, 1.74 eV to 1.05 eV) with a resolution 
of 4 cm-1 (0.2-0.6 nm across this frequency range). No pressure medium was used in the 
experiments to measure the band gap under pressure, and the pressure gradients in these 
experiments are large. However, because of the spatial resolution of our instrument and the 
sharpness of the absorption edge of our samples, we do not anticipate that non-hydrostatic 
conditions adversely affect our band-gap determinations. 

Angular dispersive synchrotron X-ray diffraction experiments were performed at beamline 
12.2.2 at the Advanced Light Source (Lawrence Berkeley National Laboratory), using a 
monochromatic X-ray beam with λ = 0.4959 Å (25 keV). A Mar345 detector collected diffracted 
X-rays at 331.4 (±0.1) mm. Detector distance and orientation were calibrated using a LaB6 
standard, and the diffraction images were radially integrated using the programs FIT2D [26] or 
Dioptas [27]. 

We carried out Rietveld refinements using the General Structure Analysis System (GSAS) 
[28] Larson program, with starting atom positions chosen from the outputs of ab-initio density 
functional theory described in the following section. After fitting the background, the data were 
refined for lattice parameters. Pseudo-Voigt functions are used for the fitting of diffraction-peak 
profiles in the Rietveld refinements.  

 
B. Theoretical Calculations 
 
  All calculations were performed using the density functional theory-based VASP code, 
employing the projector augmented-wave method [28-32]. The potentials were generated using 
valence configurations of 4d10 5s2 5p2 for Sn, 5d10 6s2 6p2 for Pb, and 3s2 3p5 for Cl. Scalar 
relativistic effects were accounted for. However, spin-orbit coupling was only included in the 
calculations for PbCl2 phases because it was found to have a negligible effect on the results of 
calculations for SnCl2 phases. Computations were performed using both the local-density 
approximation (LDA) and Perdew-Burke-Ernzerhof (PBE) formulation of the generalized gradient 
approximation (GGA) [33, 34]. The LDA and GGA give reasonable estimates of structural 
parameters, but underestimate band gaps (e.g., Xiao et al., 2011) [35], due to their inherently 
incomplete cancellation of self-interaction [22, 23]. In view of this, additional band-gap 
calculations were performed using the Heyd-Scuseria-Ernzerhof (HSE06) hybrid functional, 
which incorporates a fraction of exact-exchange to alleviate the self-interaction error, on structures 
optimized using the PBE functional [36].  The HSE06 hybrid functional predicts band gaps that 
are in much better agreement with experimental measurements, but has a high computational cost, 
making it unsuitable for geometry optimizations in the present work [35, 37]. HSE06 was 
chosen out of the popular hybrid density functionals, because it is shown to be the most accurate 
in calculating the band gaps of semiconductors [37]. 

For geometry optimization calculations, the kinetic-energy cut-off for the plane-wave 
expansion was 600 eV, and Brillouin-zone sampling was performed using a 6×4×8 k-point grid 
[38]. These settings ensured calculated volumes were converged to within 0.05 Å3, and enthalpies 
to within 1 meV per atom. 
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For LDA and PBE band-gap calculations, the kinetic-energy cut-off for the plane-wave 
expansion was 600 eV, and Brillouin-zone sampling was performed using an 11×7×15 k-point grid 
[38]. These settings ensured that calculated band gaps were converged to within about 0.05 eV or 
less. Due to the high computational cost associated with hybrid functional calculations, for HSE06 
band gap and density of states calculations, Brillouin-zone sampling was performed using a 
5×3×7 k-point grid [38]. Convergence tests for LDA and PBE suggest that using this smaller k-
point grid leads to overestimates of the band gap of up to 0.05 eV for SnCl2 and 0.2 eV for PbCl2. 

It is well known that LDA underestimates pressure, and PBE overestimates pressure. 
Because of this, a pressure correction was estimated using the method of Oganov et al. [39], but 
without a thermal pressure term (this is likely negligible at ambient temperature for these 
calculations performed at 0K). The calculated pressure shifts (PbCl2: +2 GPa (LDA), - 2 GPa 
(PBE); SnCl2: +2 GPa (LDA), - 1 GPa (PBE)) move the isothermal compression curves to higher 
or lower pressure, bringing them in better accord with experimental values.  

 
 RESULTS AND DISCUSSION 
 
A.  X-ray diffraction results 

 
  X-ray diffraction data were collected on compression and decompression to 71 GPa in both 
PbCl2 and SnCl2 (Fig. 2.2). Rietveld refinements of the diffraction patterns for both compounds 
document an isosymmetric phase transition from the cotunnite structure (orthorhombic Pnma, 9-
fold coordination) to the Co2Si structure (orthorhombic Pnma, 10-fold coordination) between 17 
and 35 GPa for PbCl2 and 17 to 33 GPa for SnCl2, supporting a prior theoretical prediction [40] 
(structural diagrams are shown in Fig. 4). These findings are consistent with structural transitions 
documented in other AX2 compounds such as PbF2, BaCl2, and BaBr2 [11, 15], and the gradual 
nature of the transition is fully compatible with the close topological relationship between the 
cotunnite structure and the Co2Si structure [41].  
 

 
 
Figure 2.2. Pressure–volume data for PbCl2 (top) and SnCl2 (bottom). Data shown in Black or hollow circles were taken using neon pressure 
medium. Pink triangles not data taken using 16:3:1 methanol:ethanol:water pressure medium, and grey triangles are previous results from Leger 
et al. [12].The pressure-range for the transformation from cotunnite to Co2Si structures, between 17 and 35 GPa for PbCl2 and 17 and 33 GPa for 
SnCl2, is shown by the gray box between dashed lines as it is for Figs. 2.3 and 2.6.  Data collected on compression and decompression are 
distinguished by closed and open circles, respectively. 
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Measured lattice parameters provide a greater insight into the structural transition that 
occurs over a relatively large pressure range for both materials. The cotunnite-to-Co2Si structural 
transition in these materials is characterized by an anomalous shift in relative length of lattice 
parameters (Fig. 2.3) [42]. This occurs between 17 and 35 GPa for PbCl2 and between 17 and 33 
GPa for SnCl2. In these regions we observe anisotropic compressibility of the unit cell, with a 
strong compression along the a-axis, a reduced compression along c-, and extension along b-, 
which has been reported to occur in other AX2 compounds that transform from the cotunnite 
structure to the Co2Si structure under compression (e.g., PbF2, CeO2, and ThO2) [15, 20]. While 
we were not able to collect data on decompression in the pressure range of this phase transition in 
SnCl2, in PbCl2 the transition is observed to be reversible with minor hysteresis.  
 The strong compression of the a-axis relative to the b- and c-axes is emphasized when we 
normalize the lattice parameters against their respective initial lengths (Fig. 3 c and d). The 
pressure range of the phase transition is marked by the gray shading between dashed lines, with a 
smooth transition in PbCl2 that is complete by 33 GPa, and a sudden shift in SnCl2 at 33 GPa. Due 
to the non-negligible pressure gradients, we attribute this more sudden shift between phases to be 
a result of non-hydrostatic stresses.  

Previous experiments by Leger et al. [12] did not exhibit these continuous trends in lattice 
parameters or the presence of an intermediate phase and had strong hysteresis on decompression 
(gray triangles, Figs. 2.2 & 2.3). This difference is likely associated with the more non-hydrostatic 
stress environments within the samples of their experiments, as these had no pressure medium for 
SnCl2 and silicone grease for PbCl2. Because of the contrast in the nature of the transition (abrupt 
in the previous experiments and with an intermediate zone of transformation in ours), we do not 
preclude that the transition from the cotunnite to the Co2Si structure can be driven/enhanced by 
non-hydrostatic stresses. 
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Figure 2.3. Lattice parameters vs. pressure from experiments and theory are presented for PbCl2 (a) and SnCl2 (b). Lattice parameters normalized 
against ambient-pressure values are presented as a function of pressure for PbCl2 (c) and SnCl2 (d). Lattice parameters show a gradual change in 
slope between 21 and 25 GPa for PbCl2 and between 17 and 33 GPa for SnCl2, contrasting with previous work that showed a sharp transition (gray 
triangles in a) and b)). We infer a gradual change in phase (“transition zone”), consistent with findings for other AX2 compounds as the materials 
shift from the cotunnite to Co2Si structure. We mark these transition zones with gray boxes, whose boundaries are defined by the observed shifts 
in lattice parameters (gray boxes with dashed black lines). The experimentally observed compression of the a and c axes and extension of the b 
axis is reflected in calculations. Upon further compression, LDA and PBE calculations predict a distortion of the Co2Si lattice, seen here as a slight 
contraction of the b axis and extension of the c axis between 75 and 110 GPa in PbCl2 and between 60 and 75 GPa in SnCl2, shown by the gray box 
between dotted lines in c) and d). 
 
 Density functional theory calculations agree well with experimental data, with 
compression of the a-axis and extension of the b-axis reproduced by the calculations, albeit at 
pressures ~10 GPa lower than experimentally observed (Figs. 2.2 and 2.3). Between 75 and 110 
GPa in PbCl2 and 60 and 75 GPa in SnCl2, PBE and LDA functionals predct another shift in 
structure from the 10-fold coordinated Co2Si structure to an 11-fold coordinated Co2Si-like phase 
(structure shown in Fig. 2.4). This phase shares the same space group as the Co2Si structure 
(Pnam), but the rows of atoms become increasingly colinear and orthogonal to one another, as the 
anion sublattice begins to approach a close-packed array. The transition is characterized by a subtle 
extension of the c-axis and compression of the b-axis, which has pronounced expression in the 
normalized lattice parameters plots (Fig. 2.3 c and d, gray shading between dotted lines). As has 
been previously noted [14], the nine-fold cation coordination of the cotunnite structure is 
incompatible with close-packing of the anion framework. Indeed, the cotunnite structure can be 
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viewed as being comprised of interlinked (MX2)n polymeric chains [43].  The sequential transitions 
can then be viewed as a progression from a phase characterized by high cation coordination but an 
inefficiently packed anion sublattice (anions coordinated in trigonal prisms) to a phase with both 
higher cation coordination and far more efficiently packed anions (Fig. 2.4 d). The transition 
sequence is a higher-coordination analogue to the structural shifts in the SiO2-system at lower 
pressures, in which a polymeric low-pressure phase (quartz, with corner-linked SiO4 tetrahedra) 
converts to the close-packed and more highly coordinated rutile structure. 

Structural rearrangements from the cotunnite to Co2Si and then to Co2Si-like phases are 
shown in Fig. 2.4; the formation of new bonds between Pb or Sn and Cl is indicated by the red and 
black arrows. Electron density maps (Fig. 2.4 d) show that formation of the first bond (shown by 
the red and black arrow) occurs at 24 GPa in PbCl2 and at 28 GPa in SnCl2 (not shown), similar 
pressures to observations of analogous bonds forming in PbF2 by Stan et al. [15]. Further 
compression leads to a tightly packed arrangement, with atoms forming an increasingly square 
lattice within each layer in the (010) plane, until the structure becomes 11-fold coordinated (Co2Si-
like structure) at 110 GPa in PbCl2 and at 75 GPa in SnCl2.  

Table 2.1. Comparison of our equations of state with previous work by Leger et al. [12]. Zero-pressure volume V0, bulk modulus K0, and pressure 
derivative K0’ for the high-pressure phases (Co2Si and Co2Si-like) are determined through 3rd order Birch Murnaghan equations of state by fitting 
normalized pressure to Eulerian strain (G vs. g) [44] (see appendix B for details). The volume V0 for the ambient pressure cotunnite phase is 
obtained from our X-ray diffraction data via Rietveld refinement and are fixed in these fits. *indicates values that were fixed in our fits (shown in 
Appendix B) 

 

Referenc
e 

Cotunnite structure Co2Si structure Co2Si-like structure 

 V0 K0 K0’ V0 K0 K0’ V0 K0 K0’ 
PbCl2 

This 
study 

313.06
±0.05 

46.7±4.
4 

4.8±1
.2 

300(20
) 

47.2±3.
2 
 

4.0±1.
0 
 

281(27
) 

59.2±9.
2 

4.0±
0 

SnCl2 

This 
Study 

318.03
±0.05 

27.9±2.
1 

6.3±0
.5 

292(43
) 
 

41.1±3.
7 
 

4.0±0.
2 
 

290(8) 43.7±0.
1 

4.0±
0 

PbCl2  
Ref. [12] 

313.07
2 

34±1 7.4±6 273.91 95±10 4.3±5    

SnCl2 

Ref. [12] 
317.85
3 

31±2 4.9±8 263.81 91±10 4.0*    
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Figure 2.4. Structural diagrams of the cotunnite, Co2Si, and Co2Si-to-Co2Si-like phases, with the Pb, Sn cations shown in black and chlorine shown 
in green. a), b), and c) show ball-and-stick models of the cotunnite, Co2Si, and Co2Si-like structures respectively, with arrows indicating the atomic 
motion that leads to new bonds in subsequent phases. d) shows the change in electron density in the (010) plane as a function of pressure. A new 
bond forms between Pb and Cl at 24 GPa, indicative of a transformation from the 9-fold coordinated cotunnite structure (a) to the 10-fold 
coordinated Co2Si structure (b). For SnCl2, formation of an analogous Sn-Cl bond is observed at about 28 GPa. On further compression the lattice 
continues to become more ideally packed, and new (Pb,Sn)-Cl bonds form. This Co2Si-like structure is predicted by DFT to occur at 120 GPa in 
PbCl2 and 80 GPa in SnCl2. Figures were produced using VESTA 3 [45]. 
 

  We fit our pressure-volume data with a 3rd order Birch-Murnaghan equation of state 
(EOS), and the obtained parameters are shown in Table 1. EOSs previously reported [12] were 
determined assuming a single phase, and we obtain similar results when we fit our data in this way. 
However, when we fit our high- and low-pressure phases separately, we find the high-pressure 
phase to have higher V0 and lower bulk modulus K0 than previously reported (fits shown in 
Appendix B). 
 

 
B. Band-gap measurements 
  Representative absorption-edge spectra, collected between 30 and 70 GPa for PbCl2 and 
between 20 and 66 GPa for SnCl2, show good agreement with theory (Fig. 5 and Appendix D, Fig. 
2.9). Of the three functionals used, as expected HSE06 agrees best with the experimental data, 
overestimating the band gap by only 0.2 eV, which is due to an incomplete convergence with 
respect to k-point sampling.  
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For PbCl2 and SnCl2 we observe three distinct regions in the theoretically calculated band 
gaps with compression. Discontinuities in the band gap vs. volume plots, and shallowing slope in 
the band gap vs. volume plots are attributed to changes in PbCl2 and SnCl2 as they transform from 
the cotunnite to Co2Si phase (gray box with dashed lines) and from the Co2Si  to Co2Si-like phase 
(gray boxes with dotted lines). Experimental data for SnCl2 follow this trend, closely following 
values calculated by the HSE06 functional, at pressures and volumes coinciding with the 
calculated structural changes (Fig. 5 b & d). 

When the experimental PbCl2 data are extrapolated to zero band gap, we predict band 
closure at 206 ±24 GPa, which agrees with HSE06 calculated band-gap closure at 200 GPa. When 
we extrapolate the experimental SnCl2 data for the Co2Si-like phase (between 51 and 66 GPa) to 
zero band gap, we predict band closure at 125 ±9 GPa versus 120 GPa predicted by HSE06. If, 
however, we extrapolate the entire SnCl2 experimental data set to zero band gap, we predict band 
closure at 97 (±6) GPa, representing a 20 GPa discrepancy between experiments and HSE06. 

The lower metallization pressure of SnCl2 relative to PbCl2 differs from the typical trend 
of metallization pressures decreasing along isoelectronic series down the periodic table to heavier, 
more electron-rich compounds. This trend, which is also found in band-structure calculations of 
other compounds [46, 47], does not predict the relative band-gap closure pressures of the two 
compounds examined here. This apparent inversion of metallization pressure is likely generated 
by the relativistic down-shift and associated localization of the 6s lone pair in Pb relative to the 
somewhat more delocalized 5s lone pair in Sn. Indeed, portions of the Pb 6s states are among the 
deepest in the valence band at all pressures, and the 5s states of Sn systematically contribute 
substantially more to the density of states at the top of the valence band relative to the 6s states in 
PbCl2 (see Appendix E). Comparable lowering of the band gap of SnO relative to PbO via this 
“inert lone pair” has been extensively documented at ambient pressures [48, 49], and we 
demonstrate here that this 6s-localization persists to high pressures in the chlorides of these 
elements. 

We observe a dramatic increase in slope in the band gap vs. volume plot at high 
compression (Fig. 2.5, bottom panels). During compression of the initial cotunnite phase in both 
compounds, we observe a small reduction in band energy predicted by HSE06 calculations (5% 
and 14% of ambient pressure band gap for PbCl2 and  SnCl2 respectively), despite a significant 
change in unit-cell volume (roughly 50% of the total volume closure of the materials, with total 
volume closure Vtot= V0-Vband closure). At the onset of the transition between 9-fold coordinated 
cotunnite and 10-fold coordinated Co2Si structures, we observe a large (>20%) reduction in the 
band gap in both compounds, despite small reductions in unit cell volume (~14% of Vtot).  This 
transition is also accompanied by a shift in the cation coordination around the anions, from 4 and 
5 for the two different Cl sites in the cotunnite structure toward 5 and 6 in the Co2Si structure (as 
illustrated by the new Pb-Cl bond formation in Fig. 4).  Upon further compression in the Co2Si 
region, the slope becomes steeper, with small changes in the unit cell volumes (~3% Vtot) 
producing large decreases in the band gap.  We find a significant drop in band gap at the expected 
Co2Si-to-Co2Si-like phase boundary around 170 Å3, and the SnCl2 data show discontinuities 
corresponding to the expected phase boundaries in agreement with the calculated HSE06 results. 

The observed steepening of band gap with unit-cell volume is likely due to the additive 
effects of compression and changes in interatomic geometry. Under compression, increased 
electron orbital overlap broadens the valence and conduction bands, reducing band gaps. 
Interatomic geometry can further increase electronic orbital overlap as pressure-induced changes 
in crystal structures force neighboring orbitals into proximity of each other. Recent work shows 



 
 

15 
 

the tunability of band gaps with cation-anion bond angles, finding that the band gap decreases as 
the crystal structure becomes more square-like, in which electron orbitals are forced into 
overlapping configurations [52-54]. This is consistent with our observations on PbCl2 and SnCl2, 
in which we observe discontinuous down shifts in the band gap across the transformation from 
cotunnite to the progressively more close packed-like Co2Si and Co2Si-like structures (Fig. 2.4).  

 

 
 

Figure 2.5. Band gap as a function of pressure (top panels) and as a function of volume (bottom panels) from experiment and theory for PbCl2 (left) 
and SnCl2 (right). Zero-pressure band gaps were obtained from Sobolev et al. [50] for PbCl2 and Nara and Adachi [51] for SnCl2. The gray box 
with dashed lines shows the pressure range for the transition from the 9-fold coordinated cotunnite to the 10-fold coordinated Co2Si structure, and 
the gray box with dotted lines shows the pressure range for phase transformation from the Co2Si structure to the 11-fold coordinated Co2Si-like 
structure, as labeled in Figs. 2.2 & 2.3. For both PbCl2 and SnCl2, HSE06 fits the data better than either LDA or PBE, albeit with a small 
overestimation of band gap.  (top) Extrapolation of our experimental data yields band gap closing pressures of 206 ±24 GPa for PbCl2 and 97 ±6 
GPa for SnCl2, in reasonable agreement with theory (200 GPa and 120 GPa respectively). (bottom) Volumes for the experimental points are 
calculated using the equations-of-state model from our compression data. Around 230 Å3 the slope steepens, corresponding to the emergence of 
the Co2Si phase and the increase in coordination number in the crystal structure. Extrapolation of our experimental data to band-gap closure yields 
a closure volume of 131 ±21 Å3 for PbCl2 and 150 ±5 Å3 in SnCl2, in excellent agreement with theory (135 Å3 and 146 Å3 respectively). 
 
 Phrased another way, the increased shift in band gap with respect to volume at high 
compressions has a straightforward physical explanation: the approach to close packing of these 
materials as they progress through the two phase transitions, coupled with the concomitant 
increases in both cation and anion coordination, enhances the overlap between the cation 
conduction (mostly Pb 6p and Sn 5p) and anion valence (mostly Cl 3p) bonding states (see 
Appendix E). For larger volumes (lower pressures) within the cotunnite structure, the inefficient 
packing of the anion framework within this quasi-polymeric structure leads to a larger band gap; 
as the packing becomes more efficient, the rate of band gap decrease is notably enhanced.  
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CONCLUSIONS 
 

  Static compression experiments to over 70 GPa and theoretical simulations to 200 GPa for 
PbCl2 and 120 GPa for SnCl2 show evidence of a continuous displacive transition from the 9-fold 
coordinated cotunnite structure to the 10-fold coordinated Co2Si structure between 17 and 35 GPa 
in both PbCl2 and SnCl2. Upon further compression, density functionals predict the transition to 
an 11-fold coordinated Co2Si-like phase between 75 and 110 GPa in PbCl2 and 60 and 80 GPa in 
SnCl2, remaining the stable phase through the pressure range of our calculations.  

 Using equations of state validated by experiments, we calculate band-gap closure using 
the LDA, PBE, and HSE06 functionals. The hybrid functional HSE06 agrees best with our 
experimental data, confirming the reliability of HSE06 for calculating the electronic band structure 
of AX2 compounds.  

Our work shows the relationship between changing interatomic geometry and the closing 
of the band gap under high pressure, with applications for other AX2 compounds in both fluid and 
solid states, which have been demonstrated to transition from low to high coordination number 
upon compression [6, 7, 9-21].  In particular, our results illustrate that the general pattern of phase 
transitions in AX2 compounds from structures that can be viewed as polymeric to those 
characterized by close-packed anion packing recurs as cation coordination numbers increase under 
compression. In the particular case of cotunnite relative to the post-cotunnite phases, a distorted 
but highly coordinated cation environment and complex prismatic anion coordination forms a 
structure that can be viewed as composed of interlinked polymeric chains, which under 
compression converges on a phase that approaches close-packing. Our band gap measurements 
and calculations confirm that such a close-packed anion framework, coupled with high cation 
coordination numbers, is associated with the metallization of AX2 oxides [16]. These results are 
of special interest for SiO2, a major component of rocky planets that is predicted to exist in the 
cotunnite phase at pressures corresponding to super-Earth interiors [14]. Previous work 
investigating the band structure of SiO2 at these conditions predicts metallization in the I4/mmm 
phase near 1.4 TPa, though these calculations were preformed using traditional density functionals, 
motivating the use of hybrid functionals like HSE06 to better constrain the high-pressure band 
structures [16]. Prediction of metallic SiO2 could inform us of its potential to influence the 
dynamics and chemical partitioning in the deep cores of giant planets. 
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Appendix A: Comparison of experimental and Rietveld-generated XRD Patterns 
  

         
FIG. 2.6: Evolution of observed diffraction pattern as a function of pressure for PbCl2 (top) and SnCl2 (bottom). Patterns generated with Rietveld 
refinements (dashed lines) agree with experimental results at all pressures. The shoulder in the experimental data seen in the SnCl2 data near the 
(111) peak is likely an artifact due to background subtraction. 
 
Appendix B: Fits for Equations of State 

          
Fig. 2.7. Eulerian strain vs. normalized strain (F vs. f) and effective strain vs. normalized strain (G vs. g) are shown for PbCl2 and SnCl2. F vs. f 
plots were used to determine the equations of state for the low-pressure phases, while G vs. g was used for high-pressure phases [44]. Data from 
the phase transition zone fit neither equation of state and were thus omitted. A weighted least-squares fit was applied to each data set (red lines) 
and 95% confidence intervals are shown (red shading). 
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Appendix C: Using ratios of the lattice parameters to determine phase changes: 
 

The transformation between the cotunnite and Co2Si structures is characterized by a shift in the 
ratios of lattice parameters and a change in coordination from 9- to 10-fold. Jeitschko [42] and 
Leger et al. [10] show that the a/c and (a+c)/b ratios distinguish between phases with orthorhombic 
(Pnma) symmetry. These ratios were later updated by Stan et al. [15], who show that for the 
cotunnite structure a/c = 0.8-0.9 and (a+c)/b = 3.3-4.0, and for Co2Si a/c = 0.7-0.78 and (a+c)/b = 
2.90-3.56. When our data are plotted using these ratios, we see a clear distinction between the 
cotunnite and Co2Si phases (Fig. 8). Points that fall between the two phases are between 17 and 
27 GPa for PbCl2 and 17 and 33 GPa for SnCl2. LDA and PBE calculations follow experimental 
data closely over the pressure range of our experiments. Here, the shift to the distorted Co2Si-like 
phase is seen as a strong inflection point toward higher (a+c)/b values near (a+c)/b = 3.2. 

  
Fig. 2.8 . Lattice parameter ratios of PbCl2 (left) and SnCl2 (right). Borders that define the phases follow Stan et al. [15]. Circles are data from this 
study, with solid circles indicating data taken on compression and empty circles those taken on decompression. Data from Leger et al. [12] are 
plotted as gray triangles. Calculated lattice ratios are shown as the solid (LDA) and dash-dot (PBE) curves. 
 
Appendix D: Absoption edge spectroscopy with pressure 

 
FIG. 2.9. Representative high-pressure spectra of the absorption edge of PbCl2 (a) and SnCl2 (b). No exciton peaks are resolved within these 
experiments. These spectra show that the energy of the band gap decreases as pressure increases. Spectra are stacked for clarity. 
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Appendix E: Density of States Calculations 
 

The partial density of states for PbCl2 & SnCl2 calculated using the HSE06 exchange-
correlation functional shows that the valence band has primarily Cl 3p and Pb, Sn 6s character. 
The unoccupied conduction band has mainly Pb, Sn 6p and diminished Cl 3p character. All bands 
broaden with increasing pressure, as band gap reduces from about 4 eV at ambient pressure in each 
PbCl2 and SnCl2 to closure.  

 
Fig 2.10: Calculated density of states (DOS) for PbCl2 at 0, 60, 120, and 200 GPa (left) and SnCl2 at 0, 40, 80, and 120 GPa (right) using HSE06 
density functional. Ambient pressure DOS (top panels) show a clear distinction between s & p orbitals in both Pb, Sn and Cl, with an energy gap 
of around 4 eV. We observe a broadening of all states to higher pressure (downward panels). 
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Appendix F: Experimental Data 
Table 2.2: Experimental Data: Pressures, Unit Cell Volume, and Lattice parameters. 

 Pressure 
(GPa) 

Volume (Å3) a (Å) b (Å) c (Å) 

PbCl2 1.6 0.2 

8.3 2.6 

10.8 2.3 

14.6 2.6 

17.4 3.0 

21.8 2.4 

24.8 3.0 

30.3 4.0 

32.6 4.6 

36.1 0.3 

41.0 2.6 

45.1 2.0 

51.7 1.6 

57.0 1.4 

63.0 3.0 

71.0 2.0 

67.1 1.8 

58.3 0.7 

50.7 2.1 

46.0 0.6 

42.0 1.6 
 

299.20 0.15 

292.50 0.10 

286.85 0.15 

277.10 0.13 

242.80 0.10 

234.31 0.10 

229.70 0.15 

215.33 0.10 

201.92 0.10 

203.70 0.10 

195.60 0.10 

181.70 0.13 

176.99 0.04 

174.82 0.05 

172.32 0.06 

168.40 0.20 

176.70 0.10 

174.92 0.10 

182.70 0.02 

185.82 0.30 

190.40 0.11 
 

7.556 0.001 

7.459 0.002 

7.358 0.002 

7.319 0.002 

6.813 0.011 

6.707 0.001 

6.602 0.001 

6.419 0.001 

5.709 0.002 

5.770 0.002 

5.770 0.004 

5.455 0.004 

5.392 0.002 

5.365 0.002 

5.321 0.002 

5.300 0.006 

5.556 0.005 

5.486 0.002 

5.618 0.001 

5.770 0.005 

5.632 0.005 
 

4.412 0.001 

7.000 0.004 

4.369 0.005 

4.244 0.004 

4.203 0.006 

4.162 0.001 

4.150 0.001 

4.002 0.002 

4.262 0.001 

4.241 0.001 

4.187 0.002 

4.066 0.004 

4.030 0.003 

4.015 0.004 

4.021 0.004 

3.984 0.007 

4.047 0.003 

4.051 0.000 

4.104 0.001 

4.203 0.007 

4.243 0.004 
 

8.973 0.005 

8.935 0.004 

8.937 0.006 

8.920 0.005 

8.478 0.002 

8.394 0.001 

8.383 0.002 

8.383 0.003 

8.300 0.000 

8.325 0.003 

8.096 0.004 

8.191 0.004 

8.145 0.002 

8.117 0.003 

8.053 0.003 

7.973 0.007 

7.859 0.003 

7.870 0.000 

7.923 0.002 

7.926 0.005 

7.966 0.004 
 

      

SnCl2 1.6 0.2 

8.3 2.6 

10.8 2.3 

14.6 2.6 

17.4 3.0 

21.8 2.4 

24.8 3.0 

30.3 4.0 

32.6 2.6 

36.1 0.3 

41.0 2.6 

45.1 2.0 

51.7 1.6 

57.0 1.4 

63.0 3.0 

71.0 2.0 

67.1 1.8 

58.3 0.7 

50.7 2.1 

46.0 0.6 

42.0 1.6 

0.0 0.0 
 

299.20 0.15 

292.50 0.10 

286.85 0.15 

277.10 0.13 

242.80 0.10 

234.31 0.10 

229.70 0.15 

215.33 0.10 

201.92 0.10 

203.70 0.10 

195.60 0.10 

181.70 0.13 

176.99 0.04 

174.82 0.05 

172.32 0.06 

168.40 0.20 

176.70 0.10 

174.92 0.10 

182.70 0.02 

185.82 0.30 

190.40 0.11 

318.03 0.05 
 

7.556 0.001 

7.459 0.002 

7.358 0.002 

7.319 0.002 

6.813 0.011 

6.707 0.001 

6.602 0.001 

6.419 0.001 

5.709 0.002 

5.770 0.002 

5.770 0.004 

5.455 0.004 

5.392 0.002 

5.365 0.002 

5.321 0.002 

5.300 0.006 

5.556 0.005 

5.486 0.002 

5.618 0.001 

5.770 0.005 

5.632 0.005 

7.623 0.002 
 

4.412 0.001 

7.000 0.004 

4.369 0.005 

4.244 0.004 

4.203 0.006 

4.162 0.001 

4.150 0.001 

4.002 0.002 

4.262 0.001 

4.241 0.001 

4.187 0.002 

4.066 0.004 

4.030 0.003 

4.015 0.004 

4.021 0.004 

3.984 0.007 

4.047 0.003 

4.051 0.000 

4.104 0.001 

4.203 0.007 

4.243 0.004 

4.476 0.003 
 

8.973 0.005 

8.935 0.004 

8.937 0.006 

8.920 0.005 

8.478 0.002 

8.394 0.001 

8.383 0.002 

8.383 0.003 

8.300 0.000 

8.325 0.003 

8.096 0.004 

8.191 0.004 

8.145 0.002 

8.117 0.003 

8.053 0.003 

7.973 0.007 

7.859 0.003 

7.870 0.000 

7.923 0.002 

7.926 0.005 

7.966 0.004 

9.322 0.006 
 

Table 2.2: Experimental Data: Measured pressures, volumes and lattice parameters for SnCl2 and PbCl2 on compression and decompression. 
The determined value for each measured parameter is shown in the first column, and the confidence band is shown in the second column. 
Volumes and lattice parameters were obtained though Rietveld refinement of our XRD data, and pressures were determined using  the standard 
ruby fluorescence technique [24].
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Chapter 3: 
 
High-Pressure Nano-Seismology:  
Use of Micro-Ring Resonators for Characterizing 
Acoustic Emissions 
 
 
Micro-ring resonator (MRR) ultrasound detectors provide orders of magnitude greater 
sensitivity and frequency range (to < 10 Pa, from DC to 100s of MHz) than previously 
achieved in recording acoustic emissions from materials at high pressures. We characterize 
acoustic emissions from crystal-structural phase transitions in Si to pressures of 50 GPa, well 
beyond the brittle-ductile transition at room temperature, and find that the number of events 
increases nearly tenfold for each decade reduction in the duration of recorded events. The 
shortest-duration events arrive in clusters, suggestive of a self-propagating, transformation-
catalyzed process. 
                     ____________________ 
 

Acoustic emissions present a fundamental conundrum in the deformation behavior of 
materials at pressures exceeding 1-3 GPa, because yielding is by ductile flow rather than brittle 
fracture at these pressures.1 This is due to the normal forces across incipient shear planes being 
sufficiently large to prevent fracture in the material. Still, emissions have been documented in 
connection with phase transformations at pressures well above the brittle-ductile transition,2-6 
using detectors sensitive to frequencies of 2-20 MHz. Given that the time for an acoustic wave to 
traverse the samples in these studies is on the order of 10-7 seconds,2 and is comparable to the 
sampling rate, past work has been limited in its ability to resolve fine detail in the acoustic 
emissions of materials at high pressures.  
   Here we describe an opto-electronic method for characterizing acoustic emissions from 
samples at high pressure, the objective being to increase sensitivity and frequency range relative 
to past capabilities.7,8 Briefly, the micro-ring resonator uses tunneling of light (evanescent waves) 
between a through-going optical bus waveguide and whispering gallery modes (WGM) in a 
neighboring ring waveguide (Fig. 3.1). The underlying optical resonance provides high sensitivity 
to transient-pressure induced modulation of the resonance mode, down to less than 10 Pa as 
compared with 1-55 kPa typical of commercial piezoelectric sensors.9 Sensitivity is also enhanced 
by using a soft (compliant) polymeric material, in our case polystyrene.  

Because light modulation carries the signal, the sensor is in principle responsive to 
frequencies into the THz range.  As described below, however, our current system is effective only 
up to frequencies of ~ 250 MHz: still 1-2 orders of magnitude higher than for previous high-
pressure measurements.3,5,6  For a shear-wave velocity of 5 km/s, this implies sensitivity to acoustic 
wavelengths down to ~20 µm, comparable to our sample dimensions and approaching the size of 
grains, if not the stress field at shear- and tensile-fracture tips for Si at ambient conditions (the 
process zone of ductile deformation at the fracture tip is yet smaller, ~2-5 nm). 10-14  

Silicon powder (grain size ~10 μm) was compressed in Merrill-Basset type diamond-anvil 
cells without any pressure medium, as our intent was to generate shear stresses under high pressure. 
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The diamonds had culet diameters of 350 μm, paired with a 250 μm-thick spring-steel gasket pre-
compressed to 70-90 μm thickness and containing a 150 μm-diameter hole as the sample chamber.  
A film of ruby powder ~5 μm thick (~1 µm grain size) was added to the culet of one of the 
diamonds for pressure calibration, using ruby fluorescence.15  

As described by Li and Dong et al.,7 the micro-ring resonator (MRR) ultrasound detector 
is placed on a 2 mm × 2 mm fused silica coverslip.  The polystyrene optical waveguide has a 
square-shaped cross-section, 800 nm across, and both the input and output ends of this bus 
waveguide are precisely cleaved for fiber coupling. To excite optical resonance in the MRR, a 
narrow-band continuous-wave (CW) tunable laser (New Focus, TLB-6712, wavelength 765 nm to 
781 nm) is coupled into the bus waveguide after passing through a fiber polarization controller. 
On the other end of the bus waveguide, a multimode fiber and photodetector (Newport, 2107-FC) 
are used to measure the transmitted light intensity. 

                                
Fig. 3.1.  Schematic of micro-ring resonator and diamond-anvil cell used in the present experiments (not to scale).  Light transmitted down the bus 
fiber is evanescently coupled into the ring (radius R ~ 30 µm), such that an acoustic wave temporally modulates the light exiting the bus. The 
polystyrene fiber optics are placed on a 2 x 2 mm silica glass slide, which is attached to the body of the diamond cell. The location of the sample is 
between the diamond tips (culets), and for clarity no gasket is shown.  
 

The light inside the bus waveguide is evanescently coupled into the ring waveguide across 
a low-dielectric gap between the bus and ring. Light circulating inside the ring waveguide leads to 
a strong optical resonance be characterized by a narrow dip in the transmission spectrum due to 
destructive interference between light in the two waveguides. Minimum transmission is achieved 
at the resonance wavelength (λr) at critical coupling, when the intrinsic loss of the ring resonator 
matches the coupling loss. The quality (Q) factor of the MRR is determined from the measured 
transmission spectrum, T(λ), as λr∕Δλ = 1.2 × 105, where Δλ is the full width at half-maximum of 
the resonance dip.  The MRR operating wavelength is set slightly off-resonance, at the waist of 
the resonance dip, to achieve an optimal detection sensitivity of dT∕dλ = 30.24 nm-1 at 776.25 nm.  

Acoustic waves induce changes in both the dimension and refractive index of the polymer 
ring, collectively altering the optical path length of the ring resonator, thus shifting the resonant 
frequency. The shift in resonant frequency is measured as a voltage modulation in the transmitted 
optical signal by a photodetector. We used a low-noise, high-sensitivity avalanche photodiode 
(APD, Hamamatsu c4777) to record the transmitted light through the bus waveguide. The detected 
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signals were then amplified by 12 dB (Mini-circuits ZFL500NL+, 500-MHz bandwidth), and 
digitized by a high-speed digitizer (CobraMax, GaGe; sampling rate:3x109 samples/s, bandwidth: 
1.5 GHz). This sensor provides a broad detection band of over 100 MHz, and a pressure detection 
limit of 6.8 Pa. 

The MRR assembly was mounted on the steel body of the diamond-anvil cell (Fig. 3.1), 
which was held in a clamp mounted to an air-floating optical table, and elevated above the surface 
of the table to reduce ambient noise. Samples were compressed at room temperature up to pressures 
of 50 GPa, and acoustic emissions were monitored during both compression and decompression 
cycles.  The MRR detector was about 4 mm away from the polycrystalline silicon sample, and was 
set to trigger during and after the pressure changes were being applied.  All measurements were 
made at 19-22˚ C.  

A series of control experiments were conducted to pressures exceeding 35 GPa, using both 
steel and rhenium gaskets. Inside the sample chamber, we loaded i) no pressure medium (in order 
to record any acoustic emissions from the empty sample chamber closing); ii) a neon pressure 
medium; or iii) a 4:1 methanol:ethanol pressure medium. We also ran tests on plain metal foils 
(i.e., gaskets with no sample chamber) to further test the gasket material for acoustic emission. 
None of these control experiments yielded any acoustic emissions, indicating that the signals we 
report over this pressure range are caused by deformation of the silicon sample.  

We recorded acoustic emissions in silicon to 17 GPa on compression and decompression, 
well above the brittle-ductile transition, estimated around 1.5 GPa at room temperature,14 as 
confirmed by observing the sample to flow in a ductile manner during compression. During the 
initial compression, acoustic emissions were measured at the Si-I (diamond structure) → Si-II (β-
Sn structure) transformation between 11-12 GPa. On further compression, emissions were 
recorded acoustic signals between 16 and 17 GPa, corresponding to the Si-XI (orthorhombic, 
Imma) → Si-V (simple hexagonal) transition. Signals were also recorded on decompression from 
the high-pressure Si phases to the metastable Si-III (bcc) phase around 11 GPa (see Table 3.1).2,16-

19 Cycling the sample by decompression and recompression into low- and high-pressure phases 
consistently yielded acoustic emissions at these conditions.  In contrast, we recorded no acoustic 
emissions while crossing the Si-II → XI, V→VI, and VI→VII phase transitions at ~15, ~34 and 
~40 GPa, respectively, either during compression or decompression. Evidently, not all phase 
transitions produce acoustic emissions, at least over the frequency range and within the sensitivity 
of our detection system (this point is also relevant to the lack of acoustic emissions from any of 
our present gasket materials).  

 
 

     Phase Transition Pressure Range 
 (GPa) 

Maximum Emission 
Duration (s) 

                                                             
Compression 

Si-I→ Si-II 11-12 10-7 

 Si-II→ Si-XI 13-15 No Emission 
 Si-XI→ Si-V 16-17 10-3 

Decompression Si-V→ Si-III 9-11 10-4 
Recompression Si-III→ Si-V 13-17 10-5 

Table 3.1. Phase transitions and corresponding pressure ranges during which we observe acoustic emission in Si at room temperature. All transitions 
associated with acoustic emissions yielded acoustic events on the order of 10-7s, though the maximum duration appears to vary between different 
phase transitions. The maximum duration of recorded acoustic events are shown. 
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The duration of individual acoustic events from our samples ranges from 10-7s to 10-3 s, 
roughly following a power law with the number of emissions, decreasing by nearly one order of 
magnitude for each decade increase in duration (exponent ~0.8-1.0) (Fig. 3.2, left panel). For a 
given rupture, the event duration is proportional to the seismic moment and magnitude, allowing 
us to compare this result with moment-magnitude distributions observed in seismology (e.g., 
Gutenberg-Richter law). Our results closely follow observations made in past laboratory and field 
observations of rupturing, including of acoustic emissions from high-pressure multi-anvil 
experiments.  

Samples that produce only short emissions on compression often yield additional signals 
upon further compression, but this was not the case for samples emitting signals longer than 
 ~10-5 s. Emissions with durations on the order of 1 ms were audible at a distance of ~1 m, and the 
resulting deformation of the sample was visible under the microscope, with displacements 
exceeding 1-10 µm. Acoustic emissions shorter than 10-3 s were not audible, and showed no visible 
sample deformation. 

Short (~200 ns) emissions are observed for all of the acoustically active phase transitions, 
both on their own and as part of longer events. Comparison of these short emissions between 
sample runs shows a consistent structure of three pulses, each about 60 ns long (Fig. 3.2, bottom 
of middle panel), and with peak frequencies of 120-140 MHz. Acoustic events longer than 10-7 s 
displayed peak frequencies identical to those of the shortest emissions, as well as at lower 
frequencies as would be expected. These longer events consist of a high density of short emissions, 
as also indicated by the >100 MHz peaks in the power spectra (Fig. 3.2, middle of right panel).  
 

 
Fig. 3.2. Acoustic signals collected from Si between 14 and 17 GPa, showing that the number of events decreases with increased event duration 
(left). Signals with durations of 10-5 seconds and 10-7 seconds (middle) have strong peaks around 120 MHz in their power spectra (right), 
corresponding to wavelengths comparable to or smaller than the thickness of our sample chamber. Signals approaching millisecond duration exhibit 
a significantly different power spectrum, with no signal recorded above 0.5 MHz, suggesting either a change in failure mechanism or that the 
amplitude of the low-frequency emission obscures higher-frequency signals. 
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Fig. 3.3. A ~5 ms record is shown (top), displaying acoustic-emission bursts at apparently random intervals. Each burst at the millisecond timescale 
is found to consist of several roughly periodic emissions (middle).  Cross correlation (bottom) shows 50-90% correspondence between the first 
signal (0 < t < 0.4 µs) and subsequent emissions (open symbols, plotted directly below each given emission).  Groups, identified as signals having 
similar correlation values relative to the primary emission, are also found to produce significantly higher (85-95%) correlations when compared 
with one another (filled, color symbols: none for Group F), suggesting similarities in source mechanisms for signals in a group. 
 
 

When short-duration (~200 ns) signals are not part of a longer signal, there is a tendency 
for the emissions to cluster into groups of 5-20 events. These clusters do not show the high 
correlations and decaying amplitudes one would expect from successive echoes, so are interpreted 
as individual nano-seismic events (Fig. 3.3). Short-duration emissions show cross-correlations 
ranging between 70 and 90%. Also, emissions with similar correlation value to a given signal (e.g., 
the initial burst) show high (85-95%) mutual correlations (closed symbols in Fig. 3.3), suggesting 
that the emissions within that group are related. These mutually correlated emissions may have 
sources that are similar in orientation or other characteristics. Note that a 100 ns signal implies a 
rupture propagating across the full diameter of our sample (150 μm) for a rupture velocity less 
than 1/3 the shear-wave velocity (VS is 5 km/s or 5 µm/ns at zero pressure). 

The temporal spacing between acoustic clusters appears random (Fig 3.3, top panel). When 
subjected to a test of randomness, the intervals are found to follow a Poisson distribution with an 
average of 0.24 events per µs, implying that the clusters are independent of each other.  However, 
the temporal spacing is more regular within a given cluster (Fig 3.3, middle panel), suggesting a 
catalytic process in which one acoustic emission triggers subsequent events in the cluster.  
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Chapter 4: 

 
Nano-Seismic Shear Sources from Serpentine at Lower mantle 
Pressures 
 
Abstract 

 We determine displacements for acoustic emissions recorded during solid-state 
transformation of serpentine at 6 to 26 GPa, pressures extending well into those of Earth’s lower 
mantle. All experimentally observed nano-seismic events exhibit significant shear components, 
similar to findings from naturally occurring deep-focus earthquakes. Our laboratory observations 
suggest that nano-seismic events are the results of a repeating failure process.  
 
Main Text: 
 

The failure mechanism for deep-focus earthquakes is poorly understood, with events 
occurring to 700 km depth, at pressure-temperature conditions well beyond expected ~60 km limit 
of elastic failure (1-3). Laboratory observations of acoustic emissions during crystal-structural 
transitions of mantle minerals provide an attractive hypothesis for the failure mechanism 
responsible for deep earthquakes, in which pressure-induced volume collapse associated with 
mineral transformations causes local stress instabilities that lead to failure and release of acoustic 
energy (4-8). However, deep earthquakes are invariably double-couple sources, with no evidence 
of volume collapse (3).  

Here we characterize the acoustic emissions from chrysotile serpentine between 6 and 26 
GPa on compression and decompression, showing that shear – not volumetric – displacements 
are generated by high-pressure transformation.  Serpentine is representative of the minerals that 
sink into the mantle at subduction zones, the regions where deep-focus earthquakes are observed. 
We use a diamond cell instrumented with 4 displacement sensors sampling at 0.1-40 MHz; three 
of the sensors are in the plane of the sample, perpendicular to the loading axis, and a fourth 
sensor is placed on the bottom of the diamond cell, off center of the symmetry (loading) axis of 
the cell (more details are provided in the Supplementary Material, 9). 

First motions from >450 acoustic emissions were collected over several experiments up 
to 26 GPa at 300 K. First motion amplitude varied between 0.3 and 3 mV (corresponding to 
nanometer-scale displacements) depending on the strength of the acoustic emission and the 
quality of coupling between the sensors and the diamond cell. First motion durations vary 
between 1.2 and 1.7 µs, independent of first-motion amplitude; instead, durations appear to be 
proportional to sample size, indicating our system has high Q factor. First motion duration 
timescales are consistent with ruptures traversing the (100-150 µm diameter) sample chamber at 
~1/3 of shear velocity (~2.2µm/ns in chrysotile at ambient pressure), consistent with theory as 
well as observations of brittle-like rupture in other systems (7,10-13). Signals invariably had 2 or 
3 of the traces indicate tensional first motions (trace moving to positive voltages), with 1 or 2 of 
the in-plane traces indicating compressional first motions (trace moving to negative voltages). 

Compressional and tensional first motions of the sensors are used along with sensor 
location to determine focal mechanisms (Fig. 4.1).  The complexity of the diamond cell, and the 
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scarcity of sensors necessitates the assumption of double-couple sources, precluding the 
determination of CLVD components of the focal mechanism (9).  However, the observed focal 
mechanisms 1) rule out completely volumetric (i.e., isotropic) sources, and 2) reveal possible 
relations between slip orientations of sequential events. 
 
 
 
 
               

 
Figure 4.1: Example traces and seismic source diagram for Serpentine at high pressure. Signal Trace) An example first motion signal trace is 
shown. this signal is representative of the average signal quality across our data set. Focal sphere, Axial View) Shows a top-down illustration of a 
focal sphere projection. In-Plane sensors P1,2, & 3 and Axial Sensor A are shown in their relative positions and are color coordinated to the 
traces they record. All sensors are coupled orthogonally to the triangular pressure cell, with P1, P2, and P3 organized radially, and the Axial 
sensor attached to the bottom, near the compression axis. The axial sensor and its polarity observation are shown in dashed lines to indicate they 
are observing from the opposite side of the diamond cell as the In-plane sensors. Each sensor shows a black plus sign if the trace indicated the 
sample was in compression, and a hollow circle if the trace indicated the sample was in tension. Due to scarcity of sensors, the proposed focal 
spheres are only roughly constrained, with several degrees of uncertainty in the nodal lines of these spheres. Additional possible nodal lines are 
shown with thin black lines. Side View) An illustrated side view looking along in-plane sensor 3 is shown in the right. An example focal 
mechanism appropriate for the first motion is shown in the cross sectional plane, approximately in the location of the sample chamber.  The axis 
of compression is shown with black arrows. Additional possible nodal lines are omitted to improve legibility.  
  



 
 

30 
 

 
Signals were similar enough to allow for sorting into different ‘types’ in all experiments. 

Cross correlations between signals allowed us to identify five source types, with first motions 
exhibiting high correlation coefficients (> 95%) that suggest similar slip mechanisms, possibly 
from a repeating source or a system of related ruptures (14). The wavelengths observed here 
correspond to the resonance of the sample chamber, however, making distinction of rupture 
zones within the sample chamber beyond the resolution of the present measurements. Correlation 
between signals of different first motions types, or signals from different experiments, yielded 
values of 40-80% further confirming that they have different source orientations. 

 Acoustic emissions appear in clusters, with a typical pressure step yielding several 
acoustic emissions within 100s of microseconds to seconds of each other. Figure 4.2 shows a 
subset of our emissions over a ~100 ms timespan, with a mix of first motion types active 
concurrently, and repetition of first motion types on timescales of ~3-5 ms. Comparison of first 
motion amplitudes correlates with first motion type, with signals of mutual first motion types 
tending toward similar amplitudes, indicating that they release similar energy during rupture and 
suggesting similar rupture area during failure (9). 
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Figure 4.2. Acoustic emission cluster plotted with example first motions. The top shows acoustic emission cluster observed in our most prolific 
acoustic emission experiment, which yielded 370 emissions at 12 GPa. Each of the three blocks of data are 17.5ms long. Beneath each waveform 
in the cluster we show a colored bar displaying the first motion type observed for the waveform. Example traces of each of the first motion types 
are shown color coordinated to the colored bars under the emission cluster. First motions types are shown with their focal mechanisms as inserts 
as in the side view shown in Figure 4.1.  Determination of focal spheres shown here are shown in supplemental figure 4.S1 (9). Signals of a given 
first motion type occur successively with minimum lag times of 3-5 milliseconds. First motions were not discernable for signals with amplitudes 
too small to distinguish them from background noise or signals that truncated the coda of an earlier signal. A full acoustic waveform is shown in 
the dashed box and shows the millisecond timescales typical of our signals. 
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Fig 4.3. X-ray diffraction intensity versus 2 theta for Serpentine on compression and decompression between 0 and 24.4 GPa. The pressure for 
each diffraction pattern is listed on the right, with pressure steps that yielded acoustic emissions outlined by the dashed box. Patterns taken on 
decompression are shown in red. Miller indices are shown for the ambient pressure above the ambient pressure diffraction pattern.  

 
Acoustic emissions were collected concurrently with X-ray diffraction on compression 

between 8 and 24 GPa, and then on decompression, all at 300 K.  Diffraction peaks broaden and 
disappear on compression, demonstrating that the high-pressure transformation of serpentine is 
solid-state amorphization, with partial re-emergence of several of the diffraction peaks on 
decompression confirming that there was no melting (Fig. 4.3). Solid-state amorphization is a 
well-known metastable transformation at high pressures, generally facilitated by shear and often 
– though not always – reversible (e.g. SiC, AlPO4) (15-17). Disappearing diffraction peaks 
associated with the interlayer spacing between serpentine sheets ([00l] peaks), are attributed to 
the collapse of hydrogen bonds, as seen during the amorphization of other hydrous materials 
(18,19).  Re-emerging ([hk0]) peaks are associated with the magnesium-silicate sheets, showing 
that the integrity of the serpentine layers is partially preserved through the amorphization 
process, and precluding a thermal disordering such as that expected from frictional melting. 
Amorphization is a crystal-structural instability that can take place on the timescale of acoustic 
emissions, with subsequent appearance of the equilibrium, crystalline high-pressure phase. 
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Supplemental Materials 
 
Experimental Methods 

We compress natural Serpentine (60% clino- 40% ortho-chrysotile, determined by x-ray 
diffraction) in diamond anvil cells to 25 GPa and 300K. Spring steel or rhenium gaskets pre-
indented to 40-60 µm thick and drilled with holes 100-150 µm in diameter were used in all 
experiments and samples were prepared following Smart et al. 2019.  Pressure was determined 
using the standard ruby fluorescence technique (20). 

 
Acoustic emissions (AE) were recorded with 1-4 Glaser-type conical displacement sensors 

(model KRNBB-PC) following McLaskey and Glaser (21). The sensors have a near-flat 
frequency response from roughly ~100kHz-5MHz. The built-in preamps were powered with 
24VDC, resulting in a sensitivity on the order of 1V/nm when coupled to steel. Signals were 
digitized at 40MHz using an Elsys TraNET EPC digitizer and TranAX 4.0 recording software. 
The Merril-Basset DACs often produced highly broadband signals, with signal to noise ratios 
(SNR) greater than 2 up to the Nyquist frequency of 20MHz and SNR>10 up to 4MHz.  

Synchotron X-ray diffraction was performed at beamline 12.2.2 of the Advanced Light 
Source at Lawrence Berkeley National Laboratory, using an X-ray wavelength of 0.4959 nm, 
and a distance from the sample to the detector of ~330 cm.  Acoustic emissions were collected 
using the 4-sensor setup described above, though due to portability issues, a Tektronix MSO 
2104B Oscilloscope was used instead of the digitizer we used for all other experiments we 
describe here.  

 Experiments used 4 acoustic sensors; 3 of these sensors in-plane with each other, located 
horizontally around the three edges of the upper diamond cell plate, and a fourth sensor was 
attached from the bottom, off center of the symmetry axis of the diamond cell. A custom clamp 
was machined from a 2-inch thick polycarbonate plastic cylinder in order to provide an 
impedance mismatch strong enough to dampen ringing within the system and hold the diamond 
cells and sensors in place during the acoustic experiments. Acoustic signals arrive 
simultaneously at the sensors (within ~0.1 µs), indicating that the sensors are acoustically 
equidistant from the sample chamber within ~0.1mm (wavelengths corresponding to 0.1µs 
resolution, given wave speeds of mm/µs)    

 
Calibration tests and Control Tests 
 

The diamond anvil cell system is too complex to readily model a waveform arrival from a 
theoretical source, so we calibrated the sensors using two approaches that provide a known 
acoustic source for comparison with signals observed from the serpentine samples. Glass 
capillaries were broken between the diamond anvils used for the high-pressure experiments to 
ensure that the signals for this calibration use the same ray paths as acoustic emissions produced 
during the experiment. Pin drop calibrations were performed by dropping a stainless steel 38mm, 
0.7mm,  diameter sewing needle onto the table of the diamond anvil from a height of 5mm. Pin 
drop calibrations were performed before and after the collection of acoustic emissions from the 
sample in order to characterize how effectively the acoustic sensors were coupled to the diamond 
cell.    
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Calibration tests give a step-like acoustic pulse, with all traces moving in the same direction, 
as expected for a single force source transmitted through symmetric paths (21,22), confirming 
that despite the complex geometry and multiple impedance mismatches along the raypath the 
system maintains the linearity required for first motions analysis of experimental signals. The 
calibration results also reveal that a useable Greens function cannot be extracted because 
deconvolution of the calibration source is non-unique, and that a modeling-based determination 
of the full acoustic response of the diamond cell is beyond the scope of this work.  Therefore, we 
cannot invert for a full moment tensor, thus precluding determination of the CLVD component. 

Control tests were performed on our experimental setups to pressures of 30-40 GPa, well 
beyond the pressure limit of our experiments. We used both spring steel and Rhenium gaskets for 
these tests, and blank gaskets (with and without holes), 4:1 Methal:ethanol mixture, and PbCl2 as 
the control test media. Typically, the diamond cell’s pressure transmitting screws are equipped 
with Belleville spring washers in order to control compression. However, when equipped with 
these springs, rubbing between the washers yielded acoustic signals that triggered our sensors, 
and therefore Belleville washers were omitted in our experiments. These noise signals are 
distinguishable from our sample’s signals because their frequency content is generally lower 
(10’s-100kHz as opposed to 1-5MHz of the signals from our samples) and they have time delays 
exceeding a microsecond between the arrivals on different traces. Our sensors are equidistant 
from the sample chamber, so time delays exceeding ~ 10-20ns (the time it takes a signal to 
traverse the sample chamber) suggest these signals have sources outside the sample chamber. 
 
 
 
Acoustic Waveforms: Figures showing Focal spheres for each acoustic emission type, 
typical waveforms, and distribution of first motion amplitude vs normalized event number. 
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Fig. S1. First motion types with their respective focal spheres are shown. As in Figure 4.1, Signal Trace) shows an example first motion signal 
trace is shown. this signal is representative of the average signal quality across our data set. Focal sphere, Axial View) Shows a top-down 
illustration of a focal sphere projection. In-Plane sensors P1,2, & 3 and Axial Sensor A are shown in their relative positions and are color 
coordinated to the traces they record. All sensors are coupled orthogonally to the triangular pressure cell, with P1, P2, and P3 organized radially, 
and the Axial sensor attached to the bottom, near the compression axis. The axial sensor and its polarity observation are shown in dashed lines to 
indicate they are observing from the opposite side of the diamond cell as the In-plane sensors. Each sensor shows a black plus sign if the trace 
indicated the sample was in compression, and a hollow circle if the trace indicated the sample was in tension. Due to scarcity of sensors, the 
proposed focal spheres are only roughly constrained, with several degrees of uncertainty in the nodal lines of these spheres. Side View) An 
illustrated side view looking along in-plane sensor 3 is shown in the right. An example focal mechanism appropriate for the first motion is shown 
in the cross-sectional plane, approximately in the location of the sample chamber.  The axis of compression is shown with black arrows.  
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Fig 4.S2. Four example acoustic emission signals and their first motions (inserts) are shown. These are 4 signals each with different first-motion 
character and are average signals that represent the quality of our data well. Duration of the full acoustic waveforms are proportional to first-
motion amplitude in all experiments, and vary between 50µs and 1ms, longer than the resonances expected from our sample chamber (~10-7s- 10-

6s), though in accord with expected resonance times of the experimental apparatus (Smart et al. 2019, Meade and Jeanloz 1989). Peak waveform 
amplitudes vary between 1 and 15 mV and durations ranged from 200 to 1000µs. 
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Fig 4.S3. Normalized number of events with a given first motion type are plotted versus first motion amplitude. First motion amplitude in this 
figure represents the maximum amplitude collected among the 4 sensors for a given signal. Acoustic emissions tallied are the same set shown in 
figure 4.2. First motions types are color coordinated in the same manner as Figures 4.1 and 4.2, and show the focal mechanisms displayed in 
figure 1.  All emissions were collected from the same sample at the same pressure step, to ensure changes in amplitude are not due to differences 
in coupling between acoustic sensors and the pressure cell.  

 
Possibilities and limitations for frictional heating during 
deformation of Serpentine 
 

Though we don’t observe evidence of melting, the sample may be transiently heating due 
to feedback loops between plastic work and rheologic weakening of the material causing 
localized heating along shear zones (8,23). Previous work observed serpentine to remain 
acoustically active at pressures and temperatures exceeding 25 GPa and 900K, indicating the 
failure mechanism responsible for acoustic emission is somewhat tolerant of high temperature 
(5). Heat in this case must dissipate quickly enough between successive failures for the 
serpentine remain solid and regain material strength needed for subsequent failure (24). Ambient 
pressure thermal diffusivity of serpentine (.005-.01 cm2/s or 0.5-1 µm2/µs) suggests that it would 
take ~25-50 µs for heat in the center of the sample to diffuse to the serpentine/diamond interface, 
where the relatively high mass and heat conductivity of the diamonds act as heat sinks (25,26). 
These 10s of microsecond timescales are easily accommodated within the observed minimum lag 
time between signals (see Figure 4.2).  
 
 While our experiments show that frictional heating is not observed in these laboratory 
scale experiments, it is possible that melting plays a role when scaled to larger length scales. 
Figure 4.S4 shows a comparison between the time/distance relations of acoustic transit and 
thermal diffusion. Acoustic transit times are typically km/s (or µm/ns), while typical thermal 
diffusivity in rocks is ~1 mm2/s (1 µm2/µs). While at shorter length scales, the two curves 
converge at nm distances and picosecond timescales, at larger distances, acoustic transits are 



 
 

38 
 

orders of magnitude faster than thermal diffusion. Therefore, at larger distances, if crystal-
structural instability initiates fracture or other rapid deformation in nature, it's possible that 
frictional heating can then cause melting subsequent to the failure, potentially obscuring the 
evidence of the initial instability. That is to say, failure due to shear-induced solid-state 
amorphization and frictional melting are not mutually exclusive. This has bearing not only for 
faulting at crustal pressures (e.g. generation of pseudotachylites in shear zones) but in deep 
seismicity as well where localized shear zones generate feedback loops between material 
strength and frictional heating (and possibly melting) to drive material failure. (8,27,28) 
 
 
 

 
Figure 4.S4. Comparison of the acoustic transit ad thermal diffusion timescales in typical rock, by distance.  
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Chapter 5:  
 
Thoughts on future high-pressure acoustic 
measurement experiments 
 

As discussed in Chapter 3, there is a problem with the standard practices for acoustic 
emission (AE) detection in high-pressure experiments. Typical sample sizes range from 100-
1000 µm and have sound speeds of ~10 µm/ns, so to capture signals from deformations 
corresponding to the length of the sample chamber, sampling rates of >0.1-1 GHz are needed. 
Sampling rates of Piezoelectric detectors most commonly used in high-pressure AE studies range 
from 2-10 MHZ, with a few reaching as high as 40 MHz. (Green et al. 1993, Incel et al., Dobson 
et al. Meade and Jeanloz 1989. etc.). Therefore, updated sensors with greater frequency response 
and sensitivity are crucial.  

Whispering Gallery Microsensors (WGM sensors) like the micro-ring resonator 
presented in Ch. 3 offer a promising solution to this issue, boasting sensitivities as low at ~10 Pa 
and achieving sampling rates up to the THz range [1- 4]. However, they are currently limited in 
their utility due to allowing only 1 sensor to be used at once. Subsequent studies should aspire to 
utilize an array of sensors to enable the characterization of the nano-seismic source. In the 
following subsection, I cover some of the technical limitations that must be overcome before this 
method can progress and offer some insights into material choices. 
 
How WGM sensors work: 
 
 Whispering Gallery Microsensors are a family of optical detectors with an array of geometries 
that all operate by measuring modulation of light within a resonator coupled to a fiber optic line. 
Figure 5.1, after figure 1 in Li et al. [4], shows the Micro Ring resonator presented in Ch. 3, 
though all WGM sensors operate on the same underlying principles.  
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FIG 5.1. After Fig 1 from Li et al. [4]. a) shows the WGM resonator coupled to the fiber optic bus waveguide. b) a close up of the coupling 
between the waveguide and the WGM resonator. The wavefield intensity decreases exponentially as a function of distance within the fiber, so 
coupling distance necessarily is on the order of tens of nanometers. The transmission spectrum collected by a downstream detector is shown in c). 
The dip in the transmission corresponds to resonant wavelength λr. Spectrometer measures intensity at λObvs, corresponding to the half-width of 
the dip in intensity. 
 

In detail, the resonator works by evanescent coupling of light between the fiber-optic 
waveguide and the resonator (Fig 5.1 a). Bus waveguide and resonator are placed a short 
distance (~50 nm) apart to allow for coupling (Fig 5.1 b). Once inside the resonator, a 
whispering gallery mode supports resonance of a characteristic resonance wavelength of light, λr. 
This λr is determined by the travel-time of light around the ring’s circumference, so it is critically 
dependent on the geometry and index of refraction of the resonator. The change in transmitted 
intensity is measured at λObvs, the half-amplitude of the resonance wavelength, to maximize 
sensitivity to mode shifts. 
   When a strain wave passes across the resonator, it deforms the ring, changing the path 
length and index of refraction, thus shifting the λr of the system (Fig 5.1 c). More crucially, the 
physical oscillation of the ring changes the coupling distance between the ring and the bus 
waveguide. Wavefield intensity and, therefore, the evanescent coupling is exponentially 
dependent on distance, so WGM resonators are exceptionally sensitive to deformation.  

 
Factors to Consider when choosing a WGM sensor: Q factor & Resonator Geometry. 
 

The sensitivity of a given WGM sensor is dictated in large part by its ability to retain 
light energy within its resonator. This property is known as the Quality factor (Q factor) and is 
characterized by the ratio of light stored to light lost within the resonator. In practice, the Q 
factor is most critically determined by the smoothness of WGM resonator, since defects or 
roughness in the surface allow a path for light trapped in the WGM to escape and reduce the 
strength of the resonance. This loss of light causes the dip in the transmission spectrum to 
shallow, effectively limiting the response of our sensors (Illustrated in figure 5.2).  
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Fig 5.2. Illustration of the effect of the Q factor on the observed signal. Top panels a) and b) show transmission spectra collected from the fiber 
waveguide after it has coupled with the WGM resonator. λr is the resonant wavelength of the WGM sensor, and λObvs corresponds to the 
wavelength at which the spectrometer is set to observe. Bottom panels c) and d) show illustrations of acoustic signals collected as a function of 
time from high and low Q resonators. Note that low Q factor decreases both the sensitivity and frequency response of the WGM resonator. 
  

These resonators can be used to measure a suite of different properties (temperature, 
pressure, magnetic fields, particles, etc.), which in turn makes them sensitive to many sources of 
noise [9]. Therefore, choosing the sensor and sensing technique best suited to one’s experiment 
is crucial. The most common geometries for pressure sensing are the Ring Resonator, the 
Microsphere, and the Microbubble  [1-9]. 

Micro Spheres and Microbubbles are smooth and therefore tend to have high Q factors 
(109-1010) [1,5,6,9]. They are constructed out of stiff materials (generally silica) and therefore 
change shape less than micro rings, resulting in lower sensitivities, and are larger, with sizes on 
the scale of mm, which could limit their ability to mechanically resonate at higher frequencies. 
Spherical resonators are coupled to the sample orthogonally, and therefore could be useful to 
sense deformation in the coupling direction, but their low angular sensitivity limits their utility. 
The spherical shape creates practical issues of securing the resonator to the pressure cell and 
maintaining that connection during the experiment. Capillary sensors present the same issues that 
Spherical resonators do, and they are most commonly used to sense vibrations while submerged 
in fluids [1,9].  Of the three, Micro-rings are most readily suited to high-pressure experiments. 
While typically they have low Q factor (104-105), new fabrication techniques allow for Q factors 
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as high as 1010 [2-4,9]. Their flat profile allows for easy coupling to the pressure cell, and they 
can be made from both soft and stiff materials (e.g., plastic, silicon), allowing the designer to 
tune the parameters more closely to their experimental needs.  

 
                                             

 
Technical Issues with Multi-Channel WGM Acoustic sensing:  
 
Equipment: 
 

Laser Source: the mode-locking technique described above requires a narrowband laser 
tuned at λr, to excite the resonance of the WGM most strongly. With multiple sensors, 
this becomes difficult, since microscopic differences in the manufacture of the WGM 
sensor results in a unique λr for each resonator. Using a broadband laser could excite 
many resonators simultaneously, though because the laser wavelength would be tuned to 
an average λ, there would be a drop in sensitivity and increased noise.  
 
Spectrometer and Oscilloscope: While it has been demonstrated that one can sense 
multiple rings with a single channel spectrometer [8], tracking more than three resonators 
would prove difficult due to the overlap in resonances during AE detection. 
Characterization of signals from multiple resonators would, therefore, be more 
straightforward if collected using a multi-channel spectrometer. The resolution of the 
spectrometer would ideally be < 0.2nm, as the transmission dip resulting from the 
resonance of the WGM is on that order. The oscilloscope in a multi-sensor array would 
each need to accept at least 4 but ideally 16 or more channels with sampling rates of > 
GHz.  

 
Calibration of the Sensor: 

While WGM sensors have been used in a variety of experiments to sense pressure, 
further work is needed to characterize a nano-seismic source fully. This can be accomplished 
using known acoustic sources, such as ball drops and capillary breaks described by McLaskey 
and Glaser [10], or in using a pulse laser focused on a fluid medium to cause vibration as 
described in [3]. The distance response of Micro-ring resonators has been simulated and 
characterized by Zhang et al. [11], though live tests of AE from off-axis angles still need to be 
performed. 
    Due to the nature of the evanescent coupling, the WGM sensor is especially sensitive to 
pressure waves that alter the distance between the resonator and the bus waveguide.  
When a compressional wave traverses the resonator, the resonator will deform (degree of 
deformation determined by Poisson’s ratio). The initial deformation of the WGM relative to the 
waveguide, and thus the acoustic first motions depend on the direction the compressional wave is 
traveling to the sensor (figure 5.4). Because the acoustic sensors are fixed in place during the 
experiment, the direction in which first motions traverse the WGM sensor is also fixed, and it 
should be possible to extract first motion data from nano-seismic events similar to work 
presented in Chapter 4, provided that a calibration source is well characterized.   
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Figure 5.4: Illustration of Acoustic first motions as determined by deformation of WGM resonator caused by compressional waves.  
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