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Abstract
Relaxation in Magnetic Particle Imaging

by

Laura Rose Croft

Joint Doctor of Philosophy in Bioengineering
with University of California, San Francisco

and

University of California, Berkeley

Professor Steven Conolly, Chair

Magnetic particle imaging (MPI) is a novel medical imaging modality that spatially de-
tects a tracer of superparamagnetic iron oxide nanoparticles (SPIOs) with high sensitivity,
contrast, and no tissue penetration limitations. MPI has great potential for safer angiog-
raphy, in vivo cell tracking, and cancer detection, among other applications. Current MPI
theoretical descriptions and reconstruction techniques make an adiabatic assumption that the
SPIO tracer instantaneously follows the applied magnetic fields of the MPI scanner. This
assumption is not strictly true, and we refer to SPIO magnetization delays as relaxation
effects.

We begin by extending the x-space theory of MPI to include relaxation effects. We
choose this MPI theory because it directly converts the temporal MPI signal to the image
(spatial) domain, lending itself well to investigating how relaxation time delays translate into
spatial effects. Using the non-adiabatic x-space theory and experimentally-measured data,
we demonstrate that relaxation blurs the x-space image in the scanning direction.

Next, we study how we may design MPI scanning sequences to minimize relaxation-
induced blurring. From the non-adiabatic x-space theory we derive a mathematical descrip-
tion of how this blur can vary with scanning parameters for a given relaxation time. We
compare theoretical predictions to experimental data by measuring relaxation times and
spatial resolution under various scanning conditions. Despite increased relaxation time de-
lays with slower scanning conditions, we observe that relaxation-induced blurring can be
minimized when scanning slower.

Finally, we derive a magnetic field-driven relaxation mechanism called magneto-viscous
relaxation. This mechanism describes how the applied magnetic field creates a magnetic
torque on the SPIO, inducing physical rotation of the SPIO to align with the field; however
viscous resistance of the carrier liquid hinders this movement. We compare predicted relax-
ation times to measured values for a range of SPIO characteristics and scanning conditions.

In this dissertation, we show how relaxation can have deleterious effects on the MPI
signal and image. We explore how relaxation-induced blurring and relaxation times may be
minimized through improved SPIO characteristics and MPI scanning sequence design. In
addition to improving MPI image quality, this important area of research can lead to future
clinical applications. Using this knowledge and specially-designed MPI pulse sequences, we
can exploit variations in relaxation behavior as a source of contrast, which will increase the
diagnostic potential of MPI.
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Chapter 1

Background

1.1 Magnetic Particle Imaging (MPI)

1.1.1 Introduction to Magnetic Particle Imaging

Magnetic particle imaging (MPI) is a new medical imaging modality first published by Philips
Research in 2005 [1, 2]. This novel type of scanner exploits the nonlinear magnetization re-
sponse of superparamagnetic iron oxide nanoparticles (SPIOs) to generate a positive contrast
image of this safe tracer with excellent sensitivity, contrast, depth penetration, acquisition
time, and without using ionizing radiation.

MPI scanners use a strong magnetic gradient, called a selection field, to create a region of
zero field, or field-free-point (FFP). Alternatively, selection fields can be designed to create
a field-free-line (FFL) for acquiring two-dimensional projection images [3, 4]. As a time-
varying homogenous drive field scans the FFP or FFL across an SPIO, the magnetic dipole
moment of the SPIO will reorient. This SPIO “flip” changes the direction of magnetization,
which is inductively detected by a receiver coil. By correlating the time trajectory of the
FFP with the SPIO responses received, one can reconstruct an image with intensity linear
to the SPIO mass located at the FFP or FFL. MPI scanning does not elicit a response from
tissue, so only the tracer of SPIOs is visualized in the image, providing for extraordinary
contrast. The sensitivity and spatial resolution of MPI is intrinsically related to the quality
of the SPIO tracer; therefore the success of MPI is inextricably linked to the development
of tailored MPI tracers.

1.1.2 Superparamagnetic Iron Oxide Nanoparticles (SPIOs)

MPI directly measures the location and concentration of a tracer of SPIOs. SPIO imaging
agents were originally developed as MR contrast agents. These agents caused T2* dephasing
effects, providing negative contrast, or hypointensity, in the region of tissue immediately
surrounding the SPIO tracers. These agents can be intravenously or orally delivered and
can even be used to tag cells to be injected. Many of these MR agents were introduced to the
market several years ago, but nearly all have been discontinued due to insufficient revenues.
The most commonly used SPIO agent for MPI has been Resovist (Bayer-Schering, Berlin,
Germany), which was an MR agent for diagnosing liver cancer [5]. Recently new tracers
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under development for pre-clinical MRI (Micromod GmbH, nanoPET Pharma GmbH [6, 7])
as well as for MPI specifically (University of Washington, LodeSpin Labs, LLC [8, 9]) show
promising results in MPI.

SPIOs have an iron oxide core (magnetite or maghemite) with a polymer coating to pre-
vent aggregation and to allow suspension. SPIOs are single-domain, which means that the
size of the iron oxide cores is sufficiently small so that only one magnetic domain, and there-
fore magnetic dipole moment, exists within the magnetic material. The implication of being
single-domain is that each iron oxide core is always fully magnetized to a single direction. As
long as the iron oxide cores are sufficiently separated by their polymer coatings to prevent
magnetic interactions, each magnetic dipole moment can orient independently within the
liquid suspension. By gathering an ensemble of these nanoparticles, we obtain a material
that behaves as a paramagnet, but can achieve much greater values of net magnetization,
hence the term, superparamagnetism.

Illustrated in Figure 1.1, the Langevin function of paramagnetism describes the net mag-
netization M [A/m] of N [particles/m3] SPIOs in response to an applied magnetic field H
[A/m] [10]:

M(H) = NmL
[
µ0mH

kBT

]
(1.1)

= Nm

[
coth

(
µ0mH

kBT

)
− kBT

µ0mH

]
(1.2)

wherem [A·m2] is the magnetic moment of the SPIOs, L (α) = coth (α)−1/α is the Langevin
function, µ0 is the vacuum permeability, kB is Boltzmann’s constant (1.38 x 10-23 J/K), and
T [K] is the temperature. Note that the direction ofM is parallel to H. As seen in Equation
1.1, the net magnetization is a function of the ratio of magnetic energy µ0mH [J] to thermal
energy kBT [J]. At zero applied magnetic field, thermal motion randomly orients each SPIO
and is the only torque acting on the SPIOs. This dispersion of magnetic dipole moment
orientations results in zero net magnetization of the ensemble. As the applied magnetic
field increases and becomes increasingly large compared to thermal motion, an increasing
number of SPIOs will align with the applied magnetic field. When the applied magnetic field
is sufficiently strong enough, thermal motion becomes negligible, and all the SPIOs align
with the applied field. This maximum net magnetization is referred to as the saturation
magnetization.

SPIO magnetic moment increases with the size of the magnetic core: m = MsatVm
where Vm is the volume of the particle’s magnetic core, and Msat = 0.6 T/µ0 for magnetite
nanoparticles. As the size of the magnetic content of the particle increases, the magnetic
energy term increases. Therefore with increasing magnetic core size, the Langevin curve
becomes steeper and saturation magnetization is achieved at lower applied fields. Note that
this Msat differs from the saturation magnetization reached in Equation 1.1 in the sense
that this is the magnetization inside the particle and is a property of the fixed density of
magnetite. The saturation magnetization of Equation 1.1 is dependent on N [particles/m3]
and therefore varies with particle concentration.

A primary advantage of SPIOs as a medical imaging agent is that they are safe for human
use. They are not radioactive, unlike nuclear medicine agents, and are safe for weak kidneys,
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unlike the iodine and gadolinium agents commonly used in CT and MRI. Many foreign
bodies between 6-50 nm in diameter, such as iodine and gadolinium agents, are filtered
from the bloodstream and excreted via the kidneys [9, 11]. Note that clearance mechanisms
are also dependent on a molecule’s charge and configuration, in addition to being heavily-
determined by size. Many patients have weak kidneys due to chronic kidney disease (CKD),
acute trauma, and other conditions which have damaged the kidneys’ filtration abilities. In
the case of CKD, patients exposed to iodine have a thirty percent risk of contrast-induced
nephropathy (CIN), which triples mortality [12, 13], and patients administered gadolinium
are at risk of nephrogenic systemic fibrosis [14]. SPIOs, which are greater than 50 nm
diameter, are cleared from the bloodstream by the reticulo-endothelial system (RES) and
are sequestered primarily in the liver before leaving the body [9, 15, 16]. Because SPIO agents
avoid clearance through the kidneys, they are safer for patients with renal insufficiency, and
in fact, an SPIO agent (Ferumoxytol, AMAG Pharmaceuticals, Lexington, MA) is even
approved by the FDA as a treatment for iron deficiency anemia in CKD patients [17].

M
Msat

H

- Msat 

Figure 1.1: The net magnetization (M) of an ensemble of SPIOs follows the Langevin func-
tion of paramagnetism in response to an applied magnetic field (H). The H field, when
positive, points to the right in this figure.

1.1.3 Magnetic Particle Imaging Applications

MPI is an exciting new imaging technique with a variety of possible applications, both clinical
and pre-clinical.
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1.1.3.1 Angiography

MPI shows great potential as a new angiography alternative that can non-invasively acquire
three-dimensional, quantitative images of an SPIO-illuminated arterial tree. This image
would be unobscured by human tissue, as it does not contribute to or attenuate the MPI
signal. Diamagnetic human tissue has a weak (χ = −9× 10−6) magnetic susceptibility com-
pared to magnetite (χ = 70); therefore, the signal from human tissue is negligible compared
to the SPIO response, even at low SPIO concentrations [18]. Moreover, in MPI we detect
only the nonlinear response, which stems from the saturation behavior of the SPIOs. Dia-
magnetic materials do not saturate, therefore tissue produces zero nonlinear response, or in
other words, no harmonics (see Section 1.1.4). Using a simple model for homogeneous muscle
tissue, the penetration depth of MPI is estimated to be 6 meters, and may be even greater
due to tissue heterogeneity [19, 20, 21]. Therefore, MPI provides extraordinary contrast
and has no depth attenuation effects, characteristics that make MPI well-suited for angio-
graphic applications. Additionally, MPI shows great promise to have sufficient sensitivity
and contrast to use a venous injection, thereby avoiding the serious complications possible
with catheterized arterial injections.

MPI angiography would be particularly advantageous for patients with chronic kidney
disease (CKD). CKD patients comprise 25% of those that present to the angiography suite,
and constitute 47% of the US population over age 70 [22, 23, 24]. As discussed in Sec-
tion 1.1.2, SPIOs are much safer for vulnerable kidneys than the iodine and gadolinium
agents used in X-ray, CT, and MR angiography, and additionally, MPI does not use ionizing
radiation unlike X-ray and CT.

1.1.3.2 In vivo Stem Cell Tracking

Cellular therapies are under development to heal tissue damage associated with chronic dis-
ease including chronic heart failure [25], diabetes [26], and neurodegenerative diseases such
as Parkinson’s disease or Alzheimer’s disease [27]. Imaging methods are needed to track
the delivery and long term survival of these therapies in order to optimize the therapeutic
benefit and protocol. Currently no ideal imaging modality exists for longitudinal in vivo cell
tracking. For example, current modalities have limitations such as depth-dependent blurring
and attenuation. Previously demonstrated using MRI, SPIOs can label stem cells, on the
order of 10 pg/cell [28], which are then injected or transplanted into an animal for study.
SPIO tagging in MRI appears hypointense (black) in the image, which makes it challeng-
ing to quantify the SPIO, or labeled cell, number. More recently, experimental work has
demonstrated that MPI can image SPIO-labeled stem cells with positive, or hyperintense,
contrast. Most importantly, the image intensity is linear and quantitative with iron content,
from which we can quantify cell number [29]. In vivo cell tracking with MPI is also ad-
vantageous because it has high sensitivity and contrast, and does not suffer from any depth
penetration limitations. In addition to stem cells, other tagging applications include tracking
and studying the behavior of dendritic cells or cancer cells.
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1.1.3.3 Cancer Detection

MPI could be used to diagnose cancer through both untargeted and targeted approaches.
As seen in MRI, tumor sites may be identified by enhanced dynamic permeability, in which
tracer injected into the bloodstream tends to accumulate in tumor tissue due to its “leaky”
vasculature. This is referred to as the enhanced permeability and retention (EPR) effect
of cancerous tissue [30]. Another passive means by which SPIOs may highlight tumor sites
may be due to the tendency of phagocytic cells to ingest them. SPIO uptake has been
demonstrated in cells such as macrophages and astrocytes located at the periphery of tumor
sites, but has not been seen in actual tumor cells [31, 32]. A targeted approach can be
pursued by functionalizing the SPIO surface with a targeting peptide or antibody. SPIOs
functionalized with the CREKA peptide bind to clot formation present at tumor sites [33, 34],
and SPIOs with variants of an RGD peptide target a specific integrin present on tumor cells
[35]. Note that targeted MR agents must have the iron oxide agents on the surface of
the particles (to interact with external water molecules); hence the targeting and the iron
oxide labels compete for surface area. For MPI, we can decorate the entire surface of the
nanoparticle with targeting agents with no need for the iron oxide to interact with the
adjacent tissues.

1.1.3.4 Atherosclerotic Plaque Detection

Atherosclerotic plaque may also be identified using similar strategies as MPI for cancer
detection. Inflammatory cells present at atherosclerotic plaques, such as macrophages, have
been shown to phagocytose SPIOs [36, 37]. Targeted approaches to detect plaque are also
similar to those for cancer. The CREKA peptide binds to fibrin-containing blood clots
present at plaque formation [38], and RGD variants also bind to certain integrins present at
atherosclerotic plaques [39].

1.1.4 MPI Systems Theory & Reconstruction

To compete with existing technologies for these imaging applications, MPI systems theory
is essential to understand how to optimize spatial resolution, signal-to-noise ratio (SNR),
contrast, hardware and safety concerns. Unlike MRI, which also uses magnetic fields to
acquire images, MPI simultaneously transmits and receives signals via inductive electromag-
netic coils. While this endows MPI with the potential to acquire images faster than MRI
methods, it presents the problem of signal contamination. The signal received in the MPI
scanner will include the drive field as well as the SPIO response. Since the signal from the
drive field is much greater than the SPIO signal, we must try to eliminate it while maintain-
ing as much of the SPIO signal as possible. The drive field is typically a sinusoidal field at
some frequency f0. When we view the SPIO response in the temporal frequency domain, we
see that its spectrum contains content only at harmonics of f0 (including f0). The primary
approach to discard drive field content is to filter out the fundamental frequency f0 and
retain only the higher harmonic content from the SPIO signal. However, this filtering also
eliminates any SPIO signal content in the filtered frequency band, which presents a challenge
when interpreting the filtered signal in the temporal domain.
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The standard systems theory approach by Philips models MPI in the temporal frequency
domain and reconstructs the image from the harmonics of the SPIO signal. By measur-
ing the received harmonic spectrum of a point source at each position in the field-of-view
(FOV), a pre-characterization is performed to acquire what is known as a system matrix
[1, 40]. Image reconstruction requires multiplying by the inverse of the large system matrix.
The advantage of this approach is that it does not require recovering the lost SPIO informa-
tion; however the inversion of the system matrix is often not well-conditioned and typically
requires regularization or iterative methods. Moreover, this reconstruction method may be
too complex for real-time reconstruction.

The newer x-space theory views MPI as a scanning process in the image domain [41,
42]. Spatial localization is performed by using the known FFP trajectory to translate the
MPI temporal signal to the spatial domain. Deconvolution to improve image quality is an
optional post-processing step that may incur a noise gain. This is a significant difference
from system matrix methods in which spatial localization and deconvolution are coupled
together in the same step. X-space reconstruction does necessitate recovering the lost SPIO
information; however, this can be accomplished via a robust algorithm developed in [43].
Using this method, x-space reconstruction has demonstrated linearity and shift-invariance
with essentially zero noise gain. Additionally, x-space reconstruction shows promise for real-
time reconstruction since it requires only a point-division by the FFP velocity [3, 41, 42, 44].

1.2 Relaxation Effects
Both MPI system theories were derived under an adiabatic assumption that SPIO magneti-
zation instantaneously follows the applied drive field. This applied magnetic field creates a
torque on the magnetic dipole moments of the SPIOs and induces the SPIO alignment with
that field. However, the orientation of the SPIO dipole moments are also influenced by other
factors such as thermal fluctuations and viscous resistance to rotation. The competition of
these torques causes a phenomenon known as relaxation, which delays the magnetization
response of SPIOs. Relaxation descriptions for particle magnetization have been studied
primarily for thermal processes, while a few studies have examined relaxation delays in the
presence of an applied magnetic field.

1.2.1 Thermal-Driven Relaxation Mechanisms

Relaxation mechanisms based on thermal processes, Néel and Brownian relaxation, have
been extensively studied in ferrofluid literature [45, 46]. Typically these mechanisms are
used to describe cases in which an acting magnetic field has just been removed. Néel and
Brownian relaxation time constants characterize the decay of the net magnetization of an
ensemble of SPIOs after the field has been removed. Thermal motion randomly disperses the
SPIO magnetic dipole moments from their previously aligned state, and this reorientation
can occur via two mechanisms: the magnetic dipole moment rotates within the iron oxide
core or the entire particle physically rotates.
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1.2.1.1 Néel Relaxation Mechanism

Néel relaxation describes the former mechanism in which the magnetic dipole moment reori-
ents within the magnetic material. The relaxation time constant can be calculated as:

τN = τ0
eρ√
ρ

(1.3)

where
ρ =

KVm
kBT

(1.4)

where τ0 is a constant (10−9 s), K [J/m3] is the anisotropic energy constant, and Vm [m3]
is the volume of the magnetic core of the nanoparticle [46, 47, 48]. The Néel relaxation
time represents the ability of thermal energy (kBT ) to overcome the energy required for the
magnetic dipole moment to rotate (KVm) . For larger nanoparticles, this energy barrier term
is so high compared to thermal energy that the dipole moments are considered locked within
the magnetic material, and Néel relaxation is energetically unfavorable. Another version of
the Néel relaxation time constant allows for the inclusion of a constant applied magnetic
field [47, 49, 50, 51]:

τN = τ0 exp

[
KVm
kBT

(
1− H

Hk

)
2

]
(1.5)

where HK = 2K/µ0Msat. HK [A/m] is the uniaxial anisotropy field that acts to resist
the magnetic dipole moment from pointing in any other direction other than the preferred
direction of the material. Typically in ferrofluid and MPI literature, the former, zero field
calculation of Néel relaxation is used.

1.2.1.2 Brownian Relaxation Mechanism

Nanoparticles with locked dipole moments must physically rotate via Brownian relaxation,
whose time constant is described by:

τB =
3ηVh
kBT

(1.6)

where Vh [m3] is the hydrodynamic volume of the nanoparticle, and η [kg/(m·s)] is the
viscosity of the carrier liquid [46, 52]. Hydrodynamic size is greater than magnetic core
size as it includes the polymer coating of the SPIO. The Brownian relaxation time constant
is the ratio of rotational hydrodynamic resistance (6ηVh) [J·s] to twice the thermal energy
(2kBT ) [J], representing the ability of thermal motion to rotate the nanoparticle against the
resistance of the carrier liquid.

1.2.1.3 Relaxation Mechanisms Act in Parallel

For unlocked nanoparticles, both relaxation mechanisms occur simultaneously, so the domi-
nant relaxation mechanism is the faster mechanism for that nanoparticle’s size and charac-
teristics. The effective relaxation time constant of the two mechanisms in parallel is given
by:
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τEFF =
τNτB
τN + τB

(1.7)

Figure 1.2 gives an example of the effective relaxation time, Néel relaxation time, and Brow-
nian relaxation time as a function of particle size for a particle with a 10 nm coating thickness
and 20 kJ/m3 anisotropic constant, typical values for SPIOs used in MPI [8]. Néel relax-
ation is the faster mechanism for the smaller particles, whereas Brownian relaxation is the
dominant mechanism for the larger particles. When the two mechanisms have comparable
relaxation times, the effective relaxation time is faster than either mechanism alone as both
mechanisms are contributing.
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Figure 1.2: Since relaxation mechanisms act in parallel, the effective relaxation time is equal
to whichever mechanism is fastest at a given particle size. Néel, Brownian, and effective
relaxation times all increase with particle size.

Both of these relaxation times reflect the time delay of net magnetization dispersion as
caused by random thermal motion. In these cases where the acting magnetic field has been
turned off, only thermal motion is driving dipole orientation. However in MPI, the drive field
continues to excite the SPIOs at the same time as the received signal detects their response.

1.2.2 Magnetic Field-Dependent Relaxation

Néel and Brownian relaxation mechanisms predict a time constant that is dependent pri-
marily on temperature and particle size. It is perhaps not surprising that Brownian and the
simpler form of Néel do not provide a perfect model of MPI relaxation, because they both
assume that the magnetic field is zero. However, this is not really true in an MPI scan. In
cases where a strong external magnetic field is present, theoretical derivations have predicted
relaxation times or phase delays which are dependent on the parameters of the magnetic field,
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such as field strength or frequency in the case of an AC magnetic field [46, 49, 53, 54, 55, 56].
One study derived a field-dependent, Brownian-like relaxation mechanism from the Fokker-
Planck equation using numerical simulation [55]. Experimental investigations of magnetic
nanoparticles demonstrated that relaxation times and phase delays decrease as an applied
magnetic field increases in strength [49, 54, 57, 58]. Indeed, full Fokker-Planck differen-
tial equations describing the rotational motion of an ensemble of SPIOs contain external
magnetic field terms which may easily dominate over thermal terms [59, 60, 61, 62].

1.2.3 MPI Relaxation

The dominant relaxation mechanism in MPI is still uncertain and will likely vary with par-
ticle characteristics, scanning sequences, and environmental conditions. MPI experimental
studies have demonstrated that SPIO behavior can be affected by particle size [57], drive
field parameters [57, 63], temperature [57, 64], and environmental viscosity [65, 66]. Compre-
hensive models of non-adiabatic MPI magnetization have been derived [61]; however these
models require numerical methods to solve. Studies indicate relaxation properties of SPIOs
may diminish MPI signal [8, 67], but to date, relaxation artifacts on reconstructed MPI scans
have not been analyzed.

Here we investigate how relaxation affects the MPI image, and how we may modulate
the resulting image artifacts or the MPI relaxation mechanism responsible for these effects.
Using this information, we develop simple models to describe and predict the non-adiabatic
MPI signal and image, the extent of image artifacts, and the MPI relaxation mechanism.
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Chapter 2

Relaxation in X-Space Magnetic Particle
Imaging1

Magnetic particle imaging (MPI) is a new imaging modality that non-invasively images the
spatial distribution of superparamagnetic iron oxide nanoparticles (SPIOs). MPI has demon-
strated high contrast and zero attenuation with depth, and MPI promises superior safety
compared to current angiography methods, X-ray, CT, and MRI angiography. Nanoparti-
cle relaxation can delay the SPIO magnetization, and in this work we investigate the open
problem of the role relaxation plays in MPI scanning and its effect on the image. We begin
by amending the x-space theory of MPI to include nanoparticle relaxation effects. We then
validate the amended theory with experiments from a Berkeley x-space relaxometer and a
Berkeley x-space projection MPI scanner. Our theory and experimental data indicate that
relaxation reduces SNR and asymmetrically blurs the image in the scanning direction. While
relaxation effects can have deleterious effects on the MPI scan, we show theoretically and
experimentally that x-space reconstruction remains robust in the presence of relaxation. Fur-
thermore, the role of relaxation in x-space theory provides guidance as we develop methods
to minimize relaxation-induced blurring. This will be an important future area of research
for the MPI community.

2.1 Introduction
In this work, we amend the one-dimensional x-space theory to account for non-adiabatic
SPIO magnetization. We show that the inclusion of relaxation effects is essential for theo-
retical predications to agree with experimental MPI data. We demonstrate theoretically and
experimentally how relaxation blurs the x-space image and deteriorates resolution and SNR
in the scanning direction. In a broader context, a simple model of relaxation will enable us to
understand how to design MPI scanning to minimize blurring from relaxation and to achieve
a desirable image resolution and signal strength. A better understanding of relaxation effects
will benefit both x-space and harmonic reconstruction methods.

1Excerpts of this chapter are from Croft, et al., Relaxation in x-space magnetic particle imaging, IEEE
Transactions on Medical Imaging ©2012 IEEE.
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2.2 Theory

2.2.1 Review of Adiabatic X-Space Theory in One Dimension

The x-space theory characterizes MPI as a scanning process in the image domain [41, 42].
Here we review the one-dimensional case; for the three-dimensional case, please see [42]. Un-
der the adiabatic assumption that relaxation effects are negligible, the scalar magnetization
of a SPIO in response to an applied field H(x, t) [A/m] obeys the Langevin equation for
paramagnetism

Madiab(x, t) = mρ(x)δ(y)δ(z)L
[
H(x, t)

Hsat

]
(2.1)

where m [A·m2] is the magnetic moment of the SPIOs, ρ(x) [particles/m] is the 1D SPIO
density, L [•] is the Langevin equation, andHsat [A/m] measures how easily a SPIO saturates.
If we specify H(x, t) = G(x−xs(t)) where G [A/m2] is the magnetic field gradient and xs(t)
[m] is the position of the FFP (i.e., xs(t) = −Hhomogeneous(t)/G), then the adiabatic signal
can be computed via the reciprocity theorem (see [68])

sadiab(t) = − d

dt

˚
B1Madiab(x, t)dxdydz (2.2)

= ẋs(t)γ

(
ρ(x) ∗ L̇

[
Gx

Hsat

])∣∣∣∣ (2.3)

where B1 [T/A] is the sensitivity of the receive coil. Here we defined the scalar terms
γ , B1mG

Hsat
. Note that MPI signal is a spatial convolution evaluated at the instantaneous

FFP location multiplied by the instantaneous FFP velocity ẋs(t) [m/s].
We now derive the adiabatic X-Space Image Reconstruction Equation by simply dividing

the received signal by the instantaneous FFP velocity and scalar terms γ to obtain:

ρ̂adiab(xs(t)) =
sadiab(t)

γ̇xs(t)
(2.4)

where ρ̂adiab(xs(t)) is the adiabatic x-space image. Computing Equation 2.4, we obtain the
Adiabatic X-Space Imaging Equation:

ρ̂adiab(xs(t)) = ρ(x) ∗ h(x)|x=xs(t) (2.5)

which is the 1D magnetic particle distribution convolved with the MPI 1D point spread
function (PSF), which we can clearly identify from this equation to be the derivative of the
Langevin equation: h(x) = L̇

[
Gx
Hsat

]
.

The x-space analysis describes MPI as sampling of a linear, space-invariant (LSI) system,
with an input of the SPIO spatial distribution and an output of the native image of that SPIO
distribution. The x-space image reconstruction algorithm is quick, robust, and produces no
noise gain. The x-space theory was derived with three physical assumptions [41, 42]:
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Figure 2.1: Adiabatic x-space scanning blurs the SPIO density input according to the
Langevin magnetization of the SPIOs. Relaxation effects further blur the image and create
an asymmetrical shape to the PSF. This blurring effect occurs in the scanning direction,
which results in non-identical PSFs for the two scanning directions. ©2012 IEEE

1. The instantaneous FFP location is uniquely defined at every point in time. The unique
FFP is guaranteed provided that the homogeneity of the gradient field and the FFP
shifting field are adequately uniform over the imaging field-of-view (FOV). Even modest
tolerances (about 20%) guarantee a unique FFP for 3D imaging MPI scanners.

2. First harmonic (the fundamental tone) information, which must be filtered out to avoid
direct feedthrough contamination, is completely recoverable. Experimental proof that
this lost first harmonic information is retrievable can be found in [42, 43, 44].

3. Rotation and alignment of the net magnetization of the SPIOs is adiabatic, or instan-
taneous, with the applied magnetic field. This assumption is not strictly valid. There
have been studies on relaxation in MPI [61, 63] but to date no one has studied the
effect of relaxation on image reconstruction or resolution.

2.2.2 Non-Adiabatic X-Space Theory in One Dimension

The well-established literature on ferrofluids typically models magnetic nanoparticle relax-
ation as a first-order Debye process. Hence, we adopted their first-order model to see if this
model could predict our experimental findings in x-space MPI. One component of the Debye
model is given by the differential equation [46, 52]

dM(x, t)

dt
= −(M(x, t)−Madiab(x, t))

τ
(2.6)
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where Madiab(x, t) [A/m] is the adiabatic magnetization, M(x, t) [A/m] is the non-adiabatic
magnetization, and τ [s] is the relaxation time constant. Solving this differential equation is
straight forward, and one obtains this temporal convolution:

M(x, t) = Madiab(x, t) ∗ 1

τ
exp(−t/τ) u(t) (2.7)

for τ > 0 where u(t) is the Heaviside function. This result shows that SPIO magnetization
can be approximated as a temporal convolution between an exponential relaxation term and
the adiabatic magnetization. We can describe magnetization in a more general sense as
a temporal convolution between the adiabatic magnetization and a convolution kernel r(t)
which represents the relaxation process:

M(x, t) = Madiab(x, t) ∗ r(t) (2.8)

In this work, because we assume a Debye relaxation process, the relaxation term is an expo-
nential decay, r(t) = 1

τ
exp(−t/τ) u(t). A common alternative would be a relaxation process

modeled as a Gaussian decay. Additionally, the relaxation time constant, τ, could vary with
nanoparticle size or other parameters, and there is always a distribution of nanoparticle sizes
in any voxel. Hence, r(t) could represent the sum of all the particles’ relaxation processes;
however in this work we use a single relaxation time constant τ . In any of these cases, the
relaxation convolution breaks the adiabatic assumption made in the original x-space theory
of MPI.

We combine Equations 2.1 and 2.8 to obtain

M(x, t) = mρ(x)δ(y)δ(z)L
[
H(x, t)

Hsat

]
∗ r(t) (2.9)

as the full expression for non-adiabatic magnetization. To calculate the signal received by
an inductive pick-up coil, we again use the principle of reciprocity. Evaluating the derivative
using the convolution differentiation property d(f∗g)

dt
= df

dt
∗ g = f ∗ dg

dt
[69], we find that

the resulting signal equation is a temporal convolution between the adiabatic signal and the
relaxation convolution kernel:

s(t) = sadiab(t) ∗ r(t) (2.10)

=
(
ẋs(t)γ ρ(x) ∗ h(x)|x=xs(t)

)
∗ r(t) (2.11)

Note that the first operation is a spatial convolution, whereas the second operation is a
temporal convolution. Both convolutions can contribute to spatial blur in the reconstructed
MPI image. However, they manifest very differently.

To reconstruct, we perform velocity compensation and gridding as performed in Equa-
tion 2.4. However, in this case velocity compensation imposes a challenge because now we
cannot simply divide the signal by the FFP velocity. Therefore the non-adiabatic image
reconstruction requires a modification. Because relaxation temporally delays the received
signal, we estimate that the peak signal is delayed by approximately half the relaxation time.
Therefore we modify the Non-Adiabatic X-Space Image Reconstruction Equation to read:
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ρ̂(xs(t)) =
s(t)

γẋs(t− τ
2
)

(2.12)

Here we perform velocity compensation with the FFP velocity temporally delayed by half
the relaxation time. Below we show that this approximation performs well in both simula-
tions and experiments. The resulting image is approximated by the Non-Adiabatic X-Space
Imaging Equation:

ρ̂(xs(t)) ≈
(
ρ(x) ∗ h(x)|x=xs(t)

)
∗ r(t) (2.13)

Again, we note this equation represents the SPIO density spatially convolved with the
adiabatic PSF (the derivative of the Langevin equation), and now additionally temporally
convolved with the relaxation term. Both convolutions blur the SPIO magnetization density,
so both are critical to understanding and improving resolution and signal.

In Figure 2.1 we see that the addition of relaxation effects into the x-space theory causes
an asymmetric blur based on scanning direction. With a sinusoidal drive field, the FFP
oscillates back and forth in the positive and negative directions. With relaxation included,
there is a visible alternation in the blur on alternating scanning directions. This asymmetry
differs qualitatively from the adiabatic formulation in which the blur is completely symmetric
regardless of scanning direction.

2.3 Methods

2.3.1 Berkeley X-Space Projection MPI scanner

The Berkeley x-space projection MPI scanner used to acquire images in this study scans
with a FFL instead of a FFP (Figure 2.2a). The scanner has a 2.3 T/m main field gradient
and a sinusoidal drive field operating at 22.9 kHz. Phase calibration was performed by
using an SPIO sample (50 nm hydrodynamic diameter fluidMAG nanoparticles by Chemicell,
Berlin, Germany) which experimentally demonstrated a negligible relaxation time. For more
details on the Berkeley FFL scanner, refer to [3, 42]. For scanning, we laser cut an acrylic
line resolution phantom with wells of 1.74±0.10 mm thickness, as measured by micrometer
(Figure 2.4). The three pairs of wells were spaced 7.96±0.07 mm, 5.95±0.08 mm, and
3.93±0.19 mm apart, as measured by micrometer from center to center of the wells. These
wells were filled with 20-fold diluted Resovist particles (20 µM iron, Bayer-Schering, Berlin,
Germany), a commercially-manufactured SPIO tracer developed for MRI [5].

2.3.2 Berkeley X-Space Relaxometer

The Berkeley MPI relaxometer (Figure 2.2b,c) measures the x-space PSF without an imaging
gradient [41, 57]. This system has an analogous goal as the MPI spectrometer, which is
tailored to harmonic reconstruction methods [70, 71]. Unlike the spectrometer, this device
measures information solely in the time domain, so it is suitable for the x-space reconstruction
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method. The system has an electromagnetic drive coil and a bias coil. Varying the bias field
enables us to simulate moving a point source sample in a gradient field. The virtual FFP is
scanned using a resonant drive coil, and the signal is received by an inductive receiver coil.

The bias coil is driven by an audio amplifier (AE Techron LVC5050, Elkhart, IN, USA)
at bias fields up to ± 180 mT. The drive coil generates a sinusoidal magnetic field of 10-
200 mT-pp strength at frequencies ranging from 1.5 kHz to 11.5 kHz and is driven by an
audio amplifier (AE Techron LVC5050, Elkhart, IN, USA). The signal is received using a
gradiometric receive coil and is digitized by a 12-bit data acquisition system at 10 MSPS
(National Instruments PCI-6115, Austin, TX, USA). Custom software written in MATLAB
(Mathworks MATLAB, Natick, MA, USA) controls the system. We performed phase match-
ing using an inductive pick-up coil and by further calibrating phase with a SPIO sample (50
nm hydrodynamic diameter fluidMAG nanoparticles by Chemicell, Berlin, Germany), which
had negligible relaxation times. We measured the PSFs of Resovist particles (Bayer-Schering,
Berlin, Germany) in the relaxometer.

Here the partial FOVmethod was employed, similar in goal to the focus-field methodology
of Philips [72, 73, 74], but with some crucial distinctions in implementation, as detailed in [42,
44, 75]. Numerous overlapping partial FOVs are employed to cover a full FOV. The drive field
strength determines the size of each partial FOV. A homogeneous DC field is progressively
adjusted to offset the partial FOV center points, ensuring overlap between partial FOVs.
This allows for reconstructing a much wider spatial FOV. During reconstruction these partial
FOVs are stitched together to create the full PSF. Because we lose the first harmonic content
of the MPI signal, we perform a DC recovery algorithm during this reconstruction [42, 43, 44].

2.3.3 Theoretical Calculations

Theoretical x-space signals were computed using MATLAB software (Mathworks MATLAB,
Natick, MA, USA). The adiabatic x-space theoretical signal was calculated using Equation
2.2, and the non-adiabatic x-space theoretical signal was calculated using Equation 2.10
with an exponential decay term for the convolution kernel r(t). A log normal distribution of
SPIO diameters was used to calculate the Hsat and m variables in sadiab(t). The relaxation
term r(t) was calculated based on a relaxation time parameter, τ . Although the relaxation
time could be calculated based on a theoretical prediction of τ , which often depends on the
distribution of SPIO diameters, we used a single time constant, which we estimated by data
fitting, as described in Section 2.3.4. The theoretical signal response for 10 cycles of the drive
field was sampled at a rate corresponding to an analog sampling rate of 2 MHz, which is
adequate to capture relaxation times approaching a microsecond. The drive field was chosen
as a sinusoid with the frequency and field strength of the relaxometer (Section 2.3.2). Signal
responses for the positive and negative scanning directions were separated based on whether
the FFP velocity was positive or negative.

2.3.4 Fitting Algorithm for Relaxation Time Measurements

The experimental relaxometer signals were fit using a nonlinear least-squares optimization
method that assumes a log normal particle size distribution and a single relaxation time
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Drive Coil

Receive Coil

Bias Coil

(a) (b) (c)

Figure 2.2: The Berkeley x-space projection MPI scanner (a) acquires two-dimensional im-
ages. A 2.3 T/m magnetic gradient creates a field-free-line (FFL), and the drive coil scans
this FFL at 22.9 kHz with field strengths up to 35 mT-pp. The Berkeley x-space relaxome-
ter, shown with side (b) and top (c) views, measures the point spread function of a particle
sample. The drive coil generates a sinusoidal magnetic field of 10-200 mT-pp strength at
frequencies of 1.5-11.5 kHz. The signal received from the gradiometric receive coil is digitized
at 10 MSPS without filtering. The bias coil can add ± 180 mT field for partial field of view
scanning.

constant. The fitting algorithm calculates theoretical signals, as described in Section 2.3.3,
for each candidate particle size distribution and relaxation time. All fitting algorithms
were performed using only the theoretical and experimental signals in the positive scanning
direction. The experimental signal was acquired with a single FOV in the Berkeley x-
space relaxometer. The best estimate of the nanoparticle relaxation time τ was solved by
minimizing the error between the data and the theory. Good correspondence between this
method’s fitted SPIO diameter distribution and with size measurements using transmission
electron microscopy was previously shown in [57].

2.4 Results

2.4.1 Relaxation Blurs the X-Space Image in the Scanning Direc-
tion

We calculated MPI point spread functions according to both the adiabatic and non-adiabatic
x-space theories (Equations 2.2 & 2.10, respectively) for two experimental scenarios, one in
the Berkeley x-space projection MPI scanner (Figure 2.3a,b) and the other in the Berkeley
x-space relaxometer (Figure 2.3c,d). All theoretical PSFs were normalized with the adiabatic
theoretical signal. Comparing the non-adiabatic signals to the adiabatic signals, relaxation in
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the non-adiabatic x-space theory caused a loss in SNR of the signal and caused an asymmetric
blur in the scanning direction of the image. This blur spatially shifts the peak signal in the
image and increases the PSF’s full-width at half-maximum (FWHM), which we use to define
our MPI resolution [76]. As these image effects were seen in the scanning direction, the
reconstructed theoretical images for the positive and negative scanning directions were not
identical.

2.4.2 MPI X-Space Theory with Relaxation Predicts Point Spread
Function

2.4.2.1 Berkeley X-Space Projection MPI scanner

The calculated adiabatic and non-adiabatic x-space PSFs were compared with experimental
PSF data obtained for Resovist particles in the projection MPI scanner. For the non-
adiabatic theory, the (single) relaxation time constant was estimated from a single-FOV
PSF of Resovist measured in the relaxometer under equivalent scanning conditions. These
theoretical signals were compared to a one-dimensional profile through a scanner image
of an amount of undiluted Resovist (2 µL), small enough to act as a point source (Figure
2.3a,b). Both the experiment and the theory are illustrated for the positive scanning direction
only. Both theoretical signals were normalized with the adiabatic theoretical signal, and the
experimental signal was normalized with the non-adiabatic theoretical signal for illustration
purposes. The adiabatic x-space theory predicted the PSF to have a FWHM of 2.0 mm,
whereas the non-adiabatic x-space theory predicted a FWHM of 3.1 mm. The experimental
PSF of the scanner image had a FWHM measurement nearly identical to that of the non-
adiabatic theory, 3.1 mm. Non-adiabatic calculations used a measured time constant of 2.9
μs. Scan time was 37 s and FOV was 6.6 cm x 5 cm.

2.4.2.2 Berkeley X-Space Relaxometer

We also calculated the adiabatic and non-adiabatic x-space theoretical PSFs using the same
scanning parameters as a relaxometer measured PSF for Resovist particles (Figure 2.3c,d).
To calculate the non-adiabatic theoretical PSF, we used a relaxation time constant (4.7 μs),
which was measured under identical scanning conditions (see Section 2.3.4). Both theoretical
PSFs were normalized with the adiabatic theoretical PSF. The experimental PSF was then
normalized with the non-adiabatic theoretical PSF for illustration purposes. The adiabatic
theoretical signal predicted the FWHM of the PSF to be 4.8 mT, whereas the non-adiabatic
theory predicted a FWHM of 9.7 mT. The FWHM of the experimentally measured PSF was
10.7 mT.

2.4.3 MPI X-Space Theory with Relaxation Predicts Experimental
Images

We scanned a line resolution phantom of 20-fold diluted Resovist in the Berkeley x-space
projection MPI scanner and compared a one-dimensional profile through the center of the
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acquired positive velocity image to the predictions of the adiabatic and non-adiabatic x-
space theories (Figure 2.4). For the non-adiabatic x-space theory, we used the measured
relaxation time (2.9 μs) for Resovist in the Berkeley x-space relaxometer under equivalent
scanning conditions (Section 2.3.4). We normalized the one-dimensional image profiles of
both the theories to the experimental image profile. Scanning direction dependencies are
demonstrated in the experimental profile as the right well in each well pair has a higher peak
than the left well as some of the signal in the left well has been blurred to the right (the
positive scanning direction). Additionally, the experimental profile is blurred much further
in the positive scanning direction than the profile predicted by the adiabatic x-space theory,
whereas the non-adiabatic theory shows similar widths as and excellent alignment with the
experimental profile. Scan time of 59 s and a FOV of 13 cm x 5 cm, and no deconvolution
was performed.

2.5 Discussion
The incorporation of Debye first-order relaxation modeling into the x-space analysis of MPI
resulted in several predictions, including:

1. Asymmetric, Increased Blurring: Relaxation caused a temporal lag in SPIO response,
which blurred the PSF in the scanning direction of the spatial domain after x-space
reconstruction. Blurring due to relaxation caused a spatial shift in peak signal that
alternates in the positive and negative directions. Relaxation also increases total blur,
as measured by overall FWHM.

2. SNR Loss: Due to relaxation blurring, the peak MPI signal amplitude decreases since
the rate of change of flux is slowed. Because the noise was unchanged, this decrease in
signal becomes a loss in SNR.

Overall, the simple Debye first-order non-adiabatic x-space analysis showed excellent agree-
ment with experimental data. The addition of relaxation effects improved agreement between
the x-space theory and experimental images acquired from point sources and the more com-
plex line resolution phantom in the Berkeley x-space projection MPI scanner. The adiabatic
x-space theory consistently predicted superior spatial resolution than the obtained experi-
mental data, whereas the non-adiabatic x-space theory consistently predicted spatial resolu-
tion consistent with the data. The non-adiabatic theoretical signal had a similar shape and
FWHM compared to the experimental relaxometer signal, whereas the adiabatic theory did
not accurately predict the complex shape and asymmetry of the experimental relaxometer
signal. It is important to note that the measured relaxation times for the two MPI systems
were quite different, resulting in different degrees of relaxation-induced blurring. We believe
these differences in relaxation times are due to the differences in operating frequency of the
two systems, which will be an important future subject of research in order to minimize
relaxation-induced blurring.

This non-adiabatic description of x-space MPI accounts for the observed asymmetry
between the positive and negative directions of scanning. Most noticeably, it explains an
asymmetric blurring and associated shifting artifact which were always evident in experi-
mental data. In a rectilinear trajectory in x-space in which every other line is scanned in
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the opposite direction, in the resulting image, every other line would be shifted and blurred
in the opposite direction. This even/odd artifact could be mitigated by using only positive
(or negative) scanning direction data in a two-dimensional image reconstruction. Another
alternative could be to use both even and odd scanning directions and a phase recovery
algorithm to create a symmetric impulse response. Despite this blurring in the scanning
direction, x-space reconstruction still produces an image, albeit with a moderate loss in
resolution.

This work represents the first experimental and theoretical exploration of the effects
of relaxation, which has been neglected in both system matrix reconstruction and x-space
reconstruction. This enhanced knowledge of how relaxation impacts the image can enable
us to minimize these negative effects. SPIO characteristics can be tailored for excellent MPI
resolution by maximizing the magnetic capabilities while minimizing relaxation parameters
[8, 67]. We can also explore how MPI scanning parameters affect relaxation effects so that
MPI scanning sequences can be designed for optimal resolution for a given SPIO. Relaxation
blurring may also be reduced with post-processing methods. By experimentally measuring
the relaxation process in vivo, one could deconvolve the effects of relaxation using well known
methods of image processing. Deconvolution would of course increase noise [77], implying
that an optimal tradeoff could be explored. Understanding relaxation and its consequences
will help us to improve MPI image quality.

The current work relies on only a single relaxation time constant, yet it seems to ade-
quately predict experimental data. Clearly, more sophisticated relaxation models, similar to
the thorough work in [61] may offer improvements. Multiple relaxation times or multiple
relaxation mechanisms should certainly be explored as they may be present in the in vivo
environment.

This direction of research holds exciting potential for future molecular and cellular imag-
ing applications of MPI. Relaxation times may be used to monitor in vivo parameters, in
combination with SPIOs labeled with ligands designed to alter their dominant relaxation
mechanism. For example, one could imagine using MPI to monitor in vivo viscosity [65],
perhaps with no ligand. MPI may also be used one day to visualize protein or cell binding
via relaxation measurements of a SPIO labeled with a tailored ligand [78, 79]. Of course,
these emerging MPI molecular and cellular imaging methods must be explored with both
x-space and harmonic reconstruction schemes.

2.6 Conclusions
The non-adiabatic x-space theory is the first example of a MPI system theory and recon-
struction scheme that accounts for relaxation effects. The non-adiabatic x-space theory
showed excellent agreement with experimentally measured signals from both the Berkeley
x-space relaxometer and the Berkeley x-space projection MPI scanner. Our data indicates
that relaxation modeling is crucial to modeling the MPI signal. Relaxation caused a loss in
SNR and an asymmetric blurring of the image in the scanning direction. We demonstrated
that a simple modification to x-space reconstruction produces robust image reconstruction.
Understanding relaxation’s effect on the image will help researchers to mitigate relaxation
blurring and to design SPIOs and x-space scanning methods for optimal image quality.
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Figure 2.3: Experimentally-measured PSFs displayed alongside theoretical PSFs calculated
from the adiabatic and the non-adiabatic x-space theory for each scanning direction. The
inclusion of relaxation into the theory predicted a significant loss in predicted resolution and
peak signal and produced a shape which more closely resembled that of the experimental
signal. (a,b) We compared the x-space theoretical PSFs to a one-dimensional profile through
(inset) a positive-velocity scan image of 2 µL of undiluted Resovist acquired in the projection
MPI scanner with a drive field of 20 mT-pp at 22.9 kHz. (c,d) We measured a PSF of Resovist
in the relaxometer with a drive field of 60 mT-pp at 4.4 kHz. ©2012 IEEE
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Figure 2.4: (a) A line resolution phantom was constructed with 1.75 mm wide wells which
were filled with 20x diluted Resovist. We acquired (b) a positive-velocity scan image of this
phantom in the projection MPI scanner at 20 mT-pp. We visualized a one-dimensional profile
through the center of this image and compared this profile to the image predicted by (c) the
adiabatic x-space theory and by (d) the non-adiabatic x-space theory. The experimentally-
measured image showed better agreement with the non-adiabatic x-space theory than with
the adiabatic x-space theory. ©2012 IEEE
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Chapter 3

Effects of Drive Field on
Relaxation-Induced Blurring in
Magnetic Particle Imaging

Magnetic particle imaging (MPI) is a new imaging technology that acquires quantitative
images of superparamagnetic iron oxide nanoparticles (SPIOs) with potential medical appli-
cations in angiography, cell tracking, and cancer detection. MPI promises excellent contrast,
no depth penetration limitations, and high sensitivity. MPI detects the SPIO magnetiza-
tion response to a sinusoidal excitation field, called a drive field. A phenomenon referred
to as relaxation can delay the SPIO response, leading to image blurring and signal-to-noise
ratio (SNR) loss. To study how the drive field influences relaxation, we measure spatial
resolution and relative signal levels on a relaxometer and on a 3D MPI scanner at varying
drive fields. We measure relaxation times in the relaxometer to study their drive field-
dependence, and theoretically predict relaxation-induced blurring as a function of relaxation
time and drive field parameters. We find that relaxation in MPI can be approximated as a
frequency-independent phase lag and that the spatial resolution varies primarily with drive
field amplitude. Specifically, we showed that spatial resolution improves at lower drive field
amplitude, despite the fact that relaxation times are actually longer for these conditions. To
balance resolution and SNR priorities, the optimal drive field may be a low field amplitude
applied at a high frequency. Understanding how the MPI drive field affects relaxation and
its adverse effects will aid in designing scanning sequences to minimize or exploit relaxation-
induced blurring.

3.1 Introduction
In this work, we aim to investigate how MPI drive field parameters, namely the frequency
and amplitude, impact relaxation times and subsequent relaxation-induced image blurring.
We experimentally demonstrate that relaxation time constant decreases with faster scanning
parameters, i.e., increasing drive field amplitude and/or frequency. In contrast, image blur
is minimized by decreasing the drive field amplitude, with minimal changes due to drive
field frequency. We determine that relaxation in MPI can be approximated as a frequency-
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independent phase lag, and we use the non-adiabatic x-space theory for MPI to predict spatial
resolution based on measured phase lags, the results of which compare well to the resolution
measured on a MPI scanner. This knowledge will aid in selecting the optimal drive field
frequency and amplitude range for MPI scanners, and will be essential in designing scanning
sequences to minimize deleterious effects of relaxation or to exaggerate regions of differing
relaxation properties.

3.2 Theory
First, we review the non-adiabatic x-space theory for MPI [80], which extended x-space MPI
theory to include relaxation effects. We then describe a linear approximation of the sinusoidal
MPI drive field. Last, we describe relaxation in the spatial domain, which highlights the drive
field-dependency of relaxation-induced blurring for a given relaxation time.

3.2.1 Review of Non-Adiabatic X-Space Theory for MPI

The x-space theory for MPI was originally derived assuming negligible relaxation effects [41].
In Section 2.2.2, we modeled relaxation using a Debye process [46, 52]. This model showed
that nanoparticle relaxation blurs the adiabatic x-space signal, sadiab(t), with a relaxation
term r(t). The resulting MPI signal equation is:

s(t) = sadiab(t) ∗ r(t) (3.1)

= γ

(
ẋs(t) ρ(x) ∗ L̇

[
Gx

Hsat

]∣∣∣∣
x=xs(t)

)
∗ r(t) (3.2)

where
h(x) = L̇ [Gx/Hsat] (3.3)
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Here, γ = B1mG
Hsat

is a scalar term, B1 [T/A] is the sensitivity of the receive coil, m [A·m2] is the
magnetic dipole moment, G [T/m/µ0] is the magnetic field gradient, Hsat [T/µ0] represents
how much field is required to saturate the SPIO sample, xs(t) [m] is the instantaneous FFP
position, ẋs(t) [m/s] is the FFP velocity, ρ(x) [nanoparticles/m] is the 1D SPIO density,
and h(x) is the point spread function (PSF). The PSF is the derivative of the Langevin
function of paramagnetism [41, 40], L [•]. Note that the first convolution operation inside
the parenthesis is a spatial convolution, and the second is a temporal convolution.

The non-adiabatic x-space imaging equation was also derived in Section 2.2.2, and we
demonstrated that it is well approximated by a temporal convolution of the adiabatic image
ρ̂adiab (xs(t)) with the relaxation kernel r(t):

ρ̂(xs(t)) ≈ ρ̂adiab (xs(t)) ∗ r(t) (3.4)

≈
(
ρ(x) ∗ h(x)|x=xs(t)

)
∗ r(t) (3.5)

Again, the SPIO density is spatially convolved with the adiabatic PSF and temporally
convolved with the relaxation term.

We need to translate this temporal convolution to space assuming a linear approximation
for the drive field and that r(t) is a Debye (exponential) process. In this work, we will focus
on experimentally investigating blur from the relaxation kernel, r(t), under varying drive
field frequency and amplitude.

3.2.2 Linear Approximation for Sinusoidal Drive Fields

MPI scans the FFP using a sinusoidal drive field, H(t) = Hamp sin (2πf0t), which is approx-
imately linear about H(t) = 0. If we perform a first-order Taylor expansion, we arrive at a
linear approximation for the drive field:

H(t) ≈ 2πf0Hampt (3.6)

where Hamp [T/µ0] is the peak amplitude and f0 [Hz] is the frequency of the drive field. The
derivative of this equation is the magnetic field slew rate Gvs [T/s/µ0] [41]:

Gvs = 2πf0Hamp (3.7)

Dividing by the gradient strength G, we arrive at the scanning rate vs [m/s]:

vs =
2πf0Hamp

G
(3.8)

3.2.3 Relaxation in the Spatial Domain

To convert the time integral in Equation 3.4 to an integral in space, we assume that the FFP
is scanned linearly across the FOV with constant scanning rate, vs, as given in Equation
3.8. This approximation is only valid when the drive field amplitude is near zero. We then
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calculate the instantaneous FFP position as xs(t) = vst [m], and rewrite the non-adiabatic
imaging equation (Equation 3.4) as:

ρ̂(xs(t)) ≈ ρ̂adiab (xs(t)) ∗
1

vs
r

(
xs(t)

vs

)
(3.9)

Here, assuming a linearly-varying drive field allows us to express the temporal convolution of
Equation 3.4 as a spatial convolution with a relaxation kernel, r (xs(t)/vs), that is a function
of space, x, and scanning rate, vs. Equation 3.9 thus shows the link between temporal
blurring and spatial blurring (see Figure 3.1).

From Section 2.2.2, we use an exponential relaxation term derived from a first-order
Debye process [46, 52, 80]:

r(t) =
1

τ
exp

[
− t
τ

]
u(t) (3.10)

where u(t) is the Heaviside function and τ [s] is the relaxation time constant, which our
experimental findings suggest is a function of drive field amplitude and frequency, i.e.,

τ = τ (Hamp, f0) (3.11)

Rewriting Equation 3.10 in the spatial domain we obtain:

r

(
xs(t)

vs

)
=

1

vsτ
exp

[
−xs(t)
vsτ

]
u(xs(t)) (3.12)

Ultimately we would like to understand how to optimize spatial resolution, and in par-
ticular, how to minimize relaxation-induced blurring. Here we describe resolution using the
Full Width at Half Maximum (FWHM) definition, allowing straightforward comparison of
the relative contributions to image blurring of two distributions with very different parame-
ters, such as the Langevin function and the exponential relaxation kernel. We estimate the
FWHM value of Equation 3.12 as:

∆xrelax = ln (2) vsτ (3.13)

This relation shows that relaxation-induced blur increases with increasing drive field am-
plitude, frequency, and relaxation time. If we translate this blurring process to the spatial
frequency domain, we see relaxation is effectively a low-pass filter whose cut-off frequency is
dependent on drive field amplitude, frequency, and relaxation time (See Section 3.7).

We can also write r (xs(t)/vs) as a function of phase lag, φ [rad]:

r

(
xs(t)

vs

)
=

G

φHamp

exp

[
−Gxs(t)
φHamp

]
u(xs(t)) (3.14)

where

φ = 2πf0τ (3.15)

Here, phase lag expresses in radians the angle between the net magnetization vector and the
applied drive field. Phase lag will be used in Section 3.4 to compare measured relaxation
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Figure 3.2: (a) The Berkeley 3D MPI scanner acquires three-dimensional images using a 7
T/m selection field. A drive coil scans the FFP of the scanner at 23.2 kHz at peak amplitudes
up to 30 mT. The Berkeley relaxometer, shown with (b) side and (c) top views, measures the
point spread functions (PSF) of SPIO nanoparticles. A sinusoidal magnetic field is generated
in the drive coil at frequencies of 1.5-25 kHz and of 5-100 mT drive field peak amplitude. The
MPI signal is acquired in a gradiometer receive coil through induction at 10 MSPS without
filtering. The bias coil produces up to a ± 180 mT field.

times at different frequencies, and our experimental findings indicate that φ is approximately
frequency-independent. We estimate ∆xrelax in this form as:

∆xrelax =
ln (2)Hamp

G
φ (3.16)

These equations describe how the relaxation term r (xs(t)/vs) blurs the image according to
the phase lag and the drive field amplitude (φHamp). To translate this term from units of
magnetic field [T/µ0] to units of space [m], φHamp is divided by the magnetic field gradient
G.

In this section, we derived the non-adiabatic image equation for a nanoparticle given
an adiabatic PSF and a relaxation kernel. In the next sections, we use this mathematical
approach to investigate relaxation on experimental imaging and non-imaging MPI systems,
and we show how spatial resolution changes with drive field amplitude and frequency.

3.3 Methods

3.3.1 Berkeley 3D MPI Scanner

The MPI scanner (Figure 3.2a) used in this study acquires three-dimensional images with a
drive coil that scans the FFP in the z direction (down the bore of the scanner) at 23.2 kHz
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20 nm

(b) UW33(a) Resovist

Figure 3.3: Transmission electron microscopy (TEM) images of two SPIO nanoparticle trac-
ers: (a) Resovist (Bayer-Schering, Berlin, Germany), and (b) UW33, which was synthesized
at the University of Washington.

at peak amplitudes up to 30 mT. The frequency of the MPI scanner is fixed, so only the
drive field amplitude was varied to examine the effects of scanning rate on relaxation-induced
blurring. The minimum drive field amplitude was selected as the lowest drive field amplitude
with sufficient SNR. The magnetic field gradient is 7 T/m in the x-axis, and 3.5 T/m in the
y- and z-axes. This system has been previously discussed in [29, 43].

We characterized the spatial resolution of Resovist particles in the scanner by imag-
ing a “point source” phantom of 2 µL undiluted Resovist (Bayer-Schering) shown in Fig.
3.5d. Here we use the Houston resolution criteria and express spatial resolution as FWHM
[mm] [76], which we measured from a one-dimensional profile in the z direction (Figure
3.5b,c). Relaxation effects blur the image in the scanning direction, producing different im-
ages for the positive-velocity scan and the negative-velocity scan [80]. The spatial resolution
measurements, then, are for an average of the resolutions (FWHM) of the positive- and
negative-velocity scans. The phantom measured 1.0 mm in the z direction and 0.9 mm in
the x direction. Scan time was 2 minutes 52 seconds for a 2 cm x 2 cm x 4.8 cm FOV.

3.3.2 Berkeley Relaxometer

As described previously in Section 2.3.2, the Berkeley relaxometer (Figure 3.2b,c) measures a
SPIO sample’s PSF from which we can measure relaxation time, signal strength, and spatial
resolution. Unlike an MPI scanner, it does not use a selection field. The relaxometer is
similar in goal to a MPI spectrometer [70, 71], but it does not take the Fourier transform
of the data since x-space theory does not need to measure harmonics for reconstruction
[1, 40, 70, 71]. For this work, the drive field frequency range was extended to 1.5-25 kHz for
drive field peak amplitudes of 5-100 mT. Again, drive field amplitudes lower than this range
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Experimental

Adiabatic Theory

Non−Adiabatic Theory

(a) (b)
f0 = 9.3kHz

Hamp = 30mT

FWHM

Figure 3.4: Example of a point spread function (PSF) of Resovist measured in the relaxome-
ter using the partial field-of-view (FOV) method at a drive field of 30 mT peak amplitude at
9.3 kHz. Multiple partial FOVs were scanned while the bias coil applied a linear ramp from
-75 mT to +75 mT. The partial FOVs, each shown as a different color in (a), were merged
to form the unstitched PSF. Next, the partial FOVs were averaged to form (b) the stitched
PSF, which compares well to the non-adiabatic theoretical PSF (calculated with a 2.3 µs
relaxation time). The adiabatic theory predicts a more symmetric PSF with less blur, which
does not capture the effects of relaxation.

were limited due to SNR.
We measured two samples in the relaxometer: undiluted Resovist particles (0.5 mM

Fe, Bayer-Schering, Berlin, Germany), a commercially-manufactured SPIO tracer originally
developed for MRI [5], and UW33, a sample synthesized at the University of Washington [8,
9]. Images acquired by transmission electron microscopy (TEM) (FEI Tecnai 12) show that
the University of Washington particles contain a single iron oxide core (Figure 3.3b), whereas
Resovist particles are believed to contain clusters of small iron oxide cores immobilized in a
carboxydextran composite (Figure 3.3a) [81, 82].

For relaxometer experiments, the peak signal was measured as the maximum value of
the filtered signal in the time domain. Spatial resolution and relaxation time were measured
from the PSFs reconstructed using the partial FOV method. Peak signal, spatial resolution,
and relaxation time were all measured from the same data. A detailed explanation of these
measurements is described below.

3.3.3 Partial FOV Scanning to Measure Spatial Resolution

For all the relaxometer data in this work, we used the bias coil (Figure 3.2b) to employ the
partial FOV method, also called the focus field method, to acquire a PSF across a larger
range of fields. As described in Section 2.3.2, we can acquire multiple partial FOVs that are
stitched together to compose a large total FOV (Figure 3.4) [42, 43, 44]. The smaller FOVs
that are stitched into a full FOV can also be called imaging stations [72, 73, 74].

The bias coil applied a linear ramp from -75 mT to +75 mT, which was applied simul-
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Figure 3.5: (a) Spatial resolution of (d) a point source of undiluted Resovist nanoparticles (2
µL) deteriorated as the 3D MPI scanner drive field amplitude increased and was comparable
to resolution measured in the relaxometer at a similar frequency (23.2 kHz for the MPI
scanner vs. 25 kHz for the relaxometer). Resolution was measured as the full-width at half
maximum (FWHM) width of (c) the 1D profile in the z direction through the center of (b)
the image in the xz-plane. The reported value is the average of the negative- and positive-
velocity scan images. Here, only the positive-velocity image is displayed. Scan time was 2
minutes 52 seconds for a FOV of 2 cm x 2 cm x 4.8 cm. Relaxometer-measured resolution
was converted to units of space using the same magnetic field gradient (3.5 T/m in the z
direction) as the MPI scanner.

taneously with the drive field. We acquired one thousand partial FOVs while covering the
total FOV of 150 mT-pp (peak-to-peak). Since the linear approximation of the drive field is
only valid about the zero-crossings of the drive field (see Section 3.2.2), only the center 20%
of each partial FOV was used in the computation of the PSF. Again, we use the Houston
resolution criteria and measure spatial resolution as the FWHM [mT] width of the PSF [76].
To convert resolution measured in the relaxometer in units of applied magnetic field [mT] to
units of length [mm], we divided the measured FWHM value by the magnetic field gradient
of the MPI scanner (3.5 T/m in the z direction).

Prediction of the non-adiabatic spatial resolution (FWHM) 4x [m] of the MPI image
given an adiabatic PSF and a relaxation kernel is problematic, since there is no closed form
solution for the convolution of the adiabatic PSF (approximately a Lorentzian) and the relax-
ation kernel (an exponential) given in Equation 3.9. We have found that we can reasonably
approximate the non-adiabatic FWHM as a weighted sum of the adiabatic resolution4xadiab
[m] and the blur from relaxation ∆xrelax [m], i.e.,

4x ≈ α4xadiab + β∆xrelax (3.17)

We estimated the weightings α and β through a non-linear least-squares regression to the true
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Figure 3.6: Relaxometer-measured resolution for (a) Resovist and (b) UW33 deteriorated
with increasing drive field amplitude, and showed relatively modest changes with frequency.
Resovist experiences more resolution deterioration than UW33 with increasing drive field
amplitude. Theoretical predictions of resolution (solid lines) calculated from average phase
lags showed comparable values to measured resolution (shapes). Resolution was measured as
the full-width at half maximum (FWHM) widths of point spread functions (PSFs) acquired
in the relaxometer using partial field-of-view methods. Error bars indicate the standard
deviation from the average value for three sets of data.

resolution (FWHM) calculated from the non-adiabatic x-space image relation in Equation
3.9. For a realistic range of SPIO sizes (15-23 nm diameter) and vsτ between 0.2-10 mT, the
weightings that provide the best fit were α = 0.96 and β = 1.38. Note that these optimal
weightings are independent of the selection field strength, G, as it is a common denominator
for 4xadiab and ∆xrelax. We computed theoretical resolutions (FWHM) according to Equa-
tions 3.16 and 3.17 using the aforementioned SPIO sizes for Resovist and UW33, as well as
the average phase lag measured at each drive field amplitude.

3.3.4 Fitting Algorithm to Measure Relaxation Times

A fitting algorithm was used to estimate the relaxation times from PSFs measured in the
relaxometer. Theoretical PSFs were calculated using Equation 3.4 with the relaxation term
r(t) defined in Equation 3.10 for a large range of candidate relaxation times. Each PSF
was calculated for a single relaxation time and a log-normal SPIO magnetic core diameter
distribution. For Resovist, we used 17 ± 4 nm for the magnetic core diameter distribution
(mean ± standard deviation). For UW33, we used 20 ± 2 nm for the magnetic core diameter
distribution measured using a TEM and ImageJ software (National Institutes of Health).
Magnetic core diameters were chosen based on previous studies [42, 44, 57, 83].

We estimated the relaxation time of an experimental PSF as the τ that minimized the
weighted least-squares error between the theoretical and experimental PSF. Note that the
theoretical PSFs were calculated using the same acquisition parameters, such as drive field
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Resovist: Average Phase Lag

UW33: Average Phase Lag

(a) Resovist (b) UW33 (c) Phase Lag

Figure 3.7: Relaxation times of (a) Resovist and (b) UW33 measured in the relaxometer
decreased with increasing magnetic slew rate, which was varied by increasing both drive
field amplitude (5-30 mT) and frequency (4.5, 9.3, 12.2, and 25 kHz). While relaxation
times showed greater decreases with field amplitude at the lower frequencies, (c) phase lags
were comparable across the tested range of frequencies. Measured relaxation times were
translated to phase lags by multiplying by 2π and the drive field frequency. The phase lags
averaged across the four frequencies are displayed as the solid lines in (c).

amplitude and frequency, as the experimental data. All computations were performed in
MATLAB (Mathworks MATLAB, Natick, MA, USA).

3.4 Results
Resolution (FWHM) of Resovist in the MPI scanner deteriorated with increasing drive field
amplitude and corresponded well to those acquired in the relaxometer at a similar frequency
(Figure 3.5a). For relaxometer experiments, resolution (FWHM) of Resovist consistently
deteriorated with increasing drive field amplitude at four different drive field frequencies
(4.5, 9.3, 12.2, and 25 kHz) (Figure 3.6a). Similarly, resolution (FWHM) of UW33 also
deteriorated with increasing drive field amplitude (Figure 3.6b); however the changes in
UW33 resolution (FWHM) were relatively small (<15%) compared to that of Resovist with
drive field amplitude (>40%). For both samples, resolution (FWHM) showed modest changes
with drive field frequency, with the most noticeable difference occurring between 12.2 and
25 kHz (Figure 3.6a,b).

Measured relaxation times of Resovist and UW33 decreased with increasing drive field
amplitude and frequency, as shown for four frequencies, 4.5, 9.3, 12.2, and 25 kHz, in Figures
3.7a-b. While the UW33 sample showed similar behavior in response to varying magnetic
slew rate parameters as Resovist, its measured relaxation times were approximately half that
of Resovist at each measured magnetic slew rate.

In Figure 3.7c, we calculate phase lags from the measured relaxation times using Equation
3.15. The average phase lag across the four frequencies is also calculated for each sample and
displayed as the solid lines in Figure 3.7c. When we compare Figures 3.7a,b and 3.7c, we can
see that although the relaxation times decrease with increasing frequency, they remain some-
what constant when viewed as phase lags. This phenomenon helps explain why resolution
(FWHM) shown in Figure 3.6 showed only modest changes with drive field frequency.
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Figure 3.8: (a) Peak signal increased linearly with drive field amplitude for point sources
of Resovist measured in the 3D MPI scanner and in the relaxometer at 23 kHz and 25
kHz, respectively. These values were normalized to the peak signal of the 27.6 mT data for
comparison. Peak signal increased linearly with magnetic slew rate, increased via drive field
amplitude and frequency, for (b) Resovist and (c) UW33 measured in the relaxometer at 4
frequencies (4.5, 9.3, 12.2, and 25 kHz) at a range of 5-30 mT amplitude. The peak signals
in (b) and (c) were normalized to the peak signal acquired at the highest magnetic slew rate,
4710 T/s.

We calculated the theoretical resolution from Equations 3.17 and 3.16, using the average
phase lags from Figure 3.7c (shown with solid lines). The resulting theoretical resolution
(FWHM) deteriorated with increasing drive field amplitude (shown with solid lines Figure
3.6), and compared well to the measured values of resolution.

Peak signal increased linearly with increasing drive field amplitude for Resovist in both
the MPI scanner and the relaxometer (Figure 3.8a). Similarly, peak signal increased linearly
with increasing drive field magnetic slew rate for both Resovist and UW33 in the relaxometer
(Figures 3.8b,c). When compared across frequencies, peak signal increased approximately
linearly with increasing slew rate, independent of the specific drive field frequency or ampli-
tude. Peak signal data in Figure 3.8a were normalized to that acquired at the highest drive
field amplitude, and peak signal data in Figure 3.8b-c were normalized to that acquired at
the highest magnetic slew rate.

3.5 Discussion
Adiabatic MPI theory was derived assuming instantaneous response of the magnetic nanopar-
ticles to the applied field [40, 41, 42]. Unfortunately, adiabatic theory does not accurately
model real-world behavior, and so we extended this theory to better model the measured
nanoparticle responses. We demonstrated previously that this extended model is more ac-
curate [80], but our previous work did not investigate how scanning parameters may affect
relaxation times and subsequent relaxation-induced blurring. We see that the primary factor
that affects MPI resolution for Resovist and UW33 is the drive field amplitude (Figure 3.6),
and not the drive field frequency. We must emphasize that this result may not be the case
for other nanoparticles.

The worsening of resolution occurs despite determining that relaxation times decrease
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with greater drive field amplitude (Figure 3.7). This reduction of relaxation time is con-
sistent with the findings of other works [49, 57]. In addition, we observed that relaxation
time constants decrease when scanning with faster drive field slew rates, both for increasing
amplitudes and frequencies.

The link between relaxation time and resolution can be quite complex, as both the
relaxation times and the process of translating them to a spatial blur are dependent on
drive field amplitude and frequency. We find that it is descriptive to express relaxation as
a phase lag, similar to prior work [54]. Our results showed that the drive field amplitude
is the strongest driver of phase lag, while drive field frequency has a much less pronounced
effect. Although relaxation times decrease at higher frequency, the shorter relaxation times
are still significant compared to the shorter period of the higher frequency scan. Phase lag
may be a better descriptor for MPI relaxation than the relaxation time constant, τ , as it is
an approximately frequency-independent indicator of how the SPIO magnetic moment lags
behind the drive field.

Next, we derived that relaxation blur (∆xrelax) is a function of phase lag and drive
field amplitude (φHamp). Although stronger drive field amplitudes reduce SPIO phase lag,
relaxation-induced blurring deteriorates with increased drive field amplitude. As seen in
Equation 3.14, the spatial image domain, x, is blurred by the term φHamp, which can be
converted to spatial units by dividing by the magnetic field gradient G. Similar to the
relationship between relaxation time constant and frequency, decreased phase lags at higher
drive field amplitude can translate to increased spatial blur after weighting phase lags by
drive field amplitude. These predicted trends were also seen in the experimentally-measured
resolution data.

The changes in phase lag of Resovist with respect to drive field amplitude were larger
than those of UW33, translating into larger resolution changes. In our investigations of many
SPIO samples, we find that SPIO relaxation behavior seems to fall into one of two categories:
single-core particles with minimal aggregation tend to show minimal resolution change with
drive field parameters (like UW33), while multi-core particles show resolution improvement
with decreasing drive field amplitude (similar to the trend of Resovist). Particles such as
UW33, which maintain low phase lags even at high drive field amplitudes, may enable higher
SNR while preserving resolution. It is possible that these two different families of particles
relax via different physical mechanisms.

Tailoring SPIOs for MPI and careful control of the magnetic properties including the
relaxation mechanism is an emerging field of research for improving MPI sensitivity and
resolution [8, 9, 67]. Magnetic core size, anisotropic characteristics, and polymer coating
characteristics may all play a role in a nanoparticle’s relaxation from physical rotation, akin
to Brownian relaxation, or magnetic reversals within the iron oxide, or Néel relaxation.
Exploring the various types of relaxation mechanisms, and tailoring particle design to MPI,
will be an important area of research for both SPIO optimization and blur-minimizing MPI
sequence design.

Unlike resolution, SNR improves with increasing scanning rate [41]. We observed a linear
gain in peak signal with increasing magnetic slew rate, via increasing drive field frequency
or amplitude. Therefore, there will be a trade-off between resolution and SNR when choos-
ing drive field amplitude and frequency. To minimize blurring without sacrificing SNR, a
potential scenario may be to pair a low drive field amplitude with a relatively high frequency.
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While we have tested multiple drive field frequencies on the relaxometer, MPI scanners
are typically designed at a fixed operating frequency but can operate at a range of drive
field amplitudes. The operational envelope will be limited due to safety concerns such as
peripheral nerve stimulation and specific absorption rate (SAR) [29, 84]. Within the range
of clinically safe scanning rates, scanning sequences may be carefully chosen to minimize
relaxation effects. Eliminating blur due to relaxation may be an important avenue to im-
proving MPI spatial resolution. Here we observe that a lower drive field amplitude will reduce
relaxation-induced blurring, but cause a linear reduction in SNR. Additionally, scanning se-
quences may be selected to distinguish regions of different relaxation behavior. Measuring
relaxation times might also enable biosensor applications such as detecting the binding of a
functionalized SPIO to a targeted protein or cell [78, 79].

3.6 Conclusions
In this work, we investigated the drive-field dependence of relaxation-induced blurring in
MPI. To do so, we examined nanoparticle relaxation times, phase lag, and resolution at
multiple drive field amplitudes and frequencies.

We found that spatial resolution in both the MPI scanner and relaxometer deteriorated
with increasing drive field amplitude and was approximately independent of drive field fre-
quency. The image blurring with increasing drive field amplitude was consistent despite mea-
sured relaxation times decreasing with both increasing drive field amplitude and frequency.
We instead found that expressing the relaxation time constant as a phase lag shows that
relaxation can be expressed in a frequency-independent metric, enabling accurate estima-
tions of relaxation-induced blur that are a function of phase lag and drive field amplitude.
While increasing drive field amplitude deteriorates resolution, faster scanning gives large
SNR gains. This in turn creates a tradeoff between relaxation-induced blurring and SNR.
Understanding how drive field amplitude and frequency affect MPI relaxation will give guid-
ance in designing MPI scanning sequences and optimized SPIO nanoparticles to minimize
image deteriorating relaxation effects, and in developing techniques to exploit relaxation for
biosensor applications.

3.7 Appendix
Substituting Equation 3.12 into Equation 3.9, the non-adiabatic x-space imaging equation
is written as:

ρ̂(xs(t)) ≈ ρ̂adiab (xs(t)) ∗
1

vsτ
exp

[
−xs(t)
vsτ

]
u (xs(t)) (3.18)

Equation 3.18 can be translated into the spatial frequency domain using a Fourier trans-
form [69]:

P (k) = Padiab (k)
1

1 + 2πikvsτ
(3.19)
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where P (k) and Padiab(k) are the Fourier transforms of ρ̂(xs(t)) and ρ̂adiab (xs(t)), respec-
tively, and k [1/m] is the spatial frequency variable.

We can identify the relaxation term as a filter in the spatial frequency domain with a
transfer function

R(vsk) =
1

1 + 2πikvsτ
(3.20)

The 3 dB cutoff frequency of |R (vsk)| is:

kc =
1

2πvsτ
=

G

2π2Hampf0τ
(3.21)

Here we observe that as vsτ increases, kc will decrease and the relaxation low-pass filter will
attenuate a wider band of spatial frequencies.
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Chapter 4

Magneto-Viscous Relaxation in
Magnetic Particle Imaging

Magnetic particle imaging (MPI) is an emerging imaging modality that non-invasively local-
izes a superparamagnetic iron oxide (SPIO) nanoparticle tracer and shows great promise as
a safer alternative for angiography. MPI has demonstrated excellent contrast, zero attenua-
tion with depth, and the benefits of using a completely safe contrast agent and no ionizing
radiation. A current challenge in MPI is limited spatial resolution caused by a phenomenon
called relaxation, which delays the SPIOs’ magnetic dipole moments as they track the MPI
drive field. Here we experimentally observe that the fundamental relaxation times in MPI
vary with the applied magnetic fields, which is not expected for Néel or Brownian relaxation
mechanisms. We find that dynamic Langevin modeling provides theoretical predictions that
accurately model this intriguing behavior. To investigate an drive field-driven relaxation
mechanism in MPI, we solve a dynamic Langevin equation from literature and derive a
relaxation time constant from this equation. We term this time constant magneto-viscous
relaxation. We measure relaxation times in the Berkeley x-space relaxometer to test this
relaxation model. Measured relaxation times were consistent with the magneto-viscous re-
laxation theoretical model. Relaxation times decreased with increasing drive field amplitude
and frequency. Measured relaxation delays decreased with increasing SPIO magnetic core
size and decreasing SPIO hydrodynamic size. Most notably, the magneto-viscous model
predicts that relaxation times will decrease as magnetic slew rate increases, a trend which
thermal models such as Néel and Brownian relaxation do not predict. A model of magneto-
viscous relaxation in MPI will aid in minimizing relaxation times by guiding SPIO design
and MPI scanning sequences.

4.1 Introduction
We aim to investigate an drive field-driven relaxation mechanism for MPI to better un-
derstand how drive field parameters contribute to relaxation delays and subsequent image
blurring. Exciting theoretical studies have investigated a dynamic Langevin differential equa-
tion to describe the rotational motion of an ensemble of SPIOs in response to an external
magnetic field. Following the work of [59, 60, 61, 62], we solve this differential equation to
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derive an expression for a magneto-viscous relaxation time constant. To evaluate this model,
we compare expected values of magneto-viscous relaxation times to those measured exper-
imentally. We measure relaxation times at a variety of drive amplitudes and frequencies
to thoroughly examine how drive parameters affect relaxation delays. This knowledge may
guide the design of SPIOs and MPI scanning sequences to minimize drive field-dependent
relaxation effects.

4.2 Magneto-Viscous Relaxation Theory
In Section 1.2.1, we reviewed the thermal relaxation mechanisms, Néel and Brownian relax-
ation. Brownian relaxation and the simple form of Néel relaxation have no dependence on
an applied magnetic field, and even the more complex form of Néel relaxation only includes
a constant magnetic field term. Here we follow the work of [59, 60, 61, 62] to obtain an drive
field-dependent relaxation mechanism, which we refer to as magneto-viscous relaxation. We
hypothesize that this relaxation model will accurately describe the relaxation phenomenon
we observe experimentally.

It is very important to recall that both Néel and Brownian relaxation mechanisms typ-
ically model the decay of magnetization following the removal of a polarizing field. These
relaxation mechanisms do not account for SPIO relaxation delays that show a dependence
on a time-varying magnetic field; however, there is experimental evidence of such external
field-dependencies [49, 54, 57]. We aim to investigate the case of relaxation delays that occur
when an external magnetic field, such as the drive field in MPI, is present. We will focus on
the case of SPIOs which physically rotate to reorient their magnetic dipole moments as the
SPIOs used in MPI have relatively large magnetic cores (~20 nm magnetic core diameter).

4.2.1 Dynamic Langevin Equation

To investigate SPIO rotational behavior in the presence of a time-varying magnetic field,
we chose to follow a dynamic Langevin equation that has been used in several theoretical
studies to model the physical rotation of magnetic nanoparticles under the influence of an
external magnetic field [59, 60, 61, 62]. We use the scalar form of the Langevin equation
presented in [59, 60]:

6ηVhθ̇(t) = −µ0MsatVmH(t) sin θ(t) +
√

12ηVhkBTξ(t) (4.1)

We have neglected inertial effects, and therefore are left with a sum of the torques acting
on the nanoparticles (Figure 4.1). The first term, 6ηVhθ̇(t), represents the hydrodynamic
viscous resistance to rotation where θ̇(t) [rad/s] is the angular velocity. The second term is the
magnetic torque created by an applied field, µ(m×H(t)) = −µ0MsatVmH(t) sin θ(t), where
µ0 [T·m/A] is the vacuum permeability constant, m [A·m2] is the magnetic dipole moment,
and Msat [A/m] is the saturation magnetization of the SPIOs. The applied magnetic field
H(t) [A/m] and the angle of the magnetic dipole moment θ(t) [rad] are both defined in
reference to the x-axis. Finally, a thermal noise term represents the random rotations of a
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Figure 4.1: SPIO magnetic dipole moment orientation under varying influences where the
angle of the magnetic dipole moment θ(t) and the applied magnetic field H(t) are defined in
reference to the x-axis. The applied magnetic field creates a torque on the magnetic dipole
moment of the nanoparticle, thermal motion promotes random rotations, and the viscosity
of the carrier liquid exerts a resistance against both these motions.

population of nanoparticles,
√

12ηVhkBTξ(t), where ξ(t) is a white noise Gaussian random
process with zero mean and unit variance.

Here, we want to explore the transient case of SPIO magnetization and dipole orientation,
to better understand how SPIO magnetization deviates from the steady-state case described
by the Langevin theory of paramagnetism [10]. We aim to describe the case of a SPIO “flip”
during a single scan from negative to positive drive field lasting a period of Ts [s], with zero
field occurring at time t = 0.

For time t < 0, the drive field H(t) is negative, and we assume that the SPIO is initially
aligned with the field in that direction, θ(0) = π, in reference to the x-axis. In this case,
sin π = 0, making the magnetic torque term as well as the angular velocity term equal to
zero. Therefore, the dipole moment will remain aligned with the applied field in stable
equilibrium until the drive field changes sign. At time t = 0, the direction of the drive field
becomes positive and antiparallel to the dipole moment. At this time the dipole moment is
in an energetically unfavorable position to rotate. Thermal motion is essential at this time of
very low field to perturb the dipole moment from the locked position at θ = π. We assume
that after some very small time t = ε thermal motion has dispersed the dipole moments
from the locked position so that they are free to rotate to align with the drive field. For
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time t ≥ ε during which the SPIO moments will “flip” to θ = 0, we will assume a small-angle
approximation sin θ(t) ∼= θ(t). For time t ≥ ε , the stochastic term ξ(t) has a negligible value
compared to the magnetic term; therefore,we will neglect the noise term. Solving for angular
velocity we find:

θ̇(t) =

{
0 : t < ε

−αH(t)θ(t) : t ≥ ε
(4.2)

where we have defined the scalar term: α = µ0MsatVm
6ηVh

[m/(A·s)]. Using separation of variables,
we can find a solution to this differential equation to solve for θ(t)

θ(t) =

{
π : t < ε

π exp
[
−α
´ t
ε
H(σ)dσ

]
: t ≥ ε

(4.3)

4.2.2 Magneto-Viscous Relaxation Time Constant

From [10], the magnetizationM(t) [A/m] of an ensemble ofN nanoparticles can be calculated
as M(t) = Nm < cos θ(t) >, for t ≥ ε :

M(t) = Nm cos

(
π exp

[
−α
ˆ t

ε

H(σ)dσ

])
(4.4)

We solve this equation for various cases of H(t), see Section 4.7.
In this work we seek a relaxation time constant for MPI magnetization. If we assume a

single scanning direction in which the FFP traverses a region at constant velocity, we can
relate time and FFP position xs(t) [m] by a simple linear function: xs(t) = vst where vs [m/s]
is the peak FFP velocity and t [s] is time. The drive field H(t) [A/m] of a linear function
can be calculated as H(t) = Gxs(t) = Gvst where G [A/m2] is the magnetic field gradient.
Using this approximation for H(t) in Equation 4.4 and assuming ε is negligibly small, we
obtain:

M(t) = Nm cos

(
π exp

[
−αGvs

2
t2
])

(4.5)

We can rewrite the exponential term in Equation 4.5 so that it is in the form of a Gaussian
function:

M(t) = Nm cos

(
π exp

[
− πt

2

τ 2MV

])
(4.6)

where

τMV =

√
2π

αGvs
=

√
12πηVh

µ0MsatVmGvs
(4.7)
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This time constant characterizes the convergence of the magnetization towards the steady-
state case. We term this relaxation time constant magneto-viscous since it represents the
ratio of rotational hydrodynamic resistance to magnetic torque. This contrasts the Brow-
nian relaxation time constant, which is the ratio of rotational hydrodynamic resistance to
thermal energy. This equation predicts that increases in viscous resistance, such as increased
SPIO hydrodynamic size or viscosity, will increase relaxation time delays. Relaxation times
may be reduced by increases in the magnetic torque, such as increased magnetic slew rate
of the drive field or increased SPIO magnetic core size. We will test this proposed model
for MPI relaxation times by comparing theoretical magneto-viscous relaxation times with
experimentally-measured relaxation times from the Berkeley x-space relaxometer.

4.3 Methods

4.3.1 Berkeley X-Space Relaxometer

The Berkeley MPI relaxometer (Figure 3.2) measures the x-space point spread function
(PSF) without an imaging gradient and has been described previously in Sections 2.3.2 &
3.3.2 and in [41, 57, 80]. This system is similar in goal to a MPI spectrometer, which measures
the spectrum of SPIO magnetization for harmonic reconstruction MPI [70, 71]; however, the
relaxometer measures information in the time domain for x-space reconstruction methods.
The system scans the virtual FFP with an drive coil and detects the SPIO response via an
inductive receive coil.

4.3.2 Linear Approximation for the Time-varying Drive Field

Here we will again assume a linear function to approximate x-space MPI scanning [41]
because oscillating drive fields, such as a sinusoid, are linear around the time of zero field.
This linear region of the sinusoid is the critical region of scanning, as this is when the FFP
passes over and elicits a signal from SPIOs.

Similarly to Section 3.2.2, we calculate magnetic slew rate Gvs [A/(m·s)] for a sinusoidal
drive field H(t) = Hamp sin (2πf0t) as:

Gvs = 2πHampf0 (4.8)

where Hamp [A/m] is the peak amplitude and f0 [Hz] is the frequency of the drive field. This
approximation will help us understand how magnetic slew rate affects MPI relaxation times.

4.3.3 Experimental Relaxation Time Measurements

4.3.3.1 Fitting Algorithm

The fitting algorithm is a nonlinear least-squares optimization method that calculates can-
didate theoretical signals for various relaxation times and nanoparticle magnetic core size
distributions. The experimental and theoretical signals were compared in the gridded image
domain at a FOV of 25 mT-pp (peak-to-peak), and the candidate relaxation time τ which
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minimized error between the experimental and theoretical signals was determined as the
best estimate for relaxation time. This fitting algorithm was performed with single-FOV
experimental signals from the relaxometer; the bias coil and partial FOV method were not
employed for these measurements. The theoretical signal was calculated for 10 cycles of the
drive field and was sampled at 10 MHz. These computations were performed using MAT-
LAB software (Mathworks MATLAB, Natick, MA, USA). This fitting algorithm has been
previously demonstrated and described in Section 2.3.4 and in [57, 80].

4.3.3.2 Non-Adiabatic X-Space Theoretical Calculations

Theoretical calculations were used in a fitting scheme with each of the experimental signals
acquired in the Berkeley x-space relaxometer. The theoretical signal was calculated using
the non-adiabatic x-space theory previously described in Section 2.2.2, which adds relaxation
effects to the x-space theory [41]. The non-adiabatic signal was calculated as a temporal
convolution of the adiabatic signal with a relaxation term r(t) that describes a relaxation
process based on a characteristic relaxation time constant τ ; we previously derived this term
as an exponential process, r(t) = exp

[
− t
τ

]
. Following the convergence process derived in

Equation 4.6, we chose here a Gaussian relaxation process r(t) = exp
[
−πt2

τ2

]
. The non-

adiabatic x-space theoretical MPI signal was calculated as:

s(t) = γ

(
ẋs(t) ρ(x) ∗ L̇

[
Gx

Hsat

]∣∣∣∣
x=xs(t)

)
∗ r(t) (4.9)

= γ

(
ẋs(t) ρ(x) ∗ L̇

[
Gx

Hsat

]∣∣∣∣
x=xs(t)

)
∗ exp

[
−πt

2

τ 2

]
(4.10)

where γ = B1mG
Hsat

is a scalar term, B1 [T/A] is the sensitivity of the receive coil, Hsat [A/m]
measures how easily a SPIO saturates, ẋs(t) [m/s] is the FFP velocity, ρ(x) [nanoparticles/m]
is the 1D SPIO density, and L [•] is the Langevin function of paramagnetism (not to be
confused with the dynamic Langevin equation used previously in Equation 4.1). These
theoretical calculations used the same inputs as each relaxometer experiment, such as drive
frequency and field amplitude, sampling frequency, etc., and used the mean magnetic core
diameter of the SPIOs, as determined by transmission electron microscopy (TEM). The
theoretical calculations assumed a log normal distribution of SPIO magnetic core diameters,
but a single relaxation time constant τ , which is estimated using the fitting algorithm and
therefore not calculated using Equation 4.7.

4.3.4 Magneto-Viscous Relaxation Time Theoretical Calculations

Predicted magneto-viscous relaxation times were calculated according to Equation 4.7 for
four samples of SPIOs: Resovist, UW20-A, UW20-B, and UW23. Resovist (Bayer-Schering,
Berlin, Germany) is a commercially-manufactured SPIO tracer with a carboxydextran coat-
ing developed for MRI [5]. The other three samples were synthesized at the University of
Washington (UW) [8, 9, 57].
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Magnetic core diameters (Dm) of the UW nanoparticles were measured using ImageJ
software (National Institutes of Health) from images acquired using TEM (FEI Tecnai 12)
(Table 4.1). As seen in the TEM images in Figure 4.2, the UW nanoparticles are single-
domain, and therefore it is straightforward to measure the diameter of the iron oxide core
seen in the images. The Resovist nanoparticles, however, are believed to be multi-core
nanoparticles in which many smaller nanoparticles are aggregated within the same coating
[81, 82]. Therefore, we cannot measure Resovist magnetic core size using TEM images,
and instead assumed an effective magnetic core diameter of 17 nm based on our previous
relaxometry studies [44, 57, 85]. We measured hydrodynamic diameters (Dh) using dynamic
light scattering (DLS) results which were intensity-weighted (Table 4.1); the measured value
for Resovist was consistent with reported values in literature [5, 81].

To calculate the magneto-viscous relaxation times, we used a log-normal distribution of
magnetic core diameters (Table 4.1). For the hydrodynamic diameters, we did not use the
DLS measurements. We ran a nonlinear least squares optimization scheme to select the op-
timal coating size that produced the best match between the theoretical and experimentally-
measured relaxation times, solving for a single coating size across a range of magnetic slew
rates. Hydrodynamic diameter distributions were calculated as the magnetic core diameter
distribution plus the coating size (Table 4.1). We assumed a saturation magnetization Msat

of 0.6 T/µ0 for all samples used in this study.

Sample Dm (nm) Dh (nm)
Measured Theoretical Measured Theoretical

Resovist N/A 17 ± 2 62.1 19.6 ± 2
UW20-A 20.9 ± 2.3 20 ± 2 79.9 24.3 ± 2
UW20-B 20.0 ± 1.8 20 ± 2 145.2 29.2 ± 2
UW23 23.1 ± 1.6 23 ± 2 88.0 24.5 ± 2

Table 4.1: Magnetic core diameter distributions (mean ± standard deviation) as measured
by transmission electron microscopy (TEM), the magnetic core diameter distributions used
in the theoretical calculations of magneto-viscous relaxation times, hydrodynamic diameters
as measured by dynamic light scattering (DLS), and the hydrodynamic diameter values used
in theoretical calculations of magneto-viscous relaxation times.
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4.4 Results

4.4.1 Relaxation Times Decrease with amplitude of Magnetic Torque

4.4.1.1 Relaxation with Magnetic Slew Rate

We compare relaxation times of two nanoparticle samples, Resovist and UW20-A, which were
measured over a range of magnetic slew rates (Gvs) in the Berkeley x-space relaxometer, to
predicted values of magneto-viscous relaxation times (Figure 4.3). Relaxation times were
measured in the relaxometer at five frequencies (2.3, 4.5, 9.3, 12.2, and 25 kHz) at drive
field amplitudes ranging from 15 to 70 mT. We calculated the theoretical magneto-viscous
relaxation times using the hydrodynamic diameter distribution that gave the best fit to the
experimental data (Table 4.1). For both nanoparticle samples, measured relaxation times
decreased with increasing magnetic slew rate (Figure 4.3). This trend was consistent when
increasing magnetic slew rate via both drive frequency and field amplitude, and the predicted
values for magneto-viscous relaxation times followed a similar trend.

4.4.1.2 Relaxation with Magnetic Size

Relaxation times were measured in the relaxometer at three frequencies (4.4, 9.1, and 11.5
kHz) for an identical range of magnetic slew rate. We averaged the three sets of relax-
ation times and calculated the standard deviation of the relaxation times between the three
frequency sets. The average and standard deviation of the measured relaxation times are dis-
played and compared to predicted magneto-viscous relaxation times for UW20-A and UW23
in Figure 4.4A. These two nanoparticle samples had different magnetic core volumes but
similar hydrodynamic volumes according to TEM and DLS measurements. We calculated
the theoretical magneto-viscous relaxation times using the hydrodynamic diameter distri-
bution that gave the best fit to the experimental data, and these two distributions were
nearly identical (Table 4.1). As in Section 4.4.1.1, measured relaxation times decreased with
increasing magnetic slew rate for both nanoparticle samples, consistent with theoretical pre-
dictions. Also consistent with the magneto-viscous theory, the SPIO sample with the larger
magnetic core size had consistently faster relaxation times across the range of magnetic slew
rates measured.

4.4.2 Relaxation Times Increase with Viscous Resistance

We also compared the measured relaxation times of two nanoparticle samples with the same
magnetic volume but different hydrodynamic volumes. The average relaxation times (aver-
aged for three sets of measured relaxation times, each acquired at a different frequency: 4.4,
9.1, and 11.5 kHz), as well as the standard deviations of relaxation times between the three
frequency sets, are displayed for each magnetic slew rate and compared to the predicted
magneto-viscous relaxation times in Figure 4.4B. Measured relaxation times decreased with
increasing magnetic slew rate for both nanoparticle samples, consistent with magneto-viscous
theoretical predictions. The SPIO sample with the larger coating size, UW20-B, had much
larger relaxation times than UW20-A. The coating size (Dh−Dm = 9.2 nm) of UW20-B used
to calculate the theoretical magneto-viscous relaxation times was approximately a factor of
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2 larger than the coating size (Dh − Dm = 4.3 nm) used to calculate UW20-A theoretical
relaxation times. This relative change is consistent with that measured by DLS (Table 4.1);
the coating size of UW20-B (Dh −Dm = 124.9 nm) was measured by DLS to be twice the
coating size of UW20-A (Dh −Dm = 59.0 nm).

4.5 Discussion
We introduce here the magneto-viscous relaxation mechanism for MPI, which describes the
ability of the magnetic torque to physically rotate the nanoparticle against viscous resis-
tance. The stronger the magnetic torque, or the less the viscous resistance, the faster the
nanoparticle will follow the drive field with smaller relaxation delay times. The four main
variables in this relaxation mechanism are:

• Magnetic Slew Rate: Faster drive scanning decreases relaxation times. We demon-
strated this effect by increasing the magnetic slew rate of the relaxometer via both
drive frequency and field amplitude. This observed variation in relaxation rates with
drive parameters is consistent with the magneto-viscous relaxation model but is not
consistent with the Néel or Brownian models. The inability of the Néel and Brownian
models to accurately describe MPI relaxation behavior should perhaps be expected as
these mechanisms model the decay to zero magnetization following the removal of a
magnetic field.

• SPIO Magnetic Core Size: In addition to improving resolution [40, 41], SPIOs with
larger magnetic cores have faster relaxation times. The relaxation times of a 23 nm
magnetic core SPIO were shorter than those of a 20 nm magnetic core SPIO with a
similar coating size. The standard deviations of relaxation times between measured
frequencies in Figure 4.4 were larger at low magnetic slew rates due to lower SNR at
lower magnetic slew rate. As previously described, SNR scales with magnetic slew rate
in MPI [41].

• SPIO Coating Size: Relaxation times increase as the polymer coating of the nanopar-
ticle increases in size, which increases the hydrodynamic volumes of the nanoparticle.
Doubling the coating size of a 20 nm magnetic core SPIO increased measured relax-
ation times. Similar to Figure 4.4, the standard deviations of relaxation times between
measured frequencies was greater for lower magnetic slew rates due to less SNR.

• Solvent Viscosity : As the viscosity of the solvent increases, relaxation times are ex-
pected to increase, given that no other variables change. Experimental work by [65, 66]
has demonstrated that harmonic ratios of the MPI signal do change with solvent vis-
cosity, and these effects are attributed to increases in relaxation time with increasing
solvent viscosity. We are still investigating the role viscosity plays in MPI as polymers
such as dextran (Sephadex) and PEG can contract or swell in response to different sol-
vents [86, 87], and this characteristic makes it difficult to isolate the effect of viscosity
separately from changes in hydrodynamic volume.
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For our theoretical calculations of magneto-viscous relaxation times, we used smaller hy-
drodynamic diameters than those indicated by DLS measurements. This parameter of our
model warrants further exploration. It may be that an effective hydrodynamic diameter
should be used in these calculations, and this variable may take into consideration the poly-
mer coating’s ability to expand and contract. Although the DLS-measured hydrodynamic
sizes were not used to compare theoretical relaxation values to the experimental values, the
relative change between the coating sizes of the small coating SPIO versus the large coating
SPIO did correspond well with DLS measurements.

Each of the SPIO samples used in this study contain a distribution of nanoparticle sizes.
While the mean magnetic core diameter indicates that these SPIO samples are large enough
to have locked dipole moments and therefore will physically rotate in the liquid, the dipole
moments of the smaller nanoparticles in the distribution may reorient within the magnetic
material itself. At the other extreme, the largest nanoparticles in the distribution may be
reaching the single-domain size limit and may be ferromagnetic instead of superparamag-
netic [88, 89]. While not every nanoparticle in the sample may be experiencing magneto-
viscous relaxation, it is the dominant mechanism that characterizes the sample behavior
as an ensemble. The UW samples contain distinctly single-domain magnetic cores (Fig-
ure 4.2) that are predominantly in the size range of the magneto-viscous mechanism. The
characteristics of these nanoparticles fit the magneto-viscous description very well, and our
experiments demonstrate that they behave similarly to this model. Resovist is less of an
ideal magneto-viscous candidate as it has have a multi-aggregate configuration of clusters of
small nanoparticles which are encased together in the polymer coating [5, 81]; however, our
Resovist experiments also correlate well with the magneto-viscous model, indicating that
this is the dominant relaxation mechanism for Resovist as well.

The magneto-viscous relaxation times may be minimized through two avenues: better
SPIO synthesis and faster drive scanning. SPIOs tailored for MPI is a burgeoning area of
research which has already demonstrated the critical importance of optimizing SPIO mag-
netic core size for MPI sensitivity and resolution [8, 67]. This additional knowledge of how
magnetic core and coating sizes affect relaxation times can further guide SPIO developers.
Designing MPI scanners and scanning sequences that exploit fast scanning will also decrease
relaxation times for magneto-viscous-dominated nanoparticles. In addition to enabling the
mitigation of relaxation times, understanding magneto-viscous relaxation will also aid us in
designing scanner sequences to measure relaxation times. This approach has many molecular
and cellular imaging applications; for example, a “color” image of varying relaxation could
visualize regions of a functionalized SPIO bound to a targeted protein or cell [78, 79].

4.6 Conclusions
Magneto-viscous relaxation for MPI describes a relaxation mechanism which is dependent
on MPI drive field scanning. Measured relaxation times decreased with increasing magnetic
slew rate of the Berkeley x-space relaxometer. Faster relaxation times were also achieved
by altering SPIO characteristics; increasing SPIO magnetic core size and decreasing SPIO
hydrodynamic size decreased measured relaxation times. These experimentally-measured
observations correlated well with the theoretical predictions of magneto-viscous relaxation
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times. By understanding the factors influencing relaxation times, MPI scientists can design
new SPIO constructs and MPI scanning systems to minimize relaxation times or to boost
relaxation effects into a source of contrast.

4.7 Appendix
We can solve Equation 4.4 for various cases of H(t) for t ≥ ε. Again we assume ε is negligibly
small.

Sinusoidal Drive Field

MPI scanners primarily use a sinusoidal drive field. Substituting H(t) = Hs sin (2πft) into
Equation 4.4, the approximated magnetization equation is:

M(t) = Nm cos

(
π exp

[
−αHs

2πf
(1− cos [2πft])

])
(4.11)

Linear Drive Field

This case is described in Section 4.2.2, and leads to the derivation of the magneto-viscous
relaxation time constant.

Constant Drive Field

Equation 4.4 may also be solved for a constant drive field, H(t) = H0:

M(t) = cosNm (π exp [−αH0t]) (4.12)

This form of the equation also lends itself to a characteristic time constant for a convergence
process when rewritten as:

M(t) = Nm cos

(
π exp

[
− t

τc

])
(4.13)

where

τc =
1

αH0

=
6ηVh

µ0MsatVmH0

(4.14)

This relaxation time constant is similar to the Brownian relaxation time constant, which
represents the ratio of viscous resistance to thermal energy. In the case of an external field,
the magnetic energy of the applied magnetic field acting on the SPIO is much larger than
thermal energy, and we obtain the magnetic energy of the applied magnetic field in the
denominator instead. Similar time constants have been derived in the literature [46, 49, 55,
56].
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Figure 4.2: Transmission electron microscopy (TEM) images of the SPIO nanoparticle trac-
ers: Resovist and three samples of varying magnetic and hydrodynamic sizes (UW20-A,
UW20-B, and UW23) synthesized at the University of Washington.
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Figure 4.3: Measured relaxation times for Resovist (A) and UW20-A (B) decreased with
increasing magnetic slew rate. Relaxation times were acquired in the Berkeley x-space re-
laxometer at five frequencies (2.3, 4.5, 9.3, 12.2, and 25 kHz) for drive field amplitudes in
the range of 15-70 mT. The measured relaxation times compared well with the theoretical
values predicted by magneto-viscous relaxation across the range of measured magnetic slew
rates.
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Figure 4.4: Measured and theoretical relaxation times for UW20-A are compared to those for
a sample with a larger magnetic size (UW23) and and a larger hydrodynamic size (UW20-
B). (A) The SPIO sample with a larger magnetic core, UW23, had shorter relaxation times
as compared to those of UW20-A, as predicted by magneto-viscous relaxation theoretical
calculations. (B) The UW20-B sample had greater relaxation times than UW20-A as pre-
dicted by the magneto-viscous relaxation predictions. Experimentally-measured relaxation
times were acquired in the Berkeley x-space relaxometer at three frequencies (4.4, 9.1, and
11.5 kHz); the average and standard deviation between the three frequencies are displayed
at each magnetic slew rate.
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Chapter 5

Future Directions

5.1 Biosensor Applications
MPI is an exciting alternative for studying physiological processes in in vivo or clinical
settings. Functionalized SPIOs can be used as biosensors to measure serum levels of a
desired target such as a protein or other molecule. The binding of functionalized SPIOs to
targeted proteins has been demonstrated to increase relaxation times, and possibly allow for
quantification of the target [78, 79, 90, 91, 92]. This approach could be useful to measure
blood levels of glucose in patients with diabetes, among many other applications.

SPIO biosensor applications can be more complex than a single SPIO binding to a single
targeted molecule. Many targeting peptides or antibodies can be conjugated to the SPIO
polymer coating, giving that SPIO the ability to bind to many targets. In fact, multiple
SPIOs and targets may form a large assembly together (Figure 5.1). The size of the assembly
would grow with increased concentrations of the targeted molecule. If the dominant SPIO
relaxation mechanism is Brownian or magneto-viscous, relaxation times will increase due
to the increasing size of the particle-target assembly. Alternatively, fixation within the
assembly may cause the SPIOs to lose the freedom to physically rotate. If the SPIOs are
immobilized, their magnetic dipole moments will only be able to rotate within the magnetic
core via Néel relaxation. If Néel relaxation was already the fastest relaxation mechanism for
that SPIO, there will be no change in MPI signal; otherwise, relaxation times will increase.
If the particles are large enough that their magnetic dipole moments are fixed within the
magnetic material and unable to experience Néel relaxation, they will no longer be able
to contribute signal. Therefore, increased concentrations of the targeted molecule will be
observable through increased relaxation times or signal drop-out.

5.2 Relaxation-Based Contrast in MPI
Relaxation enables image contrast when imaging nanoparticles with different relaxation
times. In MRI, T1 and T2 contrast maps are generated by careful selection of TR and
TE in the pulse sequence. Similarly, specially-designed pulse sequences in the MPI scanner
can allow for desired relaxation contrast. Differences in SPIO relaxation behavior could indi-
cate areas of SPIO binding or cellular uptake, which would have many applications including
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Figure 5.1: Illustration of (a) a functionalized SPIO biosensor and its target, which can
form (b) an assembly of multiple SPIOs and targets. Relaxation times would increase as the
assembly grows larger with increased concentrations of the targeted molecule.

cell tracking and cancer/atherosclerotic plaque detection.

5.2.1 Preliminary MPI Relaxation-Based Contrast Imaging

Currently MPI provides two types of information: 1) the location of the SPIO contrast agent,
and 2) SPIO concentrations. The image is a gradient of black (zero SPIO concentration)
to white (maximum SPIO concentration). Signal intensity increases linearly with SPIO
concentration, therefore the gradient of white in the image increases linearly with SPIO
concentration. By including a fiducial of known SPIO concentration, we can deduce the
SPIO concentrations throughout the image. Due to relaxation effects, MPI is capable of
providing another dimension of information by adding “color” to the image. We aim to gain
information about the differing environments or activities of the SPIOs throughout the image
by distinguishing variations in SPIO relaxation times.

SPIO relaxation mechanisms could include Néel and Brownian relaxation mechanisms
(Section 1.2.1), which are based on thermal processes, or the recently proposed magneto-
viscous relaxation mechanism (Chapter 4). By designing specific pulse sequences to exploit
the drive field-dependences of relaxation mechanisms, we aim to distinguish pixels of SPIOs
with high relaxation times from those with low relaxation times. These differences in relax-
ation could be indicative of differences in hydrodynamic volume of the particles [57, 62, 67],
in the viscosity of the local environment [62, 65, 67], or particle mobility [51, 57].

In Figure 5.2, we demonstrate the first relaxation contrast image. Resovist, Chemicell,
and a mixture of Resovist and Chemicell particles were imaged in the projection MPI scanner
(Section 2.3.1). The relaxation times of Resovist particles vary with drive field parameters
(Sections 3 & 4 ), and these times are much longer than those of other SPIO samples. In
particular, Chemicell has extremely short relaxation times (< 1 µs) at all drive field scanning
conditions. Using a specific pulse sequence, we obtained the relaxation contrast image which
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Figure 5.2: The first relaxation-based contrast MPI image distinguishes the SPIOs with
longer relaxation times (Resovist); whereas those with short relaxation times (Chemicell)
are only seen in the native x-space MPI image.

selectively displays the SPIOs with long relaxation times. The image displays a bright
signal for Resovist, no signal for Chemicell, and a less bright signal for the mixture sample,
representing the smaller concentration of Resovist. The top image in Figure 5.2 displays the
native x-space image of the three samples acquired at a 30 mT drive field amplitude.

5.2.2 Relaxation-Based Contrast Applications

Relaxation-based contrast imaging in MPI would have many applications in pre-clinical and
clinical imaging. Figure 5.3 depicts a few potential sources of contrast for these applications.
Here we discuss a few of these promising areas of future research in MPI relaxation.

5.2.2.1 Targeted Cancer or Atherosclerotic Plaque Detection

As discussed in Sections 1.1.3.3 & 1.1.3.4, functionalized SPIOs can target a region of in-
terest. SPIOs functionalized with the CREKA peptide bind to clots present both at plaque
formation and tumor sites [33, 38], and SPIOs with variants of a RGD peptide target specific
integrins present at atherosclerotic plaques and on tumor cells [35, 39]. Using relaxation-
based contrast imaging, we can better identify the diseased region by detecting where func-
tionalized SPIOs have bound to a target. When binding occurs, the hydrodynamic diameter
of the SPIO may increase or the particle mobility of the SPIO may be hindered. Both of
these mechanisms can increase relaxation times. By distinguishing areas of greater relax-
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Figure 5.3: Sources of relaxation-based contrast for MPI

ation, we can differentiate SPIOs bound to diseased targets from other SPIOs present in the
image.

A schematic in Figure 5.4 illustrates this concept to diagnose atherosclerotic plaque build-
up in the carotid artery (Figure 5.4a). A standard MPI image (5.4b) would show regions of
white where SPIOs were present in the bloodstream as well as where SPIOs were localized
to the plaque via fibrin-binding or macrophage ingestion. In this image it is difficult to
discern the SPIOs located at the plaque from those that are free in the bloodstream. By
detecting differences in SPIO relaxation times using relaxation-based contrast (5.4c), the
SPIOs present at the plaque are now distinguishable.

5.2.2.2 Visualizing SPIO Uptake at Inflammation Sites

Also discussed in Sections 1.1.3.3 & 1.1.3.4, we may be able to use untargeted approaches
to detect tumor margins or atherosclerotic plaques. Phagocytic inflammatory cells such as
macrophages uptake the SPIOs at sites of tumors [31, 32] and atherosclerotic plaques [36,
37]. These ingested particles may be immobilized or experience a more viscous intracellular
environment as compared to the bloodstream, which would lead to changes in relaxation
time. Using relaxation-based contrast, ingested SPIOs at the tumor or plaque could be
distinguished from the free SPIOs in the vasculature.

5.2.2.3 Cell Death Monitoring for MPI Cell Tracking

In vivo stem cell tracking is an exciting area of MPI research (Section 1.1.3.2), as MPI is
safe, has no depth or penetration limitations, and gives a positive, linear, and quantitative
signal with iron concentration. One of the open challenges is how do we ensure that the
SPIOs visualized are indeed still tagging a stem cell, or in other words, how do we detect cell
death. Labeled stem cells may be tracked more accurately using relaxation-based contrast.
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Figure 5.4: Illustrations of (b) a standard MPI image and (c) a relaxation-based contrast
image to detect (a) plaque present in the carotid artery. Note that these images are merely
illustrations of a concept and are not from data.

Based on the same principles as Section 5.2.2.2, those particles still tagging a cell may have
longer relaxation times due to intracellular viscosity or immobilization. This technique would
differentiate between SPIOs inside a stem cell from those which are freely circulating after
tagged stem cells have lysed.
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Chapter 6

Conclusions

This dissertation presents a comprehensive examination of relaxation effects in MPI. We
derive theoretical formulations to describe and estimate non-adiabatic imaging, relaxation-
induced blurring, and relaxation times. Theoretical predictions are compared to experimentally-
measured data acquired in a MPI relaxometer and MPI scanners. Finally, this work gives
guidance on how to design SPIOs and MPI scanning sequences to modulate relaxation times
and blurring.

The contribution of this work to the field of MPI can be summarized as follows:

• Derivation of the non-adiabatic x-space theory. We demonstrate that the adiabatic
x-space theory does not accurately predict the MPI image when moderate relaxation
is present. The addition of relaxation effects improves x-space theoretical predictions
and demonstrates that relaxation blurs the image in the scanning direction.

• Demonstration of drive field-dependent relaxation-induced blurring. While adiabatic
MPI theories predict image resolution to be independent of drive field scanning pa-
rameters, we observe variations with drive field for SPIOs of moderate relaxation. We
provide a framework for estimating relaxation-induced blur and give experimentally-
measured demonstrations of how we can minimize this blur through careful selection
of scanning parameters.

• Derivation of the magneto-viscous relaxation mechanism and time constant. For par-
ticles with locked dipole moments, we derive a field-driven relaxation mechanism that
describes how viscous resistance delays the physical rotation of SPIOs. We demon-
strate theoretically and experimentally how magneto-viscous relaxation times can by
minimized through SPIO characteristics and drive field parameters.

Relaxation effects will continue to be an important area of MPI research. Image resolution
remains a critical challenge for MPI, and minimizing relaxation effects will be an important
route to improving resolution, while also potentially improving sensitivity and SNR as well.
Relaxation in MPI has the potential for important diagnostic impacts with the develop-
ment of biosensors and relaxation-based contrast imaging. An improved understanding of
relaxation will help motivate the future developments of pulse sequences and SPIOs for MPI.
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