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EPIGRAPH 
 
 

When things go wrong as they sometimes will, 
When the road you’re truding seems all uphill, 
When the funds are low and the debts are high, 
And you want to smile, but you have to sigh, 

When care is pressing you down a bit, 
Rest, if you must, but don’t you quit. 

 
Life is queer with its twists and turns, 
As everyone of us sometimes learns, 

And many a failure turns about,  
When he might have won if he’d stuck it out. 
Don’t give up though the pace seems slow, 

You might succeed with another blow. 
 

Often the goal is nearer than, 
It seems to a faint and faltering man, 

Often the struggler has given up 
When he might have captured the victor’s cup; 

And he learned too late when the night came down, 
How close he was to the golden crown. 

 
Success is failure turned inside out, 

The silver tint of the clouds of doubt, 
And you never can tell just how close you are, 

It may be near when it seems so far, 
So stick to the fight when you’re hardest hit, 

It’s when things seem worst that you must not quit! 
 

- Author Unknown 
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ABSTRACT OF THE DISSERTATION 

 

Studying Proteins Implicated in Cancer with a Computational Toolbox 
 

 

by 

 

 

Tavina Lynn Offutt 

 

Doctor of Philosophy in Chemistry 

 

University of California, San Diego, 2018 

 

Professor Rommie Amaro, Chair 

 

Cancer formation is a complex, multi-step process that allows cells to grow 

abnormally and potentially invade and spread throughout the body. A single genetic or 

structural alteration of a single protein in a cellular physiological process is enough to 

stimulate cancer formation.  In treating cancer, a ‘targeted therapy’ approach is becoming 
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increasingly common, where we can develop drugs that specifically target these altered 

proteins implicated in cancer.  Two proteins that are heavily involved in several human 

cancers are protein kinases and p53, which are the focus of this dissertation work.  I 

chose to use molecular dynamics simulations and in silico virtual screening, two methods 

from the computational chemistry toolbox in studying protein kinases and p53.  I 

demonstrate that performing molecular dynamics is worthwhile in conducting virtual 

screens against protein kinases, because it may result in that at least one conformation is 

more predictive than the crystal structure.  I also reveal key insight into the 

transcriptional activation mechanism of p53, and show how this mechanism is altered as 

a result of the R175H cancer mutation.    
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Chapter 1: Introduction 
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Synopsis 
 
 In this dissertation, proteins that are implicated in human cancer are explored 

using computational techniques, specifically molecular dynamics and virtual screening.  

As an introduction to this dissertation, background on cancer is introduced.  Following an 

introduction to cancer, two cancer drug targets, protein kinases and tumor suppressor 

p53, are introduced.  Lastly, molecular dynamics is discussed in more detail and its utility 

in studying protein kinases and p53 are highlighted.   

 For the background on cancer (“Introduction to Cancer”), the epidemic of cancer 

is briefly discussed to highlight the broad impact of this dissertation work in Section i.  In 

Section ii, the biology involved in cancer formation is detailed to introduce the reader to 

the many cellular processes impacted in tumor formation and progression 

(tumorigenesis).  In Section iii, the current cancer treatments are reviewed.  This section 

also discusses the limitations with traditional cancer treatments, and how ‘targeted cancer 

therapy’ overcomes these limitations.   

Next, protein kinases are introduced (“Protein Kinases”).  In Section i, the role 

protein kinases plays in cellular processes are introduced.  In Section ii, the structure of 

the protein kinase domain (the domain that contains the active site) is detailed.  Next, the 

reader is introduced to the classification of protein kinases in the human genome (Section 

iii).  In Section iv, protein kinases implication in cancer is discussed, followed by a brief 

introduction of each of the six protein kinases studied in this dissertation (Section v).  

Following discussion of protein kinases, the tumor suppressor p53 is introduced 

(“Tumor Suppressor, p53”).  In Section i, the role p53 plays in biology is discussed.  In 
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Section ii, the structure of full-length p53 and the function of each domain are detailed.  

Next, the implication of p53 in cancer is presented (Section iii), followed by a discussion 

of the various therapeutic approaches against p53 (Section iv). 

Lastly, molecular dynamics simulations use in exploring protein dynamics is 

introduced (“Molecular Dynamics Applied to Biological Macromolecules”).  First, the 

reader is introduced to the dynamic behavior of proteins to provide context for the reason 

we use molecular dynamics in studying protein dynamics Section i.  Next in Section ii, 

the theory in molecular dynamics is discussed, followed by molecular dynamics utility in 

drug discovery efforts, specifically in virtual screening methods (Section iii).                             
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Introduction to Cancer 
(i) Cancer Epidemics 

 Cancer diseases are the leading causes of morbidity and mortality worldwide.  

According to the National Cancer Institute (NCI), there was an estimate of 1,685,210 new 

cases of cancer in the United States, and 595,690 people were presumed to die from the 

disease in 2016.  In 2014, approximately 14.5 million people were diagnosed with cancer, 

and this number is expected to rise to almost 19 million by 2024.2 Due to this global 

burden, there are great research efforts to both treat and prevent cancer diseases.  While 

there have been significant advancements in cancer research leading to a decline in the 

number of cancer deaths each year, there are still several areas of improvement in 

developing cancer treatments, which will be discussed in more detail in Section iii.   

     
(ii) Cancer Biology 

Cancer is a group of diseases that result from transformed normal cells that grow 

and multiply uncontrollably.  This transformation of normal cells to cancer cells is a 

multistep process that involves genetic alterations.  Six hallmarks or essential alterations 

of cell physiology must occur in cancer formation: self-sufficiency in growth signals, 

insensitivity to growth-inhibitory (antigrowth) signals, evasion of programmed cell death 

(apoptosis), limitless replicative potential, sustained angiogenesis, and tissue invasion and 

metastasis (Figure 1.1).1  Cancer studies suggest that these six capabilities are shared in 

common by all human types of cancer.  
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Acquired growth signaling autonomy was the first hallmark of cancer identified 

by researchers.   In normal cell growth and division, transmission of mitogenic growth 

signals (GS) are required to allow cells to move from a quiescent to an active 

proliferative state.  This is accomplished in three steps: (i) one type of cell makes soluble 

proteins, mitogenic growth factors (GF), (ii) these GFs bind to another cell surface 

receptor (termed a growth factor receptor), and (iii) this GF receptor-binding event leads 

to intracellular stimulatory signals that induces cell proliferation.  Cancer cells achieve 

GS autonomy via alteration of any of these three steps in mitogenic growth signaling.      

Three common molecular strategies for achieving GS autonomy involve alteration 

of extracellular GS, GF receptors, or intracellular signaling cascades that transduce the 

GS signals into action.  Cancer cells can manufacture their own GFs, preventing 

Figure 1.1: Six hallmarks of cancer.  Most cancers 
must acquire the same set of functional capabilities 
during tumor formation.  Adapted from Hanahan 
and Weinberg.1  
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dependence on GFs from other cells.  Also, the GF receptors, which are often tyrosine 

kinases (further discussion of protein kinases activity in cancer will be discussed in 

Protein Kinases Section iv), are typically overexpressed in cancers, allowing ambient 

levels of GF that normally would not trigger proliferation to bind cancer cell GF 

receptors, triggering proliferation.  Also, cancer cells may favor expression of 

extracellular matrix receptors (integrins) that transmit progrowth signals.  Lastly, proteins 

that are involved in downstream cytoplasmic circuitry induced by GF receptor binding 

are altered in cancer cells.  For example, Ras proteins are structurally altered in 25% of 

human cancers, and this structural deviation allows Ras to release mitogenic signals 

without GF receptor binding.3 

The second hallmark of cancer is evasion of anti-proliferative signals, which 

maintains cellular quiescence and tissue homeostasis in normal tissue.  Much of the 

antigrowth signaling is associated with the cell cycle clock.  Cells monitor their external 

environment during the G1 phase (the first growth period of the cell cycle, where the cell 

grows and cytoplasmic organelles are replicated) of its growth cycle, where sensed 

signals dictate whether to proliferate, to be quiescent, or to enter into a postmitotic state.  

Majority of the anti-proliferative signals are channeled through the retinoblastoma protein 

(pRb), and its relatives, p107 and p130.  Hypophosphorylation (removal of phosphate 

groups) of pRb leads to sequestration with E2F transcription factors, which blocks E2F 

activation of genes that promote cell progression from G1 to S phase, thereby inhibiting 

proliferation.4  pRb is inactivated via phosphorylation by cyclin:cyclin dependent kinase 

(CDK) complexes, which leads to cell progression through the G1 phase.  The soluble 

signaling protein, TGFβ, disrupts phosphorylation of pRb by inducing synthesis of 
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p15INK4B and p21 proteins, which block the cyclin:CDK complexes responsible for pRb 

phosphorylation.5, 6  In this way, TGFβ governs the pRb signaling circuit. 

In human tumors, the pRb signaling circuit can be disrupted in a variety of ways,7 

allowing cancer cells to avoid antigrowth signals.  TGFβ receptors may be 

downregulated or mutated, causing cancer cells to lose TGFβ responsiveness.  The 

Smad4 cytoplasmic protein, which transduces signals from TGFβ-TGFβ receptor 

binding, may be mutated, thereby disrupting the TGFβ-mediated pRb signaling circuit.8  

The locus encoding p15INK4B may be deleted9 or mutated,10 thereby allowing cyclin:CDK 

complex formation.  Lastly, the function of pRb may be disrupted via mutation or 

sequestration by viral oncoproteins, such as the E7 oncoprotein of human 

papillomavirus.11  Through multiple avenues, the pRb antigrowth signaling circuit is 

disrupted in a majority of human cancers. 

There exists a significant amount of evidence that acquired resistance toward 

apoptosis is a third hallmark of all cancer types.  There are a variety of physiologic 

signals that triggers apoptosis, which unfolds in a precise series of steps, resulting in the 

cell being engulfed by nearby cells within 24 hours.12 The apoptotic machinery consists 

of sensors whose job is to monitor the extracellular and intracellular environment for 

conditions that influence whether a cell should live or die.  These sensors signal effector 

molecules, which bind either death or survival factors.  There are various pathways in 

which apoptosis can be initiated, in which we will only discuss two.  One pathway 

involves the insulin growth factor receptor 1 (IGF-1R).  When the sensor molecules sense 

normal extracellular and intracellular conditions, the survival factors, IGF1 and IGF2, are 

signaled to bind IGF-1R, resulting in downstream antiapoptotic survival signaling.13, 14  
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Another pathway involves the p53 tumor suppressor protein, which upregulates the 

expression of Bax (a member of the Bcl-2 family of proteins that has proapoptotic 

functions), which then stimulates the mitochondria to release cytochrome C, a potent 

catalyst of apoptosis.15   

Cancer cells can acquire resistance to apoptosis through different strategies.  

Disruption of either pathway briefly described above can disrupt the apoptotic machinery.  

Mutation of the IGF-1R can prevent initiation of the antiapoptotic survival signaling 

cascade.  Also any structural alteration of proteins involved in the downstream 

antiapoptotic signaling can disrupt this pathway.  For example, the PI3 kinase-AKT 

pathway, which transmits antiapoptotic survival signals, is involved in abrogating 

apoptosis in several human tumors.  The most common way cancer cells develop 

resistance to apoptosis is through mutation of the p53 tumor suppressor gene, thereby 

preventing apoptosis even when the cell is damaged.  Altering the apoptotic machinery is 

essential for tumor progression, which can be achieved through various strategies.     

In addition to disruption of cell-to-cell signaling as described in the first three 

hallmarks, tumor cells must acquire immortality, which brings us to the fourth hallmark 

of cancer.  Work performed by Hayflick demonstrated that normal cells have a finite 

replicative potential.16   Once normal cells progress through a predetermined number of 

doublings (approximately 60-70), they stop growing – a process termed senescence.  

Senescence can be circumvented through p53 or pRb tumor suppressor proteins, allowing 

the cells to continue multiplying until they enter a second state termed crisis.   

Massive cell death, end-to-end fusion of chromosomes resulting in karyotypic 

disarray, and immortality of 1 in 107 cells are all characterizations of the crisis state.17  
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Telomeres, the ends of chromosomes, are used as a counting device for cell generations.  

With each cell replication cycle, telomeres become shortened.  This erosion of telomeres 

disrupts their ability to protect the ends of chromosomal DNA, resulting in the end-to-end 

chromosomal fusions yielding the karyotypic disarray associated with the crisis state, 

thereby leading to massive cell death.18  

Cancer cells avoid the crisis state through telomere maintenance, which is evident 

in almost all types of cancers.19  Most cancer cells (85%-90%) obtain this through 

upregulated expression of the telomerase enzyme, which adds hexanucleotide repeats 

onto the ends of telomeric DNA.20  Other cancer cells achieve telomere maintenance by 

an invented activation mechanism that involves recombination-based interchromosomal 

exchanges of sequence information.21 Through either mechanism, the maintenance of 

telomeres in cancer cells permits unlimited multiplication of descendent cells.  

Extensive and compelling experimental studies suggest that induction of 

angiogenesis, the fifth hallmark of cancer, may be an early to midstage event in many 

cancers.  Angiogenesis, the growth of new blood vessels, is essential for cell survival and 

function as it provides oxygen and nutrients to cells.  This process is carefully regulated 

by positive and negative signals that either encourage or block angiogenesis.  There is 

over a dozen of growth factors that bind transmembrane tyrosine kinase receptors 

displayed on the surface of endothelial cells, inducing angiogenesis-initiating signals.22, 23  

Alternatively, there are endogenous inhibitor proteins that block angiogenesis.   

In addition to soluble factors and their receptors, integrin signaling is also 

involved in angiogenesis regulation.  Interference with signaling from sprouting 

capillaries, one class of integrins, can inhibit angiogenesis.24, 25 Extracellular proteases, 
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proteolytic enzymes, together with proangiogenic integrins, help dictate the invasive 

capability of angiogenic endothelial cells.26 

Since angiogenesis is critical for cell survival and function, cancer cells have 

developed a strategy to induce angiogenesis during tumor progression.  Tumors can 

activate angiogenesis by shifting the balance between angiogenic inducers and inhibitors 

(Hanahan and Folkman, 1996).  Increased gene expression of the transmembrane tyrosine 

kinase receptors that bind soluble growth factors is one common strategy for this shift.  

Another strategy involves downregulation of endogenous angiogenic inhibitors.  The 

mechanisms involved in shifting the balance between angiogenic inducers and inhibitors 

in cancer cells are still not completely elucidated.  However, studies have shown how 

gene alteration may occur.  For example, Dameron et al. found that p53 regulates the 

angiogenic inhibitor, thrombospondin-1.27  This loss of p53 function, which is common 

in human tumors, would then lead to downregulation of thrombospondin-1, allowing 

angiogenesis to take place.  There are other examples, which all suggest that cancer cells 

use different molecular strategies to activate the angiogenic switch.  

The final hallmark of cancer, which depends upon the other five hallmark 

capabilities, involves invasion and metastasis.  In these two processes, tumor cells 

produce cells that move and invade adjacent tissues, thereby succeeding in finding new 

colonies.  These distant settlements are the cause of about 90% of human cancer deaths.28  

Invasion and metastasis are very complex processes that involve several different 

proteins such as proteases, cadherins, cell-cell adhesion molecules (CAMS), and 

integrins.  While research studies have shown that these protein expression levels are 
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altered during tumor invasion and metastasis, the mechanistic role of these proteins 

remain incompletely understood.24, 26, 29-39 

With the large number of cancer diagnosis, there are significant efforts to improve 

drug discovery against these diseases.  Since tumor progression is a complicated multi-

step process, this poses many challenges in treating and preventing cancer.  However, due 

to the hallmarks involved in cancer, there are several avenues available in targeting 

cancer with drug molecules.  While the current commonly used treatment aims to kill 

cancer cells, even though not specifically, more personalized treatment is becoming more 

attractive.  Due to our increasing knowledge of how tumors progress at a molecular level, 

we are now able to identify particular proteins that are promoting cancer, and specifically 

target them with drugs.     

     

(iii) Treatments for Cancer 

The landscape of cancer therapies has changed dramatically over the past five 

decades.  Initially, more classical treatments such as surgery, radiation, chemotherapy, 

and endocrine therapy, were used to halt tumor growth.  However, as researchers have 

elucidated the various molecular features involved in tumor growth (as discussed 

previously in Introduction to Cancer Section ii), a more targeted therapy approach has 

emerged.  While the use of these targeted therapies alone and in combination with the 

classical approaches has increased the effectiveness of cancer treatments, due to various 

limitations, a need for improved treatments still exist.  

Surgery is the primary form of treatment when the cancer is a solid localized 

tumor.  During surgical procedures, the solid tumor is removed along with surrounding 
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normal cells and in some cases, surrounding lymph nodes.40  This treatment is extremely 

effective in that 100% of the removed cancerous cells are killed.41  However, this does 

not guarantee removal of all cancer cells.  Also, surgery may not be effective for certain 

types of cancers such as metastatic cancers and leukemia, where the cancer is found 

throughout the blood and is not a solid localized tumor.  Therefore, it is common practice 

to perform surgery in combination with radiation and chemotherapy.   

Radiation involves the use of ionizing radiation at high doses to kill cancer cells 

and shrink tumors.  This form of treatment may be used before, during, or after surgery.  

Chemotherapy treatment encompasses two classes of drugs: alkylating agents and 

antimetabolites, which disrupt biological processes essential for cell division in cancer 

cells.42  Specificity and selectivity are major limitations of radiation therapy and 

chemotherapy.  Both forms of treatment are unable to select for cancer cells only, thereby 

affecting normal cells, leading to unwanted side effects. 

Endocrine or hormone-based therapies involve the manipulation of the endocrine 

system by administering either exogenous hormones or drugs that inhibit the production 

or activity of hormones implicated in cancers.43  Endocrine therapy consists of various 

medication strategies, and was first applied to breast cancer patients, where ~80% of 

breast cancers are hormone-dependent.  Selective estrogen receptor modulators (SERMs) 

block hormones from attaching to cancer cells; the most commonly used SERM is 

tamoxifen which competitively inhibits coactivators from binding the estrogen receptor.  

Aromatase inhibitors (drugs that disrupt aromatase enzyme function, thereby inhibiting 

estrogen production) have become the state-of-the-art treatment for estrogen-dependent 

breast cancer due to their favorable toxicity profile, unlike tamoxifen.44  While hormone-
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based therapies have proven more efficacious in comparison to chemotherapy for 

example, they are only able to treat cancers that are hormone-dependent, limiting their 

use. 

Due to the elucidation of the molecular characteristics of cancer cells, new 

therapeutic strategies that target these specific molecular features have been developed.  

This has led to the era of ‘targeted therapy’, where medicines block cancer cell 

proliferation by interfering with molecules (growth factors, signaling molecules, cell-

cycle proteins, apoptosis modulators, and molecules that promote angiogenesis) needed 

for carcinogenesis and tumor growth, as opposed to disrupting all rapidly dividing cells 

as seen in chemotherapy.  The most successful examples of targeted therapies are 

chemical entities that target a protein or enzyme that carries some genetic or structural 

alteration in cancer cells and not normal cells.  These chemical entities may be in the 

form of antibodies, small molecules, antiangiogenics, or viral vectors.  However, we limit 

our discussion to the main categories of targeted therapies, which include monoclonal 

antibodies and small molecules.  

The first demonstration of successful targeted therapy involved the HER-2/neu 

protein, a protein that belongs to a family of four transmembrane receptor tyrosine 

kinases that mediate cell growth, differentiation, and survival.45  HER-2/neu protein is 

overexpressed in 20%-25% of breast cancers.46 The monoclonal antibody, trastuzumab, 

received regulatory approval in treating Her-2 + positive breast cancer patients either in 

isolation or combination with chemotherapy.  

One of the most successful molecular targeted therapeutic is imatinib mesylate 

(Gleevec), which is an inhibitor of the kinase BCR-Abl, a protein that promotes 
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tumorigenesis in chronic myeloid leukemia.47  It also inhibits the KIT tyrosine kinase and 

platelet derived growth factor receptor-β in the treatment of gastrointestinal stromal 

tumours and hypereosinophilic syndrome. 

While targeted therapies allow us to treat cancer by targeting specific molecules 

that are altered in cancer, there still remain limitations with these targeted approaches.  

For starters, obtaining drug selectivity may be challenging for certain protein classes that 

have similar active sites.  For example, different protein kinases have high sequence 

conservation and similar architecture, thus achieving drug selectivity is a major challenge 

in the design of protein kinase inhibitors.  Therefore, the drug may bind additional off-

target proteins, leading to adverse side effects.  Drug resistance is another challenge 

where the targeted protein may develop novel mutations.  For example, p53 cancer 

mutations are the most common genetic event in human cancer.48-51  These new 

mutations will shift the structure of the drug target, thereby preventing the drug from 

binding.  The use of computational tools and models can overcome these limitations by 

allowing us to understand the dynamic properties of drug targets at an atomic level, and 

using this information in designing drug molecules. 

Computational methods such as molecular dynamics (MD) simulations can use a 

3-dimensional structure of the drug target and apply physics-based principles to simulate 

the target through time.  We can use this dynamics information to enhance drug 

selectivity.  While the structural architecture of protein kinases for example may be 

similar, their dynamic characteristics should differ and may even reveal novel pockets to 

target with drugs that are specific to one particular protein kinase.  Computational 

approaches can also model mutant forms of proteins that yield drug resistance.  MD 
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simulations can be performed on both the normal wildtype and mutant forms of a drug 

target such as p53.  These MD snapshots can reveal unique mutant conformations, which 

can be used in drug discovery methods targeting these drug resistant mutants.  Later in 

Section (iii) of Molecular Dynamics Applied to Biological Macromolecules, there will be 

more detailed discussion on the use of MD simulations in modeling protein dynamics and 

its application to drug discovery.   

This dissertation work focuses on two important classes of enzymes that are 

heavily involved in tumorigenesis: protein kinases and p53.  Protein kinases 

phosphorylate substrates in several cellular processes, many of which are processes that 

are impacted in tumorigenesis.  Therefore, protein kinases are the most sought-after 

targets for cancer treatments.52  The ‘guardian of the genome’ as it is commonly referred 

to as, p53, functions as a tumor suppressor.  It is the most frequently mutated gene in 

human cancer, highlighting its potential as a cancer drug target.  Both of these cancer 

targets will be discussed in detail next, highlighting their biological function, structure, 

and implication in cancer.  Proceeding discussion of protein kinases and p53, the role of 

computational modeling in understanding their dynamic behavior and its application to 

drug discovery efforts will be presented.     
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Protein Kinases 
 
(i) Biology of Protein Kinases 
 

Protein kinases are a large and diverse class of proteins that mediate most of the 

signal transduction in eukaryotic cells via phosphorylation of substrates (Figure 1.2).53 

Adenosine triphosphate (ATP)-mediated phosphorylation occurs on tyrosine, threonine, 

and serine residues, with tyrosine being the dominant phosphorylation site.54   Through 

modification of substrate activity, protein kinases control many cellular processes 

including: metabolism, transcription, cell cycle progression, cytoskeletal rearrangement 

and cell movement, apoptosis, and differentiation.55  Protein phosphorylation also plays a 

role in intercellular communication during development, physiological responses and in 

homeostasis, and in the nervous and immune systems.  There exists a large amount of 

studies on protein kinases, as they are among the largest families of genes.56-60  

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2: Schematic of ATP-mediated phosphorylation of protein kinases.  First, an ATP 
molecule binds the active site of the protein kinase (1).  The protein substrate binds near the 
ATP-binding site, where the γ phosphate group from ATP is transferred to either a threonine, 
tyrosine, or serine residue on the protein substrate (2), resulting in a phosphorylated protein 
substrate and adenine disphosphate (ADP)-bound protein kinase (3).         
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(ii) Structure of Protein Kinase Domain 

The canonical protein kinase domain contains approximately 250 amino acids, is 

highly flexible, and consists of two lobes.61  The lobe located at the N-terminus (N-lobe) 

and the other lobe at the C-terminus (C-lobe) is separated by a cleft that contains the 

catalytic site, where ATP binding and phosphate transfer takes place (Figure 1.3).  There 

is a short linker known as the hinge region between the two lobes, which forms 

hydrogen-bonding interactions with the adenine ring of ATP.  This overall spatial 

architecture and general function of protein kinases is highly conserved across all 

families of protein kinases. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3: Structure of the eukaryotic protein kinase domain.  The conformation of the active 
(PDB 1IR3) and inactive (PDB 1IRK) states of the insulin receptor kinase are shown.  The 
kinase domain is depicted as a silver ribbon, with the C-helix, P-loop, hinge region, catalytic 
loop, and activation loop highlighted in yellow, red, orange, blue, and purple respectively.  The 
binding of an ATP analog, adenylylimidodiphosphate (AMP-PNP), is shown in green sticks in 
the active conformation.  The DFG motif is shown as purple sticks, where its orientation is away 
from the ATP-binding pocket in the active state and flipped into the ATP-binding pocket in the 
inactive state.  The dashed lines indicate the salt bridge between Glu1047 in the C-helix and 
Lys1030 in the β3-strand.  Modified from Duong-Ly and Peterson.55  
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 The smaller N-lobe is made up of mostly beta strands (β1-β5), with one long 

alpha helix, known as the C-helix (Figure 1.3).  Experimental site-directed mutagenesis 

studies suggest that protein-protein interactions take place in this region.62  β strands 1 

and 2 contain the conserved glycine-rich sequence, which is commonly termed the 

phosphate-binding loop (P-loop).  The P-loop coordinates one of the ATP phosphates, 

and is thought to contribute in several ways to protein kinase function.63  There is a salt-

bridge between a glutamic acid residue (Glu) at the beginning of the C-helix and a lysine 

residue (Lys) in the β3-strand that is conserved in the active conformation, and missing in 

some inactive conformations of protein kinase crystal structures.  Protein kinases are 

most sensitive to mutations of this Lys residue, which contains the α- and β-phosphoryl 

groups of the bound ATP.64, 65  

 The larger C-lobe is predominately α helical, and contains residues that form 

interactions with the phosphate acceptor (Figure 1.3).  There are several residues that 

interact with the triphosphate group of ATP in this lobe.  The catalytic loop (residues 165 

to 171 are directly involved in catalysis) is located between β strands 6 and 7, and forms 

the base of the active site.  The C-lobe also contains the activation loop, which is flanked 

by the conserved DFG (Asp184-Phe185-Gly186) moiety, which can adopt a ‘DFG-in’ or 

‘DFG-out’ conformation (Figure 1.3).  Protein kinase inhibitors are classified based on 

the conformation the DFG moiety adopts when the inhibitors are bound (further 

discussion of inhibitor types will take place in Section iv). 

The Asp184 in the DFG motif is one of the most important residues for catalysis.  

It is a coordination ligand of a magnesium ion, which positions the phosphate groups of 
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ATP for catalysis.  The DFG phenylalanine forms hydrophobic contacts with the C-helix 

and the His-Arg-Asp (HRD) motif (conserved motif throughout the protein kinases 

family) in the catalytic loop.  The DFG phenylalanine is also a member of the 

hydrophobic spine (Leu106-Leu95-Phe185-Tyr164), which is ordered in the active 

conformation and disordered in the inactive conformation of protein kinases (Figure 

1.4).66  The DFG glycine is highly conserved across protein kinases, and Kornev et al has 

shown that this residue acts as a bi-positional switch that reorients the DFG aspartate into 

active and inactive positions.66   

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1.4: Assembly of the hydrophobic “spine” in 
active kinases.  Alignment of the hydrophobic spine, 
which consists of four residues corresponding four PKA 
residues, L95, L106, Y164, and F185, are shown.  Adapted 
from Kornev et al.60  
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(iii)  Human Kinome 
 

A comprehensive genomewide study found that there are ~518 protein kinases in 

humans,67 comprising ~1.7% of the human genome, and ~20 lipid kinases68, 69 that make 

up the human kinome.  Of the protein kinases, 478 contain a eukaryotic kinase (ePK) 

domain and the 40 remaining kinases are classified as atypical protein kinases (aPKs) 

because they lack sequence similarity to the ePK domain, but they have kinase activity.67  

The ePKs are classified into eight major groups (Figure 1.5): (i) tyrosine kinases (TK), 

(ii) protein kinases A, G, and C (AGC), (iii) cyclin-dependent kinases (CDKs) and CDK-

like kinases (CMGC), (iv) serine/threonine kinases (TKL), (v) kinases homologous to 

yeast proteins STE20, STE11, and STE7 (STE), (vi) casein kinase 1 and homologous 

kinases (CK1), (vii) kinases involved in calcium signaling (CAMK), and (viii) receptor 

guanylyl cyclases (RGC), in which this dissertation focuses on protein kinases within the 

first three kinome groups.   

 The TK group consists of receptor tyrosine kinases (RTKs) and cytosolic tyrosine 

kinases.  RTKs are transmembrane proteins, with an extracellular domain that binds 

ligands that transmit signals across the cell membrane into the cytoplasm.  Examples of 

RTKs include the insulin receptor (IR) and the closely related insulin-like growth factor 1 

receptor (IGF1R), the human epidermal growth factor receptor (HER/EGFR), the  

platelet-derived growth factor receptors (PDGFRs), and the fibroblast growth factor 

receptors (FGFRs).  All of these RTKs have been associated with cancer progression, 

where alteration of these RTKs allows cancer cells to acquire growth-signaling autonomy 

(recall the first hallmark of cancer identified in Introduction to Cancer Section ii).  The 

remainder of the TK is made up of soluble protein kinases in the cytoplasm.  Examples 



	

	 21 

include Src (the first identified protein kinase), Abl, and JAK kinases.  It is important to 

note that the TK group, specifically RTKs, contains majority of the drug targets that have 

inhibitors on the market. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The AGC group is named after the enzyme families, protein kinase A (PKA), 

protein kinase G (PKG), and protein kinase C (PKC).70  These enzymes are 

serine/threonine kinases regulated by cyclic adenosine monophosphate (cAMP) or lipids.  

A member within this group include AKT (PKB) kinases, which are particularly 

important for regulating cell growth, proliferation, protein synthesis, glucose metabolism, 

and survival.     

Figure 1.5: The eukaryotic protein kinase (ePK) protein kinome 
tree. Human ePK’s are classified into 8 groups based on 
sequence similarity in the kinase domain, which are colored by 
group.  Adapted from Duong-Ly and Peterson.55   
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The CMGC group is a diverse group of kinases.  This includes the cyclin-

dependent kinases (CDKs) and CDK-like kinases, which are central regulators of cell 

cycle progression.  Since the second hallmark of cancer involves evasion of anti-

proliferative signals (discussed in Introduction to Cancer Section ii), genetic or structural 

alteration of CDKs can promote tumorigenesis.1  Also included in this group are the 

mitogen-activated protein kinases (MAPKs), which are involved in cell proliferation, 

differentiation, and apoptosis.  Therefore, mutation of these enzymes will allow cancer 

cells to develop resistance towards apoptosis (refer to third hallmark of cancer in 

Introduction to Cancer Section ii).  Lastly, the CMGC also consists of glycogen synthase 

kinases (GSKs), which are involved in inflammation and glycogen metabolism. 

 The TKL group consists mostly of serine/threonine kinases. They are named 

tyrosine kinase-like because they have sequences resembling those of the TK group.  This 

group also contains receptor and non-receptor (cytosolic) protein kinases.  Examples of 

protein kinases within this group include the interleukin1 (IL1) receptor-associated kinase 

and the transforming growth factor beta (TGFβ) receptors.   

 The STE group comprises kinases that are homologous to the yeast proteins 

STE20, STE11, and STE7.  Members within this group include the p21-activated kinases 

(Paks), which are critical regulators of diverse signaling pathways.   

 The CK1 group includes casein kinase 1 and homologous kinases.  These protein 

kinases are also serine/threonine kinases that are constitutively expressed.  They 

phosphorylate a diverse array of substrate molecules involved in cytoskeletal function 

and transcriptional regulation.  
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 Kinases in the CAMK group are involved in calcium signaling and are basally 

auto-inhibited.  Examples of kinases in this group includes the cell cycle checkpoint 

kinases, CHK1 and CHK2, which initiate a phosphorylation cascade leading to cell cycle 

arrest and repair of damaged DNA.   

 The smallest kinome group, RGC, is the receptor guanylyl cyclases.  These 

kinases convert guanosine triphosphate (GTP) to cyclic guanine monophosphate (GMP).  

These kinases are termed pseudokinases because they lack certain residues that are 

critical for phosphate transfer.67  

 Classification of kinases into the human kinome reveals how these enzymes are 

involved in a diverse array of cellular processes, most of which prevents transformation 

of normal cells to cancer cells.  Therefore, protein kinases are commonly altered in some 

manner in various types of cancers, making protein kinases an important drug target.  

 

(iv)  Implication in Cancer 
 

Due to their role in so many cellular processes, it is not surprising that abnormal 

phosphorylation can lead to the hallmarks of cancers,71-73 cardiovascular diseases,74 

neurodegenerative diseases,75 inflammatory diseases,76, 77 and diabetes.78  The Cancer 

Gene Consensus (a literature-based consensus of genes that are mutated and causally 

implicated in cancer development) revealed that protein kinases were the most common 

protein domain encoded by cancer genes, with 27 of the 291 cancer genes encoding 

protein kinases.79  Consistently, an analysis of the US Food and Drug Administration 

(FDA)-approved drugs since the 1980s indicated that kinases have surpassed GPCRs, a 

common important cancer drug target, as the most sought-after targets for cancer 
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treatment.52  To date, the U.S. Food and Drug Administration has approved 27 small 

molecule protein kinase inhibitors and 1 lipid kinase inhibitor.80  These small molecule 

protein kinase inhibitors can be classified into two broad categories for inhibition type: 

ATP-competitive inhibitors and non-ATP-competitive inhibitors.  

ATP-competitive inhibitors are kinase inhibitors whose potency depends on ATP 

concentrations, and are further classified as type I or type II inhibitors.81  Type I 

inhibitors bind to the protein kinase active DFG-in conformation whereas type II 

inhibitors bind the inactive DFG-out conformation.82  These inhibitors may contain a 

group that mimics the adenosine base of ATP, as seen in the type I inhibitors, erlotinib 

and gefitinib, which target EGFR.  An example of a type II inhibitor is imatinib 

(previously discussed in Introduction to Cancer Section iii), which occupies the adenine 

pocket of the ATP binding site and a back hydrophobic pocket.   

Non-ATP-competitive inhibitors potency does not vary with ATP concentration 

because they bind an allosteric site. Many of these allosteric inhibitors bind to regions 

outside of the kinase domain and regions unique to a particular kinase.  Therefore, non-

ATP-competitive inhibitors are often more selective than ATP-competitive inhibitors.  

Although drug discovery for protein kinases has achieved a great deal of success, 

several significant challenges remain in the development of future drugs.  First, 

evolutionary pressure results in the accumulation of point mutations in the kinase 

domain, which compromises inhibitor potency and leads to long-term drug resistance.83  

Second, the conserved architecture of the kinase domain within a class of protein kinases 

makes obtaining selectivity a challenge.76, 84  Third, the current kinase inhibitors on the 

market only covers a small subset of the human kinome, with 18 of the 27 approved 
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drugs covering only three out of more than 90 groups of tyrosine kinases, BCR-Abl, 

ErbBs, and VEGFRs.  Given these shortcomings, and the importance of the target, there 

is a need to improve kinase drug discovery, where optimizing the enrichment of actives 

in virtual screening (VS) methods by using ensemble docking is one important avenue 

and one focus of this dissertation (virtual screening will be discussed in more detail in 

Section iii of “MD Applied to Biological Macromolecules”).  In this work, six different 

protein kinases are used as a case study to determine the impact of using ensemble 

docking in enhancing VS performance against protein kinases.      

 
(v) Protein Kinases in Study 

 Herein this dissertation, a case study of six protein kinases that span three kinome 

classes, CMGC, AGC, and TK, are utilized in benchmarking VS performance.  We 

generate ensembles from molecular dynamics simulations in order to incorporate protein 

kinase dynamics into virtual screens.  The utility of MD simulations in integrating protein 

dynamics into the drug discovery pipeline will be further discussed in Section iii of 

Molecular Dynamics Applied to Biological Macromolecules.   

The mitogen-activated protein (MAP) kinase-activated protein kinase 2 (MK2; 

MAPKAP2) has emerged as a desirable target for safe anti-inflammatory drugs.  MK2 

belongs to the CMGC kinome family.67  MK2 is one of several kinases directly 

phosphorylated and activated by the p38 MAP kinase.  The activated MK2 activates 

substrates in both the nucleus,85-87 and cytoplasm.88-91  Through these phosphorylation 

events in the nucleus and cytoplasm, MK2 is involved in several cellular processes 
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including stress and inflammatory responses, nuclear export, gene expression regulation, 

and cell proliferation.  

 Cyclin-dependent kinase 2 (CDK2) is also found within the CMGC kinome 

class.67  CDKs are involved in cell cycle progression and transcription.  CDK2 is a 

catalytic subunit in the CDK complex, whose formation is required to allow cells to 

progress from the G1 to S phase.  Cyclin E binds CDK2, which allows cells to transition 

from G1 to S phase, and binding of cyclin A allows cells to progress through the S 

phase.4, 92 Since alterations in cell checkpoint regulation can lead to aberrant cell division, 

CDK2 is an attractive target for therapeutics designed to arrest or recover control of the 

cell cycle, such as cancer and Alzheimers disease.93, 94   

Rho-associated protein kinase 1 (ROCK1) is a member of the AGC kinome 

family.67  ROCK1 is activated when GTP-bound RhoA95 binds it, and is involved in 

cytoskeleton assembly and cell motility and contraction.  Activated ROCK1 regulates the 

activity of muscle myosin regulatory light chain (MLC) protein via direct 

phosphorylation96, 97 and by phosphorylation and inhibition of the myosin binding subunit 

of myosin phosphatase.  This in turn leads to increased levels of phosphorylated MLC 

and subsequent muscle contraction.98  ROCK1 is also involved in nonmuscle myosin 

regulation and has been implicated in stress fiber and focal adhesion formation,99 neurite 

retraction,100 and tumor cell invasion.101  ROCK1 has several therapeutic indications 

including, cancer,102, 103 hypertension,104 atherosclerosis,105 and immunosuppression.106        

 Protein kinase B (PKB or AKT) is also a member of the AGC kinome class.67  

AKT is a key player in the phosphoinositide3-kinase (PI3K) –AKT signaling pathway.  

AKT1 is activated via 3-phosphoinositide-dependent protein kinase 1 (PDK1) 
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phosphorylation at the plasma membrane.  Activated AKT1 leads to activating a large 

number of substrates107 involved in cell growth, proliferation, motility, and survival108.  

The PI3K-AKT signaling pathway is one of the most frequently deregulated signaling 

pathways in human cancers and has been shown to mediate resistance of therapeutics.109   

 Insulin-like growth factor-1 receptor (IGF-1R) is a member of the TK kinome 

class.67  The IGF1R is a transmembrane receptor that is activated by the insulin-like 

growth factor 1 (IGF-1) hormone with high affinity, and a related hormone called IGF-2 

and insulin with lower affinity.  Activated IGF-1R activates several downstream cell-

signaling cascades in the Ras/Raf/MAPK, PI3K/AKT pathways,110-116 and JAK/STAT 

pathway117.  Activation of the MAPK pathway induces cellular proliferation, and 

PI3K/AKT pathway inhibits apoptosis and stimulates protein synthesis.  Activation of the 

JAK/STAT pathway via phosphorylation of Janus kinases phosphorylates and activates 

signal transducers and activators of transcription (STAT) proteins. 

 The Abelson murine leukemia viral oncogene homolog 1 (ABL) non-receptor 

tyrosine kinase is found within the TK kinome class.67 Phosphorylation of ABL1 via cell 

division cycle protein 2 (CDC2) allows ABL1 to bind DNA, suggesting a role in the cell 

cycle.118  Phosphorylation of nuclear and cytoplasmic substrates implicates ABL1 in cell 

differentiation, cell division, cell adhesion, and stress response.119  ABL1 contains an 

SH3 domain that negatively regulates it activity.  Deletion of the SH3 domain turns 

ABL1 into an oncogene, a gene that has the potential to cause cancer.120  For example, 

the ABL1 (deleted SH3) may fuse with the breakpoint cluster region (BCR), leading to a 

fusion gene, BCR-ABL1, which is present in many cases of chronic myelogenous 

leukemia.121 
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Tumor Suppressor, p53 

(i) Biology of p53 

 The tumor suppressor p53 responds to several environmental stressors and induce 

either the expression or activation of proteins involved in stress response pathways 

(Figure 1.6).  Under normal unstressed conditions, p53 exists in low concentrations 

through rapid ubiquitination and degradation via the E3 ubiquitin ligase, mouse double 

minute protein 2 (MDM2).122-126  A homolog of MDM2, MDM4, also serves as a 

negative regulator of p53.127  Also, p53 mainly exists as a monomer (~30%) or dimer 

(~60%) under normal cellular conditions.128   

 

 

  

 

 

 

 

 

 

 

When the cell experiences DNA damage, stress, or expression of oncogenes, the 

MDM2 interaction with p53 is disrupted (Figure 1.6).  Several protein kinases are up 

Figure 1.6: Summary of the p53 pathway.126  p53 is at the center of the stress response pathway.  
Under normal unstressed cellular conditions, p53 is targeted for ubiquitination by MDM2 and 
MDM4.  When the cell becomes stressed via DNA damage, UV radiation, or oncogene 
upregulation, the p53 complex with MDM2 and MDM4 is blocked, and p53 is upregulated.  
Upregulation of p53 leads to activation or expression of signaling molecules involved in stress 
in the stress response pathway, such as growth arrest, apoptosis, inhibition of angiogenesis, 
translation, and DNA repair.           
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regulated and extensively phosphorylate the N-terminus of p53, which destabilizes p53 

interaction with MDM2.129-131  This blocks proteosomal degradation of p53, leading to up 

regulation of p53.  This increase in concentration shifts p53 monomers and dimers into a 

tetrameric state (>90%).128  p53 can then activate stress response signals through either 

non-transcriptional or transcriptional pathways (Figure 1.6).132  

 While p53 can engage in direct protein-protein interactions in inducing stress 

response pathways, for example interactions between p53 and the apoptotic effector 

protein BAX;48, 133 majority of the p53-regulated stress responses occur through p53-

directed activation of transcription.  The genes activated by p53 range from those that 

activate apoptosis via p53 interactions with Bax and PUMA DNA response elements, to 

genes that induce senescence, cell cycle arrest, and DNA repair via interactions with p21, 

GADD45, PML, and PCNA response elements.48, 134  The negative regulator, MDM2, is 

also included in the DNA response genes activated via p53, whose function is to down 

regulate p53.  The mechanism by which p53 searches and recognizes its response 

elements remains a topic of debate.135, 136  Studies suggest that in addition to the DNA 

binding domain, the C-terminal domain also plays a role in DNA search and recognition, 

which will be discussed in more detail next in Section ii.    
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(ii) Structure of p53 

The full-length p53 protein (fl-p53) is a multi-domain, partially intrinsically 

disordered protein that binds DNA as a tetramer.137  Fl-p53 consists of 393 amino acid 

residues that form a flexible N-terminal domain (NTD), a core DNA binding domain 

(DBD), a flexible linker region, a tetramerization domain (TET), and a flexible C-

terminal domain (CTD) (Figure 1.7).  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.7: Structure of full-length p53.  Each fl-p53 domain is shown in ribbon 
representation and colored cyan, purple, black, green, and red for the NTD, DBD, 
linker, TET, and CTD respectively (a).  A simplified schematic representation of 
each domain is shown, with the mutation frequency within the DBD shown; the 
six hotspot mutations are labeled (b).  
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The first 94 residues comprise the highly dynamic NTD.  Within the NTD, the 

transactivation domain (residues 1 to 61) is responsible for activating transcription factors 

and interacts with a wide variety of p53 targets.138-145  Specifically, the NTD contains two 

amphipathic subdomains, termed AD1 and AD2, where p53 target proteins bind in a ‘fly-

casting’ mechanism146 (describes how a disordered protein binds weakly and non-

specifically to its target and folds as it approaches the cognate binding site).147, 148 

Following the transactivation domain, the proline rich domain (PRD) comprises of 

residues 62 to 94.  The PRD contains a series of PAAP repeats, where the amino acid 

composition is poorly conserved between species, but the overall length is conserved.  

Mouse model studies of p53 have suggested that the PRD plays a role in apoptosis.149  

The C-terminal region of the PRD (residues 90-94) forms stable intramolecular 

interactions with the DBD, which helps stabilize the p53 DBD and decrease aggregation 

propensity.150   

Following the NTD is the DBD (residues 95 to 294), which is the largest p53 

domain, and has a defined secondary and tertiary structure.  Due to this discrete fold 

within the DBD, there are many available crystal and NMR structures that reveal a well-

defined β-sandwich fold that contains two large loops and a loop-sheet-helix motif.150-153  

The DBD is the primary DNA interaction site of p53, binding DNA cooperatively to 

DNA response elements with a 4:1 p53:DNA stoichiometry.154, 155  Response elements 

are comprised of two 10-bp half-sites with the sequence, RRRCWWGYYY, where R is 

adenine or guanine, W is adenine or thymine, and Y is cytosine or thymine.156  The fl-p53 

tetramer is a dimer of dimers and each monomer binds to a pentamer repeat.157   
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 Within the DBD, sequence-specific DNA contacts are made through hydrophobic 

and electrostatic interactions.  Residues in the L1 loop (Lys 120), S2, S2’, and S10 β-

strands, and the H2 helix contacts the major groove of DNA.147, 151, 152  Residues in the L3 

loop (Ser 241 and R248) interact with the minor groove of the DNA, which is stabilized 

by a zinc ion that is situated between loops L2 and L3.  While the L2 loop does not 

engage in direct DNA contacts, it stabilizes the L3 loop-DNA contacts via salt-bridges 

and the zinc ion, which is coordinated by residues from the L2 and L3 loops.  Several X-

ray crystal and electron microscopy (EM) structures have shown that the DBD tetramer 

binds on the same side of the DNA.   

p53 binds specific response elements with low nanomolar affinity;152, 155, 158-160 

however, binding affinities to non-specific DNA are an order of magnitude higher.152, 155  

This suggest that the interactions between the DNA response elements and p53 DBD are 

crucial.  Interestingly, the DBD contains majority of the p53 mutations found in human 

tumors (Figure 1.7).161  Therefore, the DBD holds the key to understanding how p53 

binds DNA, and how tumorigenic mutations disrupt this DNA binding.   

 Located between the DBD and TET domains in p53 is a disordered linker region 

that comprises residues 295 to 322, and contains the dominant p53 nuclear localization 

signal (NLS).138, 162, 163  The NLS consists of residues 316-322 and 304-305.163  Three 

Lys residues within the NLS (319-321) are ubiquitinated under normal unstressed cellular 

conditions, which inhibits p53 nuclear import.164  When the cell becomes stressed, 

ubiquitination is blocked as a result of the disrupted p53:MDM2 interaction, which then 

allows p53 nuclear import.164, 165 
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 Following the linker region is the TET domain, which consists of residues 323-

360, and contains a short N-terminal β-strand followed by a α-helix.  The TET subunits 

associate in forming the tetrameric p53 state.  Due to its stable fold, the TET domain has 

been well characterized by NMR and X-ray studies.166-171  Each TET subunit assembles 

as a dimer of dimers through strong anti-parallel association of the β-strand and the α-

helix, with a KD of 500 pM.172  Both dimers further interact to form a tetramer of D2 

symmetry through hydrophobic contacts, with a KD of ~50nM.172 

 The last 32 residues (361-393) of fl-p53 make up the CTD, a highly dynamic 

domain that engages in p53 target protein and DNA interactions.135, 147  Under stable 

cellular conditions, the CTD is ubiquitinated via p53 NTD:MDM2 interactions, inducing 

p53 down regulation and degradation.131, 144, 173  In response to the cellular stress 

response, disruption of the p53 NTD:MDM2 interactions leads to decreased CTD 

ubiquitination, leading to up regulation of p53 and activation of proteins involved in 

stress pathways.  During p53-mediated transcriptional activation, the CTD is involved in 

extensive DNA interactions.147, 174-176   

 While experimental studies have shown that the CTD plays a role in p53-DNA 

binding, the exact role of the CTD has remained controversial.176  Initial studies 

suggested that the CTD acts as a negative regulator by blocking DBD tetramers from 

binding DNA.177-180  Contrarily, further research suggested that the CTD promotes 

binding to both linear and non-linear DNA, suggesting a positive regulator role for the 

CTD.135, 159, 181-186  One study proposed a search and recognition binding mode for DNA, 

in which the CTDs facilitate target search by sliding along the DNA making non-specific 

interactions, while the DBDs engage in frequent association and dissociation.181, 187, 188  In 
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addition, computational studies of the fl-p53 bound to three different DNA response 

elements revealed that positively-charged residues (Lys and Arg) within the CTD 

approached and directly contacted the DNA independent of the response element.174  

Interestingly, experimental studies where Lys residues within the CTD (372, 373, 381, 

382) were acetylated showed decreased DNA binding by the isolated CTD in vitro,175 

providing further evidence for CTD’s positive regulation in p53 DNA binding.       

 

(iii) Implication in Cancer 

 With more than a thousand p53 mutations in human tumors, it is now widely 

accepted that p53 mutations are the most common genetic event in human cancer.48-51  

The majority of these p53 mutations (>90%) occur in the DBD in which there exist six 

hotspot mutations (R175, G245, R248, R249, R273, and R282) that occur at an unusual 

high frequency (Figure 1.7).151, 189, 190  While wildtype p53 has a short-lived half-life, 

mutant p53 has a pro-longed half-life.191  The effect of each mutant is different, and why 

tumors select for one mutation over another is still unclear.  However, p53 mutants are 

broadly categorized into two classes.192  One class of mutations is contact mutants, which 

involves residues that directly contact DNA, and loss of the contact leads to disrupted 

DNA binding.  The other class of mutations is structural mutants, which includes residues 

that are important for the stable folding of the DBD, and loss of DNA binding is due to 

structural defects.   

The best example of a structural mutant and the focus of this dissertation is the 

R175 mutation because R175 plays a critical role in stabilizing loops L2 and L3, which 

contain residues that make crucial DNA contacts.  Several experimental studies suggest 
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that the R175 mutants are unfolded.  One study found that R175 mutants associate with 

heat shock protein, hsp70, suggesting their partial denaturation.193  Also, R175 mutants 

bind an antibody, Pab240, which recognizes mutant p53 or denatured p53 and not 

wildtype p53.194  The mutant epitopes within the DBD are buried in wildtype p53; 

therefore, denatured p53 recognizes the Pab240 antibody.  Third, R175 mutants are very 

sensitive to proteolytic enzymes, unlike wildtype p53.195, 196  Lastly, fusion proteins 

containing the full-length R175 mutant and DBD of GAL4 does not activate 

transcription, suggesting long-range denaturation effects in the NTD transactivation 

domain.197  

The actual mechanism of the pro-oncogenic effects of p53 mutants may vary, in 

which three are proposed.198  First, tumors may select for p53 mutations that solely result 

in the loss of p53 tumor-suppressive functions.  Second, p53 mutations may result in the 

loss of certain p53 tumor suppressive functions, while retaining or exaggerating other 

aspects of wildtype p53 function.  Lastly, p53 mutants may acquire novel p53 functions 

that specifically promote tumorigenesis; this neomorphic activity describes p53 mutations 

gain-of-function abilities.  Mutant p53 can acquire additional functions to promote cancer 

progression through both non-transcriptional and transcriptional interactions. 

 Mutant p53 can form aberrant protein complexes with several proteins.  The most 

widely studied mutant p53-interacting partners include the p53 family members, p63 and 

p73.  Several studies showed that mutant p53 forms heterotetramers with p63 and p73,199-

203 and this heterotetramer formation has been linked to promotion of chemoresistance, 

migration, invasion, and metastasis.204-206  This was quite surprising as wildtype p53 is 
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unable to form heterotetramers with neither p63 nor p73,207 suggesting that the gain-of-

function of mutant p53 leads to inhibition of p63 and p73.   

 In addition to non-transcriptional mediated gain-of-function activities, mutant p53 

has also been shown to transactivate genes involved in many different aspects of 

tumorigenesis.191, 198, 208  For example, mutant p53 can transactivate genes that promote 

proliferation of cancer cells, IGF-1R for example (From Freed-Pastor paper: Werner et al. 

1996).  Mutant p53 can also upregulate genes that inhibit apoptosis or promote 

chemoresistance,204, 209-218 all of which can inhibit cell death of cancer cells.    

 

(iv) p53 Drug discovery  

 In vivo studies have shown that reactivation of wildtype p53 in p53-null or p53 

mutant tumors are sufficient to regress tumor progression.219-223  Therefore, multiple 

approaches to restore wildtype p53 in tumor cells are being utilized in developing 

therapies.  One strategy involves developing small molecules that block p53 interaction 

with its negative regulators (MDM2 for example) and block the activity of cellular 

factors that inhibit wildtype functionality, leading to upregulation of wildtype p53 in 

tumors.224-227  Another approach includes gene therapy, where wildtype p53 is delivered 

to tumors.224-227  An alternative therapeutic approach includes small molecules that 

specifically reactivate mutant p53 to wildtype conformation or destabilize mutant p53.  

 The first example of a small molecule that specifically targeted mutant p53 was 

CP31398, which induces expression of canonical p53 target genes or drive expression 

from a p53 reporter construct in cells expressing mutant p53, impairing tumor growth.228  

However, this molecule was later found to intercalate DNA instead of binding mutant 
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p53.229  The most well advanced example of a small molecule that specifically targeted 

mutant p53 is PRIMA-1, which reactivates missense mutations of p53 which regains 

some wildtype functions of p53 and halt tumor growth.230, 231  PRIMA-1 is currently in 

clinical trials as a treatment for ovarian and myeloma cancers.232   

In addition to binding mutant p53 in order to reactivate wildtype p53 function, 

another approach to targeting p53 in human cancers involves designing small molecules 

to destabilize mutant p53 gain-of-function conformations.  One example of destabilizing 

mutant p53 is to disrupt the p53:p63/p73 interaction, which has been implicated in many 

pro-oncogenic effects of mutant p53.  An example of such a small molecule is RETRA 

(reactivation of transcriptional reporter activity), where studies have shown that it blocks 

mutant p53 interaction with p73, and prevents xenografted tumor cell growth.233  Another 

approach in destabilizing p53 mutants involves inhibiting factors that function to stabilize 

mutant p53 in tumors, such as HDAC6 or Hsp60.234, 235   

 The last therapeutic approach that will be discussed and applies to this dissertation 

work involves developing a structure-based ‘mutant-specific’ drug.  For example, 

PhiKan083 is small molecule that binds the C-terminus of the Y220C p53 mutant, which 

stabilizes the DBD and restores transactivation of p53 target genes.236  Another example 

involves Stictic acid, which has been shown to reactivate the R175H p53 mutant in both 

in vitro and in vivo studies.237  The utility of these small molecules as actual drugs are 

still being explored.  However, both provide excellent proof of principles for rational 

drug discovery targeting specific p53 mutants.  

While there are multiple avenues being explored in developing therapies for p53, 

there still exist major challenges.  For starters, there are not experimental structures for 
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most p53 mutants, especially structural mutants.  In the case of the Y220C mutant, there 

are multiple crystal structures of the Y220C p53 mutant, which was used in the design of 

PhiKan083 as discussed previously.  However, for other mutants such as R175H, no 

experimental structures are available due to the denaturation effects of this mutant.  

Although experiments do in fact show reactivation of the R175H mutant to wildtype after 

Stictic acid binding, we are not entirely clear if and how Stictic acid binds the R175H p53 

mutant.  Second, we don’t fully understand the dynamic behavior of p53 mutations and 

how their dynamic behaviors differ from wildtype p53.  Delineating the dynamic 

characteristics of both wildtype and mutant p53 will allow us to target specific 

conformational states explored by the mutant and not wildtype with drug molecules.  

Third, we still do not understand the p53-DNA binding mechanism under normal 

wildtype p53 conditions at a molecular level.  Therefore, we do not understand how this 

DNA binding mechanism is disrupted as a result of p53 mutations.  Computational 

studies have revealed a clamping and symmetric quaternary binding mode of the DBD’s 

when binding DNA response elements.174  In this dissertation, I aim to understand how 

p53 cancer mutations, R175H specifically, alters this DNA binding mode in aiding in the 

development of future p53 reactivation molecules.  Molecular dynamics is used to 

explore and compare wildtype and R175H mutant fl-p53 dynamics.  The theory and 

application of molecular dynamics is discussed in more detail next.  
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Molecular Dynamics Applied to Biological Macromolecules 
 
(i) Protein Dynamics 
 
 Proteins do not function as static systems, but are dynamic.238-241  In fact, Weber 

characterized proteins as “screaming and kicking”.242  Protein dynamics are represented 

as an ensemble in an energy landscape, which describes the potential energy of a protein 

as a function of the conformational coordinates of a protein (Figure 1.8).243  Each basin 

represents a ‘conformational substate’ or ‘microstate’ that the protein hops between at 

any given moment.  Protein motions can be defined as transitions between these 

microstates, and the energy barrier between different microstates determines the 

transition rate between microstates.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.8: Example free-energy landscape of proteins.  Each basin represents 
different microstates, where minima correspond to well-defined, stable states, and 
maxima reflect short-lived transition states.  The height of the activation energy 
barriers is proportional to the timescale that is necessary to transition between 
microstates.  The volume of the red spheres depicts the hypothetical population of 
conformers. Extracted from Göbl and Tjandra.241 
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Protein motions are directly related to the function of proteins, permitting ligands 

to bind a protein, substrates to reach the active center of enzymes, and catalytic groups to 

come together.244-247  Chemical modifications and mutations of proteins can affect the 

populations of their ensemble.248-251  Many experimental techniques allow us to study 

protein motions, where X-ray crystallography and nuclear magnetic resonance (NMR) 

provide information about protein fluctuations with atomistic resolution.  

X-ray crystallography is commonly used for atomistic structure determination of 

well-folded biomolecules.  Dynamic information about a protein can be provided via 

protein crystallization of two endpoints of a reaction, such as the unbound and ligand-

bound state of a protein.  The crystals of both protein states would allow a linear 

interpretation of rearrangements that take place during ligand binding. While X-ray 

crystallography provides atomic level resolution of protein structures, where dynamic 

information can be inferred, nuclear magnetic resonance (NMR) spectroscopy reveals 

both the structure and dynamics of proteins.  NMR measures both internal distances 

between atoms and atomic motions in a protein using the nuclear spin magnetic moments 

of 1H, 13C, and 15N, atoms that make up the backbone of proteins.  Unlike X-ray 

crystallography, an NMR structure of a protein contains multiple frames or snapshots of a 

protein that provides information about the dynamic characteristics of the protein.     

X-ray crystallography and NMR may reveal insight into how structural alterations 

of a protein, such as a cancer mutation, impact the structure and dynamics of a protein.  

For example, protein crystallization and NMR can be used to resolve the normal wildtype 

and mutant state of a protein.  Comparison of these structures may reveal how the 

mutation alters the structure and impede the function of the protein.  However, the 
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changes may be too subtle or no structural change may occur at all.  In addition, X-ray 

crystallography and NMR studies may not be sufficient in resolving the structures if the 

protein is intrinsically disordered or if the mutation denatures the protein (recall R175H 

mutation as discussed previously).  Also, the process of generating these structures is 

expensive and labor intensive.  Therefore, the use of molecular dynamics is an attractive 

alternative as it is the only method where the structure and dynamics can be studied 

simultaneously at atomistic resolution.    

 
(ii) Theory of Molecular Dynamics  
 
 Molecular dynamics (MD) simulations provide a dynamic evolution of atoms 

within a protein through the use of molecular mechanics force fields.  In molecular 

mechanics, the atoms are represented as nodes in space based on their Cartesian 

coordinates in the x-, y-, and z- direction, and bonds are represented as edges connecting 

the nodes.252  The nodes are described based on their atom type and hybridization, and 

the length of the edges is based on the bond lengths.  The reason we are able to apply 

molecular mechanics or empirical force fields to large systems, such as proteins, is due to 

the validity of several assumptions.  The first assumption is the Born-Oppenheimer 

approximation, which allows us to separate the electronic and nuclear motions.  

Therefore, we are able to simplify molecular motions calculations in MD simulations by 

ignoring the electronic motions, the focus of quantum mechanical models, and calculate 

the energy of the system as a function of the nuclear positions only.  The result is a 

simplified model of the interactions within the system with contributions from bond 
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stretching, opening and closing of angles, rotations around single bonds, and long-range 

atomic interactions.253   

The force fields used in MD simulations can be described as a relatively simple 

four-component picture of intra- and inter-molecular forces within the system (Figure 

1.9).254, 255 

 

 

 

 

 

 

 

 

 

Etotal  is the total potential energy, which is a function of the atomic positions (r) of N 

atoms.  The first term in the equation shown in Figure 1.9 sums over all the interactions 

between bonded atoms, which is modeled by a harmonic potential that measures the 

increase in energy as the bond length, r, deviates from the reference bond length, req.  The 

second term is a summation over all angles also modeled using a harmonic potential, 

where θ is the deviation from the reference angle, θeq.  In the bonds and angles 

summations, Kr  and Kθ are the spring constants.  The third term is a summation over all 

the dihedral angles, where !! is a weighting factor used in measuring the deviation, φ, 

Figure 1.9: Example force field equation used in molecular dynamics simulations.  The total 
potential energy can be divided into both the bonded and non-bonded interactions.  The chemical 
bonds and atomic angles are modeled using simple springs (first and second terms), and dihedral 
angles are modeled using a sinusoidal function that approximates energy differences between 
eclipsed and staggered conformations (third term).  The van der Waals interactions are modeled 
using the Lennard-Jones potential, and electrostatic interactions are modeled using Coulomb’s law.  
Extracted from Durrant and McCammon.251    
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from the reference dihedral angle, !.  The fourth contribution to the potential energy 

function includes the non-bonded atomic interactions.  The Lennard-Jones potential256 is 

used to model the van der Waals interaction, where A and B are experimentally 

determined values, and Rij is the distance between atoms.  The Coulomb potential term 

measures the electrostatic potential, which is proportional to the charges of the two 

atoms, !!!!, and inversely proportional to the distance between the atoms Rij.  Several 

force fields are used in MD simulations such as, AMBER,254, 257 CHARMM,258 and 

GROMOS259.  While different force fields used in MD simulations all use the general 

form described in equation 1, there are different parameters and weighting factors used, 

and generally yield similar results.260     

There remain two main limitations associated with MD simulations: (i) the 

amount of simulation time accessible with available computer resources and sampling 

algorithms (sampling problem), and (ii) the accuracy of the potential energy function 

(force field problem).  The development of enhanced MD sampling methods such as 

accelerated MD, metadynamics, temperature enhanced MD, replica exchange MD, and 

more261 allows us to simulate more phase space than conventional MD methods.  Also, 

the design of computational hardware for speeding up simulation calculations is the most 

effective means in increasing the sampling limit of MD simulations.  An example of this 

includes the use of Graphics Processing Units (GPUs), which were used to perform MD 

simulations in this dissertation.  Interestingly, the advances in the sampling problem 

highlighted the inaccuracies in force fields, as many force field defects only became 

apparent with longer simulations.262-271     
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These findings have led to a series of reparametrizations in all the major protein 

force fields.  For example, the parameters for the φ- and ψ- torsion angles were altered in 

the OPLS-AA/L272 and AMBER force field268, 273, whereas in the CHARMM force field, 

a grid-based energy correction for the φ-ψ plane was introduced274, 275. More recently, 

updated parameters for the χ1 torsion angle were published for the AMBER and 

CHARMM force fields271, 276-278, the two most commonly used force fields.273, 279  These 

reparametrized force fields show significant improved agreement with experimental 

data.277, 280, 281          

 

(iii) MD Simulations Utility in Drug Discovery  

 With constant improvements in the sampling problem and MD force fields, MD 

simulations are likely to play an increasingly important role in the drug discovery 

pipeline.  For starters, MD simulations may identify cryptic or allosteric binding sites that 

experimental structures may not capture.  For example, Schames et al. performed MD 

simulations on HIV integrase,282 an enzyme produced by HIV that enables its genetic 

material to be integrated into the DNA of the infected cell.  The simulations revealed a 

novel pocket that was not evident from available X-ray crystal structures.  Later, X-ray 

crystal structures demonstrated that known HIV integrase inhibitors do in fact bind this 

cryptic site.  These results led to experimental studies at Merck & Co283, where further 

development yielded production of the first US FDA-approved highly effective 

antiretroviral drug raltegravir.284 

 Another example of identification of a cryptic pocket from MD that served as the 

foundation for this dissertation involves the tumor suppressor p53.  Wassman and 
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coworkers performed MD simulations of wildtype and various cancer mutants of p53.237  

The simulations revealed a transiently open binding pocket in the DNA binding domain 

between loop L1 (a loop that makes crucial DNA contacts) and beta strand 3.  Virtual 

screening against this novel pocket and in vivo experimental studies yielded Stictic acid 

as a potential p53 reactivation compound.  These promising results contributed to the 

founding of the company, Actavalon.285 

In addition to identification of cryptic binding pockets, MD can enhance in silico 

traditional VS methods.  A docking program is used to predict the binding pose and 

binding affinity of small molecules within a selected receptor-binding pocket.  Typically, 

ligand databases of compounds that are commercially available and synthetically 

accessible are docked into a single static receptor structure, as determined from NMR or 

X-ray crystallography.  The best predicted ligands are selected for further experimental 

testing.  Unfortunately, traditional docking neglects the dynamic characteristics of 

receptors.  Some small molecule ligands may in fact bind the single receptor structure 

selected, but in reality receptors have many conformational states, where any of them 

may be druggable.  Therefore, true ligands (that may be potential drug candidates) are 

often discarded because they bind a receptor conformation different from that of the 

single static structure chosen.  In order to better accommodate receptor flexibility in 

virtual screens, a new VS protocol has been developed called the relaxed complex 

scheme (RSC).286, 287   

 In the RSC protocol, each ligand is docked into multiple protein conformations 

typically extracted from MD simulations as opposed to docking into a single static 

structure.  Thus, a range of docking scores is assigned to each ligand instead of one single 
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score.  Ligands can then be ranked by several characteristics, such as the average score 

over all receptor conformations.  Alternatively, the range of docking scores can be used 

to train receptor conformations as performed in this dissertation using the method, 

Ensemble Builder.288  RSC has been successful in identifying a number of protein 

inhibitors, including inhibitors of FK506 binding proteins,289 HIV integrase,282 

Trypanosoma brucei RNA editing ligase 1,290, 291 T. brucei GalE,292 T. brucei FPPS,293 

Mycobacterium tuberculosis dTDP-6-deoxy-L-lyxo-4-hexulose,294 and p53237.  While 

these successes are promising, the RSC protocol relies on docking scoring functions that 

are optimized for speed at the expense of accuracy.  These scoring functions do not 

accurately account for conformational entropy and solvation energy in binding 

energies,295, 296 thereby sacrificing accuracy in predicting binding affinities.  One way to 

overcome the limitations of docking scoring functions is through advanced free energy 

calculations using MD. 

 Although they are computationally expensive, techniques for predicting binding 

affinities more accurately do exist.  These techniques include thermodynamic 

integration,261 single-step perturbation,297 and free energy perturbation298.  Since free 

energy is a state function, the free energy depends only on the initial energy in solution 

and the final energy following the binding event.  The path of ligand binding only 

influences receptor-ligand kinetics, but it has no bearing on the free energy.  Therefore 

simulating an entire ligand-binding event is not necessary in obtaining the free energy.  

Instead, a drug’s binding affinity is calculated using a technique called ‘alchemical 

transformation’.299  During the MD simulation, the electrostatic and van der Waals 

produced by ligand atoms are turned down gradually, eventually annihilating the ligand 
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from the receptor-binding site.  The successful application of alchemical techniques has 

made these techniques promising in accurately predicting binding affinities.300-306  

However, it is important to highlight that alchemical techniques are uniquely sensitive to 

inadequate conformational sampling.307  If MD simulations fail to sample system 

conformations in silico that are in fact sampled under biological conditions, predicted 

binding affinities will be incorrect. 

  This is not the case when inadequate MD sampling is used to identify cryptic 

pockets, allosteric sites, or pharmacologically relevant binding pocket conformations for 

VS.  In these cases, some suitable receptor conformations may be missed; however, the 

conformations that are identified are still useful.  Therefore, the results of the simulations 

are therefore incomplete, but not necessarily wrong.  Short timescale MD simulations in 

this dissertation are used in two applications: (i) to explore and compare the 

conformational dynamics of p53 under normal wildtype and mutant conditions, and (ii) to 

enhance VS performance against protein kinases. 
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ABSTRACT 

The “guardian of the genome”, p53, functions as a tumor suppressor that responds 

to cell stressors such as DNA damage, hypoxia, and tumor formation by inducing cell-

cycle arrest, senescence, or apoptosis.  Mutation of p53 disrupts its tumor suppressor 

function, leading to various types of human cancers. One particular mutant, R175H, is a 

structural mutant that inactivates the DNA damage response pathway and acquires 

oncogenic functions that promotes both cancer and drug resistance.  Our current work 

aims to understand how p53 wild type function is disrupted due to the R175H mutation.  

We use a series of atomistic integrative models built previously from crystal structures of 

the full-length p53 tetramer bound to DNA and model the R175H mutant using in silico 

site-directed mutagenesis.  Explicitly solvated all-atom molecular dynamics (MD) 

simulations are performed on wild type and the R175H mutant p53.  Analysis of the MD 

trajectories reveal insight into how wildtype p53 searches and recognizes DNA, and how 

this mechanism is disrupted as a result of the R175H mutation.  Specifically, the optimal 

quaternary DNA binding mode of the DNA binding domain and how this binding mode 

is altered as a result of the R175H mutation in combination with zinc loss is revealed.  

We explain these differences in the binding modes due to differences in the dynamic 

characteristics of the DNA binding domain and the C-terminal domain.     
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INTRODUCTION 

p53, commonly referred to as the “guardian of the genome,” functions as a tumor 

suppressor.  p53 responds to various environmental stressors such as DNA damage, 

hypoxia, and tumor formation.1  Once activated, p53 induces cell-cycle arrest, 

senescence, or apoptosis via either transcriptional or non-transcriptional pathways.2, 3, 4  

Mutation of p53 disrupts its tumor suppressor function, leading to various types of human 

cancers, thereby making p53 a major drug target.  Our previous computational and 

experimental studies have revealed stictic acid as a reactivation compound for the R175H 

p53 mutant.5  In an effort to expand on this work, we glean insight into how the R175H 

alters the dynamics of p53 and abrogates it DNA binding abilities.  Understanding how 

full-length p53 (fl-p53) binds DNA and how this binding is disrupted via oncogenic 

mutations at an atomic level can aid in the discovery of novel reactivation compounds.    

Fl-p53 contains intrinsically disordered regions and binds DNA as a 

homotetramer in cells.6  Fl-p53 comprises 393 residues that form a N-terminal domain 

(NTD), proline-rich domain, core DNA-binding domain (DBD), flexible linker region, 

tetramerization domain (TET), and a C-terminal domain (CTD).7  The flexible NTD is 

responsible for activating transcription factors.  The proline-rich domain has been 

implicated in apoptotic activity.  The DBD is involved in DNA binding, and the TET 

domain is crucial for tetramer formation.  There remains controversy in the role of the 

CTD in fl-p53 DNA binding.8  Some studies suggest that the CTD serves as a negative 

regulator by blocking DBD binding to short strands of specific response elements (REs).9  

On the other hand, other studies suggest that the CTD acts as a positive regulator of DNA 

binding by assisting the DBD in target site recognition in long or circular DNA.10  Our 
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previous computational studies of the fl-p53 bound to three different DNA response 

elements revealed that the CTDs approach and directly contact the DNA independent of 

the DNA sequence.11  

Due to the highly dynamic nature of p53, obtaining an experimental three-

dimensional structure of fl-p53 is a challenge.  The p53 DBD is the most studied due to 

its defined secondary and tertiary structural elements, allowing for structural 

characterization.  Also, this region contains the majority of oncogenic mutations.12  While 

these experimental structures of the DBD has provided useful information about p53 

function, it is crucial to model fl-p53 in order to fully elucidate the DNA-binding 

mechanism under normal biological conditions.  For example, how p53 searches and 

recognizes specific REs remains unclear.  Therefore, the disruption of this search and 

recognition process due to p53-inactivating mutations is also not well understood.   

In an effort to gain insight into the DNA binding mechanism, researchers 

elucidated a crystal structure of the tetrameric p53 DBD and TET with truncated linker 

regions bound to a short strand of DNA.13-15  In previous work, we utilized this crystal 

structure to build atomistic integrative models of fl-p53 bound to 3 DNA sequences (two 

REs and a non-specific DNA), to explore their dynamics via molecular dynamics (MD) 

simulations.11  MD-generated ensembles agreed well with previously determined electron 

microscopy maps and revealed different quaternary binding modes of the fl-p53 bound to 

different DNA response elements.  Our current study expands this work by investigating 

how oncogenic mutations, specifically the R175H mutation, perturbs the DNA binding 

interactions of fl-p53. 
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The R175H mutation results in inactivation of the Mre11/ATM-dependent 

pathway involved in DNA damage response.16  This structural mutant also results in 

abrogation of DNA-binding and perturbs the structure of the p53 DBD.17  It is also 

important to note that R175H is a gain-of-function mutant; it not only disrupts normal 

p53 tumor suppressor function, but also acquires alternative functions necessary for 

promoting cancer activities.  Since this mutation is located in the L2 loop adjacent to the 

zinc-coordination site, zinc loss is common.18, 19  Zinc is important for obtaining DNA-

binding specificity, and prevents aggregation of the core domain via L2 loop 

stabilization.20  Also, in the absence of zinc, the p53 DBD is destabilized by 3.2 

kcal/mol.21  Therefore, we hypothesize that zinc loss exacerbates the effects of the 

R175H mutation on the DBD.  In an effort to monitor this, we use MD simulations to 

model the p53 DBD R175H mutant with and without zinc.  

In the current study, we use a series of atomistic integrative models built 

previously with available crystal structures of the fl-p53 tetramer bound to DNA (Figure 

2.1).11  We model the R175H mutant using in silico site-directed mutagenesis.  Explicitly 

solvated all-atom MD simulations are performed in duplicate on the following three fl-

p53 systems: (i) wildtype, (ii) R175H mutant with zinc, and (iii) R175H mutant without 

zinc.  Their analysis reveal differences in the conformations of the DNA binding domain 

and provide insight into how the R175H mutation destabilizes p53 and abrogates DNA 

binding.  
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RESULTS 

We performed 200 ns of MD simulations of all three wildtype and R175H mutant 

fl-p53 systems, resulting in a total simulation time of 600 ns (Table 2.S1).  We explored 

how the R175H structural mutation with and without zinc changes the dynamic behavior 

of fl-p53 both globally and locally.  Ultimately, we glean insight into how these changes 

in flexibility destabilizes the DBD and alters DNA binding in R175H p53.  

 

Unique Binding Modes of Wildtype and R175H p53 DBD Tetramer to DNA   

When projected onto 2D principal component (PC) space, the DBD tetramer for 

each fl-p53 system differs in DNA binding modes (Figure 2.2 and 2.S1).  Interestingly, 

first principal motion (PC1) described a global conformational change going from an 

Figure 2.1: Full-length p53 System.  The fl-p53 bound to DNA is shown, 
where the NTD, DBD, linker, TET, and CTD are colored purple, blue, 
silver, green, and red, respectively.  DNA is depicted as a black ribbon.  In 
the upper right panel, a monomer DBD (transparent blue ribbon) is shown 
with the L1, L2, and L3 loops highlighted in cyan, orange, and magenta 
respectively.  The zinc ion is shown as a silver sphere, and the H175 residue 
is shown in licorice colored by atom type (C: silver, O: red, N: blue, H: 
white).  
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asymmetric mode (low PC1) where monomers A and D are pushed away from the DNA 

and monomers B and C are close together to a symmetric binding mode (high PC1) in 

which all four monomers are in close proximity to DNA (Figure 2.2a).  In our 

simulations, the wildtype and R175H with zinc tetramer systems solely sampled high 

PC1 values and the R175H without zinc mostly sampled low PC1 values.  This means 

zinc loss is far more important in DNA binding failure of p53 than the R175H mutation 

itself.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1: Quaternary binding mode of the DNA binding domain in wildtype and R175H p53. The 
eigenvalues along PC1 are shown as a density plot for each fl-p53 system (a), where the asymmetric 
binding mode corresponds to low PC1 (R175H without zinc) and the symmetric binding mode 
corresponds to maximum PC1 (wildtype and R175H with zinc).  The alpha carbons of the DBD for 
low and high PC1 are shown as spheres, where monomers A and D are colored cyan, and monomers 
B and C are colored pink.  A histogram plot of the DNA grip volume is shown for all three fl-p53 
systems (b). 
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In addition to the change in symmetry of the DBD monomers, the PC1 motion 

also revealed differences in the DNA grip volume, which is the space in between the four 

p53 DBD monomers that accommodates the DNA.  This volume is largest for R175H 

with zinc, smaller for wildtype, and smallest for R175H without zinc (Figure 2.2b).  The 

large difference in the DNA grip volume is due to changes in the L2 loop conformations 

of monomers B and C.  When the grip volume is small in R175H without zinc system, 

the L2 loops in these two monomers are stabilized via hydrogen bonding interactions 

(Table 2.1).  In the wildtype system, one hydrogen bond is seen in the wild type p53 

system in only 0.05% of the trajectory (Table 2.1), and no hydrogen bonds are observed 

for the R175H with zinc system.  There are also differences seen in a salt-bridge near the 

mutation site in the L2 loop between residues Q180 and R174 (Figure 2.S2).  In the 

wildtype system, this salt-bridge is persistent throughout the simulation, where it occurs 

66.4±5.80% of the time across both MD copies.  However, in the mutant systems, this 

salt-bridge is less persistent with one exception.  In the R175H with zinc system, this salt 

bridge forms 43.8±1.20% of the time across both MD copies.  For R175H without zinc, 

this salt-bridge only forms 47.9±43.8% of the time across both MD copies; it should be 

noted that the large standard deviation for the R175H without zinc system is due to the 

fact that the disrupted salt-bridge is seen in only one MD copy. 
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Table 2.1: Hydrogen Bonding Interactions between L2 loops in Monomers B and C 

Wildtype MD copy 1 

Monomer B L2 Residue Monomer C L2 Residue % interaction 

194  183 0.05% 

186 183 0.05% 

R175H without zinc MD copy 1 

184 183 39.6% 

182 184 20.3% 

182 183 11.4% 

185 181 8.15% 

183 183 3.55% 

 

PC2 appears to be similar to PC1, but shows more local motion of the global 

symmetry motion seen in PC1.  In PC2, monomers A and D rotate in opposite directions 

(Figure 2.S1).  As seen in PC1 motion, monomers B and C move closer to each other 

going from low PC2 to high PC2.  

Each fl-p53 system sampled conformations not sampled by the other two systems, 

which can be defined as unique conformations.  In order to further visualize the 

differences in these unique conformations, root-mean-square deviation (RMSD) 

clustering was performed on the L2 and L3 loops since these regions are local to the 

R175H mutation site, and the L2 loop stabilizes the L3 loop.  The representative frame 

from the most-populated cluster was used for comparison.  When clustering on the L2 

loop, the differences in the L2 loop were similar to those seen in the PC1 motion, where 
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the L2 loops of monomers B and C formed direct contacts in the R175H without zinc 

system, unlike the R175H with zinc and wildtype systems (Figure 2.3a).   

When clustering on the L3 loop, the conformation of R248 residue, a crucial 

DNA contact, in monomer C differ (Figure 2.3b).  In the wildtype cluster representative, 

R248 sticks directly into the DNA minor groove as seen in the crystal structure (PDB 

1TSR).  In the R175H with zinc cluster representative frame, R248 adopts an alternate 

conformation that does not intercalate into the DNA minor groove.  In the R175H 

without zinc cluster representative frame, R248 residue remains on the surface, but is 

completely flipped out of the minor groove.  The conformation of R248 in monomers A, 

B, and D in the top cluster representative is similar across all three fl-p53 systems. In 

order to explain the differences in the quaternary binding modes, we explore the 

dynamics of the DBD, which will be discussed next.    
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Comparison of atomic fluctuations within the DBD 

Increased fluctuations of motifs within the DBD are seen for the R175H with zinc 

system in monomers B, C, and D (Figure 2.S3).  For the two inner monomers, B and C, 

the L2 and L3 loops are more dynamic in the R175H with zinc system compared to the 

wildtype system.  Among the outer monomers, monomer D becomes more flexible at the 

loop between beta strands 7 and 8 in the R175H with zinc system.  Surprisingly, the 

dynamic behavior of monomer A is similar in the R175H with zinc and wildtype systems.   

Figure 2.2: Effects of p53 R175H mutation on the L2 and L3 loops in the 
Unique PC Conformations.  The most-populated cluster representative 
frame for each fl-p53 system reveals differences in the L2 loop 
conformation (a) and R248 residue in the L3 loop (b).  In (a), the DNA 
binding domain for wildtype, R175H with zinc, and R175H without 
systems are shown as black, red, and blue ribbons, respectively; the L2 loop 
atoms are shown as van der Waals sphere. In (b), the conformation of 
Arg248 is shown in sticks and colored by atom type (H: white, C: silver, N: 
blue, O: red).  The DNA for wildtype, R175H with zinc, and R175H 
without zinc systems are depicted as a van der Waals sphere colored black, 
red, and blue, respectively.       
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 Similar to the R175H with zinc system, an increase in atomic fluctuations is seen 

in the R175H without zinc system compared to the wildtype system (Figure 2.S4).  This 

difference in flexibility is seen in the L2 and L3 loops for the inner monomers B and C.  

Interestingly, the L1 loop and H2 helix in monomer C also show greater fluctuations in 

the R175H without zinc system.  Among the outer monomers, monomer D also shows 

increased flexibility at the L2 and L3 loops.  In monomer A, the only RMSF variation is 

observed at the loop between beta strands 7 and 8.  

While we don’t see more flexibility in the R175H mutant systems across the 

entire tetramer DBD or even an entire monomer, we do observe increased fluctuations 

local to the R175H mutation site in monomers B, C, and D.  It is striking that we do 

observe fluctuations distal to the mutation site as seen in monomer D in R175H with zinc 

system and monomer C in R175H without zinc system.  In an effort to explore the global 

effects of this local increased flexibility, we measured and compared the solvent exposure 

of the DBD.  

 

Comparison of the solvent accessible surface area of the DBD Tetramer 

 Protein fluorescence experimental studies have revealed differences in 

fluorescence spectra between wildtype and mutant p53, which is attributed to increased 

solvent accessibility in mutants.21   When comparing the SASA for the entire DBD 

tetramer, the SASA is higher for both R175H mutant systems than wildtype p53 as 

expected (Figure 2.4a). When calculating the average SASA across the entire simulation, 

increased solvent accessibility is seen for both R175H mutant systems (<SASA>wildtype = 

33362±761 Å2, <SASA>R175H_with zinc = 34852±604 Å2, <SASA>R175H_without zinc = 
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33913±651 Å2), where this increase is significantly higher for the R175H with zinc 

system.  Next, we focused on determining the solvent exposure of only the mutant 

epitope residues (residues 213-217) that are known to bind an antibody that selectively 

recognizes the mutant conformation of p53, Pab240.22  These residues are buried in the 

crystal structure, and must become more solvent exposed for antibody binding. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Similar to the entire DBD tetramer, when we focus only on the mutant epitopes, 

the average SASA is higher for both R175H mutant systems compared to the wildtype 

(Figure 2.4b).  When calculating the average SASA across all MD trajectories, increased 

solvent accessibility is seen for both mutant systems (<SASA>wildtype = 221±62 Å2, 

Figure 2.4: Solvent accessibility of p53 DBD. The 
average solvent accessible surface area of the DBD (a) 
and mutant epitopes that bind the mutant p53 antibody 
(b) are shown and reveal the R175H mutant systems 
have increased solvent accessibility.  
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<SASA>R175H_with zinc = 249±53 Å2, <SASA>R175H_without zinc = 254±72 Å2), although this 

increase is not statistically significant.  Taken together, the SASA results for the entire 

DBD tetramer and mutant epitopes corroborate experimental evidence that suggest that 

the R175H mutant form has increased solvent accessibility.  

 

Comparison of C-terminal domain contacts with DNA 

 Previous computational models11 have shown that the CTDs form direct DNA 

contacts regardless of the DNA response element.  In addition, Friedler et al. suggest 

these CTD-DNA contacts are likely due to low affinity electrostatic interactions between 

positively charged residues in the CTD and the negatively charged DNA phosphate 

backbone.23  As a result of these studies, we explore if these CTD-DNA contacts change 

as a result of the R175H mutation.  Our MD simulations revealed there are in fact 

differences in the CTD-DNA contacts, with the largest change seen in the R175H without 

zinc system (Table 2.S2).  In all three fl-p53 systems, all the positively charged CTD 

residues’ (Lys, His, Arg) interactions with the negatively charged DNA phosphates were 

monitored.   In monomer C, the CTD forms contacts with the DNA throughout the entire 

simulation across all three fl-p53 systems.  These contacts are transient, in which the 

positive CTD residues change the phosphate groups they contact.  It should be noted that 

the initial starting structure for the MD simulations across all three fl-p53 systems already 

had this CTD-DNA contact while the CTD in the other monomers start far away from the 

DNA. In the wildtype and R175H with zinc systems, the CTD in monomers A and D 

move closer to and forms DNA contacts.  Remarkably, other than the CTD in monomer 

C, no additional CTD-DNA contacts are observed in the R175H without zinc simulations, 
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suggesting that the loss of zinc due to the R175H mutation disrupts CTD-DNA 

interactions.   

Next, we closely monitored if certain positively charged CTD residues were 

responsible for the transient salt-bridge interactions with DNA, and identified four 

residues (Figures 2.5a and 2.S5).  A cutoff value of 600 was chosen since this is half of 

the maximum number of CTD-DNA salt-bridge contacts.  For both wildtype and R175H 

with zinc systems, CTD residues K370, R379, K381, and K382 form at least 600 DNA 

contacts.  For R175H without zinc, only residues H368 and R379 engage in at least 600 

DNA contacts.  Interestingly, residues K370, K381, and K382 have reduced DNA contact 

when compared to wildtype and R175H with zinc. When looking at the average across all 

three p53 systems, K370, R379, K381, and K382 form at least half of the maximum 

contacts (Figures 2.5a and 2.S5). 

Similarly to the CTD, we also identified the DNA residues that the CTD residues 

interact with, and found that salt bridges formed both inside and outside the response 

element (Figures 2.5b and 2.S6).  Across all three p53 systems, only a few contacts are 

made within the response element (residues 1599-1602, 1665, 1681-1684) (black box in 

Figures 2.5b and S6).  Majority of the CTD-DNA interactions occur outside the DNA 

response element, interacting with DNA nucleotides up 10 base pairs to the right and 14 

base pairs to the left away from the response element (Figure 2.5b).  The CTD searches 

furthest along the DNA in the R175H mutant systems (Figure 2.S6).   
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L1/S3 Pocket Opening 

 In an earlier study, MD simulations of wildtype and various p53 mutant DBDs 

revealed a druggable L1/S3 pocket.5   Using several geometric criteria as a filter for 

determining the pocket-open state, the pocket was found to be open only about 6% of the 

time in a 30 ns simulation.  In the same study, virtual screening against the L1/S3 pocket 

in MD-generated conformations revealed a novel R175H reactivation compound, stictic 

acid.   

Figure 2.5:  Footprint analysis of the CTD-DNA contact residues averaged across all three p53 
systems.  The residues in the CTD that come within 3.5Å of the DNA were averaged across each 
monomer and all three p53 systems (a).  The positively charged CTD residues are highlighted in red.  
A value cutoff for the number of DNA contacts formed of 600 is selected (dashed blue line) since it is 
at least half of the maximum CTD-DNA contacts.  The four positively charged CTD residues that meet 
this cutoff are labeled.  The same footprint analysis is done from the perspective of the DNA, in which 
the number of CTD contacts is mapped onto the DNA (b).  The number of CTD contacts are 
normalized, ranging from 0 (no CTD contacts) to 1 (maximum number of CTD contacts).  A cartoon 
of the DBD, TET, and CTD domains are depicted to highlight the orientation of the DNA, and the 
DNA response element is highlighted with a black box.     
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In the current study, we compute the pocket opening of R175H mutants under 

normal physiological conditions using the same geometric criteria outlined in Ref 5 

(Table 2.S3).  For the inner monomers B and C, the L1/S3 pocket is open only 4% to 

13% of the time for wildtype, 7% to 24% for R175H with zinc, and 4% to 15% for 

R175H without zinc.  The pocket is open for majority of the simulation in the outer 

monomers, A and D, for all three systems with two exceptions (24% to 95% for wildtype, 

67% to 96% for R175H with zinc, and 21% to 96% for R175H without zinc).  These 

results are promising because they show that in the R175H fl-p53 mutant, the L1/S3 

pocket is in fact open and available for reactivation molecules to bind in restoring p53 

wildtype function.     

 

DISCUSSION 

 We report here three different integrative atomistic models of the wildtype and 

R175H mutant fl-p53 tetramer bound to the p21 response element and their dynamics via 

MD simulations.  Experimental studies have shown that the R175H mutation accelerates 

the rate of zinc loss in the DBD.18, 19  However, the timescale of zinc loss remains 

unclear.  Therefore, we model the R175H mutation in both the presence and absence of 

zinc. There are no available experimental structures of the R175H mutant even in the 

DBD of p53 due to the denaturing effects of the mutation.  To our knowledge, the 

dynamics of the R175H mutation in the fl-p53 and its effects on DNA binding have not 

been explored.      
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R175H shifts the DBD Quaternary Binding Mode to Resemble p53 binding to Non-

specific DNA 

 In order to provide context for the DBD quaternary binding modes revealed in the 

current work, we discuss our previous computational study where fl-p53 was bound to 

three different DNA response elements (p21 RE, puma RE, and non-specific DNA).11 

The binding affinity for fl-p53 for known REs, p21 and puma for example, are an order 

of magnitude lower than the KD values of non-specific DNAs under physiological 

conditions.24  Previous work revealed different quaternary binding modes for fl-p53 

bound to different types of DNA in an effort to explain the different KD values.   

The PC1 motion revealed in the current work is the same global motion that was 

seen as PC2 in our previous computational studies.11  In the previous work, the p21-

bound wildtype p53 tetramer system sampled only high PC2 values corresponding to a 

symmetric binding mode. The same binding mode is seen in our current wild type 

simulations (Figure 2.2).  The only difference between the p21-bound p53 tetramer in the 

previous work and our current p21-bound p53 tetramer system (referred to as wildtype) is 

the starting conformation for the MD simulations.  In the previous model, the fl-p53 

started from a conformation where the CTDs and NTDs were extended, and then relaxed 

to a more compact structure where the CTDs moved closer to the DNA.11  Our current 

wildtype system started from the more compact fl-p53 structure.  Our current 

computational models with additional MD sampling corroborate the results from previous 

studies that a symmetric DBD tetramer is ideal for p53 binding to known DNA response 

elements. 
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 The PC motions of the quaternary binding modes of the mutant fl-p53 systems 

suggest how the R175H disrupts DNA binding.  In the previous computational models, 

the p53 tetramer bound to nonspecific-DNA solely sampled the asymmetric binding 

mode.11  Remarkably, the R175H mutant without zinc system mostly samples this same 

asymmetric quaternary binding mode, suggesting that the R175H mutant disrupts DNA 

binding by shifting the cooperative binding mode of the DBD tetramer to resemble non-

specific DNA bound conformation.  

 As for the DNA grip volume change revealed in the PC motions, there are both 

similarities and differences when compared to the previous computational studies (Figure 

2.2).  The small grip volume seen in the R175H without zinc system is comparable to that 

seen for the non-specific DNA bound DBD tetramer.  Also, as seen in the previous work, 

the wildtype system does have a larger DNA grip volume (ranging between 8000 and 

9000 Å3) to accommodate the DNA than the DBD tetramer bound to non-specific DNA 

and the R175H without zinc mutant.  Surprisingly, the R175H with zinc system has the 

largest DNA grip volume, which may be too loose to bind the DNA tightly.   

 

Local and Global Increased Flexibility in R175H Mutant DBD Disrupt Crucial 

DBD-DNA Contacts           

 It is interesting that the motifs within the DBD with increased flexibility in the 

R175H mutant systems are regions known to make important DNA contacts either 

directly or indirectly (Figures 2.S3 and 2.S4).  In the L2 loop of wildtype p53, R175 

forms a salt-bridge with D184, which is thought to aid in the L2 loop stabilization as seen 

in various crystal structures of the wildtype DBD.25, 26  Therefore, the R175H mutation 
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disrupts this R175-D184 salt-bridge, and we also identify another salt bridge, Q180-

R174, that is persistent in the wildtype simulations and disrupted in both R175H mutant 

simulations.  Disruptions of these two salt-bridges increase the flexibility of the L2 loop 

(Figures 2.S3 and 2.S4).  This increased flexibility in the L2 loop destabilizes the L3 

loop, which does make direct contacts with the DNA via two residues, S241 and R248.  

Although we do not see any changes in S241-DNA contacts, we do see a difference in the 

R248-DNA contact, where the R248 doesn’t intercalate the DNA minor groove in the 

R175H mutant system but does in the wildtype system (Figure 2.3b).  R248 is thought to 

play a critical role in DNA binding because it is the most frequently mutated p53 residue 

in human cancers.27-29  Therefore, the loss of this DNA contact may impede DNA binding 

of the R175H mutant.  Even though this difference in R248 conformation is only 

observed in one DBD monomer (monomer C), experimental studies have shown that a 

heterotetramer with only one mutant p53 monomer is enough to shift the wildtype p53 to 

resemble a mutant conformation and disrupt DNA binding.30-32  In addition to the 

increased flexibility of motifs local to the R175H site, it is noteworthy that we see the 

effect of the mutation on long-range motions such as the H2 helix, L1 loop, and S7/S8 

loop, especially in such short MD sampling (Figures 2.S3 and 2.S4).  With our limited 

computational sampling, we are already beginning to see the destabilization of the DBD 

both locally at the R175H mutation site and globally.   

 

R175H Mutation and Zinc Loss Together Disrupt C-terminal interactions with DNA 

The role of the CTD in DNA binding remains controversial.  Previous studies 

have suggested three possible theories as to how the CTD of p53 regulates sequence-
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specific DNA binding.8  One theory suggests that the DBD tetramers only bind the DNA 

when it undergoes a conformational change induced by chemical modification 

(acetylation or phosphorylation) or protein binding of the C-terminus.  Another 

hypothesis suggests that CTD binding to the DNA prevents the DBD tetramers from 

binding, and chemical modification of CTD disrupts DNA binding, thereby allowing the 

DBD to bind DNA.  Both of these theories suggest that the CTD functions as a negative 

regulator for p53 binding.  The third theory implies that the CTD acts as a positive 

regulator for DBD binding; our previous and current computational models support this 

theory. 

 In our simulations within this current study, we see transient CTD interactions 

with DNA (Table 2.S2).  These observations are in agreement with experimental studies 

that reveal that the CTD forms sequence-independent contacts with DNA.33, 34 It is 

particularly interesting that the CTD monomers (A and D) that were extended far away 

from the DNA move closer to the DNA and form direct contacts in wildtype and R175H 

with zinc simulations centered on CTD residues K370, R379, K381, and K382.  This 

direct CTD-DNA contact was also seen in our previous computational models where the 

CTDs started from an extended conformation far from the DNA; in every simulation 

regardless of the DNA response element, the CTD moved closer to and directly contacted 

the DNA, suggesting that the CTD assists the DBD in binding DNA.11  In the R175H 

without zinc system, the only CTD monomer that forms DNA contacts is monomer C 

since the starting structure involved these contacts.  Unlike the other 2 systems, no other 

CTDs approach DNA to form contacts, and reduced DNA contacts are seen for residues 
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K370, K381, and K382. Taken together, the combination of R175H mutation and zinc 

loss disrupt disrupts CTD-DNA contacts. 

 

CONCLUSION 

In this study, we used MD simulations to explore the effects of the R175H cancer 

mutation on the dynamic characteristics of p53, and how these changes disrupt DNA 

binding.  Results reveal increased flexibility of motifs within the DBD both local and 

distal to the R175H mutation site.  Interestingly, these motifs are regions that form 

important DNA contacts.  The increased dynamics disrupt the DBD from adopting an 

optimal DNA binding mode and alters the CTD-DNA contacts.  Taken together our 

mutant models in the current work and previous models with fl-p53 bound to different 

DNA response elements allow us to glean insight into the DNA search and recognition 

mechanism even with limited MD sampling.  Under normal wildtype p53 conditions, the 

DBD adopts a symmetric binding mode around the DNA, and the CTD centered on three 

Lys residues and 1 Arg residue aids in DNA binding by forming contacts with the DNA 

mostly outside the response element region.  When p53 has the R175H cancer mutation 

in combination with zinc loss, the DBDs shift to an asymmetric binding mode around the 

DNA, and the CTD-DNA contacts are disrupted.  The results of our computational 

models support our hypothesis that zinc loss exacerbates the effects of the R175H 

mutation in destabilizing the DBD and abrogating DNA binding.  

 

MATERIALS AND METHODS 

Construction of Models 
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The full-length p53 system was generated as described in previous work.11  The 

last frame of the previously simulated wild type (WT) p53 system bound to the p21 

response element was selected for the current study, in which the fl-p53 fully relaxed into 

a compact structure.  All ions and water molecules were removed with the exception of 

waters within 4 Å of the protein.  Three systems were built from the previously simulated 

p53-p21 system: (i) wildtype, (ii) R175H with zinc, and (iii) R175H without zinc.  The 

R175H mutation was modeled using in silico site-directed mutagenesis in all four 

monomers.  Zinc’s tetrahedral geometry was modeled using the dummy cationic atom in 

the wild type and R175H mutant with zinc systems.35 The coordinating cysteine and 

histidine residues were deprotonated, bearing a negative charge to model zinc-protein 

coordination.  In the R175H mutant without zinc, the correct protonation states for 

cysteine and histidine residues were determined in the absence of the zinc ion using the 

online PDB2PQR webserver.36        

After all three models were built, sodium ions were added to neutralize each 

system.  Using the TIP3P water model,37 the systems were solvated in a 226 X 193 X 234 

box (10 Å in the x-, y-, and z- direction).  Each system consisted of ~960,000 atoms and 

was built using the Amber FF14SB force field.38 

 

Molecular Dynamics Simulations 

All-atom explicit-solvent molecular dynamics (MD) simulations were performed 

for the four systems using NAMD2.12.39  The general MD workflow consisted of three 

stages: minimization, equilibration, and production.  The prepared systems were 

minimized in five steps as follows: (i) minimization of the protons while restraining the 
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protein, DNA, and solvent for 2000 steps; (ii) minimization of protons, water and ions, 

while restraining the DNA and protein for 2000 steps; (iii) minimization of the protein 

and DNA side chains only while restraining the backbone and zinc ion for 2000 steps; 

(iv) minimization of the zinc coordinating residues only while restraining the non-zinc 

coordinating protein residues and DNA for 10000 steps; (v) minimization of all atoms in 

system for 20000 steps.  The non-bonded energy was calculated every minimization step.  

Long-range interactions were calculated using the Particle Mesh Ewald method with a 

cut-off distance of 10Å.40  At 8Å, a switching function was applied to improve energy 

conservation.     

The minimized systems were then equilibrated using the NVT ensemble in four 

steps.  All heavy atoms were restrained starting from a weight of 4kcal/mol and reduced 

gradually to 1kcal/mol.  The systems were heated to a temperature of 310K and 

maintained with Langevin dynamics with a damping coefficient of 5 

picoseconds/terahertz.  Following equilibration, an NPT ensemble was performed with no 

positional constraints.  A Langevin piston barostat was used to hold the pressure constant 

at 1 atm with an oscillation period of 100 femtoseconds (fs) and a damping time scale of 

50 fs.  Two production runs were performed, resulting in a total simulation time of 200ns 

for each system.  Every 5th frame for the simulation was saved and used for analysis.       

 

Principal Components Analysis 

The Amber tools cpptraj package was used to perform principal component 

analysis on the DNA binding domain of p53.41, 42  The trajectories across all three 

systems were concatenated and aligned on the α-carbons in the DBD (residues 89 to 291) 
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to remove translation and rotation.  The variances of the α-carbon coordinates were 

determined using the starting conformation for MD as a reference.  These variances were 

used to generate a covariance matrix, A, which was then diagonalized to reveal 

eigenvectors 1 and 2.  Calculation of the covariance matrix A was conducted as follows, 

yielding the eigenvalues, λ: Aµ = λµ.  These eigenvalues along eigenvectors 1 and 2 

were plotted using gnuplot,43 and used to compare the conformational space of the DBD 

in the wild type and mutant p53 MD simulations.  Pseudotrajectories were generated to 

visualize the motion of each eigenvector.       

 

RMSD Clustering Analysis 

 MD frames unique to each p53 system were extracted and clustered in order to 

further visualize and analyze PCA results.  ‘Unique frames’ are frames that when 

projected into PC space, do not overlap with conformations from the other p53 systems.  

The unique frames were extracted using a python script that selected frames within 

certain eigenvalue cutoffs (Figure 2.S1), resulting in 650 frames for clustering per 

system.  The extracted frames were aligned to the starting structure for MD on the α-

carbons in the DBD.  Using the Gromos algorithm,44, 45 pairwise root-mean-square 

deviations were calculated and used for clustering the heavy atoms in the L2 and L3 

loops L3 loop.  The following cutoffs were selected for the L2 and L3 loops respectively: 

1.1 Å and 0.9 Å.  The top cluster representative for each p53 system was used to visualize 

differences in the three DBD motifs.      

 

Root-mean-square fluctuation Analysis 
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 The root-mean-square fluctuations (RMSF) of the DBD residues for each 

monomer were calculated using cpptraj.41, 42 RMSF is a measure of how a system 

fluctuates about a well-defined average position.  For each p53 system, the MD 

trajectories were aligned to the starting MD structure using the DBD backbone atoms 

(N,Cα,C,O) for each monomer, and an average structure was calculated.  Using this 

average structure as the reference, the RMSF of the DBD residues (using only the atoms 

that make up the backbone) was calculated and plotted using gnuplot.43   

 

Volume Calculation 

 The grab volume between the four DBD monomers that accommodates DNA 

binding was calculated using POVME 2.0.46  The visual molecular dynamics (VMD) 

program47 was used to generate an inclusion sphere that centered at Cartesian coordinates 

(128, 135, 115) with a radius of 17 Å, which fully engulfed the volume between the four 

monomers.  A seed was planted in the center of the sphere and extended for 4 Å.  

POVME 2.0 calculated the grab volume starting from the seed and continued until it 

reached the inclusion region boundary.  The volume was calculated for every MD 

snapshot, and the volume distribution was plotted as a histogram using the R program.48    

 

Solvent Accessible Surface Area Analysis 

 The solvent accessible surface area (SASA), or the exposed areas of atoms, of the 

tetramer core domain was measured for each p53 system using cpptraj.42  The SASA is 

described as rolling a solvent sphere over the van der Waals surface of a protein.  The 

SASA was calculated in Å2 using the linear combinations of pairwise overlaps (LCPO) 
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algorithm.49  In the LCPO method, each atom in the protein is represented as a hard 

sphere.  The SASA of each atom sphere was calculated as the difference between the 

surface area of the atom and the area of atom overlap.   

 

Salt-Bridge Interactions between C-terminal domain and DNA 

 In order to investigate the C-terminal domain (CTD) - DNA contacts, we 

measured salt bridges between the positive residues on fl-p53 CTD and the negative 

DNA phosphate atoms.  First, we identified all fl-p53 CTD Lys, Arg, and His residues 

that came within 5 Å of the DNA at any point of the MD simulation using a tool 

command language (tcl) script executed in VMD.47  The trajectories were then loaded 

into VMD47 and visual inspection was used to identify salt bridges between the selected 

Lys/Arg/His residues and DNA phosphate atoms.  The distance between the positive 

nitrogen atoms and negative DNA phosphate oxygen atom throughout the MD trajectory 

were manually extracted.  A python script was used to calculate the percent of the salt-

bridge interaction using a distance cutoff of 3.5 Å.50  

  

L1/S3 Pocket Open Ratio Calculation 

 In order to calculate the percentage of the L1/S3 pocket opening, the same 

distance and angle criteria outlined in Wassman et al.5 was used.  First, we used cpptraj42 

to define the four distances and one dihedral angle associated with the L1/S3 pocket that 

served as input for the calculation.  Next, using an in-house python script, the frames that 

satisfied the distance and angle criteria were identified, and used in calculating the 

percentage of the time the pocket was open.    
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Supporting Information 

 
Table 2.S1:  Summary of Simulated Model Systems 

Model Total Atoms Simulated Total Simulation Time 
Wildtype 967,380 100ns x 2copies = 200ns 

R175H with zinc 966,873 100ns x 2copies = 200ns 
R175H without zinc 954,048 100ns x 2copies = 200ns 

 
 
Table 2.S2: Salt Bridge Footprint Analysis of CTD-DNA 
p53 Residue DNA 

counterpart 
% interaction p53 Residue DNA 

counterpart 
% 
interaction 

Wild type MD copy1 Wild type MD Copy2 

372 
 

DC1665 
DC1660 

1.65% 
0.200% 

363 
 

DA1599 
DA1600 

   

8.65% 
10.75% 

 
373 DC1665 0.800% 368 DT1686 7.85% 

363 
 

DA1600 
DA1602 

6.90% 
1.00% 

370 
 

DT1686 
DT1687 

63.0% 
16.75% 

 
370 

 
DT1686 
DT1687 

 

44.7% 
42.9% 

 

373 
 

DC1592 
DT1686 
DT1687 

26.0% 
3.25% 
5.30% 

373 
 

DT1686 
DT1687 

12.5% 
22.1% 

379 DA1689 
DA1690 

54.8% 
27.7% 

379 
 

DA1687 
DA1688 
DA1689 
DT1690 

37.0% 
36.8% 
17.1% 
14.60% 

381 
 

DA1688 
DA1689 

 

25.8% 
40.7% 

381 
 

DC1589 
DA1590 
DA1689 

 

10.5% 
2.25% 
19.6% 

 

382 
 

DT1687 
DT1688 

5.4% 
90.9% 

382 
 

DA1590 
DT1687 
DT1688 
DT1689 

3.20% 
10.40% 
47.3% 
38.8% 

368 
 

DC1587 0.350% 

368 
 

DC1589 
DC1590 

 

15.2% 
16.4% 
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Table 2.S2 con’t: Salt Bridge Footprint Analysis of CTD-DNA 
 
p53 Residue DNA 

counterpart 
% interaction p53 Residue DNA 

counterpart 
% 
interaction 

R175H with zinc MD Copy 1 R175H with zinc MD Copy 2 

363 
 

DG1654 
DG1655 
DG1656 

1.35% 
12.5% 
1.25% 

370 
 

DC1665 
 

1.25% 
 

370 DA1622 
DA1623 

8.90% 
10.7% 

372 DC1665 
DT1664 

3.55% 
3.00% 

372 
 

DA1622 
DA1623 
DA1624 
DA1625 
DG1654 
DA1663 

 

1.50% 
5.00% 
19.2% 
4.85% 
2.70% 
2.35% 

 

373 
 

DT1664 
DC1665 
DA1666 

 
 
 

4.70% 
10.4% 
2.15% 

 

373 
 

DA1623 
DA1624 
DA1653 
DG1654 

4.20% 
1.00% 
3.85% 
4.40% 

363 
 

DA1601 14.8% 
 

379 
 

DG1654 
DG1655 

10.0% 
33.5% 

365 
 

DA1600 
DA1601 

1.00% 
2.25% 

370 
 

DT1686 
DT1687 

9.05% 
1.20% 

370 
 

DT1686 
DT1687 

2.60% 
89.7% 

373 
 

DT1685 
DT1686 
DT1687 

28.9% 
40.2% 
33.1% 

372 
 

DC1589 
DA1590 

 
 

38.1% 
45.8% 

 

379 
 

DA1689 
DT1690 

86.4% 
44.9% 

373 
 

DT1686 
DT1687 

7.45% 
19.4% 

380 
 

DA1591 5.35% 379 
 

DA1689 
DT1690 

29.0% 
30.0% 

381 
 

DA1689 59.9% 380 
 

DA1590 51.1% 

382 
 

DT1687 
DT1688 

36.8% 
73.0% 

381 
 

DA1688 
DA1689 

4.70% 
62.4% 

368 
 

DC1589 
 

0.250% 
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Table 2.S2 con’t: Salt Bridge Footprint Analysis of CTD-DNA 
p53 Residue DNA 

counterpart 
% interaction p53 Residue DNA 

counterpart 
% 
interaction 

R175H without zinc MD copy 1 R175H without zinc MD copy 2 

368 
 

DT1682 4.95% 365 
 

DA1596 
DA1597 

16.0% 
36.0% 

370 
 

DT1682 
DT1683 

88.5% 
9.10% 

368 
 

DA1597 25.4% 

372 
 

DA1586 
DA1685 

2.55% 
5.90% 

370 
 

DT1682 
DT1683 

17.2% 
75.6% 

373 
 

DC1588 
DT1682 
DT1683 

17.5% 
7.35% 
7.30% 

373 
 

DT1682 
DT1683 

75.9% 
28.4% 

379 
 

DA1685 
DT1686 

 

15.2% 
23.9% 

 

379 
 

DA1685 
DA1686 

 

21.3% 
26.3% 

 
380 

 
DC1585 
DC1586 

8.80% 
1.30% 

380 
 

DA1585 3.40% 

381 
 

DT1684 
DA1685 
DT1686 

7.40% 
59.5% 
1.25% 

381 
 

DT1684 
DA1685 

 

1.30% 
70.4% 

382 
 

DT1683 
DT1684 
DT1685 

50.0% 
46.9% 
1.45% 

   

 
The residues highlighted in pink, orange, and blue are from monomers A, C, and D 
respectively. The DNA bases in the response element region are boldened.    
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Table 2.S3: L1/S3 Pocket Open Ratios in MD Simulations 
Monomer A 

 Wildtype R175H with zinc R175H without zinc 
Copy 1 24.8% 96.2% 21.2% 
Copy 2 8.70% 77.4% 53.5% 

Monomer B 
Copy 1 4.70% 7.55% 12.4% 
Copy 2 9.60% 10.2% 4.65% 

Monomer C 
Copy 1 12.0% 12.4% 10.4% 
Copy 2 13.1% 24.6% 15.0% 

Monomer D 
Copy 1 93.6% 80.4% 96.0% 
Copy 2 95.4% 67.4% 69.4% 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.S1: Comparison between DNA binding modes of DBD.  The eigenvalues for 
principal components 1 and 2 of the DBD for all three fl-p53 systems are shown.  The 
boxed frames in yellow are the unique frames selected and extracted for RMSD clustering 
in order to visualize differences in the L2 and L3 loops.  
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Figure 2.S2: Analysis of the Q180-R174 salt-bridge.  The distance between the negatively- and 
positively-charged atoms in the Q180 and R174 residues are shown, where a stable salt-bridge is 
defined as 3.5Å.  The salt-bridge in wildtype, R175H with zinc, and R175 without zinc are shown as a 
black, red, and blue line respectively for each individual M copy. Disruption of this salt bridge is seen 
in the R175H mutant systems.   
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Figure 2.S3: Root-mean-square fluctuations of DBD: compare wildtype to R175H with zinc. The motifs 
of the DBD with increased flexibility in the R175H with zinc system are labeled. 
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Figure 2.S4: Root-mean-square fluctuations of DBD: compare wildtype to R175H without zinc.  
The RMSF is shown for each monomer, and the motifs within the DBD where increased 
flexibility is seen for R175H without zinc system are labeled. 
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Figure 2.S5:  CTD footprint analysis based on DNA contacts.  The number of DNA contacts (CTD 
residues that come within 3.5Å of DNA) across all 4 monomers made for each CTD residue number is 
shown for each system.  The average across all three p53 systems is also shown is the lower right panel.  
The positively charged residues in the CTD are highlighted in red.  A value cutoff for the number of DNA 
contacts formed of 600 is selected (dashed blue line) since it is at least half of the maximum CTD-DNA 
contacts.  The positively charged CTD residues that meet this cutoff are labeled.   
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Chapter 2, in part is currently being prepared for submission for publication of the 

material.  Offutt, Tavina L.; Ieong, Pek U.; Demir, Özlem; Amaro, Rommie E. The 

dissertation author is the primary investigator and author of this paper. 

Figure 2.S6:  DNA footprint analysis based on CTD contacts.  The DNA bases that come within 3.5 Å 
of the CTD residues are mapped onto the DNA for each p53 system.  The numbers of CTD contacts 
are normalized, ranging from 0 (no CTD contacts) to 1 (maximum number of CTD contacts).  A 
cartoon of the DBD and TET domains are depicted to highlight the orientation of the DNA, and the 
DNA response element is highlighted with a black box.     
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Chapter 3 

Enhancing Virtual Screening Performance of Protein Kinases with Molecular Dynamics 

Simulations 
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Chapter 3, in full, is a reprint of the material as it appears in Enhancing Virtual 

Screening Performance of Protein Kinases with Molecular Dynamics Simulations 2016.  

Offutt, Tavina L.; Swift, Robert, V.; Amaro, Rommie E., J Chem Inf Mod, 2016.  The 

dissertation author was the primary investigator and author of this paper.	
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Chapter 4 

Knowledge-Based Methods to Train and Optimize Virtual Screening Ensembles 
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Chapter 4, in full, is a reprint of the material as it appears in Knowledge-Based 

Methods To Train and Optimize Virtual Screening Ensembles 2015. Swift, Robert V.; 

Jusoh, Siti A.; Offutt, Tavina L.; Li, Eric S.; Amaro, Rommie E., J Chem Inf Mod, 2016.  

The dissertation author was a secondary investigator and author of this paper. 
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Chapter 5 

Neural-Network Scoring Functions Identify Structurally Novel Estrogen-Receptor 

Ligands 
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Chapter 5, in full, is a reprint of the material as it appears in Neural-Network 

Scoring Functions Identify Structurally Novel Estrogen-Receptor Ligands 2015.  Durrant, 

Jacob D.; Carlson, Kathryn E.; Martin, Teresa A.; Offutt, Tavina L.; Mayne, Christopher 

G.; Katzenellenbogen, John A.; Amaro, Rommie E., J Chem Inf Mod, 2015.  The 

dissertation author was a fourth investigator and author of this paper.	




