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ABSTRACT OF THE DISSERTATION

Perturbing the Edge of Consciousness

Examining signatures of criticality in the conscious and unconscious brain

by

Alessandra DallaVecchia

Doctor of Philosophy in Psychology

University of California, Los Angeles, 2023

Professor Martin M. Monti, Chair

The waking brain demonstrates remarkable coordination across multiple scales and ex-

hibits coherent global dynamics. However, in the transition to unconsciousness, the brain’s

cognitive processing capabilities diminish, accompanied by a reduction in the spatiotemporal

complexity of global dynamics. The Critical Brain hypothesis is introduced as an explanatory

framework, aiming to elucidate how the brain supports complex computations during wake-

fulness and the subsequent decline of these abilities in unconscious states. Neuroscientific ev-

idence suggests that the brain operates slightly away from a critical point between percolating

and non-percolating phases within the Mean Field Directed Percolation (MFDP) class while

recent work suggests another critical point, the edge of chaos, may support the waking state.

Experimental measures of proximity to the edge of chaos are difficult to find, but a new mea-

sure using concurrent transcranial magnetic stimulation and electroencephalography (TMS-

EEG) has emerged as a potential proxy. Moreover, TMS-evoked responses can be leveraged to

test MFDP-associated phenomena, allowing for the examination of proximity to either critical

point within a single dataset. It remains unclear whether MFDP or the edge of chaos critical

point sustains the wakeful conscious state or is associated with other cognitive functions. In

the present dissertation, I first provide a general background on criticality and how TMS-EEG

can be used to measure the proximity of the brain to MFDP or the edge of chaos. In the second

chapter, I present work that confirms the hypothesis that a new measure using TMS-evoked

responses can serve as an experimental indicator of proximity to the critical point at the edge of
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chaos . In the third chapter, experimental measures of the edge of chaos andMFDP are applied

to TMS-evoked responses and compared across stimulation site and conscious states (wake and

NREMsleep). In the fourth chapter, I investigate if these two experimentalmeasures of critical-

ity can be dissociated during wakefulness, using neuromodulation. Across the three presented

experiments, complexity of the TMS-evoked response is more closely associated with changes

in conscious state than MFDP-associated phenomena, providing further evidence to support

the association between the edge of chaos critical point and consciousness.
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Chapter 1

General Introduction

A fundamental aspect of the human mind is the subjective feeling of experience, the “what it

is like” or qualia, that accompanies certain mental processes. Yet, little is known about how

subjective experience arises from our brain’s processing of external and internal information.

This explanatory gap has been termed the “hard problem” [1] and it contrasts with the “easy

problem,” which refers to the investigation of neural and computational mechanisms support-

ing different aspects of consciousness (e.g., attention, volitional control, and the differences

between a conscious and unconscious state). This dissertation narrows its scope to address a

particular facet of the “easy problem” by investigating the Critical Brain hypothesis as a poten-

tial mechanism supporting maximum computational capacity during wakefulness.

1.1 The easy problem of consciousness and brain dynamics

Within the broad umbrella of the term consciousness, one branch of scientific inquiry focuses

on the neuroscience of intransitive consciousness [2], in contrast to transitive consciousness

where awareness is focused on particular objects or individuals. This study of intransitive con-

sciousness focuses on the neural mechanisms that underlie a state of consciousness (defined as

state in which there is something “it is like” to be in, also known as wakefulness [3]), typically

in comparison to states of unconsciousness (defined as states in which there is an absence of

any subjective experience, such as general anesthesia and dreamless sleep).

One feature that has been associatedwithwakefulness is high dynamic complexity – defined

as the simultaneous presence, within a biological system, of high functional differentiation and

high functional integration [4]. In wakefulness, this complexity is identified by the presence

of a large variety of brain states, or repertoires, as compared to NREM sleep [5], anesthesia

[6, 7, 8, 9], and loss of consciousness due to traumatic brain injury [10]. In conditions of dimin-
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CHAPTER 1. GENERAL INTRODUCTION

ished consciousness, the brain appears to transverse fewer and less complex functional brain

states. Indeed, a growing body of evidence leveraging both healthy volunteers and clinical pop-

ulations consistently highlights the positive association between observed network complexity

and level of consciousness, to the point that some measures of complexity appear capable of

uncovering with high accuracy the presence of conscious awareness [11, 12]. The mechanisms

through which the brain maintains its characteristic high complexity during states of aware-

ness, however, remains unclear. With these insights in mind, it is essential to uncover the ways

inwhich the brain navigates the fine line between exploitation and explorationwhile awake, and

how this equilibrium is disrupted in the loss of consciousness. In what follows, I will describe

why the Critical Brain hypothesis appears particularly suited as amechanismof conscious state,

a current issue with this hypothesis, and possible experimental methods that can aid in our in-

vestigation of this hypothesis within the study of consciousness.

1.2 A possible mechanism: Critical Brain Hypothesis

The Critical Brain hypothesis proposes that the brain operates at and self-organizes towards

a critical point [13, 14, 15, 16]. Criticality refers to the phenomena that appear when a system

is at a phase transition (at the critical point) and coincides with a breaking of some symme-

try. This phase transition can be of the physical state, such as from liquid to ice water, where

water’s translational and rotational symmetries are broken, or from paramagnetism to ferro-

magnetism, where the rotational symmetry of magnetic spins is broken. Described originally

in equilibrium systems, self-organized criticality describes how dissipative dynamical systems,

common systems in nature and biology, naturally evolve towards a stable, robust critical state

[17, 18]. Many phenomena that arise when a system is at a critical point are observed in the

brain (e.g., the presence of 1/f noise) and are associated with peak computational abilities. This

“inverted-U” of computation associated with criticality mirrors the peak dynamic complexity

that we see in conscious vs unconscious states.

The first experimental evidence of critical phenomena in the brain was the observation of

neural “avalanches” (a type of cascading activity) that showed power-law statistics in in vitro

local field potential (LFP) recordings from rat somatosensory cortex [19, 20]. The presence

of power-laws is indicative of criticality because it suggests the presence of scale invariance:

a feature of a system whereby the structure and/or dynamical properties of a system have no

2



CHAPTER 1. GENERAL INTRODUCTION

characteristic scale (for an in-depth review see [21]). This property is beneficial to a system

as it allows for information to be integrated collectively across different scales. Experimental

workwith electroencephalography (EEG),magnetoencephalography (MEG), and local field po-

tentials (LFPs) have also reported finding scale invariant neural avalanches, e.g., [22, 23, 24],

supporting the presence of criticality in the brain.

It is not enough, however, to say the brain shows signs of criticality – identifying the criti-

cal point is important as different critical points can be associated with different phenomena,

information processing benefits (e.g., dynamic range and communication), and “universality

classes.” Part of what makes the critical brain hypothesis appealing is the possibility to iden-

tify the universality class that may best describe brain dynamics. A universality class describes

a group of systems that have similar macroscopic qualities, irrespective of their microscopic

properties, and are identified by a specific critical point. They are useful classifications as the

simpler systems of the class can be used to test hypotheses and theories about larger, more com-

plex ones even if the two share no common underlying microscopic mechanisms. The scale in-

variant fluctuations seen in the seminal work of [19, 20] were suggestive of a critical branching

process which led to the current hypothesis that the waking brain is poised near the mean field

directed percolation (MFDP) critical point [25]. However, while the current literature focuses

on theMFDP critical point, the original hypothesis proposed that the brain operated near a dif-

ferent critical point—between a stable, periodic phase and an unstable, chaotic phase because

of the computational benefits in information processing found for systems at or near this “edge

of chaos” [26, 27].

1.3 Two possible critical points: MFDP and edge-of-chaos

Directed percolation (DP) describes a class of models that exhibit phase transitions from a per-

meable (percolating) state to an impermeable (non-percolating) state, so these models mimic

how fluids are filtered through porous materials along a given direction [28, 29]. DP is con-

sidered one of the simplest universality classes of transitions out of thermal equilibrium and

is used widely to provide insights into collective behavior on large scales as the model can be

scaled by varying the microscopic connectivity of the “pores.” MFDP refers to the application

of the mean field approximation to directed percolation models, meaning that the behavior of

the system can be described by mean field equations where interactions between elements are

3
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assumed to be uniform and independent [30]. The use of the mean field approximation dif-

ferentiates this class from others as the approximation assumes that each elements interacts

with the average behavior of the system, thus it does not have a well-defined spatial dimension.

This neglect of the spatial dimension is in contrast to other models such as the Ising model [31]

which has been used previously to model brain connectivity (e.g., [32]).

The concept of the “edge of chaos” encapsulates a transitional state that exists between sta-

ble and chaotic dynamics within a system and, unlike MFDP, it is not a universality class. Es-

tablishing its presence is still helpful, however, because it allows us to identify a number of

simpler systems that can be used to simulate a variety of possible collective neural behavior

(e.g., an Ising model or cellular automata), much like a universality class does. The connection

between the edge of chaos and computation arose as a response to the idea that for a network

to attain the utmost computational capacity, it must possess both flexibility and reliability, en-

abling it to adeptly respond to a diverse range of inputs while ensuring consistent reactions

to those inputs. Critical systems, with their distinct attributes, seem to furnish a suitable en-

vironment for the cultivation of this equilibrium between flexibility and reliability. Here, the

notion of “computation” is grounded in information theory, focusing on the system’s capac-

ity to store, modify, and transmit information. This connection was initially introduced con-

cerning a system poised at the transition between stable and chaotic dynamics [33, 34, 35].

Edge of
Chaos

MFDP
optimal

storage &
transmission

maximally
sensitive to

perturbations

maximal dynamic
range

crackling noise

maximal signal-to-
noise 

adaptability to time-
varying inputs

maximal complexity

Figure 1.1: While some computational benefits have
been seen in for both of these critical points, there
are others that are unique to each. For this reason,
it is best to use a variety of measures looking at dif-
ferent phenomena to ensure proper identification of
the critical point.

Although the criticality associated with the

edge of chaos shares notable computational

traits with MFDP and other instances of

“avalanche criticality,” it also presents unique

attributes. These include heightened sus-

ceptibility to perturbations and the ability

to integrate multiple inputs over varying

timescales [36, 37, 38, 39] (Fig 1.1). Some

evidence has suggested that the brain resides

on the stable side of the edge of chaos criti-

cal point [40]. However, research conducted

within our laboratory suggests that dynamics during wakefulness reside just beyond the edge

of chaos, on the chaotic side, with states of unconsciousness coinciding with either supercrit-

ical, chaotic phase (i.e., general anesthesia) or the subcritical, stable phase (i.e., generalized
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seizures) [41].

Traditionally, researchers have tended to isolate specific facets of criticality for examina-

tion. Yet, a captivating avenue of investigation emerges when contemplating whether diverse

critical points may be present simultaneously and support different aspects of consciousness,

potentially encompassing various cognitive states (e.g., attention). Likewise, the presence of

both critical and non-critical units may help better optimize performance by allowing for the

individual modulation of different units’ proximity to criticality [42]. For consciousness, the

waking statemay be supported by one of these critical points or a specific combination of critical

points. But to determine whether one or more critical points correlate with shifts in conscious

states, and not just cognitive states, we need measurements that can both distinguish between

different critical points and are reliable in unconscious states.

1.4 Testing criticality in conscious states

One of themost commonneuroimagingmethods to study intransitive consciousness, compares

and contrasts the spontaneous brain dynamics occurring under the different states and at the

transitions from one state to another as recorded with functional magnetic resonance imag-

ing (fMRI) or electroencephalography (EEG) (e.g., during full consciousness, drowsiness, loss-

of-consciousness during general anesthesia; [43, 44, 45]). In this type of methodology, often

referred to as passive or resting state paradigm [46], the similarities and differences between

brain dynamics observed during conscious and unconscious states are then used tomake infer-

ences about what brain structures or activity are necessary to support consciousness. In gen-

eral, passive paradigms in the transition from consciousness to unconsciousness show brain

dynamics shifting from a state of high spatiotemporal variability in functional states or reper-

toires to one that has fewer repertoires [47, 10, 7, 48, 49, 5].

On the one hand, passive approaches have been very fruitful. In the clinical context, for

example, these techniques hold the promise of allowing to disambiguate whether someone is

conscious or not on the sole basis of brain activity. This is a very appealing prospect in cir-

cumstances where more traditional approaches to determining whether someone is conscious

(which are typically based on whether someone can demonstrate the presence of behavior that

appears to be voluntarily mediated, as opposed to reflexive) can be ineffective due to the pres-

ence of sensory or motor impairments [50]. On the other hand, passive approaches only offer
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circumstantial evidence for what features of brain function are necessary for a state of con-

sciousness and, by extension, only offer circumstantial evidence as to whether someone is con-

scious [51].

A different method for approaching the study of intransitive consciousness is that of so-

called perturbational techniques. Rather than assessing spontaneous brain activity at different

levels of consciousness, this approach focuses on characterizing evoked brain activity in re-

sponse to a stimulus and, in particular, its temporal evolution. For example, one might analyze

the brain’s response to a sensory stimulation – referred to as an event related potential (ERP).

Much like passive approaches, perturbational techniques circumvent the problem of requiring

someone to be capable of expressing motor behavior in order to demonstrate a state of con-

sciousness, but unlike passive paradigms, perturbational paradigms allow researchers to study

the timeline of specific cortical properties or states that a stimulus follows during conscious-

ness vs unconsciousness. So, while passive paradigms give a general idea as to how the brain

is processing its environment, perturbational paradigms allow researchers to examine the spe-

cific, temporal processing associated with that stimulus in a particular conscious state. Thus,

ERPs and other perturbational methods offer a great middle road between full behavioral as-

sessments of consciousness that require full subject participation and the passive paradigms

that require none.

Conventionally, ERP paradigms employ sensory input (e.g., auditory and somatosensory)

as a form of perturbation. For example, auditory evoked potentials have been found to provide

some evidence of consciousness in patients as the presence of late components (e.g., P300) are

associated with conscious processing of stimuli and, therefore, a state of consciousness [52,

53, 54, 55]. Similarly, somatosensory stimulation has been employed to distinguish conscious

from unconscious states, particularly in the clinical context (e.g., [56]). However, this type of

stimulation relies on a relatively intact sensory system, and for those studies that use language-

based stimuli [57, 58, 59], on a certain degree of language comprehension, both which may not

be necessary prerequisites for consciousness.

A different approach thatmay bridge this last gap of sensory-based perturbationmethods is

the use of concurrent transcranial magnetic stimulation and electroencephalography (TMS-

EEG). In this methodology, the need for intact sensory and peripheral pathways is bypassed

by the direct stimulation of cortex using single pulses of TMS. The difference between TMS-

EEG responses (TMS evoked potentials [TEPs]) in conscious vs unconscious brains mirrors
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the evidence from passive rest paradigms and sensory paradigms, but with a high degree of

specificity and sensitivity [60, 11, 61, 12]. During wakefulness, the brain response to TMS is

highly variable over both spatial and temporal scales with multiple components peaking over

different brain regions. Whereas in NREM sleep (and other states of unconsciousness), the

response is characterized by large amplitude responses restricted in time, lasting only about

100 ms, and highly localized to the stimulated cortex [62].

1.5 Why use TMS-EEG?

TMS, originally developed by Barker and colleagues in 1985 [63], offers an important non-

invasive, neurostimulatory therapeutic and experimental alternative. It offers a unique way to

interact with ongoing neural activity, and, unlike other sensory stimulation approaches, it gives

researchers more flexibility and control to directly perturb and evaluate the relevance of activ-

ity to a given neural event or activity in general. TMS works through the principle of electro-

magnetic induction and Faraday’s Law wherein electrical currents are induced by a conductor

placed in a changing, “time-varying”, magnetic pulses. Rapidly changing magnetic fields are

induced by running a short, strong electrical current through the TMS coil. When placed near

the scalp, these magnetic fields can penetrate the scalp and skull to reach the cortical surface,

where they can induce secondary ionic currents (eddy currents), resulting in action potentials

or post-synaptic potentials. The reach of the coil-induced magnetic field is short, so it is typ-

ically assumed that cortical or subcortical white matter is being stimulated [64, 65, 66, 67].

Although its principal mechanism of action is relatively simple, understanding just how these

eddy currents affect individual neurons and cortex is another matter.

TMS has been used since its invention to study brain-behavior relations under the assump-

tion that the introduction of the eddy current results in some disruption of local processing that

then can be used to make assumptions about the importance of certain cortical regions’ contri-

butions to the behavior of interest. In essence, TMS was described as forming a sort of ‘virtual

lesion’ [68], and although themechanismswere not understood, research could take advantage

of said disruption, treating it as if it were an injection of random noise—ideal for making and

testing claims of causality. The “disruption” caused by TMS can be useful not only by looking

at its effects on other brain networks or cognition, but by pairing it with EEG, it can be used to

investigate the stability of brain dynamics.
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In 1997, Ilmoniemi and colleagues developed a specialized electroencephalography (EEG)

amplifier using a sample-and-hold circuit which allowed for the concurrent collection of EEG

data during TMS (TMS-EEG) [69]. The introduction of concurrent electrical recording has sig-

nificantly enhanced the temporal precision of TMS studies, marking a significant advancement

in experimental testing of the brain’s spatiotemporal dynamics in response to TMS. Notably,

the application of TMS-EEG has revealed a fascinating phenomenon: a TMS pulse triggers a

distinctive “phase reset” that ripples from the stimulated region to cover the entire scalp. This

unique response not only offers insights into the inherent oscillatory traits of various cortical

regions but also unveils the intricate functional interplay between these regions. Central to this

phenomenon are the dynamic properties of the system that affect these interactions. Conse-

quently, the TMS pulse should not be thought of as a mere infusion of random “noise” or a

virtual lesion [68], as repetitive rTMS has been previously described, but, instead, it embodies

a targeted response, that momentarily impairs neuronal activity and results in a reaction that

sparks an array of dynamic neural responses across neighboring and functionally connected

regions. These cascading responses, in turn, allow researchers a way to deduce the dynamic

characteristics of the brain precisely at the moment of stimulation.

A parallel thread of inquiry frames the TEP response as a representation of the brain’s tran-

sition across diverse states—spanning from the baseline period state to either a response or

non-response state [70, 71]. Mutanen et al. [72] hypothesized that TMS not only redirects the

brain into an alternate subspace but also steers it towards a higher-energy subspace. Echoing

this sentiment, other authors propose that TMS shifts the system away from its attractor, either

entirely (with rTMS) or towards a distinct basin within the same attractor (with a single pulse

or short pulse trains) [73]. Consequently, TMS-EEG emerges as a potent avenue to scrutinize

the impact of dynamics, initial state characteristics, and structural attributes, including recur-

rence, on the brain’s response to a single TMS pulse. As such, TMS-EEG and TEPs are uniquely

placed to offer improvements in measurements of criticality and applying them to populations

that have been traditionally difficult in which to assess consciousness.

1.6 Dissertation Outline

The overarching question of this dissertation is whether either critical point (edge of chaos or

MFDP) is related more closely to intransitive consciousness, or conscious state. This question
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is further broken down into the following three:

1. Does a previous measure using TMS-EEG that has been found to have high specificity

and sensitivity to conscious state track a system’s proximity to the edge-of-chaos critical

point?

2. Do avalanche measures done on TEPs mirror the findings of complexity in different con-

scious states (wakefulness and deep sleep) and across different stimulation regions (pre-

motor and parietal stimulation sites)?

3. Can we dissociate between different critical points and conscious state by manipulating

proximity to either critical point during wakefulness with neuromodulation?

In chapter 2, we address the first question utilizing amodeling approach by simulating the TEP

in a cortical patch and studying how the simulated response changes when the dynamics are

shifted towards and away from the edge of chaos. This study serves to confirm the intuition

that the complexity of a TEP response can be used to experimentally measure the proximity of

the current brain state to the edge of chaos critical point. In chapter 3, we apply complexity and

the neural avalanche analyses to previously acquired TEPs in wakefulness and NREM sleep

to investigate how the two measures change with level of consciousness and across different

stimulation sites. As anticipated, the complexity of the TEP response is lower in NREM sleep

compared to wake, but, surprisingly, while we do see changes in neural avalanches, they do not

completely align with previous findings. In chapter 4, we conclude by using a patterned TMS

protocol to modulate cortical dynamics during resting eyes-open in healthy subjects. Here, we

find that while complexity of the TEP response does not change before and after neuromodula-

tion, we see a change in scale invariance. This change, however, does not appear to be induced

by neuromodulation, but is probably due to changes in arousal.
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Chapter 2

In silico loss of consciousness: Does evokedneural complexity

reflect proximity to edge-of-chaos criticality?

2.1 Introduction

Over the last 25 years, the notion that human consciousness is characterized by a state of high

dynamic complexity – defined as the the simultaneous presence, within a biological system,

of high functional differentiation and high functional integration [74] – has gained increasing

interest [75, 76]. Indeed, a growing body of evidence leveraging both healthy volunteers and

clinical populations consistently highlights the positive association between observed network

complexity and level of consciousness, to the point that some measures of complexity appear

capable of uncovering with high accuracy the presence of conscious awareness [12, 11].

The mechanisms through which the brain maintains its characteristic high complexity dur-

ing states of wakeful awareness, however, remains unclear. Numerous MRI studies have indi-

cated that the number and complexity of functional states that the brain traverses over time

changes across different conscious states. Wakefulness, in particular, is distinguished by a

greater diversity of brain states, or repertoires, as compared to sleep [5], anesthesia [6, 9, 7, 8],

and disorders of consciousness (DOC) [10]. In conditions of diminished consciousness, the

brain appears to traverse fewer and less complex functional brain states. Given these observa-

tions, it is crucial to elucidate how the brain maintains a delicate balance between exploitation

and exploration of its dynamics during wakefulness and how this balance is changed by loss of

consciousness. This dynamic equilibrium, sometimes referred to as metastability, is often as-

sociatedwith criticality [77]. Criticality refers to a state in which a system exists at the threshold

between two distinct phases of matter or temporal dynamics, accompanied by the breaking of

some symmetry.

In the context of brain function, theoretical and neurophysiological work suggests that the

10



CHAPTER 2. IN SILICO LOSS OF CONSCIOUSNESS

brain operates in a regime close to criticality, with so-called avalanche and edge-of-chaos crit-

icality being the two most prominent types of phase transitions associated with brain func-

tion [26]. Indeed, our own prior work in a biologically realistic neural model shows that prox-

imity to the edge-of-chaos critical point can support the information-richness of neural ac-

tivity and the effective information communication typical of waking cortical electrodynam-

ics [41, 78]. Moreover, the presence of weak chaos, in the proximity of the edge-of-chaos critical

point, offers important advantages in terms of a system’s response to perturbations, providing

a unique balance of flexibility and stability. In this regime, despite the dynamic variability en-

abled by chaoticity, activity can still be stabilized, or provide predictable outputs, in response

to perturbations [79, 27]. However, transitioning into the regime of strong chaos, or extreme

sensitivity to inputs, disrupts this delicate balance between flexibility and control, impeding a

system’s ability to stabilize its response [80, 81]. This heightened flexibility or increased sen-

sitivity to input leads to a notable decrease in information communication and processing ef-

ficiency as compared to the critical boundary [36, 33]. Consequently, the introduction of new

information or perturbations supersedes and displaces old information derived from previous

perturbations, resulting in the loss of valuable historical information. While these phenom-

ena are fairly well-characterized in simulated systems, the determination of chaoticity and the

assessment of proximity to the edge-of-chaos pose significant challenges when dealing with

noisy, experimental neurophysiological data, which can be difficult to experimentally distin-

guish from noise [82, 83]. Therefore, determining how a range of experimental markers acts

at and around the edge-of-chaos critical point, is essential to in vivo validation of simulation

findings.

We propose exploring the relationship between the edge-of-chaos criticality, inter-trial vari-

ability and the complexity of the brain’s response to transcranial magnetic stimulation (TMS)

evoked responses (TEPs), called the perturbational complexity index (PCI) [60]. Indeed, the

complexity of unperturbed or “resting state” neural electrodynamics has been shown to track

level of consciousness, possibly because of deviations toward or away from the edge-of-chaos

critical point in conscious versus unconscious brain states [41, 78]. But such “resting state”

measures of complexity may be less reliable than PCI, owing to their lower signal-to-noise ra-

tio, and so it is imperative to determine whether there may be a relationship between edge-of-

chaos criticality and the brain’s perturbational complexity, which is amore robust experimental

measure of consciousness.
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Inter-trial variability, once relegated to the category of intrinsic ”noise” in evoked brain re-

sponses, has gained increasing importance as it is now recognized to be intricately connected

with two critical factors. These include 1) intrinsic noise stemming from random neural events,

such as stochastic synaptic release, [84] and 2) alterations in network state [85]. In this study,

we delve into the intricate interplay between changes in chaotic brain dynamics and their im-

pact on the association between trial-to-trial variability and baseline oscillatory phase—an es-

tablished metric of baseline state that has been previously linked to variability [86, 87].If the

brain is near the edge-of-chaos critical point, then chaotic dynamics would result in amplifica-

tion of small changes [88], leading to seeminglyminor variations in the evoked response across

trials with little to no apparent connection to the baseline oscillatory phase. The relationship

between chaos and inter-trial variability is likely complex, as it has previously been found that

networks with chaotic dynamics can exhibit stable responses by switching to locally stable dy-

namic attractors in response to perturbations [89, 90]. Therefore, inter-trial variability in re-

sponse to perturbations (such as TMS) is a valuable supplement to measures of the chaoticity

of neural systems, and is experimentally easier to quantify than resting-state variability, owing

to the same signal-to-noise ratio issues discussed above.

In what follows, we leverage an in silico approach, using a neural field model (NFM), to

assess the relationship between critical brain dynamics, the complexity of the brain’s response

to a TMS pulse, and the inter-trial variability of the brain’s response to a TMS pulse. NFMs

offer computationally tractableways to simulate the response and interactions of populations of

different types of neurons and by employing suchmodels, it is possible to compare and evaluate

the underlying characteristics against a “ground truth.” In our case, we candirectlymeasure and

manipulate the chaoticity of our model.

Neural massmodels (NMMs), a class of mean fieldmodels like NFMs, have been previously

used to study aspects of PCI [91]. Nonetheless, a comprehensive exploration of the relation-

ship between response complexity and the underlying dynamics of conscious and unconscious

states remains unaddressed. Moreover, while neural field and neural mass models have been

employed to investigate the inter-trial variability of neural activity, they are predominantly fo-

cused on exploring the neurobiological underpinnings rather than specifically examining the

cortical and cortico-thalamic dynamics that give rise to this canonical variability [92].
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2.2 Results

We utilized a mean-field model developed in previous work to simulate the electrodynamics

of the brain in both awake and anesthetized states [78]. To investigate the relationship be-

tween TEPs and chaos, we started with a wake parameter configuration identified in the pre-

vious study and employed a genetic algorithm to obtain a parameter set that could reproduce

TMS-like evoked responses. The fitness function used in the algorithm evaluated the number

of components in the response period and the amplitude of the first component relative to the

baseline peaks. The resulting parameter set for the waking TEP response, along with the anes-

thesia parameters determined in our previous work, were then utilized to examine the effects

of underlying dynamics on the simulated TEPs.

2.2.1 TEPs at the edge-of-chaos show a balance between high variability

and stability

In our analysis of the wake parameters of our mean-field model, we uncovered noteworthy

characteristics resembling experimental TEPs (Fig 2.1). Firstly, the initial components of the

TEP response within the first 100 time-steps displayed magnitudes significantly larger than

the baseline oscillations. Notably, the peak-to-trough amplitude was six times higher than the

pre-stimulation peak-to-trough amplitude. Secondly, we observed a distinct pattern in the re-

sponse. While the third component stood out as the largest, the overall response initiatedwith a

significant amplitude, gradually decreased over time, and eventually returned to baseline. This

pattern of response with components starting larger then diminishing with time is a distinct

feature of empirical TEPs (Fig. 1.1, right) compared to sensory-evoked potentials. Thirdly, the

response duration lasted approximately 200 ms before returning to baseline, consistent with

typicalwakeTEPs that last between200and300ms. Lastly, we detected an intriguing interplay

between inter-trial variability and response stability: manipulating the initial firing rates, even

slightly, caused marked variability in the response amplitude, resembling the inter-trial vari-

ability observed in empirical studies (Fig 2.2). Remarkably, these salient features were not in-

corporated into the error function of our genetic optimization, and underwent notable changes

when the system transitioned into a supercritical regime (Fig 2.3).

The presence of amplitude variability presents an intriguing opportunity to explore the fac-

tors associated with specific response characteristics in a near-critical regime. One potential
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Figure 2.1: This figure depicts the response of our simulation across 20 runs with different initial firing
rates for our wake parameter set compared to an experimental grand average response (N = 19) from a
channel below the stimulator (CP3).

factor contributing to this variability is the pre-stimulus phase of the baseline oscillations. The

impact of pre-stimulus phase on the amplitude of TMS- and motor evoked potentials (MEPs)

has not been clearly determined. Some experiments find a connection [93, 94] while others find

pre-stimulus power, rather thanphase, to bemore relevant [95, 96]. To investigate the potential

influence of pre-stimulus phase on TMS-evoked responses in our model, we conducted simu-

lations using 100 randomly generated initial firing rates and then employed three clustering

methods to analyze the responses.

The first method, which we refer to as our “manual” approach, involved categorizing each

run based on whether stimulation occurred at a peak, trough, or midpoint. This determination

was based on the proximity of the time-step just before stimulation to the peak or trough of an

oscillation (Fig 2.2).

Next, we applied an unsupervised learning technique, K-means clustering, to cluster the

responses. This clustering was based on both the pre-stimulus baseline amplitude at the time-

step just before stimulation and the responses themselves. The elbow method was employed

to determine the optimal number of clusters. Using the baseline amplitudes, we partitioned

the runs into three clusters, as determined by the elbowmethod, which corresponded well with

our manual classifications of peaks, troughs, and midpoints (Fig 2.2). Cluster 1 appeared to

include stimulation that occurred at a midpoint, Cluster 2 consisted of runs in which stimula-

tion occurred at the peak of the baseline oscillation, and Cluster 3 consisted of runs in which
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Figure 2.2: The results from the three outlined clustering methods: manual clustering, baseline-seeded
k-means clustering, and response-seeded k-means clustering are shown. The clustering was performed
on 100 runs of thewake parameter setwith varying initial firing rates. The clusters suggested byK-means
clustering are similar to the manually selected clusters at the trough, peak, and midpoint.

stimulation occurred at the trough of the baseline oscillation. The main difference was that our

manual technique picked out more pre-stimulus peaks than the baseline K-means, which clus-

tered more runs at what appears to be a “midpoint.” Based on this clustering technique, the

variability of the response appears to increase when stimulation hits the midpoint of a baseline

oscillation relative to stimulation hitting at a peak or trough. Furthermore, the peak stimula-

tions of Cluster 2 have a much larger third positive component than either Cluster 1 or Cluster

3.

In our third method, we investigated whether the baseline phases aligned when clustering

was based on the responsewindow (Fig 2.2). Here, the elbowmethod indicated two clusters that

were appropriate for our data. The clusters born from this method, which is based only on the

response, seem to separate trials in which stimulation occurred at peaks on the one hand, from

trials in which stimulation occurred at troughs andmidpoints on the other. The simulated TEP

responses in Cluster 2 all occur after stimulation during the peak of the baseline oscillation.

In addition, they result in less variability in the first two components, and the last positive

component is much larger compared to Cluster 1. In Cluster 1, the first two components appear

highly variable in amplitude and latency. The initial components in the other two clustering

techniques do not show this latency variability, which implies that the midpoint and trough

distinction is likely important to the latency of the first component.

The clustering analyses conducted using the three methods revealed interesting insights re-
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garding the relationship between pre-stimulus phase and TEPs. All three methods identified a

distinct cluster corresponding to the responses after stimulation at the peak of a baseline oscil-

lation. Interestingly, the most distinctive feature of these responses is the increasedmagnitude

of the final component before the return to baseline. These results imply a clearer association

between pre-stimulus phase and amplitude variability in later components than earlier ones.

The variability of these early components in our model does not appear to be fully associable to

the pre-stimulus phase. The last observation is that the second positive TEP component exhib-

ited the greatest robustness to changes in firing rate and baseline oscillation, regardless of the

clustering method employed. This result implies that the mid-latency component may be the

least associable to neural excitability.

These findings highlight the complexity of the relationship between pre-stimulus phase and

TMS-evoked responses, suggesting that additional factors may contribute to the observed vari-

ability. Further investigations are warranted to gain a deeper understanding of the underlying

mechanisms driving these dynamics and to explore potential interactions between pre-stimulus

phase and other parameters influencing TEPs.

2.2.2 Increasing anesthetic dose slows and simplifies the simulated TEP

response

With an established wake parameter set, we then used the anesthesia parameter set from our

previous study [78] while keeping fixed the parameters related to the TMS stimulation (stim-

ulation amplitude, couplings, and dendrites between the pulse and excitatory and inhibitory

populations). First, we examined the response and neural dynamics under a 50% anesthesia

dosage, representing an intermediate stage between the wake parameters discussed above and

the previously established anesthesia parameter set (Fig 2.3). Notably, despite being still near

the edge-of-chaos, the baseline oscillations became larger and slower, and the response am-

plitude dramatically increased while retaining the same number of positive components as the

wake parameter set. The response duration remained around 200 ms.

We then explored the effects of full sedation and supercritical dynamics on the stimulation

evoked response. In this parameter set, the response amplitude was several times larger than

the response amplitude produced by our waking-state simulation, emulating a key observa-

tion of experimental TEPs after propofol anesthesia [12]. However, unlike experimental TEPs

during anesthesia from GABAergic drugs such as propofol, our stimulation response results
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Figure 2.3: The simulated TEP responses from each parameter set (wake, 50% anesthetic dose, & 100%
anesthetic dose) are plotted along with the calculated largest Lyapunov exponent (LE). The response to
a simulated TMS pulse is shown for each dosage over 20 runs with different initial starting parameters.
This figure showcases the large degree of variability in the simulated response for the wake parameter
sets compared to either anesthetic dose.

in a substantially longer evoked response, lasting roughly double the duration compared to the

critical sets. This response profile ismore similar to the experimental TEPs during Xenon anes-

thesia [12], the pharmacology of which differs markedly from that of GABAergic anesthetics.

To investigate the influence of pre-stimulus phase in our simulation of the anesthesia TEP

response, we manually adjusted the stimulation time to coincide with peak, trough, and mid-

point of the baseline oscillation. In the 50% dosage, the response closely resembled the wake

parameter set, with peak and trough stimulations resulting in nearly identical responses to our

wake parameter sets (Fig 2.4). However, these responses were still much larger than those in

thewake set and did not show the same variability between peak and trough. This result implies

that the transition towards anesthesia diminishes the effect of pre-stimulus phase on response

variability.

In contrast, while the 100% anesthesia dosage did exhibit some amplitude variability, in

general the responses were similar no matter if stimulation occurred at a peak, trough or mid-

point, despite the increased sensitivity to initial conditions (i.e. chaoticity) of the anesthesia

simulation, as indexed by its largest Lyapunov exponent (Fig 2.4). Interestingly, the amplitude

of the late-latency components (100-200 time-steps) differed only for midpoint stimulation,

while peak and trough stimulations yielded similar responses, akin to the 50% dosage. As the

50% dosage represents a transitional state between wakefulness and anesthesia, it likely has

elements of response variability observed in both parameter sets. Previous simulation work

has shown a similar pattern where the relationship between pre-stimulus phase and phase-

locking to a stimulus disappeared in sub and super-critical phases of a model at the edge-of-
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synchrony [97].

Figure 2.4: The response for the 50% and 100% anesthesia parameter sets are shown when the stimu-
lation is delivered at the peak, trough, or midpoint of the baseline oscillation. For both doses, the main
difference between the response when stimulation is delivered at the trough, midpoint, and peak is the
magnitude of all components.

2.2.3 Complexity of the response tracks the underlying system dynamics

Finally, we assessed response complexity to our simulated TMS pulses and its relationship with

underlying dynamics and pre-stimulus phase. The complexity of the stimulation-induced re-

sponse was found to be similar between the two edge-of-chaos parameter sets: the wake pa-

rameter set (LZc = 0.47) and the 50% anesthesia dosage (LZc = 0.50). In contrast, complexity

significantly decreased for the full anesthesia dosage (LZc = 0.15).

Regarding the clustering analysis, the wake parameter set exhibited consistent complexity

levels across different pre-stimulus phases, whether at a peak, trough, ormidpoint (mean LZc =

0.44 for all three). This pattern was also observed for both the baseline K-means cluster (mean

LZc = 0.44) and the response K-means cluster (mean LZc = 0.44).

However, in the case of the 50% anesthesia dosage, the complexity varied depending on pre-

stimulus phase. The midpoint and trough responses displayed higher complexity (LZc = 0.57

and0.50, respectively) than the peak response (LZc =0.38). In the 100%anesthesia dosage, the

complexities of the peak and trough responses were similar (LZc = 0.15 for both), with a slightly

higher complexity observed for the trough response (LZc = 0.20). Notably, pre-stimulus phase

only seemed to affect complexity primarily in the 50% anesthesia dosage parameter set.
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2.3 Discussion

We here present a model of a TEP response during wakefulness and show how the complex-

ity of the model’s response reflects its proximity to the edge-of-chaos critical point. Our find-

ings suggest that the experimental measure of PCI [60] may indeed reflect the proximity of

the brain’s dynamics to criticality. Furthermore, we show that while different characteristics of

the simulated response change prior to simulated anesthetic loss of consciousness, complexity

remains high and lowers significantly only at the full anesthetic dose. In the original paper pre-

senting PCI [60], Casali and colleagues report that PCI remains within the values associated

with wakefulness and just barely dips towards value associated with unconscious states for in-

termediate stages of anesthesia (level 2 - 3 MOAA/S). In another anesthesia TMS-EEG study,

Ferrarelli et al. [98] described TEPs from one subject during intermediate midazolam sedation

(level 3OAA/S)who exhibited features of bothwake and anesthesia states, with a gradual emer-

gence of the large positive-negative wave associated with deep sedation at the single trial level.

Consistent with these findings, our model demonstrates similar behavior in response variabil-

ity related to pre-stimulus phase. Specifically, stimulation at a midpoint elicits a larger, more

sedation-like response compared to stimulation at a peak or trough. These findings suggest that

the evolution towards larger and simpler responses in the supercritical phase becomes notice-

able in the system’s response to stimulation prior to its transition away from the critical point,

and that this evolution is reflected in the relationship between pre-stimulus phase and the re-

sponse. Based on these experimental reports, our 50% anesthetic dose likely represents a very

early stage of anesthesia (e.g., stage 1 of Guedel’s Classification or the induction stage [99] or

levels 6 - 4 MOAA/S) where consciousness is reduced but the individual is still able to respond

to commands.

Our second finding explores the intricate relationship between response variability, com-

plexity, and dynamic phase in the context of TEPs. We show that pre-stimulus phase is related

to the early and late latency components of the response but only for the wake TEP response.

These findings align with previous experimental evidence highlighting the association between

mu-rhythm phase and early and late latency TEP responses to stimulation of the supplemen-

tary motor area and motor cortex [100, 94, 93, 101]. Our results also provide novel hypotheses

about the relationship between complexity and pre-stimulus phase for the transitional period

between wakefulness and full sedation. In our model, as we progress toward the administra-

19



CHAPTER 2. IN SILICO LOSS OF CONSCIOUSNESS

tion of 100% anesthetic dose, the relationship between pre-stimulus phase and TEP weakens

and the response profile stabilizes across different phases. Nevertheless, complexity reduces

slightly in the 50% dose model when stimulation occurs at a midpoint, yet it remains higher

than the complexity observed during full sedation. This intriguing finding implies two im-

portant hypotheses: firstly, during the transition from wakefulness to full sedation, the TEP

response exhibits characteristics of both states, depending on the pre-stimulus phase; and sec-

ondly, complexity can capture these transient responses while still remaining higher than the

complexity observed during full sedation.

Notably, our model specifically captures the relationship between pre-stimulus phase and

a single stimulation-induced response. It has been proposed that the variations in findings re-

gardingMEPs could be attributed to differences in inter-stimulus intervals (ISIs), with the pos-

sibility that shorter ISIs (> 0.2 Hz) could promote heightened neural entrainment and conse-

quently intensify the correlation between baseline phase and the entrained response [96]. Our

findings present a contrast to this interpretation, as we observe a certain degree of phase-based

modulation even with a single pulse. It is plausible that this relationshipmay be attenuated due

to measurement error in experimental settings employing longer ISIs, but becomes more ap-

parent when shorter ISIs are employed, facilitating greater neural entrainment and increasing

signal-to-noise ratio. Furthermore, these conflicting studies aforementioned primarily looked

at MEP amplitude rather than TEPs, suggesting the possibility that phase-based modulation of

corticospinal excitability may require cortical-level entrainment. Future investigations should

extend the current model to incorporate multiple pulses at different intervals, enabling a more

comprehensive exploration of how phase-based modulation at the cortical level is influenced

by entrainment and neural plasticity.

It is important to acknowledge two limitations of our study. Firstly, our model represents a

single cortical patch beneath the stimulator, allowing us to assess only the temporal complexity

of the simulated TMS response, whereas PCI captures the spatio-temporal complexity of TEPs.

Moreover, the absence of intracortical connections and feedbackmechanisms in ourmodelmay

limit its ability to fully capture the effects of recurrent processing, which could potentially alter

the response dynamics and contribute to increased complexity. However, previous research

utilizing NMMs with different underlying dynamics and without thalamic or globus pallidus

(GP) populations has demonstrated region-specific characterization of TEP responses, primar-

ily relying on internal parameters for each region-specific NMM [102]. Thus, a model of a dis-
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connected cortical patch may suffice to model region-specific responses. Nevertheless, future

investigations should address these limitations by incorporating multiple patches and includ-

ing appropriate neural connections.

Secondly, there is a discrepancy between the stimulation-induced response observed in full

sedation in our model and the experimental findings. In the literature, while the complex-

ity of the TEP remains low across different anesthetics (Xenon, propofol, midazolam, and ke-

tamine) [12], the response profiles themselves vary slightly. For GABAergic anesthetics (propo-

fol), the TEP results in a large positive component, followed by a large negative component and

the response lasts in total around 100 ms, while for Xenon anesthesia, the TEP response is no-

ticeably larger and longer lasting compared to wakefulness [12]. Our model’s response to full

sedation resembles the latter scenario, despite being designed to simulate GABAergic anesthe-

sia. This difference will be interesting to investigate further in future work. Pharmacological

studies have found that changes in GABAb affect mid-latency components (N100) of the M1-

TEP response [103, 104]. Future work should address both of these issues by adding a fast,

inhibitory cortical population and performing the same parameter search done previously [78]

with this new wake parameter set.

2.3.1 Conclusion

In summary, we present amodel of TEPs during wakefulness, and use this model to explore the

relationship between response complexity, pre-stimulus phase, and anesthetic dosage. Cru-

cially, our findings indicate that the complexity of the model’s response reflects its proximity

to the critical point between stability and chaos. We also demonstrate that different response

characteristics change prior to simulated loss of consciousness (LOC), but with complexity sig-

nificantly decreasing only at full anesthetic dose. Notably, our model exhibits similarities to

experimental findings where TEPs recorded under intermediate sedation gradually transition

to larger, simpler responses. We also investigate the impact of pre-stimulus phase on response

variability and latency components, offering novel hypotheses regarding the relationship be-

tween complexity and pre-stimulus phase during thewakefulness-to-sedation transition. How-

ever, it is crucial to acknowledge that our model represents a single cortical patch, and further

investigations involvingmultiple regions and the inclusion of intracortical connections arewar-

ranted. Additionally, the discrepancy between our full sedation response and experimental

findings highlights the need for future studies to explore the complex dynamics of TEPs un-
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der different anesthetics and consider the inclusion of additional neural populations in future

studies.

2.4 Materials and methods

2.4.1 Mean-field model of the electrodynamics of the basal-ganglia-

thalamocortical system

The basal-ganglia-thalamocortical mean-field model developed by van Albada and col-

leagues [105, 106] was used to simulate TEPs and study the relationship between TEPs and

chaos. The model simulates the average response of a population of neurons by dividing the

population’s max firing rate by the mean membrane potential of those neurons above the re-

versal potential. The population firing rate (Qmax
a ) at point r and time t is modeled with a

sigmoidal function of the number of cells whose potential (Va) is above the mean threshold (θ)

of that population:

Qa(r, t) =
Qmax

a

1 + exp [−(Va(t)− θa/σ′]
(2.1)

where σ′ is the standard deviation of the firing thresholds. The change in mean cell-body po-

tential (Va) for a type a neuron is modeled as

Dαβ(t)Va(t) =
∑
b

vabϕb(t− τab) (2.2)

where ϕ(t − τ) is the incoming pulse rate, tau is the axonal time delay between type b to type

a neurons, and vab is the change in mean cell-body potential due to afferent activity from type

b neurons. Dαβ is a differential operator that represents dendritic and synaptic integration of

incoming signals:

Dαβ(t) =
1

αβ

d2

dt2
+ (

1

α
+

1

β
)
d

dt
+ 1 (2.3)

Where α and β are the decay and rise rates of the cell membrane potential. We made the fol-

lowing modification to the original Robinson mean-field [106]. While in the original, both the

duration and peak η of synaptic responses is scaled by α and β:

η(α, β) =
αβ

β − α

[
exp

(
−α

ln(β/α)

β − α

)
− exp

(
−β

ln(β/α)

β − α

)]
(2.4)
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We modified the synaptic response h such that its duration and not its peak is modulated by α

and β:

h(t) =
H

η (α, β)
h(t) (2.5)

Where h(t) is the original synaptic response and H = 31.5 s−1 [107]. This modification was

done in accordance with prior anesthesia modeling studies as an effect of GABAergic anesthe-

sia is to prolong the duration of postsynaptic inhibition without altering the peak of the post-

synaptic chloride current[107, 108]. Lastly, a damped-wave equation was used to model the

propagation of mean electric field ϕab from population b to population a:

Dabϕab(r, t) = Qb(r, t) (2.6)

Dab =

[
1

γ2ab

∂2

∂t2
+

2

γab

∂

∂t
+ 1− r2ab∇2

]
(2.7)

where rab is the spatial axonal range and ∇2 is the Laplacian operator, and γab is the temporal

damping coefficient:

γab =
vab
rab

(2.8)

Finally, we introduced several populations and connections not in the original van Al-

baba and Robinson model: the globus pallidus (both internal and external capsules) and

D1 and D2 striatal populations. We added inhibitory connections from GPe to cortical in-

hibitory neurons [109, 110], the thalamic reticular nucleus [111], and both D1 and D2 popula-

tions [112, 113, 114]. The TMS pulse was modeled as a biphasic external driving stimulation to

the cortical excitatory and inhibitory populations. The strength of the stimulationwasmodified

by altering the coupling (γex and γix) between the stimulation population (x) and the excitatory

(e) and inhibitory (i) populations. In sum, the model contained 192 free parameters.

Determining a new wake parameter set

We previously identified a parameter configuration for waking brain states [78] that resulted

in low-amplitude and weakly chaotic oscillations of local field potentials (LFPs), simulated by

taking the sumof synaptic currents [115]. To identify a parameter set that resulted in a TMS-like

evoked response, we used a genetic algorithm to modify the wake parameter set we previously

identified.

In our first step, our fitness function error increased if 1) there were more or less than 3
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components in the response period (around 300 time-steps post stimulation), and as 2) the first

component got smaller and more like the average amplitude of the baseline . As the model was

oscillating prior to stimulation, the second errorwas included to increase the error of parameter

sets where the stimulation was not strong enough to elicit an oscillatory response larger than

the average baseline oscillation. The component error was calculated with a double inverse

symmetric logistic function:

E(x) = L−
(

L

1 + e−k(x−c1)
− L

1 + e−k(x−c2)

)
(2.9)

Where L is the maximum error, c1 is 0.5 times the lowest acceptable bound, c2 is 1.5 times the

highest acceptable bound, and k is the rate atwhich the error increased as the given valuemoved

below c1 or above c2. The baseline error was calculated as the reciprocal of the amplitude of the

first response component and the mean amplitude of baseline peaks with a maximal bound of

0.2.

From that initial wake parameter set, an addition 19 ‘mutations’ were created where the

chance that any given parameter would be mutated will be 10% and parameters would ‘mutate’

by multiplying their original number by a random number uniformly sampled between 0.5 and

1.5. After which, for each new generation, 20 pairs of randomly selected parameter configura-

tions were selected for ‘cross-over,’ yielding 40 new parameter configurations, and another 20

will be created through mutation. Then, from those 50 parameters sets, 10 will be selected that

yield the lowest error (as calculated above) to cross over andmutate in the next generation. The

genetic algorithm ran for 100 generations for 10 parallel runs. After the 10 runs, the parameter

set with the lowest error was chosen. Once the wake TEP parameter set had been identified, the

system’s largest Lyapunov exponent and the average response were assessed by adding and or

subtracting 0.0 – 0.1 to the initial firing rates to modify the initial state of the system 20 times.

The average largest Lyapunov exponent from these twenty runs was used as the final measure

of chaoticity for the parameter set while the average of the propagator responses was taken as

the final evoked response.

In our second step, we ran a final genetic algorithm with the parameters obtained from the

above to bring the baseline oscillations to an amplitude similar to the original wake parameters

while keeping the fixed indices from the original wake parameters. The fitness function in this

step included the same component error as the first step, but replaced the baseline error with
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a max baseline peak error where the absolute difference was taken between the max peak am-

plitude in the first five seconds before stimulation and the max peak height from our original

wake parameters. This difference was then multiplied by some constant k to keep the model

from converging too quickly.

Once we identified a set of parameters for the waking TEP response, we used our previously

identified anesthesia parameters [78] to test how underlying dynamics affect the simulated

TEP. Our anesthesia parameters result in strongly chaotic LFPs dominated by large-amplitude

delta (< 4 Hz) oscillations in the baseline period prior to stimulation. We then used the fol-

lowing equation to produce a parameter set (P ) at 50% and 100% doses D of the simulated

anesthetic:

P = P0

(
P1

P0

)D

(2.10)

where P0 and P1 are our wake and anesthesia parameter sets, respectively. AsD increases, the

model moves from its awake state (D = 0) towards its anesthetized state (D = 1).

2.4.2 Calculating the Lyapunov Exponents

We calculated the stochastic Lyapunov exponent of the mean-field model’s excitatory firing

rate in the period before stimulation to measure the chaoticity of the model. A positive large

exponent indicates chaos while a negative large exponent indicates periodicity. The edge-of-

chaos is at the transition between these two states and therefore occurs when the Lyapunov

exponent is at zero with near-zero exponents indicating near-critical dynamics. To calculate

the Lyapunov exponent, a simulation with initial starting parameters was run for 20 seconds,

then rerun but with the additional of random noise perturbation to all neural populations at

9.999 seconds. The rate of divergence between the two simulation runs was calculated over the

final 10 seconds. The divergence e(t)was estimated by the summed squared difference between

the first Qe(1) and second Qe(2) simulation run, divided by the maximum possible difference:

ϵ(t) =
(Qe(1)(t)−Qe(2)(t))2

ϵmax
(2.11)

ϵmax = (max(Qe(1))−max(Qe(2)))2 (2.12)
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The largest Lyapunov exponents is then calculated by estimating the rate of divergence:

ϵ(t) = ϵ(0) exp(Λt) (2.13)

Where ϵ(0) is the initial distance between the two simulations at t = 0. The slope of the ln ϵ(t)

versus time gives the estimate of the largest Lyapunov exponent, and, because both simula-

tion runs had the same noise inputs, this slope gives the estimate of the stochastic Lyapunov

exponent for the model.

2.4.3 Calculating Lempel-Ziv complexity of the simulated TEP response

To calculate the Lempel-Ziv complexity (LZc) of the simulated TEP response, we made the fol-

lowingmodification to the traditionalmethodology; the binarization threshold for the response

period was calculated based on the mean of the absolute Hilbert of the 500 timestep period

prior to stimulation. The LZc algorithm was then applied to the binarized response period and

normalized by dividing by the LZc of 15 Fourier-transformed surrogates [116].
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Chapter 3

TMS-evoked complexity& avalanches inwakefulness&NREM

sleep

3.1 Introduction

Sleep is a temporary and reversible state of reduced consciousness experienced by most ani-

mals on a daily basis. At a broad level, sleep is divided into two different categories of states:

non-rapid-eye-movement sleep (NREM) and REM sleep. Physiologically, the two conditions

differ dramatically between each other. REM is identified by the emergence of wake-like EEG

activity but absent muscle activity and the presence of the eponymous rapid eye movements

while NREM sleep can be identified by an increased density of slow oscillations and, depend-

ing on the stage, the presence of K-complexes and sleep spindles. Phenomenologically, the

main difference between NREM and REM is that while REM is associated with conscious-like

experiences, while during NREM people report either a complete the absence of experience,

much like general anesthesia, or very vague abstract experiences [117, 118].

NREM sleep is of particular interest in consciousness because it is endogenously generated,

unlike general anesthesia, and reversible. In both NREM and anesthesia, the brain remains

structurally intact and functionally active, but unable to sustain long-range communication

[62, 12]. There is, however, increasing evidence that the brain in NREM can still process sen-

sory input to some extent [119]. Cortical activity switches to a bistable regime where cortical

neurons alternate between periods of increased, wake-like activity (UP states) followed by pe-

riods of suppressed firing (DOWN states) [120]. The appearance of these DOWN states has

been hypothesized to be the mechanism that interrupts long range correlations [121, 122] and

suppresses effective communication between different brain regions triggered in response to

incoming signals (e.g., a TMS pulse) [123, 124]. Thus, there is a well-established cortical mech-

anism for the loss of effective communication and information integration in NREM sleep.
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3.1.1 Criticality and NREM sleep

If criticality supports conscious experience and therefore wakefulness, then measures of criti-

cality should indicate that duringNREM, the brain deviates away from criticality towards either

the sub- or supercritical regime. Asmentioned in the general introduction ( 1.2), scale invariant

fluctuations are typically used to study criticality in the brain. These scale invariant fluctuations

are otherwise known as neural avalanches—a separate mode of neural activity different from

oscillations, synchrony, and waves [19]. This type of activity is defined by the presence of in-

creased bursts of neural activity that occur continuously in time across a variety of sources (Fig.

3.1). Avalanches are different from waves or other modes of activity in that although activity is

propagating out from the starting neural population, it does not need to propagate in a spatially

contiguous way (it need be only temporally contiguous). Avalanches and the distributions of

their sizes and durations are used to identify the critical point of interest, the proximity of the

system to this critical point, and to confirm that the power-laws represent “crackling noise.”

The term “crackling noise” refers to high-amplitude scale invariant fluctuations with long

autocorrelations [125]—take for example a piece of paper being crumpled and the sound it pro-

duces [126]. It is the presence of both a critical slowing down (increase in long-range tempo-

ral correlations [LRTCs]) and scale invariant fluctuations that are indicative of a critical phase

transition. Critical points associatedwith this “crackling noise” are referred to as avalanche crit-

icality (for a review see [13, 26]). However, evidence for criticality in the brain relies generally

on evidence for one of the two (power-laws or LRTCs) even though scale invariant avalanches

have been seen in non-critical systems [127, 128, 129, 130] and have been observed in regions

surrounding the critical phase transition [131, 132]. Crackling noise can be recognized by a spe-

cific scaling relation (outlined further in the methods section 3.2.4) that has not been observed

for other non-critical systems [128, 130, 129].

Evidence of criticality that incorporates this scaling relation suggests that the waking brain

operates not at criticality, but in a slightly subcritical regime or in a ‘quasi-critical’ regime [133,

132, 16]. There has also been an argument for an “extended” critical phase where a system

shows critical phenomena over an extended parameter space (Griffiths phase) [134, 135, 136].

The idea of a quasi-critical regime or an extended critical phase has gained traction as it seems

highly unlikely that a complex system like the brain would be able to maintain precise tuning

to a specific point in parameter space.
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Figure 3.1: A depiction of how information may be communicated in a patch of cortex through scale
invariant fluctuations. The patch of cortex is represented by a 2D lattice structure of hexagonal neural
populations. The pink hexagons reflect information transmission through a change in the neural sys-
tem’s phase (e.g., if it is a system of oscillators, the pink could represent synchronization between the
specific populations) in the spatial domain. The numbers on the pink hexagons represent the order in
which the information is transmitted from node to node in the temporal domain. The first change in
phase in pink hexagon 1 leads to the change in pink hexagon 2 and so on until the last pink hexagon
fails to elicit a change in another neural population, resulting in an avalanche of specific size (# of pink
hexagons whose phase was changed) and duration. A probability density function (PDF) can be created
based on the size and duration of all the avalanches in the system. If this distribution of size and du-
ration are most similar to a power-law function as compared to other distributions like a lognormal or
exponential distribution, then the avalanches are scale-invariant.

Despite the experimental support for the idea that a state of wakefulness correlateswith crit-

ical or near critical dynamics, there is some ambiguity in the evidence that NREM sleep results

in a deviation away fromcriticality. Ononehand, there is clear evidence in support of changes in

scale-free connectivity, structure, and loss of LRTCs in sleep [121, 137, 122] (cf. [138]) with de-

creased LRTC and increased synchronization indicative of supercritical dynamics. On the other

hand, evidence from neural avalanches appears to indicate that scale invariance is preserved in

NREM sleep with themain difference betweenwake/REMandNREMbeing an increase in tails

of the distribution in NREM [121, 139]. This increase in the tails of a power law distribution in-

dicates that there is a tendency to see either larger or longer events. In the supercritical phase,

this increase becomes a “bump” near the end of the distribution [140, 141]. Evidence of flat-

tened power laws (and a lack of a bump) suggests that NREM dynamics are closer to criticality
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than wake [140, 139]. Interestingly, drowsiness and sleep deprivation are also associated with

similar changes in LRTC and neural avalanches [140, 141]. Taken together, it would appear that

NREM sleep pushes critical dynamics towards the supercritical phase, but as the waking rest-

ing state operates in a subcritical regime, it effectively pushes the system closer to criticality.

In comparison, anesthesia is associated with similar results for LRTCs [142] and persevered

scale invariance [143, 140], but more studies in anesthesia have found a loss of scale invariant

fluctuations during anesthetic loss of consciousness [144, 145, 146, 147, 148].

Unfortunately, not much work has been done to investigate how the edge of chaos critical

point and NREM sleep. Experimentally, complexity is reduced in NREM sleep like it is in anes-

thesia and other unconscious states [149, 150, 151, 60]. There is some modelling work that has

suggested that the slow oscillations duringNREMsleep are chaotic (largest Lyapunov exponent

> 0) [152]. These results are consistent with our previous study outlined in the preceding chap-

ter, where brain dynamics during GABAergic anesthesia deviate from the edge of chaos critical

point towards the supercritical phase [153]. Thus, there is also evidence that cortical dynamics

during NREM sleep also transition towards the supercritical, chaotic phase. Therefore, based

on the evidence presented above, neural avalanches calculated on TMS-evoked potentials dur-

ingN2/N3 sleepwill still show signs of near critical behavior (scale invariant fluctuations) while

the complexity of a TEP will decrease significantly.

3.1.2 TMS-EEG & Avalanches

Applying avalanche statistics to evoked TEPs during NREM sleep allows for the comparison of

two criticality measures within the same dataset and under the same brain state (stimulation

during rest as compared to traditional spontaneous rest recordings). Moreover, this investi-

gation affords us the opportunity to assess whether a TMS-evoked paradigm yields consistent

outcomes with those obtained through resting-state paradigms or if it shows distinct and com-

plementary findings, akin to the distinctions found for complexity in previous studies [154, 155].

Prior research has often relied on intracranial recordings, which are not always logistically fea-

sible in various conditions of consciousness loss, such as those encountered in clinical settings.

EEG, although more adaptable, grapples with a limitation known as the coarse-graining prob-

lem [156], according to which measurement overlap obscures the true underlying dynamics as

it introduces spurious correlations between neural populations. However, I posit that TMS-

EEG holds the potential to circumvent many of these challenges, including those related to
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coarse-graining and signal-to-noise ratio issues.

Avalanches can be obfuscated in EEG via volume conduction, noise, and merging. Some

previous evidence for avalanches in EEG uses channel-space which means that the data are

more susceptible to the effects of volume conduction (e.g., [157, 158]). A spread of the signal

due to volume conduction would create larger avalanches asmore channels appear to be partic-

ipating in the avalanche [159, 160]. Source localization can help attenuate this effect and other

studies have applied avalanche measures on it (e.g., [22, 161]). The first way TMS-EEG helps is

by attenuating the effect of experimental noise where peaks may appear due to measurement

error or other physiological signals. For example, if a subject has a lot of muscle activation,

even with filtering and ICA, not all of that activation may be removed resulting in some signal

reaching the applied threshold for avalanches when it should not. Averaging trials, as is done

for evoked data, can help further diminish the effect of transients or other physiological noise

that is not related to the avalanche. Additionally, we use onlinemonitoring to further eliminate

muscle and other event-related noise associated with the TMS pulse. The second way is related

to avalanche measurement itself and not to the EEG. In resting state, avalanches are sponta-

neously evoked from different regions and different times. As such, the data represents many

different avalanches from different precipitating events. During measurement of avalanches,

as if all instances of significant signal are taken from across the scalp, the presence of multiple

avalanches at different trajectories (time-points) would lead to their merging in the analysis–

which has been shown can lead to the incorrect identification of the critical point [162]. By

using TMS-evoked activity we can address this concern by focusing on avalanches associated

with a specific start time and place. Thus, TMS occupies a unique position in surmounting the

challenges associatedwithmeasuring avalancheswhen employing a coarse-grainedmethod like

EEG. Finally, given the versatility of TMS in its applicability across various cortical regions, it

is imperative to ascertain that the stimulation site does not influence the overall power-law be-

havior. The primary objectives of this study are, consequently, to assess 1) how twomeasures

of criticality change when using TMS-evoked potentials, and 2) for potential variations in the

scale invariance due to the site of stimulation.
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3.2 Methods

3.2.1 Single Pulse TMS procedure & Healthy control data

TMS-EEG data was recorded from subjects with no history of major medical/neurological dis-

orders (n = 20, female = 10, age = 25 ± 6) while they were awake with eyes open. The neu-

ral responses to TMS stimulation and the resting state EEG were recorded with a 60-channel

TMS-compatible amplifier (BrainAmp; Brain Products GmbH, Germany), referenced to the

forehead, and 2 extra sensors were used to record the electrooculogram. Single pulse TMS was

delivered to the left or right Brodmann areas 6 (premotor cortex and the supplementary motor

area) and 7 (superior parietal lobule) with a focal biphasic figure-of-eight coil driven by amobile

stimulator unit (Nexstim Ltd., Finland). A neuronavigation software using the obtained par-

ticipant structural MRIs was used to provide improved targeting both within and across TMS

stimulations. During the single pulse TMS stimulations, participants wore earphones that con-

tinuously played an individualized masking noise to avoid eliciting auditory evoked potentials

[163]. To record TEP responses, 200 single TMS pulses were delivered at an ITI of 2.1 – 2.3

seconds (0.53 – 0.58 Hz). Single pulse intensity was set at the % MSO needed to elicit high

quality TEPs with 5-10 mV peak-to-peak between the first two components, monitored online

[164].

3.2.2 NREM Sleep Data

We used a subset (N = 9, female = 3, age = 29 ± 5) of TMS-EEG data that has been previ-

ously reported during N2 and N3 sleep [60, 62, 165]. The setups and equipment were similar

between the sleep and our healthy control data apart from the use of a different 60-channel

TMS-compatible amplifier (eXemia; Nexstim Ltd., Finland).

3.2.3 Data Preprocessing

EEG preprocessing and analysis was done with in Python with custom scripts and MNE

[166, 167]. While delivering TMS pulses, the brief current flow in the coil, lasting for a few

hundred microseconds and peaking at several kiloamperes [168], generates a significant volt-

age in the EEG leads. To remove the TMS artefact, a section from 5 ms after the stimulation

was removed, then replaced by mirroring the previous 5ms piece of baseline prior to the cut
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section and smoothed with a moving average window. This section -5:5ms around the stimula-

tion was ignored for all subsequent analyses. After the pulse artefact was removed, TMS-EEG

data were manually cleaned for bad channels or trials, bandpass filtered from 0.1 – 45 Hz with

a bandstop at 60 Hz (zero-phase shift Butterworth, 3rd order), segmented from -600:800 ms

around the stimulation, rereferenced to the average, down-sampled to 1000 Hz, and baseline

corrected. Independent component analysis (ICA; picard function [169]) was used to remove

ocular, muscular, and magnetic artefacts.

Figure 3.2: Here an example of a binarized 20-trial epoch from one subject during left parietal stimula-
tion is shown on the bottom. On the top, the spatial layout of avalanches at two time-points (8 ms and
268ms post stimulation) are shown. The first time-point reflects the spatial activations (in red and blue)
of the initial evoked avalanche while the second shows the spatial activations of a small later avalanche.

3.2.4 TMS-evoked avalanches

To measure scale-free dynamics, the distribution of size, duration, and size-by-duration of

neural avalanches were analyzed for proximity to a scale-free distribution using a maximum

likelihood-based analysis and Kolmogorov-Smirnov (KS) goodness-of-fit. For TEPs, the data

was down-sampled again to 300Hz, then neural avalanches were calculated for each subject by

dividing the cleaned single-pulse trials into 20 1200ms epoch subsets and running a source re-

construction using sLORETA (standardized low-resolution brain electromagnetic tomography;

[170]) on the 20-epoch averaged response. For the wake participants, source reconstruction

was done with individual T1 MRIs and digitized positions. For the NREM subjects, as nei-

ther individual T1s nor electrode positions were available, source reconstruction was done on a

templateMRI. Non-parametric statistics were then used to create a binary matrix of significant

sources to identify periods of increased activation (Fig. 3.2). The discretized time series of the
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response period only (800 ms) was then divided into bins of duration Δt with avalanche size

defined as the total number of unique activations of sources within the cascade and its time as

the length of time spanned until hitting a time-bin with no significant events. Five time-bins

were used starting from the Δt min (the inverse of the sampling rate) and increasing by 1 ms.

This allowed us to see how stable the calculated power-law was over different timescales. A

maximum likelihood-based analysis and KS goodness-of-fit was used to fit the avalanche size

and duration distributions to a truncated power-law, lognormal, and exponential distributions

[171, 172] using the powerlaw package [173].

If all the resulting distributions were best fit by a power-law, they were tested against the

“crackling noise” scaling relation [125]:

α− 1

τ − 1
=

1

ovz
(3.1)

where α and τ are the power-law exponents of the time and size avalanche distributions:

f(S) ∼ S−τ (3.2)

f(T ) ∼ T−α (3.3)

and 1
ovz is the power-law exponent for the average size-by-time function:

< S > (T ) ∼ T
1

ovz (3.4)

ovz are a set of critical exponents, but, in our case, determining the values of each are not central

to determining the presence of crackling noise. For the MFDP critical point, we expect τ = 1.5,

α = 2.0, and 1
ovz = 2.

3.2.5 PCI

The complexity of the TEP responses were calculated using PCILZ (Lempel-Ziv PCI; [60]). To

calculate PCILZ, the data were down sampled to 325.5 Hz and resegmented to -400:400 ms

around the TMS pulse. The data was then source modeled using dSPM (dynamic statistical

parametric mapping; [174]) and the same nonparametric bootstrapping was used to binarize

the data, creating a matrix of significant sources. Finally, the Lempel-Ziv compression algo-
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rithm was calculated on the resulting matrix and normalized by its entropy.

3.2.6 Statistical Analysis

A random-intercept mixed-effects analysis was used to assess differences in PCILZ between the

different conscious states (wakefulness and NREM) and area (BA6 and BA7), using the ‘lme4’

library [175] inR [176]. Amixed effects analysis was used as it accounts for the randomeffects of

subjects. As for the TMS-evoked avalanches (TEAs), the results will be described qualitatively

as our analysis technique resulted in limited data pool. Determining whether a distribution fits

a power law requires a very large amount of data, which we are able only to achieve with TMS-

EEG data by collapsing across individuals, leaving us with only one set of scaling exponent for

each time-bin.

3.3 Results

3.3.1 PCI

Therewas a significantmain effect of conscious state on PCILZ (F(1,27)=56.58, p <0.001)where

complexity of the TEP was higher during wakefulness than NREM sleep (Fig 3.3). A likelihood

ratio test (LRT) conducted to compare the fit of the full and a null model with no predictors and

an intercept term only, found a significant difference in fit (likelihood ratio=19.66, p<0.001).

The significantly lower AIC and BIC values for the full model (-67.96 and -57.98, respectively)

compared to the null model (-54.30 and -49.09, respectively) provide further evidence that the

full model is a better fit for the data.

3.3.2 Wake TEAs

For wakefulness and sleep, individual subjects showed PDFs with similar power-law distribu-

tions, but due to the low number of avalanche samples, the fit scaling exponents were not re-

liable enough to compare. This same issue was apparent even when separating individuals by

stimulation side (left parietal vs right parietal). For this reason, we collapsed across individuals

and stimulation side, but not area, and report scaling exponents from these group distributions

(Fig 3.4).

Across all five time bins and collapsing across subjects and for both premotor and parietal

sites, avalanche sizes and durationwere best fit by a truncated power law. Premotor stimulation

35



CHAPTER 3. GLOBAL CONSCIOUS STATE, TMS-EVOKED AVALANCHES & COMPLEXITY

0.10 0.05 0.00 0.05 0.10 0.15 0.20 0.25
Estimate

AreaPremotor

ConditionWake

AreaPremotor:ConditionWake

Fa
ct

or ***

(a) Fixed Effects

Sleep Wake
State

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Es
tim

ate
d M

ea
ns

***

Time
Sleep
Wake

(b) Estimated Marginal Means of Sleep &
Wake

Figure 3.3: The fixed effects point plot (a) illustrates the relationship between conscious state (wake and
NREM sleep) and area (premotor and parietal) of the mixed-effects model. Each point represents the
estimated fixed effect for a specific condition, with error bars indicating standard errors. Asterisks (*
p<0.05, ** p <0.01, *** p <0.001) indicate statistically significant differences. The plot suggests that on
average PCI increased in the wake condition compared to NREM sleep by 0.25 per 1-unit increase in the
predictor. The estimated marginal means graph (b) further illustrates the effect of conscious state on
PCILZ . Error bars represent 95% confidence intervals around the estimated marginal means.

resulted in a mean τ of 1.64 across the five time bins while for parietal stimulation most time

bins had a mean scaling exponent of 1.39. In general, the scaling exponents associated with

premotor stimulation were marginally higher than for parietal stimulation.

The smallest time-bin (3ms) for both stimulation sites and the 4ms time-bin for premotor

showed the least reliable power law fits for avalanche durations— most likely due to missing

data in the tails of the distribution or to a breaking up of the avalanches due, so we report on

the results from the three remaining time bins. Both sites showed an α that was either 1.00 or

2.3 and fitted 1
ovz around 1.06 (premotor) and 1.02 (parietal). In no time-bin did the fitted

1
ovz

fit the predicted 1
ovz in equation 3.1 (for a summary see Table 3.1.

τ α Fitted 1/ovz Predicted 1/ovz

Premotor 1.62 2.06 1.05 1.71

Parietal 1.09 2.13 1.02 12.56

Table 3.1: Table 1 shows the size, duration, and estimated and fitted 1
ovz for one exemplary time

bin (6.33ms).

3.3.3 NREM Sleep Avalanches

Evoked avalanche size during NREM sleep were both fit best by a power-law over the majority

of time-bins across both areas (Fig 3.5) . Compared to wakefulness, the avalanche size scaling

exponents were slightly steeper (premotor mean = 1.96, parietal mean = 2.05). Similarly to
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(a) Wake Size PDF (b) Wake Duration PDF

Figure 3.4: Avalanche size and duration PDFs are shown for one time-bin (4ms) from all awake subjects
for both premotor and parietal regions. The distributions begin and end near the same values and have
a similar linear look in log-log scale. This linearity and overall similarity are important because a super-
imposition of many exponential processes will look like a power law.

wakefulness, the avalanche durations did not show as reliable fitting as avalanche sizes, but

most time bins were found to be best fit by a truncated power law. Interestingly, while both

α exponents for premotor and parietal stimulation were flatter compared to wakefulness, the

parietal α decreased less than premotor (premotor mean = 1.26, parietal mean = 1.89). For

those time bins with reliably fit exponents, the fitted (premotor = 1.07 parietal mean = 1.18)

still did not fit the predicted 1
ovz , but for parietal stimulation it did increase compared to wake.

(a) NREM Size PDF (b) NREM Duration PDF

Figure 3.5: Avalanche size PDFs are shown for one time-bin (4ms) from all NREM sleep subjects for
both premotor and parietal regions. A “bump” near the tail of the size distribution is seen in all subjects,
indicating an increase in the presence of larger avalanches for both sites. This same “bump” is not present
in the avalanche duration distributions.
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3.4 Discussion

Our results indicate that while TEAs during wakefulness show scaling exponents for size and

duration in line with MFDP, they do not follow the scaling relationship (Eq 3.1). Thus, we do

not find evidence to fully supportMFDP criticality as the generativemechanism for scale invari-

ance, but our results do align with previous work suggesting that the brain may be subcritical.

We also show that scale invariant fluctuations are present even during states of unconscious-

ness (NREM sleep), indicating that unlike PCILZ, the presence of scale invariant avalanches is

not a correlate of consciousness. However, we do see changes in the scaling behavior of these

fluctuations in NREM sleep that indicates that there is some change in the underlying scaling

laws.

3.4.1 Wake TEAs do not fully support the presence of crackling noise

The scaling exponents for avalanche size and duration are close to those associated with MFDP

(τ = 1.5, α = 2) [177, 178], but fail to follow the crackling noise relation. In fact, the scaling

relation is near unity (1), which has been associated with a driven time-varying stochastic pro-

cess [128]. It may be argued that our negative findings for a critical branching process or other

avalanche criticality are due to a TMS-induced change in brain dynamics. Althoughwe describe

the brain state during TEPs to be resting, we recognize that the TMS stimulation itself may be

inducing a change in the underlying brain state by pushing the dynamics away from the subcrit-

ical regime that has been previously been found in resting state [146, 140, 160]. Indeed, studies

have found that brain dynamics look more subcritical during focused attention and other tasks

[179, 180, 181], so it could be argued that the single pulse paradigm ismore akin to these evoked

and event related paradigms and therefore the deviation of the scaling function further away

from crackling noise should be expected. This interpretation would align with previous inter-

pretations where the distance between the fitted to the predicted is taken as a measure of the

proximity of the system to the MFDP critical point (e.g., [182]).

An alternative intriguing avenue could be that these avalanches are related to a different

critical point—the edge of synchrony (a critical point between asynchronous and synchronous

phases). The edge of synchrony critical point has also shown scale invariant avalanche size and

duration with similar scaling exponents (1.5 and 2) and a non-critical scaling relation (≃1.24)

[183]. There is also other evidence that at the edge of synchrony, an evoked response becomes
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less variable and can co-occur with chaotic dynamics [89]. In fact, it was previously found in

our dataset that phase-locking (a proxy for inter-trial variability) is decreased in TEPs during

NREM sleep compared to wakefulness [165]. Our fitted 1
ovz is closer to unity compared to the

edge of synchrony relation, but our avalanche duration scaling exponents do not show highly

consistent scaling exponents across the five chosen time bins so it is possible thatwe do not have

good estimate of avalanche duration to reliably estimate α. Furthermore, our epoch window is

restricted (≃800 ms) so we likely are missing samples from the tails of the distribution which

would greatly influence the fitting of heavy-tailed distributions, such as power laws.

3.4.2 NREM TEAs suggest a possible supercritical shift

Our NREM sleep data may help elucidate possible other generative mechanisms behind the

scale invariance. The TEP changes extensively in N2/N3 sleep compared to wakefulness, iden-

tifiable by its very large and long-lasting components (Fig 3.7). This change appears to be well

tracked by PCILZ [60]. We, here, endeavored to see how evoked avalanches changed in sleep

compared to wake and found that there tended to be a higher incidence of smaller avalanches

(Fig 3.6). Typically, a steepening of the scaling exponent is indicative of a subcritical shift. As for

the avalanche duration distribution, we sawa region-specific change in scaling exponentswhere

premotor stimulation led to a much flatter exponent while parietal stimulation only showed a

slight flattening compared to wakefulness. When a power law exponent becomes less steep,

then we see a greater incidence of longer avalanches, associated with a supercritical deviation.

On their face, these changes are counter to previous evidence of avalanches in NREM

[121, 139]and also how we generally think of sleep. NREM is associated with increased broad-

band synchronization [184, 185] and the presence of a large, low frequency wave that covers

the whole scalp (sleep slow oscillation: SSO [186]). This SSO is likely why in resting state

avalanches we see a bump in the tail, indicating the increased tendency to see larger, longer

avalanches. We see a similar pattern in our data with a distinct “bump” in the probability of

larger avalanches (Fig 3.5), but unlike resting state, our size scaling exponent is steeper for

the TMS evoked avalanches. These findings would reflect the one characteristic of NREM TMS

evoked responseswhere fewer sources are found to be activated by a TMSpulse. A similar bump

was found with whisker stimulation by Mariani et al [187] and “heaps” found in edge of syn-

chrony simulationwork [188]. These bumps or heaps are associatedwith increased occurrences

of large highly synchronous events, which would be consistent with cortical behavior in N2/N3
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Figure 3.6: In this figure, avalanche sizes and durations between the wake and NREM sleep groups are
compared. The NREM avalanches size PDFs have a steeper slope than the wake group that typically
indicates that larger avalanches are less likely to occur during sleep than wake. However, the ‘heaps’
seen in the NREM sleep group indicates that there is a large probability of seeing very large avalanches.
The NREM durations are highly similar between wake and NREM sleep, but appear to be missing the
tails of the distribution.

sleep. The bump, here, indicates that for some sets of trials, the TMS pulse results in a response

with a large number of sources. These bumps represent the presence of “infinite” avalanches

that take over the whole system typical of the supercritical regime. The findings for avalanche

durations are also consistent with a supercritical regime. The avalanche durations flattened, as

would be expected for sleep, but without the presence of the bump near the tails . The absence

of a bump in the duration distributions indicates that the TMS-evoked synchronous waves were

not scale invariant events, meaning they remained concentrated in certain time bins. Further-

more, while the change in size is consistent across premotor and parietal sites, for duration, the

premotor sites show a much larger change in exponent than parietal sites.

The contrasting changes in scaling exponents are perplexing for two primary reasons.

Firstly, while the PDF of avalanche size displays bumps near the tails, typical of a supercritical

phase, instead of the anticipated decrease, we see an increase in τ . This unexpected direction of

change is likely due to issues with estimation of the slope. For the NREM dataset, we have both

fewer overall subjects, and therefore samples, and the source localization is done on a template

MRI which could lead to poor estimation of activations compared to the wake cohort. The lim-

ited sample size may also have been a factor in the disparity in the amount of flattening of α

between premotor and parietal stimulation (only three subjects compared to seven). Therefore,

although the changes in τ and α appear contradictory, ultimately, the presence of “bumps” in
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Figure 3.7: Comparison of the grand average brain response to stimulation over left premotor (BA6).
As can be seen, the wake (top) response is highly variable over time while the response in NREM sleep
(bottom) results in fewer components.

the size PDFs and the flattening of avalanche duration PDFs together suggest a deviation to-

wards the supercritical regime during NREM sleep.

3.4.3 Possible alternative ways that lead to changes in scaling exponents

However, it is important to note that changes in scaling exponentsmay be due not just to devia-

tion from the critical point, but also by changes in the critical exponent or critical state, such as

those caused by changes in topography [189]. Our data would suggest a deviation towards the

supercritical regime in N2/N3, but while the estimated scaling relation does change for parietal

stimulations in NREM sleep compared to wake, there is also evidence of changes in topography

that could also explain these changes. It has been shown that avalanche scaling exponents can

increase when the network in a critical system changes from next neighbor to random connec-

tivity [189]. In NREM sleep, there is evidence of large-scale changes in connectivity where the

degree distribution changes into a short-range topology [121] and the modularity of brain net-

works increase [190, 191, 192]. The change in our scaling exponents could also be explained by

changes in functional connectivity during NREM sleep that are then emphasized by the TMS

stimulation. Follow-up work needs to be done to investigate whether this changemay be due to
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topography (and therefore represents a different critical state) or shows a true deviation from

criticality.

3.4.4 Limitations and Conclusion

While this study has provided valuable insights into evoked avalanches and changes in scale

invariance between NREM sleep and wake, it is essential to acknowledge certain limitations

that have shaped the scope of our findings. The decision to pool avalanches across subjects was

done to maximize the samples for the determination of the distributions. Power laws are best

identified by the tails of their distributions, so it is vital to have a large enough sample of larger

avalanches to best approximate the distribution. But, pooling across subjects may result in a

power law if the samples are pulled frommultiple exponential processes [128]. In our case, sub-

jects appeared to have similar individual distributions (Fig 3.4) and all were found to fit a power

law prior to pooling. However, we do compare across subject pools for wake and NREM sleep.

It is possible that the NREM sleep group shows different scaling exponents during wakefulness

which might affect the conclusions of the current study. Furthermore, the source localization

differed between the two conditions which could affect avalanche size as the localization would

not be as accurate for the NREM sleep group. However, as neuronal avalanches are a general-

ized measure of the spread of activity, the reliability of the source localization should not have

an out-sized effect on its determination.

In conclusion, we do not find evidence of critical slowing down in wakefulness but do find

evidence of scale invariance that persists even in NREM sleep. The lack of critical slowing down

does not necessarily indicate that criticality is not present because the scaling exponents during

wake could be indicative of a subcritical regime. Although the estimated τ and α change in

opposing directions in NREM sleep, the distributions of size and duration are suggestive of a

supercritical shift, but these changes could be due to the large-scale changes in connectivity seen

concurrently. Overall, both PCILZ and TEAs show changes between wake and NREM sleep, but

the changes in PCILZ have cleaner interpretations than TEAs. As for stimulation site, there is

some evidence that premotor and parietal stimulationmay result in small differences in scaling

exponents between sites both in wakefulness and sleep, but more work is needed to determine

the reliability of these effects.
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Chapter 4

Neuromodulation of cortex leads to changes in avalanches

statistics but not complexity

4.1 Introduction

While I’ve previously focused on the presence of criticality and its potential correlation with

conscious states, a fundamental question arises: Does criticality truly underpin conscious

states, or is it more closely associated with other brain states during wakefulness? In this re-

gard, I aim to examine whether criticality is primarily linked to the maintenance of brain states

unrelated to conscious awareness.

4.1.1 Critical phenomena are affected by brain state and disease

In the past decade, there has been increasing evidence that the brain operates not exactly

at a critical point, but instead the resting state brain wanders within a near-critical region

[157, 193, 140, 182, 160, 194]. This evidence ismostly supported by changes in neural avalanche

statistics and long-range temporal correlations (LRTC) during task and in atypical brains.

There is some evidence that during different brain states this distance is modulated further.

The relationship between cognitive load and criticality remains equivocal, with studies report-

ing both positive associations [195] and negative associations [196, 197] between task per-

formance and criticality. While, there is clearer evidence for deviation from criticality dur-

ing focused tasks [179, 180, 181]. The distance from the critical point may be dynamically

adapted to help optimize for different computational tasks that require more stable responses

[42, 198, 199, 200]. Even outside of the criticality literature, task brain dynamics have been

shown to stabilize and are less complex than resting state dynamics [201].

Evidence from atypical brains, such as from individuals suffering from psychiatric disor-

ders, shows signs of deviation from the critical regime as well. Patients with MDD show an
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increase LRTC in the theta band as compared to healthy controls over the entire scalp, in-

dicative of more persistent correlations and more stable dynamics [202, 203]. Interestingly,

this deviation is not always a global phenomenon. For example, some studies suggest that the

frontal cortex in individuals with schizophrenia may exhibit reduced or lost power-law scaling

[204, 205], while other investigations indicate decreased LRTC in posterior regions [206, 207].

The notion of attractors can provide a valuable framework for understanding these task-

related and disease-related changes in dynamics. Attractors are specific subspaces within the

larger state space where the system tends to converge over time. They derive their name from

their ability to attract and capture the trajectories of the system’s dynamics. Within the state

space, attractors serve as distinct regions that characterize different types of behaviors and pat-

terns exhibited by the system. These behaviors can range from stable and repetitive oscillations,

known as limit cycles, to more complex and intricate patterns observed in strange attractors

with fractal structure [208]. Each type of attractor offers a unique representation of the sys-

tem’s dynamics and its characteristic behaviors.

Task-related brain activity can be considered as a temporary deviation from the resting-

state “attractor” [209, 210]. The description of resting state, however, is more complicated.

There is some evidence that a multistable model may best describe resting state EEGwhere the

brain jumps erratically between a limit cycle and fixed-point attractor [211, 212, 213, 214]. But

there is also evidence that supportsmetastability during resting state [215, 216, 217, 218], where

the absence of attractors renders the system unstable, causing it to wander across phase space.

Critical systems share similaritieswithmetastable systemsbut possessweak stability. The brain

during wakefulness may possess a critical attractor that allows it to visit specific subspaces,

some of which are subcritical. When focusing on specific tasks, the brainmay appear subcritical

as it traverses through that particular state space before returning to the critical regime during

resting state.

4.1.2 Directed changes in brain dynamics using TMS

While task- and disease-related changes are very useful in better understanding critical dy-

namics in the brain, they are indirect ways to modify system dynamics. A more direct, causal

experimental method would be valuable as it allows greater control or knowledge of the under-

lying neural changes that may be inducing the shift in dynamics. Fortunately, TMS can also be

used to modulate cortical dynamics by using either a patterned (theta burst stimulation; TBS)
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or repetitive (rTMS) stimulation protocol to induce changes in cortical excitability and behavior

[219, 220, 221].

The effects of rTMS and TBS on behavior and cortical excitability can also be explored from

a dynamic theory perspective. For example, rTMS and TBS have been explored as alternative

treatments formedication resistantMDD, providing an alternative option to electro-convulsive

therapy (ECT) and have demonstrated modest remission rates [222, 223]. Typically, TMS is

applied to the right and or left dorsolateral prefrontal cortex (DLPFC) based on evidence of re-

duced cortical excitability in the frontal cortices of individuals with MDD [224, 225, 226, 227].

While the therapeutic effect of TMS can be perceived as simple facilitation of a specific region

(DLPFC), we may also consider its impact on the overall system in light of the pathological at-

tractor model and criticality. The pathological attractor model posits that a patient’s pathology

can be understood as their brain remaining in a specific abnormal attractor state [228, 229].

In the context of criticality, a pathological attractor may steer the global dynamics of the brain

away from a critical state, essentially self-organizing away from the critical point. The evidence

pertaining to major depressive disorder (MDD) and criticality would appear to support this

perspective. Applying this interpretation to neurostimulatory interventions, TBS’s therapeu-

tic effect may derive from helping global dynamics shift back towards the “normal” subcritical

state by modulating a poorly performing sub-region.

A similar interpretation can be applied to behavioral changes induced by TBS during task.

For instance, continuous TBS (cTBS) reliably decreases task performance on attention-related

behaviors [230, 231]. If the brain should be pushed away from criticality during focused or

attention-based tasks, as previously reviewed, it is plausible that cTBS affects the system’s

movement or transition away from the critical point or through a subcritical subspace. Specifi-

cally, cTBS has been shown to impair attention-dependent regulation of somatosensory event-

related potentials (ERPs) [232]. Interpreting these findings within the criticality framework

suggests that cTBS impedes the system’s transition into this subcritical subspace, consequently

impairing the attentional switch between attended and unattended stimuli in the study. There-

fore, while TMS exerts a direct influence on individual regions, its potential to re- or mis-align

specific subunits within the system highlights its potential to significantly impact global critical

dynamics.

In regard to edge of chaos criticality, higher LZc values have been associatedwith better per-

formance [233, 234], but Mediano et. al. [233] demonstrated that LZc was lower during task
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engagement compared to the resting state, indicating that increased cognitive demand reduces

complexity. This finding aligns with the avalanche criticality studies outlined above, which

found that critical dynamics were shifted towards a subcritical regime (e.g., [179]). It is con-

ceivable that the authors’ results reflect a similar deviation towards a slightly subcritical regime,

where task performance improves as the dynamics approach the critical point. However, in the

context of TMS-evoked responses, an alternativemeasure of response complexity known as the

perturbational complexity index (PCI) has shown greater sensitivity and specificity in assessing

arousal compared to resting state LZc [154, 155]. Yet, it remains unknownwhether the response

complexity of TMS-evoked responses exhibits similar changes as event-related response com-

plexity during different tasks or following neuromodulation interventions.

4.1.3 Applying avalanches to TMS and TBS

Collectively, the evidence suggests that avalanche criticality may play a role in supporting spe-

cific cognitive states rather than the general conscious state while the evidence is unclear for

edge of chaos criticality. One thing that the literature is missing is an experiment testing

whether a non-pathological, waking brain is pushed away from criticality using extrinsic (neu-

romodulation) instead of intrinsic (task vs rest) stimulation. Although previous work has used

complexity to investigate differences between responders and non-responders to rTMS therapy

inMDD [235], there has been no work that directly applies different measures of criticality pre-

and post-neuromodulation in a healthy population.

In this study, our aim is to investigate the impact of TBS on the resting state dynamics

and measures of criticality, specifically avalanche criticality and edge of chaos criticality. By

modulating the underlying brain state through TBS, we can examinewhether changes in critical

dynamics are induced and explore their potential relationship with conscious state. Previous

evidence on TBS, cognitive task performance, therapeutic applications, and avalanche behavior

leads us to hypothesize that TBS has the capacity to alter avalanche behavior, given its ability

to modify brain dynamics during wakefulness. This second study also functions as a way to test

our evoked avalanche measure developed in Study 1 against traditional resting state measures.

If both measures of criticality, namely response complexity and avalanche criticality, can

be modulated during wakefulness as observed in resting state and event-related responses, it

would suggest that criticality may not be exclusively supportive of conscious state. On the other

hand, if criticality and conscious state are indeed linked, any deviation from the critical point
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should correspond to a concurrent change in consciousness. In this current study, we are only

able to address this first point and not the second as TBS-induced changes in brain dynamics

do not significantly alter global conscious state (unless a seizure is triggered).

To ensure a focused investigation on critical dynamics and cortical excitability, we have de-

signed the study without a behavioral component. Including a behavioral task could potentially

induce a shift to a subcritical unit that may not be directly involved in the dynamic processes

necessary to support consciousness. Additionally, we are aware that TBS applied to the dorso-

lateral prefrontal cortex (DLPFC) can induce changes in transcranial evoked potentials (TEPs)

and subsequent dynamics in healthy controls [236, 237]. TBS has also been applied over the

left parietal cortex and found that it affected language comprehension [238]. Therefore, we

have chosen to target a less commonly studied region, the superior parietal lobule (SPL), for

TBS application. This decision is supported by previous work demonstrating the reliability of

TEPs and PCI in the SPL [239]. Also, by selecting the SPL as the stimulation site, we can mini-

mize potential confounding factors such as somatosensory feedback, whichmay arise fromTBS

applied to the motor area [240].

4.2 Methods

The neural responses to TMS stimulation (TEPs) and the resting state EEG was collected from

a cohort of 22 subjects (female = 14; age = 22.5 ± 5.2) and recorded with a 60-channel TMS-

compatible amplifier (BrainAmp; Brain Products GmbH, Germany), referenced to the fore-

head, and 2 extra sensors were used to record the electrooculogram. Participants attended two

sessions of TMS stimulation, spaced at least 72 hours apart. A T1-weighted MRI was obtained

for neuronavigation and source localization purposes for every participant. In each session,

participants underwent a baseline TEP and resting state EEG recording followed by a dose of

either cTBS or iTBS. Participants then underwent a secondTEP acquisition (at fiveminutes post

TBS), a five minute long eyes-open resting state EEG recording (at 15 minutes post), and a final

TEP acquisition at 20minutes post TBS (Fig 4.1). Participants received one dose of TBS (either

iTBS or cTBS), with the order counterbalanced across subjects. Participants were given a ques-

tionnaire asking for demographic data (age, sex, ethnicity, race, handedness, height, weight,

and level of education), and after each single pulse stimulation were asked about any perceived

1) pain, 2) annoyance, and 3) how audible the TMS click was.
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T1 MRI
Eyes Open

Resting state TMS-EEG T0 TMS-EEG T1

iTBS

cTBS

Eyes Open
Resting State TMS-EEG T2

Figure 4.1: The experimental procedure is depicted here, showing the general flow for both stimulation
sessions, except for the MR acquisition which occurs only in the first session.

4.2.1 Single-Pulse TMS procedure

Both single-pulse and TBS protocols were delivered to the left superior parietal lobule (BA7)

(Fig 4.2a) with a focal biphasic figure-of-eight coil driven by a mobile stimulator unit (Nexs-

tim, Helsinki, Finland). A neuronavigation software using the obtained participant structural

MRIs was used to provide improved anatomical targeting both within and across TMS stimula-

tions. During the single pulse TMS stimulations, participantswore earphones that continuously

played an individualizedmasking noise [163]. To record TEP responses, 200 single TMS pulses

were delivered at an ITI of 2.1 – 2.3 seconds (0.53 – 0.58 Hz). Single pulse intensity was set at

the %MSO needed to elicit high quality TEPs with 5-10 mV peak-to-peak between the first two

components, monitored online [164].

(a) All subjects were stimulated over left
SPL, but the exact locations differ based
on the optimal XYZ coordinates and coil
rotation that resulted in the TEP re-
sponse with the least amount of induced
artefacts & largest response.

2 s

10 s

190 s

40 s

iTBS

cTBS

50 Hz

5 Hz

(b) A graphical representation of the difference between the iTBS &
cTBS protocols is shown. Each triplet is indicated by a trio of colors
(blue, red, and purple). The main distinction between cTBS & iTBS is
the inclusion of time between 2s long bursts of TBS.

Figure 4.2
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4.2.2 TBS

cTBS was delivered in an uninterrupted train for a total of 600 pulses (about 40 s total) while

iTBS was delivered for 2 seconds every 10 seconds for a total of 600 pulses (about 190 s total)

(Fig 4.2b). Intensity of stimulation was set at 80% active motor threshold for both protocols

except for cases where 80% aMT exceeded limitations set by the machine in which case the

intensity of stimulation was set at the maximum allowed (45%MSO). The active motor thresh-

old (aMT) was determined for the right first dorsal interosseus (FDI) muscle while the subject

contracted the muscle. To facilitate iterative adjustment of the TMS intensity after each pulse

after determining whether an MEP was observed, the program Adaptive PEST [241, 242] was

used.

4.2.3 Data Preprocessing

EEG preprocessing and analysis was done with in Python with custom scripts and MNE [167,

166] with the same procedure as the study described in Chapter 3. In brief, the TMS artefact

was removed in a ten second window around the pulse (-5:5ms), bandpass filtered from 0.1 -

45 Hz with a bandstop at 60 Hz (zero-phase shift Butterworth, 3rd order), manually cleaned for

bad channels and trials, segmented from -600:800 ms around the stimulation, rereferenced

to the average, down-sampled to 1000 Hz, and baseline corrected. ICA (MNE picard function

[169]) was used to remove ocular, muscular, and magnetic artefacts.

Resting state data was cleaned using a combination of artifact subspace reconstruction

(ASR; [243]) with a cutoff of 20, manual cleaning, and ICA. It was bandpass filtered at 1 –

45 Hz with a bandstop at 60 Hz (zero-phase shift Butterworth, 3rd order), down-sampled to

300 Hz, and referenced to the average. Bad channels were interpolated using spherical splines

for both TEP and resting state recordings.

4.2.4 TMS-evoked avalanches and PCI

The same procedures as described in methods section of the previous chapter (3.2.4 and 3.2.5)

was used to analyze TEAs and PCI in this study. For resting state data, neural avalanches were

detected from theEEGdata usingmethodology frompublishedMEGandEEGcriticality studies

[157, 158, 22, 24]. First, the current source densitywas calculated for the resting state EEGdata,

then nonparametric bootstrapping was used to extract a binary matrix of significant sources.
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For both TEP and resting state data, the discretized time series was then divided into bins of

duration Δt with its size defined as the total number of events within the cascade and its time as

the length of time spanned until hitting a time-bin with no significant events. For resting state

avalanches, three Δt were used (3 ms, 7 ms, and 12 ms) that have been previously used in the

literature [157, 158, 22, 24] while for the evoked avalanches, three time-bins were used starting

from the Δt min, the inverse of the sampling rate, and increasing by 1 ms. This allowed us to see

how stable the calculated power-law was over different timescales.

Amaximum likelihood-based analysis and KS goodness-of-fit were used to fit the avalanche

size and duration distributions to a discrete power-law, lognormal, and exponential distribu-

tions [171, 172]. As a reminder, critical fluctuations, or crackling noise, follow the previously

outlined scaling relation (Eq. 3.1) and, for MFDP, the expected scaling exponents are τ = 1.5, α

= 2.0, and 1
ovz = 2.

4.2.5 Statistical Analysis

For PCILZ and resting state avalanches, we conducted random-intercept-only linear mixed

models using the ‘lme4’ library [175] in R [176]. For PCILZ , we included PCILZ as our dependent

variable, protocol (iTBS or cTBS) and time (pre, post 5, and post 20) as our fixed effects, and

each subject as a random effect. The model specification is as follows:

PCI ∼ Protocol + Time+ Protocol ∗ Time+ (1|Subject) (4.1)

For resting state avalanches, we conducted separate analyses for each scaling exponent and

time-bin where we included the scaling exponent (τ , α, or 1
ovz ) as our dependent variable, pro-

tocol and time (pre and post 15) as our fixed effects, and each subject as a random effect:

τ ∼ Protocol + Time+ Protocol ∗ Time+ (1|Subject) (4.2)

α ∼ Protocol + Time+ Protocol ∗ Time+ (1|Subject) (4.3)

1

ovz
∼ Protocol + Time+ Protocol ∗ Time+ (1|Subject) (4.4)
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4.3 Results

No significant differences were found between the baseline and two post TBS time-points for

PCILZ (cTBS = 0.43 ± 0.07, iTBS = 0.44 ± 0.09) for either cTBS or iTBS.

The following scaling exponents for the resting state data are reported across all baseline

conditions (pre cTBS and iTBS):

Time bin τ α 1/ovz

3 ms 2.68 ± 0.51 2.68 ± 0.56 1.00 ± 0.0

7 ms 1.59 ± 0.22 2.39 ± 0.38 1.30 ± 0.03

12 ms 1.37 ± 0.22 2.11 ± 0.41 1.32 ± 0.06

Table 4.1: This table gives a summary of the mean ± standard deviations for the slopes of the
fitted power-laws for size (tau), duration (alpha), and average size by duration (1/ovz).

The scaling exponents for the avalanche size and duration of the resting state data are sim-

ilar to those expected for a mean-field branching process (MFDP) (tau = 1.5, alpha = 2.0), but

the fitted size-by-duration does not. The smallest time bin was the only one to show extremely

steep slopes that could not be well estimated (exponent > 2.5). This could be due to the window

being too small, leading to break up of avalanches.

No significant differences were found between the baseline and post TBS and between the

two baseline conditions (pre iTBS and cTBS) in the scaling exponents for the avalanche size,

duration, and size-by-duration of the resting state data for two of three time-bins. However, a

significant interaction effect of protocol and time (F(1,49.81) = 4.33, p=0.04) was found for the

avalanche duration exponent in the 12 ms time bin. The comparison between the null model,

which included only the intercept, and the full model was statistically significant (χ2(3) = 9.20,

p=0.03), but the inclusion of predictors only resulted in a moderate improvement in model

fit, as indicated by a decrease in the Akaike Information Criterion (ΔAIC = 3) and Bayesian

Information Criterion (ΔBIC = 3). Post-hoc comparisons of the estimated difference in the

marginal means using a Bonferroni correction showed there was a significant increase from

the baseline in the post 15 minutes (t(47.7) = -2.59, p=0.013) only for the cTBS protocol (Fig

4.3).

The model included random intercepts for participants. The variance component esti-

mates indicated that there was small variability in participants’ baseline scaling exponents

(sigma2_participant = 0.0048), suggesting that the duration scaling exponent is relatively con-
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Figure 4.3: Fixed effects point plot (a) illustrating the relationship between protocol, time, and α based
on the results of a linear mixed-effects model. Each point represents the estimated fixed effect for a
specific condition, with error bars indicating standard errors. The plot suggests that between baseline
and 15-minutes after TBS on average, the avalanche duration scaling exponent increase by 0.4 per 1-unit
increase in the predictor. Post-hoc comparisons of the estimated margin means (b) pre and post α show
a significant increase only for the cTBS protocol. Error bars represent 95% confidence intervals around
the estimated marginal means. Asterisks (* p<0.05, ** p <0.01, *** p <0.001) indicate statistically sig-
nificant differences.

sistent across participants.

As for TMS-evoked avalanches, we find similar fits for avalanche size (τ = 1.5) and dura-

tion (α = 2.3) for our baseline TEP data in all five time bins (Fig 4.4). The main difference

between resting state and our baseline TEP recordings is in the fitted 1
ovz slope (mean = 1.05).

TMS-evoked avalanches show slight differences in avalanche size from baseline to five minutes

with size increasing slightly after cTBS and decreasing slightly after iTBS while size increases

after both protocols twenty minutes post. Avalanche duration scaling exponents and fitted 1
ovz

remain similar across time.

4.4 Discussion

In this study, we examined how three distinct criticality signatures—namely, resting state

avalanches, TEAs, and complexity – changed after TBS during eyes open rest in healthy, awake

individuals. The scaling exponents corresponding to avalanche size and duration for both TEAs

and resting state avalanches closely approximated those observed inMFDP exponents (τ = 1.5;

α = 2.00), but neither followed the “crackling noise” scaling relationship (Eq. 3.1). The scal-

ing relation exhibited by the resting state data was close to previously reported values (1.3)

[157, 24] while the evoked avalanche showed a scaling relation (≃ 1.07) close to unity (1). We
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Figure 4.4: ThePDFs for size, duration, and average size-by-duration are shown for the three time-points
for one time-bin (4ms). The fitted power-law and scaling exponents are also reported. The difference
in avalanche size τ between the cTBS and iTBS sessions can be seen here in the first column and second
row where iTBS appears to slightly dip while cTBS goes up. This pattern of change is similar across all
five time-bins. There are also slight differences in avalanche duration α between the three time-points,
but these changes are not consistent across all time-bins.

also show that while the different TBS protocols affected the scaling of the duration of resting

state avalanches, TMS-evoked avalanches appeared to fluctuate after stimulation with some

indication of neuromodulation for size scaling exponents. Complexity, however, did not signif-

icantly differ after TBS.

4.4.1 Differences in scaling relations

The differences in the scaling relation could be interpreted as reflecting a difference in brain

state between resting state and the single pulse TMS paradigm. As reviewed in the introduc-

tion of this chapter (4.1), brain dynamics stabilize during evoked or event-related paradigms

compared to resting state. In our case, the single pulse protocol parameters may have induced

increased stabilization and possible deviation from criticality as previously discussed in the

previous chapter (3.4.1).

The phenomenon of neural entrainment within evoked paradigms entails synchronization

between internal neural activity and the external environment, thereby enhancing processing

capacity [244]. In these paradigms, the intervals between consecutive stimuli (Inter-Trial Inter-

vals, ITI) and the inclusion of random temporal fluctuations (jitter) are integral components of

the experimental design, governing the extent of neural entrainment to the applied stimulation.

Conceptually, shorter ITIs with minimal or no jitter are expected to result in greater neural en-

trainment compared to longer ITIs or those with substantial jitters. Notably, the manipulation

of ITIs finds practical application in TMS, where protocols involving rTMS utilize specified ITI
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durations devoid of jitter to induce a certain degree of ”entrainment” within the underlying cor-

tical region. In our study, we capitalize on this entrainment using TBS. Conversely, TMS-MEP

procedures incorporate longer ITIs (ranging from 8 to 12 seconds) to circumvent inadvertent

entrainment within the motor pathway. In the context of TMS-EEG research, various research

groups adopt diverse ITI and jitter patterns. For instance, certain groups employ shorter ITIs

accompanied by jitter (e.g., 0.8 – 2 seconds ITIwith 100 or 500ms jitters [245, 246]), while oth-

ers embrace longer ITIs either with or without jitter, akin to the TMS-MEP methodology (e.g.,

3.3 – 8 seconds [247, 248]). Though the incorporation of jitter is essential to prevent neural

entrainment, shorter ITIs are generally preferred as they substantially curtail data acquisition

duration. It is plausible that the comparatively shorter ITI employed in our study could have

led to a more stabilized brain state than the typical resting state, potentially contributing to the

observed effects.

To test for entrainment, we looked at how the TEP response changed in the first vs second

half of the stimulation period during the baseline periods (iTBS and cTBS) (Appendix 4.5.1). We

found a significant difference between the first and second half of the TEP responses centered

around 200 ms post stimulation, but no differences in induced oscillations. The differences in

the time domain are indicative of some effect of entrainment or habituation and would sup-

port the hypothesis that TEPs in our study reflect a resting brain state with some stabilization.

Previous authors have interpreted the distance between the fitted 1
ovz to the predicted

1
ovz as a

measure of the proximity of the system to the MFDP critical point [182]. Our fitted 1
ovz could

thus be interpreted as reflecting the shift away from baseline resting state by entrainment in-

duced by the TMS-evoked paradigm.

4.4.2 The effect of attention and arousal on avalanches

There was a significant change in resting state avalanches in the largest time-bin (12ms) fifteen

minutes following cTBSwhere the duration scaling exponent increased, indicating a steepening

of the power-law. The increase in the duration scaling exponent could be indicative of some

scale-specific changes due to cTBS but given the marginal improvement in model fit observed

in the full model and the significant findings in only 1 time-bin and scaling exponent, caution

is warranted in drawing strong conclusions.

The changes could be alternatively be due to the single pulse stimulation used to assess

TEPs. The ITI and jitter were chosen based on prior work and the necessity of obtaining a

54



CHAPTER 4. NEUROMODULATION, TMS-EVOKED AVALANCHES & COMPLEXITY

high number of trials with good signal-to-noise ratio, but it is possible that the frequency of

stimulation was not low enough or jittered enough to avoid possible neuromodulatory effects.

However, if the single pulse was inducing changes, then it would be interacting with the TBS.

We might then expect that subjects that then received fully inhibitory protocols (cTBS & sin-

gle pulse) would show different changes than subjects that received a mix of excitatory and

inhibitory protocols (iTBS & single pulse). In fact, cTBS does appear to cause steepening of the

scaling exponent to occur faster than iTBS, but it is unclear if both are causing a modulation of

cortical dynamics or just one. To provide further evidence of neuromodulation, we investigated

whether cortical excitability changed after TBS using a linear mixed model (Appendix 4.5.2).

We found that there was evidence of neuromodulation but only for cTBS. The lack of change in

iTBS could be a result of interaction between the low-frequency single pulse (inhibitory effect)

and the excitatory iTBS, resulting in a “nullification” of the excitation of iTBS. Alternatively, it

is possible that iTBS did not have a %MSO high enough to affect cortical excitability and, in ef-

fect, acted as a sham in our study. In which case, our results would suggest that cTBS is having

the modulating effect on τ , resulting in a quicker subcritical shift than iTBS. The steepening of

the avalanche size in the twenty minutes post stimulation may be due to either arousal or our

single pulse protocol. This change would be inline with previous findings on more task-based

changes [179], but is difficult to interpret alongside the change after cTBS.

There is nowork to date that looks at neural avalanches of resting state EEGbefore and after

TBS or low frequency rTMS, so it is difficult to determine if we are seeing an interaction between

our single pulse protocol and TBS. A comprehensive exploration into the potential influence

of entrainment due to single pulse paradigms on cortical excitability and neural avalanches

is warranted. To achieve this, subsequent studies could perform avalanche calculations and

compare difference in peak-to-peak amplitudes on TEPs derived from diverse protocols with

varying ITIs and jitters. This would provide a more holistic understanding of how entrainment

factors into our findings.

4.4.3 What does this mean for TBS?

Aside from avalanches, our findings also shed light on the effect of TBS on non-motor regions

specifically on the parietal cortex—a region that has not been previously explored using TBS

and TEPs. Studies investigating TBS effects on TEP components from the motor cortex have

yieldedmixed findings [249]; although, there does appear to be a correlation between early TEP
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components (N15 and P30) and MEPs [250]. On the other hand, a study done in dorsolateral

prefrontal cortex identified significant changes in late TEP components (N150 and P200) fol-

lowing iTBS and cTBS and with TMS-evoked theta oscillations [237]. Our findings suggest that

cTBS does have an inhibitory effect on cortical excitability when applied to SPL. Furthermore,

we did not find evidence of a difference after iTBS, but this could be due to the low MSO (80%

aMT), originally chosen to facilitate between protocol comparisons, or an interaction with our

single pulse paradigm. Our work underscores the effectiveness of TEPs in evaluating TBS ef-

fects on non-motor regions, while highlighting potential interactions that may arise from the

combined use of these paradigms.

4.4.4 Conclusion

Regardless of the differences between resting state and evoked avalanches, our data from both

states do not support the idea of anMFDP critical point or the presence crackling noise. As fur-

ther analyzed in the discussion of Chapter 3.4, the scaling relation for TEAs and resting state

EEG fall between those found for a driven time-varying stochastic process (1.0) and edge of

synchrony (1.3). While our data analysis lacks the granularity to examine subsampled spiking

activity directly [156], and assuming that the scaling relation does represent the proximity to

theMFDP critical, our findings suggest that during single pulse stimulation brain dynamics are

further from theMFDP critical point compared to resting state, but are in a point in phase space

where scale invariance can be maintained. Furthermore, we have shown here that avalanches,

both evoked and spontaneous, suggest are sensitive to neuromodulatory effects than the com-

plexity of a TMS-evoked response. Finally, although TBS did slight elicit changes in brain dy-

namics, evoked and spontaneous avalanches fluctuated during wakefulness while complexity

remained constant.

4.5 Appendix

4.5.1 Supplementary Analyses of TMS entrainment in the time and spec-

tral domains

To test the extent of neural entrainment induced by our single pulse TMS protocol, we split the

recordings for the baseline (T0) time point for both iTBS and iTBS in half, then applied a spa-

tiotemporal cluster permutation paired t-test (alpha = 0.01, permutations=10,000, two-tailed),
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using built-in functions in MNE, in both the time and spectral domain. The initial phase in-

volved grouping and computation of the test statistic based on clusters in the subsequent man-

ner: For each individual data point, responses marked by high and low arousal were subjected

to paired samples t-tests. Samples exhibiting t-values with a significance level of p<0.05 were

selected and grouped based on their temporal adjacency. The summation of t-values within

each cluster yielded cluster-level statistics. The most substantial of these cluster-level statis-

tics was selected, and significance was assessed employing the Monte Carlo Method, tailored

for within-subjects designs. This test would indicate if there were differences in the time do-

main between the responses in the first and second half of the stimulation period which would

presumably be due to the continued application of single pulse.

(a)

(b)

Figure 4.5: The results of the spatiotemporal cluster permutation tests are shown for cTBS. The orange
shaded region indicates the temporal extent and the white dots on the topography refer to the electrodes
associated with the cluster.

Cluster permutation analysis indicated a significant difference between the responses to the

first and secondhalf of trials for cTBSbaseline, with differences around200mspost stimulation

across the entire scalp (Fig 4.5). For iTBS, a significant difference was found centered around

200 ms post stimulation over central channels (Fig 4.6).

Time-frequency decomposition and power were calculated with complex Morlet waves us-

ing the built-in functions inMNE. The signal was decomposed in frequencies ranging from 6 to

35 Hz, increasing logarithmically and the number of cycles were increased as a function of fre-

quency. After decomposition, power was calculated and converted into decibels. No significant
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differences were indicated by cluster permutation analyses.

Taken together, these results would indicate that there are no signs of neural entrainment

of oscillations, but in the time domain, there are what appear to be effects of habituation.

Figure 4.6: The results of the spatiotemporal cluster permutation tests are shown for iTBS. There is
a general agreement between the analysis that differences between the first and second halves of the
baseline recordings are centered in the very late components (>150ms) and across the scalp.

4.5.2 Analysis of changes in cortical excitability post TBS

Cortical excitability was operationalized as the peak-to-peak (P2P) amplitude of the first two

components. To investigate changes in cortical excitability after TBS, the difference in P2P val-

ueswas calculated between the pre-stimulation period and the twopost-stimulation recordings.

The electrode with themaximumP2P in the pre-stimulation period was chosen for each subject

from a consistent subset of channels over the parietal cortex (Cz, C1, C3, CPz, CP1, CP3). The

mean latency of the first component was 18.35ms ± 7.03 while the mean latency of the second

component was 40.86 ± 16.99 across channels, subjects, and conditions.

We conducted a random-intercept-only linearmixedmodel analysis using the ‘lme4’ library

(Bates) in R (REF). Due to the positively skewed nature of the raw data, a square root transfor-

mation was applied to achieve a more symmetric distribution before conducting the analysis.

We included P2P as our dependent variable, protocol (iTBS or cTBS) and time (pre, post 5, and

post 20) as our fixed effects, and each subject as a random effect. The model specification is as

follows:

P2P ∼ Protocol + Time+ Protocol ∗ Time+ (1|Subject) (4.5)

The comparison between the null model, which included only the intercept, and the full

modelwas statistically significant (χ2(5) = 91.604, p<.001). The inclusion of predictors resulted

in a substantial improvement in model fit, as indicated by a decrease in the Akaike Informa-

tion Criterion (ΔAIC = 81.6) and Bayesian Information Criterion (ΔBIC = 59.5). These findings
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Figure 4.7: Fixed effects point plot (a) illustrating the relationship between protocol, time, and cortical
reactivity based on the results of a linearmixed-effects model. Each point represents the estimated fixed
effect for a specific condition, with error bars indicating standard errors. The plot suggests that between
baseline and 5 and 20-minutes after stimulation on average, the square root of P2P decreases by 0.3 -
0.35 for a 1-unit increase in the predictor. Post-hoc comparisons (b) reveal a significant decrease in the
estimated marginal mean of P2P in both post time-points, but only for cTBS. The error bars for this plot
represent 95% confidence intervals. Asterisks (* p<0.05, ** p <0.01, *** p <0.001) indicate statistically
significant differences.

suggest that the full model provides a significantly better fit to the data compared to the null

model, justifying the inclusion of the additional predictors. The model included random inter-

cepts for participants, and the variance component estimates (σ2
participant = 0.167) indicated

small variability in participants’ baseline scaling exponents.

There was a significant main effect of Time, F(2,591.46) = 17.46, p<.001, Protocol,

F(1,597.98) = 50.95, p<0.001, and a significant interaction effect, F(2,591.28) = 5.20, p<0.01,

suggesting that change in P2P over time varied based on the protocol. Post-hoc comparisons

of the estimated difference in the marginal means using a Bonferroni correction showed there

was a significant decrease from the baseline in the post 5 minutes (t(591) = 6.11, p<0.001) and

post 20 minutes peak-to-peak amplitudes (t(592) = 4.87, p < 0.001) only for the cTBS protocol

(Fig X).
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General Discussion

Identifying the mechanism supporting the complex dynamics that characterize a state of wake-

fulness and their loss in unconsciousness remains a challenge. This mechanism should ideally

exhibit consistent behavior regardless of the method inducing unconsciousness (such as anes-

thesia or NREM sleep) and in states involving conscious experiences, such as REM sleep. The

Critical Brain hypothesis, which proposes that the waking brain might operate at or near a

critical point where specific phenomena that support a high degree of complex dynamics are

present, emerges as a theoretical framework that could fulfill this criterion. Evidence sug-

gests the brain operates in a slightly subcritical regime of the MFDP critical point, and that

the proximity to this critical point is modulated during wakefulness by task or level of arousal

[179, 158, 141, 122]. This modulation stands in opposition to the specificity of PCILZ, associated

with the edge of chaos critical point, which remains highduringwakefulness andhas been found

to fall only in different unconscious states [60, 154, 155]. Measures of MFDP have yet to be ap-

plied to TMS-evoked responses, but this methodology offers a potential avenue to explore the

connection between MFDP and the edge of chaos critical points in relation to conscious states.

This thesis aims to investigate this connection by comparing how two measures of phenomena

associated with criticality vary across different conscious states (wakefulness, anesthesia, and

sleep) and after neuromodulation during wakefulness using TMS-EEG.

5.1 Complexity of TEPs consistently tracks conscious state

and is not modulated in wakefulness

In Chapter 3, we present simulation work that supports the intuition that the complexity of

a TEP reflects the proximity of the electrodynamics to the edge of chaos critical point. Our

experimental findings from Chapter 4 further corroborate previous work that finds that PCILZ
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changes only with conscious state by showing that it does not change after neuromodulation

even though there are changes in cortical reactivity. These findings are similar to how inter-

trial variability, another characteristic of TEPs, was altered before the full anesthetic dose, but

complexity only changed in the latter case inChapter 3. This dissociation seems to be something

unique to TMS-evoked response because the complexity of sensory evoked responses has been

found to be modulated during wakefulness [233].

The specificity of TEP complexity to global conscious state as compared to other evoked re-

sponses may be due to a couple of the inherent properties of TEPs. The first is that TEPs are

typically an order of magnitude larger than most sensory evoked responses, so even if there is

somemodulation in amplitude, these components aremore likely to remain significant sources

that are consistently above the threshold for complexity calculation. As long as the binarization

of the response remains relatively consistent between two conditions, their compressibility re-

mains similar. The second property is that TEPs can bypass the thalamus which consequently

allows us to gather information about the thalamocortical circuit, even in cases where the pe-

ripheral and central nervous systems are compromised. Thus, the insights derived from TEPs

differ slightly from sensory ERPs, as they track causal information transmission from cortico-

thalamic connections. Thalamocortical communication is important to supporting information

processing during wakefulness [251], while states of unconsciousness are consistently charac-

terized by disrupted communication [252, 253, 254]. PCILZ would then be a measure of the

complexity of the causal effects of cortical-thalamic information transfer. Future basic research

that further investigates the differences between the causal evolution of TMS-evoked responses

and sensory evoked responses and their effects on complexity would help illuminate possible

explanations as to why the complexity of TEPs is more specific and sensitive to changes in con-

scious state than sensory perturbations.

5.2 TMS-evoked neural avalanches change in wakefulness

and NREM sleep

As opposed to PCILZ, neural avalanches did show modulation both across conscious states

(wakefulness vs NREM sleep) and during wakefulness (post TBS). The avalanche size scaling

exponent (τ ) changed in both studies while the duration scale exponent (α) was less reliable.

Interestingly, τ was very similar between NREM sleep and 20-minutes post TBS, which would
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appear to indicate that the two states had some similar dynamics in their responses to the sin-

gle pulse TMS. If the change in the post TBS τ is due to changes in arousal, then it follows that

the two states would change in similar directions. An increase in τ would suggest a subcritical

shift, but this finding would be counter to what has been found in previous literature for arousal

and sleep. For both sleep deprivation and NREM sleep, previous work has found a flattening

of τ and α, indicating a shift towards the supercritical regime or back towards the critical point

if waking is in the subcritical regime [121, 255, 139]. In our NREM sleep data, although τ is

steepening, there is a ‘heap’ or ‘bump’ near the tail of the distribution which points to a devi-

ation towards the supercritical regime and not a subcritical one so it may just be the result of

poor estimation due to data quality and the between subject’s design, that resulted in a steeper

τ . This interpretation would align more closely with previous literature.

Unfortunately, the interpretation of why the size distribution post TBS is steepening is dif-

ficult to parse, especially after considering how the steepening of the NREM τ does not appear

to be reliable in describing this state given the presence of supercritical ‘bumps.’ If the TBS

results are interpreted strictly by both their distribution and their change in τ , then it would

indicate that after five minutes, there is a steepening of τ (indicating a shift towards the super-

critical regime, like NREM) after cTBS, then an opposite shift in arousal 20 minutes after TBS

towards the subcritical regime. If the iTBS functioned as a ‘control’ due to lack of neuromodula-

tion (no modulation of cortical reactivity), then our findings would indicate that the avalanche

size scaling exponent was fluctuating over the course of the session. Deviations towards the

subcritical regime have been reported during tasks and focused attention (e.g., [179]), so it is

possible that these changes in τ follow changes in arousal during the session. Yet, the changes

seen in our data would be relatively rapid compared to previous experiments that have indexed

a change in exponents related to time spent awake (tens of minutes vs 9 hours in [158]). This

relative sensitivity to brief changes in arousal is only true, however, for TEAs and not spon-

taneous avalanches where we see changes in duration after cTBS. More research is needed to

better evaluate the difference in sensitivity to different magnitudes of arousal changes between

TMS-evoked and spontaneous avalanches.

Overall, the PDF of τ in NREM sleep is suggestive of a shift towards the supercritical regime

while the flattening and steepening of τ post TBS suggests a vacillation around the critical point

which might be correlated with an interaction between slight changes in arousal, the single

pulse protocol, and neuromodulation. In which case, the two studies show opposing effects on
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avalanche size. This conclusion, however, assumes that scale invariance is generated due to the

brain tuning dynamics towards or away from the MFDP or other critical point associated with

avalanches, i.e., edge of synchrony. As previously mentioned, a change in the scaling exponent

could be due to changes in structure and, furthermore, it is possible that the underlying mech-

anism for the changes post TBS and NREM sleep is different. In other words, the change in one

case could be due to a shift away from the critical point while the other is due to a change in net-

work topology. While there is evidence fromNREM sleep of changes in functional connectivity

that could drive changes in scaling behavior, the same cannot be said for TBS. Unfortunately,

there has been limited research assessing changes in scale invariance and functional connec-

tivity after rTMS or TBS to the parietal cortex without a specific task. Although rTMS has been

shown to alter functional connectivity [256, 257], it does not necessarily impact scale invari-

ance. Follow-up work should address if a) TBS did induce changes in functional connectivity

and scale invariance and b) if these changes in structure are related to changes in TMS-evoked

τ . Nevertheless, our results do show changes in the scaling laws behind neural avalanches that

appear to follow slight changes in arousal while the changes in complexity of TEPs were specific

to global conscious state.

5.3 Complexity vs Neural Avalanches: Why is one more spe-

cific than the other?

While potential explanations for why the complexity of TEPs more closely follow global con-

scious state compared to sensory evoked potentials, it is also important to discuss why com-

plexity of TEPs outperforms neural avalanches also in this regard. One possible explanation

could be that the TEP response gives us unique insight into both integration and differentia-

tion in the brain while neural avalanches reflect mostly integration. PCILZ is theoretically based

on the idea that a balance between integration and differentiation is needed for conscious ex-

perience [258, 259]. A highly complex TEP response should be marked by large deflections—

integration—acrossmany different sources—differentiation while a low complexity TEP should

have either low integration, low differentiation, or both. Interestingly, a dissociation has been

found between this complexity measure and complexity of spontaneous signals [154, 155]. It

has been suggested that as PCILZ is computed on TMS-evoked responses more generally re-

flects the brain’s ability to compute complex causal interactions which differentiates it from the
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complexity of spontaneous EEG complexity, that reflects more signal diversity over time [154].

Thus, PCILZ gives us unique insight into the average richness of the information that is being

spread across cortex.

Scale invariance is important for collective behavior as it aids with information integration

across scales even in large, complex systems. So, the neural avalanches measurements used

here reflect whether integration depends on one specific spatiotemporal scale. The results pre-

sented in this dissertation provide further evidence supporting the presence of scale invariance,

and therefore the ability for the brain to integrate information irrespective of scale, even in un-

conscious states such as NREM sleep. Although the scaling laws behind such scale invariance

does change in NREM sleep, so there is still some indication that integration is affected in the

transition between wake and sleep. The amount of differentiation does not seem to affect scale

invariance as is evident from the NREM sleep TEAs. Although the TEP visits fewer sources,

we still see scale invariant fluctuations. While complexity is low in NREM sleep, it is low be-

cause there is lowdifferentiation, but high integration—as evidenced by componentswith larger

amplitude than during wakefulness. Even if changes in functional connectivity are behind the

changes in τ , and therefore we see an effect of low differentiation, we still have high integration

and thus scale invariance. If consciousness dynamics are marked by a loss of balance between

the two, then complexity is a measure of the balance while neural avalanches show a combina-

tion of both on integration.

5.4 Limitations

While the primary objective of this studywas to contrast theMFDPand the edge of chaos critical

points, it is important to note that we have not dismissed the possibility that the edge of syn-

chrony could serve as an alternative generativemechanism for neural avalanches. Although our

interpretations of the neural avalanche findings aremainly discussed through the lens ofMFDP,

if wewere to assume that the critical point of interest for avalancheswere the edge of synchrony,

our interpretation would not be significantly altered. However, it is also possible that neural

avalanches are signs of proximity to the edge of chaos critical point. The co-occurrence of crit-

icality exhibiting critical slowing down (like in MFDP) and the edge-of-chaos critical point has

been observed in certain instances [260, 261, 34, 262], although this phenomenon is not uni-

versally consistent [263]. Previous modelling work has reported the presence of scale invariant
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avalanches with similar scaling exponents to MFDP when the model was shifted more towards

the supercritical phase of critical point defined by themaximization of complexity and informa-

tion transfer [264]. In other words, both phenomena were present in the model but at different

parameters of the system, indicating how the system can be dynamically tuned to better exploit

these phenomena. In which case, our avalanche results would suggest that there is some type

of vacillation around the edge of chaos critical point, but not strong enough for complexity to

diminish.

Additionally, we have not ruled out the hypothesis that the relationship between these two

critical points could underpin conscious experience during wakefulness. If scale invariant

avalanches are not due to the edge of chaos critical point, then it may be that brain dynam-

ics need to be slightly supercritical with respect to the edge of chaos critical point (as our lab

has previously suggested; [41]) and slightly subcritical with respect to either MFDP or the edge

of synchrony (as suggested by evidence from neural avalanches) [264]. A more fine-grained

analysis of simulations is needed to better understand if this behavior can be explained by one

critical point instead of the presence of two.

5.5 Final Conclusion

The overarching conclusion from the results presented in this work is 1) that PCILZ can track

proximity to the edge of chaos critical point, and it consistently changes only with global

changes in conscious state, and 2) changes in neural avalanches do not consistently change

only with global changes in conscious state, but also to slight changes in dynamics. Further-

more, both resting and evoked avalanches show scaling exponents that have been associated

withMFDP, but neither follow the crackling noise relationship. In fact, they are closer to values

associated with a non-critical system or the edge of synchrony critical point. It is possible that

the difference in sensitivity and specificity to conscious state between the two measures could

be that neural avalanches measure only integration while PCILZ captures the balance between

integration and differentiation. Regardless, the results from these three experiments suggest

that the edge of chaos critical point correlates more closely to conscious state, and therefore, is

more likely to be important in supporting a state of consciousness. Future work to further test

this correlation should focus on cases in which complexity changes and the behavior of TMS-

evoked neural avalanches is unknown, like in other states of unconsciousness (i.e., anesthesia,
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coma, or vegetative state), altered states of consciousness where resting state complexity in-

creases (i.e., psychedelic drugs), and lesions where proximity to the lesioned area dramatically

changes TMS-evoked responses.
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