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#### Abstract

We establish global existence of solutions to the compressible Euler equations, in the case that a finite volume of ideal gas expands into vacuum. Vacuum states can occur with either smooth or singular sound speed, the latter corresponding to the so-called physical vacuum singularity when the enthalpy vanishes on the vacuum wave front like the distance function. In this instance, the Euler equations lose hyperbolicity and form a degenerate system of conservation laws, for which a local existence theory has only recently been developed. Sideris 25 found a class of expanding finite degree-of-freedom global-in-time affine solutions, obtained by solving nonlinear ODEs. In three space dimensions, the stability of these affine solutions, and hence global existence of solutions, was established by Hadžić \& Jang [7] with the pressure-density relation $p=\rho^{\gamma}$ with the constraint that $1<\gamma \leqslant \frac{5}{3}$. They asked if a different approach could go beyond the $\gamma>\frac{5}{3}$ threshold. We provide an affirmative answer to their question, and prove stability of affine flows and global existence for all $\gamma>1$, thus also establishing global existence for the shallow water equations when $\gamma=2$.


## 1 Introduction

We consider the problem of global existence of solutions to the isentropic compressible Euler equations of gas dynamics in $d$ space dimensions, with $d=1,2,3$. The isentropic system consists of two basic conservation laws: the conservation of momentum and the conservation of mass. Letting $u=\left(u_{1}, \ldots, u_{d}\right)$ denote the velocity vector and $\rho$ the density function, conservation of momentum and mass can be written, respectively, as

$$
\partial_{t}(\rho u)+\operatorname{div}[\rho u \otimes u+p(\rho) \mathrm{Id}]=0 \quad \text { and } \quad \partial_{t} \rho+\operatorname{div}(\rho u)=0
$$

supplemented with the ideal gas law which states that the pressure function $p(\rho)=\rho^{\gamma}$ for $\gamma>1$. Both $u$ and $\rho$ depend on the space coordinate $x=\left(x_{1}, \ldots, x_{d}\right)$ and time $t \geqslant 0$. By definition, a vacuum state exists on the set $\{\rho(x, t)=0\}$. The set $\Omega(t):=\{\rho(x, t)>0\}$ defines the location of the gas, and of particular interest is the evolution of the gas-vacuum boundary $\Gamma(t):=\partial \Omega(t)$, also known as the "front."

In the absence of vacuum, when $\rho(x, t) \geqslant \varrho>0$ in $\mathbb{R}^{d}$, the Euler equations are hyperbolic, and when the initial density and velocity are constant outside a compact set, classical $C^{1}$ solutions exist on a (possibly very short) time interval [0,T] (see, for example, Majda [20]). Sideris [24] proved that even for small initial data, if the gas is slightly compressed and out-going near the front $\Gamma(t)$, then $T<\infty$ (see also [2]).

In the presence of vacuum, strict hyperbolicity fails and local-in-time existence was established in [21, 1]. As we shall describe below, vacuum states can occur with either smooth or singular sound
speed. For the easier case of smooth sound speed, Serre [22] proved that there exist sufficiently small and smooth initial density profiles with smooth initial velocities close to a linear field that cause gas particles to spread and the velocity to decay, thus leading to global-in-time solutions.

The case of singular sound speed, also known as the physical vacuum singularity, is more difficult to analyze; a priori estimates were given in Coutand, Lindblad, \& Shkoller [3], and local existence was established by Coutand \& Shkoller [4, 5] and Jang \& Masmoudi [8, 8]. Later Coutand \& Shkoller [6] showed that there exists a large class of physical vacuum solutions in which the vacuum boundary self-intersects in finite-time, thus leading to a so-called splash singularity. On the other hand, Sideris [25] has constructed a new class of global-in-time affine solutions for the physical vacuum case, which are obtained by solving ODEs. For three-dimensional flows, Hadžić \& Jang [7] have constructed global solutions by proving the global existence of small perturbations to these affine flows for the case that $1<\gamma \leqslant \frac{5}{3}$; with their scheme, if $\gamma>\frac{5}{3}$, a so-called "anti-damping" term arises and their method is not applicable. In particular, Remark 1.3 of [7] states: "It would be interesting to understand whether one can go beyond the $\gamma>\frac{5}{3}$ threshold."

The purpose of this paper is to prove that, in fact, global solutions exist for all $\gamma>1$. We introduce a simple strategy which shows that there is no upper bound on $\gamma$, and thus prove global existence for the physical vacuum singularity for the general ideal gas law. This includes the important case of the shallow water equations corresponding to $\gamma=2$.

### 1.1 The Euler equations with vacuum states as a free-boundary problem

We fix a time interval $0 \leqslant t \leqslant T$. In the presence of the physical vacuum singularity, solutions to the Euler equations are not smooth across the front $\Gamma(t)$; thus, rather than studying weak solutions on $\mathbb{R}^{d} \times[0, T]$, we instead formulate the Euler equations as a free-boundary problem set on the $a$ priori unknown domain $\Omega(t)$. We write the isentropic compressible Euler equations as

$$
\begin{align*}
\rho\left[\partial_{t} u+u \cdot \nabla u\right]+\nabla p(\rho) & =0 & & \text { in } \Omega(t),  \tag{1a}\\
\partial_{t} \rho+\operatorname{div}(\rho u) & =0 & & \text { in } \Omega(t),  \tag{1b}\\
p & =0 & & \text { on } \Gamma(t),  \tag{1c}\\
\mathcal{V}(\Gamma(t)) & =u \cdot n & &  \tag{1d}\\
(\rho, u, \Omega) & =\left(\rho_{0}, u_{0}, \Omega_{0}\right) & & \text { on }\{t=0\} . \tag{1e}
\end{align*}
$$

As noted above, the gas occupies the open, bounded subset $\Omega(t) \subset \mathbb{R}^{d}, \Gamma(t):=\partial \Omega(t)$ denotes the time-dependent vacuum boundary, $\mathcal{V}(\Gamma(t))$ denotes the normal velocity (or speed) of $\Gamma(t)$, and $n=n(\cdot, t)$ denotes the exterior unit normal vector to $\Gamma(t)$.

### 1.2 Physical vacuum boundary condition

The rate at which the density $\rho(x, t)$ vanishes on $\Gamma(t)$ is extremely important. With the sound speed given by $c:=\sqrt{\partial p / \partial \rho}$ and $N$ denoting the outward unit normal to $\Gamma_{0}:=\partial \Omega_{0}$, satisfaction of the condition

$$
\begin{equation*}
\frac{\partial c_{0}^{2}}{\partial N}<0 \text { on } \Gamma_{0} \tag{2}
\end{equation*}
$$

defines a physical vacuum boundary (see [13, [15], [16], [17, [14, [26], [18, [19]), where $c_{0}=\left.c\right|_{t=0}$ denotes the initial sound speed of the gas. In this case, the sound speed is not a smooth function on $\mathbb{R}^{d}$.

The physical vacuum condition (22) is equivalent to the requirement that

$$
\begin{equation*}
\frac{\partial \rho_{0}^{\gamma-1}}{\partial N}<0 \text { on } \Gamma_{0} \tag{3}
\end{equation*}
$$

a condition necessary for the gas particles on the boundary to accelerate. Since $\rho_{0}>0$ in $\Omega_{0}$, (3) implies that for some positive constant $C$ and $x \in \Omega_{0}$ near the vacuum boundary $\Gamma_{0}$,

$$
\begin{equation*}
\rho_{0}^{\gamma-1}(x) \geqslant C \operatorname{dist}\left(x, \Gamma_{0}\right) \tag{4}
\end{equation*}
$$

where dist denotes the distance function, and $\operatorname{dist}\left(x, \Gamma_{0}\right)$ is the distance from the point $x \in \Omega_{0}$ to the boundary $\Gamma_{0}$. As noted by Serre [23], the physical vacuum condition occurs when the front $\Gamma(t)$ is accelerated by a force resulting from a Hölder singularity of the sound speed c. Vacuum states can occur when the sound speed is smooth or singular; the physical vacuum requires that $c$ have $\frac{1}{2}$-Hölder regularity, and we shall be concerned with this singular scenario herein. See also [12] for the analysis of the shoreline problem using the 1-d shallow water equations.

### 1.3 Affine solutions to compressible Euler

The set of $d \times d$ matrices is denoted by $\mathbb{M}^{d}$. We let $\mathrm{GL}^{+}(\mathrm{d}, \mathbb{R})=\left\{\mathscr{A} \in \mathbb{M}^{d}: \operatorname{det} \mathscr{A}>0\right\}$. With $\Omega_{0}=B(0,1)=\{|x|<1\}$, Sideris [25] constructed global-in-time affine solutions to (11) as follows:

$$
\begin{equation*}
\Omega(t)=\mathscr{A}(t) B(0,1), \quad u(y, t)=\dot{\mathscr{A}}(t) \mathscr{A}(t)^{-1} y, \quad \rho(y, t)=\rho_{0}\left(\left|\mathscr{A}(t)^{-1} y\right|\right) / \operatorname{det} A(t) . \tag{5}
\end{equation*}
$$

where $(\mathscr{A}, \dot{\mathscr{A}}) \in C^{0}\left([0, \infty) ; \mathrm{GL}^{+}(\mathrm{d}, \mathbb{R})\right)$ satisfies the ordinary differential equation

$$
\begin{equation*}
\ddot{\mathscr{A}}(t)=\operatorname{det}(\mathscr{A}(t))^{1-\gamma} \mathscr{A}(t)^{-T} \quad t>0 \tag{6}
\end{equation*}
$$

with initial conditions at $t=0$ given by $\mathscr{A}(0)$ and $\dot{\mathscr{A}}(0)$. Thus, the vacuum boundary $\Gamma(t)$ evolves as a rotating ellipsoid. We shall restrict our attention to affine motions for which the gas is expanding in all three directions; in particular, we shall consider affine solutions $\mathscr{A}(t)$ whose determinant grows at the maximal rate of $(1+t)^{3}$, as $t \rightarrow \infty$ (which necessarily holds if $1<\gamma \leqslant \frac{5}{3}$ ). The next lemma gives conditions under which such solutions exist.

Lemma 1. Suppose that $1<\gamma \leqslant 5 / 3$. Let $\mathscr{A}(t)$ be an arbitrary (global) solution of the system (6) in 3-d. Then

$$
\begin{equation*}
\operatorname{det} \mathscr{A}(t) \sim(1+t)^{3}, \quad t>0 \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mathscr{A}^{\prime \prime}(t)\right| \lesssim(1+t)^{-3 \gamma+2} \tag{8}
\end{equation*}
$$

In addition, there exists a unique positive definite matrix $\mathscr{A}_{1}$ such that for all $t>0$

$$
\begin{equation*}
\left|\mathscr{A}^{\prime}(t)-\mathscr{A}_{1}\right| \lesssim(1+t)^{-3 \gamma+3} \tag{9}
\end{equation*}
$$

and

$$
\left|\mathscr{A}(t)-\mathscr{A}_{1} t\right| \lesssim \begin{cases}(1+t)^{-3 \gamma+4}, & 1<\gamma<4 / 3 \\ \log (2+t), & \gamma=4 / 3 \\ 1, & 4 / 3<\gamma \leqslant 5 / 3\end{cases}
$$

Suppose that $5 / 3<\gamma$. Choose matrices $\mathscr{A}_{1}, \mathscr{A}_{0}$, with $\mathscr{A}_{1}$ positive definite. Then there exists a unique (global) solution $\mathscr{A}(t)$ of the 3 -d system (6) such that (7), (18), (9) hold, and also

$$
\begin{equation*}
\left|\mathscr{A}(t)-\left(\mathscr{A}_{1} t+\mathscr{A}_{0}\right)\right| \lesssim(1+t)^{-3 \gamma+4} \tag{10}
\end{equation*}
$$

Proof. Assume that $1<\gamma \leqslant 5 / 3$. Let $\mathscr{A}(t)$ be an arbitrary (global) solution of the system (6) in 3 -d. By Theorem 3 (27) of [25], we have that (7) holds.

By the energy estimate (see Lemma 4 in [25]), we have $\left|\mathscr{A}^{\prime}(t)\right| \lesssim 1$, and so we obtain that

$$
\begin{equation*}
|\mathscr{A}(t)| \lesssim 1+t, \quad t>0 \tag{11}
\end{equation*}
$$

Using (7) and (11), we find that

$$
\begin{equation*}
\left|\mathscr{A}^{\prime \prime}(t)\right|=\operatorname{det} \mathscr{A}(t)^{-(\gamma-1)}\left|\mathscr{A}(t)^{-\top}\right|=\operatorname{det} \mathscr{A}(t)^{-\gamma}|\operatorname{cof} \mathscr{A}(t)| \lesssim(1+t)^{-3 \gamma+2}, \tag{12}
\end{equation*}
$$

which establishes (8). The right-hand side of (12) lies in $L^{1}[0, \infty)$, and so for any $t>0$, we may write

$$
\begin{equation*}
\mathscr{A}^{\prime}(t)=\mathscr{A}^{\prime}(0)+\int_{0}^{\infty} \mathscr{A}^{\prime \prime}(\tau) d \tau-\int_{t}^{\infty} \mathscr{A}^{\prime \prime}(\tau 0) d \tau \tag{13}
\end{equation*}
$$

We define

$$
\begin{equation*}
\mathscr{A}_{1}=\mathscr{A}^{\prime}(0)+\int_{0}^{\infty} \mathscr{A}^{\prime \prime}(\tau) d \tau \tag{14}
\end{equation*}
$$

The equations (13) and (14) immediately yield (9). The uniqueness of $\mathscr{A}_{1}$ follows from the uniqueness of limits. The remaining estimate follows by integration of (9).

In the case $5 / 3<\gamma$, the statements (8), (9), (10) follow directly from Theorem 5 in [25]. The statement (7) follows from (10).

Remark 1. Since $\mathscr{A}_{1} \in \mathrm{GL}^{+}(3, \mathbb{R})$, using the singular value decompostion, there exist $U, V \in$ $\mathrm{SL}(3, \mathbb{R})$ such that $U \mathscr{A}_{1} V$ is positive definite and diagonal. Note that if $\mathscr{A}(t)$ is a solution of (6), then so too is $U \mathscr{A}(t) V$. Therefore, we may assume without loss of generality that $\mathscr{A}_{1}$ is a diagonal matrix.

The simplest affine solution corresponds to the case that

$$
\mathscr{A}(t)=\alpha(t) \mathrm{Id}
$$

in which case we have an expanding spherical surface, and the scalar $\alpha(t)$ is the solution of

$$
\begin{equation*}
\ddot{\alpha}(t)=\alpha^{-d \gamma+(d-1)}(t), \tag{15}
\end{equation*}
$$

and by Theorem 5 in [25],

$$
\begin{aligned}
& \alpha(t) \sim 1+t \text { as } t \rightarrow+\infty, \text { and } \int_{0}^{\infty} \frac{1}{\alpha(s)^{1+\delta}} d s \leqslant C<\infty \text { for } \delta>0 \\
& \dot{\alpha}(t) \sim 1 \text { as } t \rightarrow+\infty, \quad \text { and } \dot{\alpha}(t) \geqslant 0 \text { for all } t \geqslant 0
\end{aligned}
$$

In order to analyze the stability of the general affine solution,

$$
\mathscr{A}(t)=\left[\begin{array}{lll}
a_{11}(t) & a_{12}(t) & a_{13}(t) \\
a_{21}(t) & a_{22}(t) & a_{23}(t) \\
a_{31}(t) & a_{32}(t) & a_{33}(t)
\end{array}\right],
$$

we shall make use of Lemma 1

### 1.4 Main Result

The precise norms for our analysis shall be defined later in Sections 3 and 4 but we can, nevertheless, state the main result.

Theorem 1 (Main result). For affine solutions (5) such that the assumptions of Lemma 1 are satisfied, and for space dimension $d=1,2,3$ and all $\gamma>1$, sufficiently small perturbations of these affine solution exist globally-in-time. Moreover, the perturbed velocity field decays (pointwise) to zero as time $t \rightarrow \infty$ and the vacuum boundary remains close the affine ellipsoid for all time and maintains its regularity.

### 1.5 Outline

Section 3 is intended as an introduction to the analysis of the stability of affine flows, and we restrict our analysis to the relatively simple study of 1 d fluid motion, wherein some of the ideas that allow for all $\gamma>1$ are explained.

In Section 4, we treat the three-dimensional stability problem. Our primary goal is to explain the stability analysis for $\gamma>\frac{5}{3}$. We first focus on the (shallow water) case that $\gamma=2$, and then explain the treatment for general $\gamma$.

## 2 Notaton, weighted embeddings, and Hardy inequalities

### 2.1 Notation

For $1 \leqslant p \leqslant \infty$, write $\|F\|_{L^{p}}$ for the Lebesgue space $L^{p}\left(\Omega_{0}\right)$ norm, and for $s \geqslant 0,\|F\|_{s}$ for the $H^{s}\left(\Omega_{0}\right)$ Sobolev norm. The function $x \mapsto \mathscr{P}(x)$ will be used to denote $C x^{q}$ for some $q>1$, and a generic constant $C$. We write $f \lesssim g$ if $f \leqslant C g$ for a generic constant $C$.

### 2.2 Inequalities with weights and fractional norms

Using $\mathbf{d}$ to denote the distance function to the boundary $\Gamma$, for $s \geqslant 0$, we consider the weighted Sobolev space $H^{k}\left(\Omega_{0}, \mathbf{d}, s\right)$, with norm given by

$$
\|F\|_{H^{k}\left(\Omega_{0}, \mathbf{d}, s\right)}^{2}=\int_{\Omega_{0}} \mathbf{d}^{s} \sum_{|\alpha| \leqslant k}\left|\nabla^{\alpha} F(x)\right|^{2} .
$$

If $s>2(k-r)-1$, then there is a constant $C>0$ depending only on $\Omega_{0}, k, r$, and $s$ such that

$$
\begin{equation*}
\|F\|_{H^{r}\left(\Omega_{0}, \mathbf{d}, s-2(k-r)\right)}^{2} \leqslant C\|F\|_{H^{k}\left(\Omega_{0}, \mathbf{d}, s\right)}^{2} \tag{16}
\end{equation*}
$$

See Section 8.8 in [10] together with the interpolation theory in Chapter 5 of [11].
We shall also make use of the following higher-order Hardy inequality (see [4, 5] for the proof):
Lemma 2 (Hardy's inequality in higher-order form). If $u \in H^{k}\left(\Omega_{0}\right) \cap H_{0}^{1}\left(\Omega_{0}\right)$ for $k \geqslant 1$, and $\mathbf{d}(x)>0$ for $x \in \Omega_{0}, \mathbf{d} \in H^{r}\left(\Omega_{0}\right), r=\max (k-1,3)$, and $\mathbf{d}$ is the distance function to $\Gamma_{0}$ near $\Gamma_{0}$, then $\frac{u}{\mathbf{d}} \in H^{k-1}\left(\Omega_{0}\right)$ and

$$
\begin{equation*}
\left\|\frac{u}{\mathbf{d}}\right\|_{k-1} \leqslant C\|u\|_{k} . \tag{17}
\end{equation*}
$$

We let $\mathbb{R}_{+}^{d}=\left\{x \in \mathbb{R}^{d}: x_{d}>0\right\}$, and for $s \in \mathbb{R},[s]$ denotes the greatest integer less than or equal to $s$. For $s>0$ and $s \notin \mathbb{N}$, an equivalent norm on $H^{s}\left(\mathbb{R}_{+}^{d}\right)$ is given by

$$
\begin{equation*}
\|u\|_{H^{s}\left(\mathbb{R}_{+}^{d}\right)}^{2}:=\|u\|_{H^{[s]}\left(\mathbb{R}_{+}^{d}\right)}^{2}+\sum_{|\alpha|=[s]_{\mathbb{R}_{+}^{d}} \times \mathbb{R}_{+}^{d}} \iint_{\mid} \frac{\left|\nabla^{\alpha} u(x)-\nabla^{\alpha} u(y)\right|^{2}}{|x-y|^{d+2(s-[s])}} d x d y \tag{18}
\end{equation*}
$$

For functions $u \in H^{s}\left(\mathbb{R}^{d}\right)$ one replaces the integrals over $\mathbb{R}_{+}^{d}$ with integrals over $\mathbb{R}^{d}$.
For any smooth bounded domain $\Omega_{0}$, there exists a finite cover by open sets $\left\{\mathcal{U}_{i}\right\}_{i=1}^{K}$ and a partition-of-unity $\left\{\zeta_{i}\right\}_{i=1}^{K}$ subordinate to this open cover. Each set $\mathcal{U}_{i}$ which covers $\Gamma_{0}$ is diffeomorphic to the upper half of the unit ball $B^{+}$in $\mathbb{R}^{3}$ via the chart $\theta_{i}: B^{+} \rightarrow \mathcal{U}_{i}$, while interior sets $\mathcal{U}_{i}$ are diffeomorphic to the unit ball $B$ via $\theta_{i}: B \rightarrow \mathcal{U}_{i}$. Then for $u \in H^{s}\left(\Omega_{0}\right),\|u\|_{s}^{2}=\sum_{i=1}^{K}\left\|\zeta_{i} u \circ \theta_{i}\right\|_{H^{s}\left(\mathbb{R}_{+}^{d}\right)}^{2}$, where the $H^{s}\left(\mathbb{R}_{+}^{d}\right)$-norm is replaced by the $H^{s}\left(\mathbb{R}^{d}\right)$-norm if $\mathcal{U}_{i}$ is an interior set.

## 3 Global existence for 1-d compressible Euler equations

We include the analysis of flows in one space dimension as a User's Guide for the multi-dimensional setting to follow. In one space dimension, the case that $1<\gamma \leqslant 3$ does not produce an "antidamping" term in the sense of [7] and is thus in the same analysis regime as the three-dimensional case of $1<\gamma \leqslant \frac{5}{3}$. We shall explain how to treat all $\gamma>1$.

### 3.1 Eulerian free-boundary formulation

In one space dimension, the isentropic compressible Euler equations (1) can is written as

$$
\begin{align*}
\rho\left(\partial_{t} u+u \partial_{x} u\right)+\partial_{x} p(\rho) & =0 & & \text { in } \Omega(t),  \tag{19a}\\
\partial_{t} \rho+\partial_{x}(\rho u) & =0 & & \text { in } \Omega(t)  \tag{19b}\\
p & =0 & & \text { on } \Gamma(t)  \tag{19c}\\
\mathcal{V}(\Gamma(t)) & =u & &  \tag{19d}\\
(\rho, u, \Omega) & =\left(\rho_{0}, u_{0}, \Omega_{0}\right) & & \text { on }\{t=0\} . \tag{19e}
\end{align*}
$$

For our 1d analysis, we shall use both $\partial_{x} u$ and $u_{x}$ to denote the $x$-derivative of a function $u$.

### 3.2 Lagrangian formulation

### 3.2.1 The Euler equations

We transform the system (19) into Lagrangian variables. We let $\xi(x, t)$ denote the "position" of the gas particle $x$ at time $t$. Thus,

$$
\partial_{t} \xi=u \circ \xi \text { for } t>0 \text { and } \xi(x, 0)=x
$$

where $\circ$ denotes composition so that $[u \circ \xi](x, t):=u(\xi(x, t), t)$.
As is shown in [4], $\rho \circ \xi=\rho_{0} \xi_{x}^{-1}$; hence, the initial density function $\rho_{0}$ can be viewed as a parameter, and the compressible Euler equations can be written as a degenerate second-order wave equation for $\xi$ :

$$
\begin{align*}
\rho_{0} \partial_{t}^{2} \xi+\partial_{x}\left(\rho_{0}^{\gamma} \xi_{x}^{-\gamma}\right) & =0 & & \text { in } \Omega_{0} \times(0, T]  \tag{20a}\\
\left(\xi, \partial_{t} \xi\right) & =\left(\xi_{0}, \xi_{1}\right) & & \text { in } \Omega_{0} \times\{t=0\}, \tag{20b}
\end{align*}
$$

with $\xi_{0}$ and $\xi_{1}$ denoting, respectively, the initial position and velocity on $\Omega_{0}$. The initial density function must satisfy $\rho_{0}^{\gamma-1}(x) \geqslant C \operatorname{dist}\left(x, \Gamma_{0}\right)$ for $x \in \Omega_{0}$ near $\Gamma_{0}$. We let $\mathbf{d}(x)$ denote a particular distance function to be defined below (and associated with our choice of affine solutions), and from (4), we set

$$
\rho_{0}(x)=\mathbf{d}^{\frac{1}{\gamma-1}},
$$

so that (20) becomes

$$
\mathbf{d}^{\frac{1}{\gamma-1}} \partial_{t}^{2} \xi+\partial_{x}\left(\mathbf{d}^{\frac{\gamma}{\gamma-1}} \xi_{x}^{-\gamma}\right)=0 \quad \text { in } \Omega_{0} \times(0, T]
$$

which is equivalent to

$$
\begin{equation*}
\partial_{t}^{2} \xi+\frac{\gamma}{\gamma-1} \mathbf{d}_{x} \xi_{x}^{-\gamma}-\gamma \mathbf{d} \xi_{x}^{-\gamma-1} \partial_{x}^{2} \xi=0 \tag{21}
\end{equation*}
$$

### 3.2.2 Perturbations of affine solutions

With the affine solution given by $\mathscr{A}(t) x=\alpha(t) x$, we shall denote by $\eta(x, t)$ the perturbation to the affine flow, and consider solutions to (20) of the form

$$
\xi(x, t)=\alpha(t) \eta(x, t)
$$

We define the velocity $v$ associated to the perturbation $\eta$ by $v(x, t)=\partial_{t} \eta(x, t)$. It follows that

$$
\partial_{t} \xi(x, t)=\dot{\alpha}(t) \eta(x, t)+\alpha(t) \partial_{t} \eta(x, t) .
$$

For simplicity, let us suppose that at time $t=0, \eta(x, 0)=e(x)$, the identity map on $\Omega_{0}$, and that $\partial_{t} \eta(x, 0)=u_{0}(x)$; furthermore, we let $\alpha(0)=1$. Then,

$$
\partial_{t} \xi(x, 0)=\dot{\alpha}(0) x+u_{0}(x) .
$$

In order to analyze the stability of the affine solution, we shall assume that $u_{0}(x)$ is a small perturbation of the initial affine velocity $\dot{\alpha}(0) x$.

Using the affine solution (15), we see that the pair $(\eta, v)$ satisfies the following degenerate and nonlinear wave equation:

$$
\begin{array}{rlrl}
\partial_{t} \eta & =v & & \text { in } \Omega_{0} \times(0, T] \\
\alpha^{\gamma+1} \partial_{t} v+2 \alpha^{\gamma} \dot{\alpha} v+\eta+\frac{\gamma}{\gamma-1} \mathbf{d}_{x} \eta_{x}^{-\gamma}-\gamma \mathbf{d} \eta_{x}^{-\gamma-1} \partial_{x}^{2} \eta & =0 & & \text { in } \Omega_{0} \times(0, T] \\
(\eta, v)=\left(e, u_{0}\right) & & \text { in } \Omega_{0} \times\{t=0\} \tag{22c}
\end{array}
$$

where $e(x)=x$ denotes the identity map, and

$$
\Omega_{0}=(-1,1) \text { and } \mathbf{d}(x)=\frac{\gamma-1}{2 \gamma}\left(1-x^{2}\right) \text { on } \bar{\Omega}_{0} .
$$

Note that the physical vacuum condition (4) is satisfied as $\left|\mathbf{d}_{x}\right|=\frac{\gamma-1}{\gamma}$ on $\Gamma_{0}=\{-1,1\}$ and that

$$
\begin{equation*}
\left|\mathbf{d}_{x}\right| \leqslant \frac{\gamma-1}{\gamma} \text { and } \mathbf{d}_{x x}=-\frac{\gamma-1}{\gamma} \text { on } \bar{\Omega}_{0} . \tag{23}
\end{equation*}
$$

For our analysis, we shall assume that

$$
\begin{equation*}
\left\|\eta_{x}(\cdot, t)-1\right\|_{L^{\infty}} \leqslant \frac{1}{10} \text { for all } t \geqslant 0 \tag{24}
\end{equation*}
$$

and prove later that $\left\|\eta_{x}(\cdot, t)-1\right\|_{L^{\infty}} \leqslant \epsilon$ for all $t \geqslant 0$ and for $0<\epsilon \ll \frac{1}{10}$. The bound (24) implies that

$$
\begin{equation*}
1-\frac{1}{10} \leqslant \eta_{x}(x, t) \leqslant 1+\frac{1}{10} \tag{25}
\end{equation*}
$$

and hence that

$$
\begin{equation*}
\left[1+\frac{1}{10}\right]^{-1} \leqslant \eta_{x}^{-1}(x, t) \leqslant\left[1-\frac{1}{10}\right]^{-1} \tag{26}
\end{equation*}
$$

### 3.3 Smoothing the initial data

To obtain energy estimates, we will work with a smooth sequence of solutions, obtained from smoothing the initial data.

For $\kappa>0$, let $0 \leqslant \varrho_{\kappa} \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ denote the standard family of mollifiers with $\operatorname{spt}\left(\varrho_{\kappa}\right) \subset \overline{B(0, \kappa)}$, and let $\mathcal{E}_{\Omega_{0}}$ denote a Sobolev extension operator mapping $H^{s}\left(\Omega_{0}\right)$ to $H^{s}\left(\mathbb{R}^{d}\right)$ for $s \geqslant 0$.

With $0<\kappa_{0} \ll 1$ chosen small, for $\kappa \in\left(0, \kappa_{0}\right)$, we set

$$
\begin{equation*}
u_{0}^{\kappa}=\varrho_{\frac{1}{|\ln \kappa|}} * \mathcal{E}_{\Omega_{0}}\left(u_{0}\right) \tag{27}
\end{equation*}
$$

so that for any fixed $\kappa \in\left(0, \kappa_{0}\right), u_{0}^{\kappa} \in C^{\infty}(\bar{\Omega})$. More importantly, due to the standard properties of convolution, we also have the following estimates:

$$
\forall s \geqslant 1, \forall \kappa \in\left(0, \kappa_{0}\right), \quad\left\|u_{0}^{\kappa}\right\|_{s} \leqslant C_{s}|\ln \kappa|^{s}\left\|u_{0}\right\|_{0}
$$

### 3.3.1 Global existence for $\gamma=2$

Because of the particular interest in the shallow water equations (see [12) and the fact that $\gamma<3$ does not produce a so-called "anti-damping" term, we shall first explain the proof of global existence in the case that $\gamma=2$; the proof for general $\gamma>1$ will be given below. The momentum equation (22) takes the form

$$
\begin{equation*}
\alpha^{3} \partial_{t} v+2 \alpha^{2} \dot{\alpha} v+\eta+2 \mathbf{d}_{x} \eta_{x}^{-2}-2 \mathbf{d} \eta_{x}^{-3} \partial_{x}^{2} \eta=0 \quad \text { in } \Omega_{0} \times(0, T] \tag{28}
\end{equation*}
$$

We define the near-identity map

$$
\delta \eta(x, t)=\eta(x, t)-x .
$$

Definition 1 (Norm for $\gamma=2$ in 1-d). We use the following higher-order energy function for case that $\gamma=2$ :

$$
e_{2}(t)=\left\|\mathbf{d}^{\frac{7}{2}} \partial_{x}^{6} \delta \eta(\cdot, t)\right\|_{0}^{2}+\sum_{b=0}^{5}\left(\left\|\alpha(t)^{\frac{3}{2}} \mathbf{d}^{\frac{1+b}{2}} \partial_{x}^{b} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{\frac{1+b}{2}} \partial_{x}^{b} \delta \eta(\cdot, t)\right\|_{0}^{2}\right) .
$$

The norm is given by

$$
E_{2}(t)=e_{2}(t)+\left\|\alpha^{\frac{3}{2}}(t) v(\cdot, t)\right\|_{W^{1, \infty}}^{2}+\|\delta \eta(\cdot, t)\|_{W^{1, \infty}}^{2}+\sum_{b=0}^{3}\left(\left\|\alpha(t)^{\frac{3}{2}} \mathbf{d}^{b} v(\cdot, t)\right\|_{2+b}^{2}+\left\|\mathbf{d}^{b} \delta \eta(\cdot, t)\right\|_{2+b}^{2}\right)
$$

We remark that it suffices to use $e_{2}(t)$ for the analysis, but including all of the terms in $E_{2}(t)$ allows for a somewhat more transparent approach to controlling the error terms in energy estimates.

From (26), we have that

$$
\begin{equation*}
\frac{1}{2} \leqslant \eta_{x}^{-3}(x, t) \text { and } \eta_{x}^{-4}(x, t) \leqslant 2 \text { for } t \geqslant 0 \tag{29}
\end{equation*}
$$

and we shall make use of these bounds in energy estimates.
Theorem 2. For $\gamma=2$ and $\epsilon>0$ taken sufficiently small, if the initial data satisfies $e_{2}(0)<\epsilon$, then there exists a global unique solution of the 1-d Euler equations (19), such that $E_{2}(t) \leqslant \epsilon$ for all $t \geqslant 0$. Furthermore, $\xi(x, t)=\alpha(t) \eta(x, t)$ is a global solution to the 1-d Euler equations (19).

Proof. Step 1. A sequence of smooth solutions. We consider initial conditions (22k) given by

$$
\begin{equation*}
(\eta, v)=\left(e, u_{0}^{\kappa}\right) \quad \text { in } \Omega_{0} \times\{t=0\} \tag{30}
\end{equation*}
$$

where $u_{0}^{\kappa}$ is given by (27). Notice that (22) is equivalent to (20); by the local-in-time well-posedness theorem in [4], using the smooth initial data (30), there exist a smooth solution $\left(\eta_{\kappa}, v_{\kappa}\right)$ on a short
time-interval $[0, T]$ (where $T$ depends on $\kappa$ ), such that for each $t \in[0, T], \eta_{\kappa}(\cdot, t) \in H^{7}\left(\Omega_{0}\right), v_{\kappa}(\cdot, t) \in$ $H^{6}\left(\Omega_{0}\right)$, and $\partial_{t} v_{\kappa}(\cdot, t) \in H^{5}\left(\Omega_{0}\right)$. We are thus able to consider higher-order energy estimates, as we can rigorously differentiate the sequence $\left(\eta_{\kappa}, v_{\kappa}\right)$ as many time as required. For notational clarity, we will drop the subscript $\kappa$ and simply write $\eta$ and $v$.
Step 2. Energy estimates. We let $\partial_{x}^{5}$ act on (28), and letting $v_{t}:=\partial_{t} v$, we find that

$$
\begin{equation*}
\alpha^{3} \partial_{x}^{5} v_{t}+2 \alpha^{2} \dot{\alpha} \partial_{x}^{5} v+\left(1+14 \eta_{x}^{-3}\right) \partial_{x}^{5} \eta-2 \partial_{x}\left(6 \mathbf{d}_{x} \eta_{x}^{-3} \partial_{x}^{5} \eta+\mathbf{d} \eta_{x}^{-3} \partial_{x}^{6} \eta\right)=\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3} \tag{31}
\end{equation*}
$$

where the lower-order remainder terms for the fifth space differentiated problem are given by

$$
\begin{aligned}
& \mathrm{R}_{0}=42 \eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{4} \eta \\
& \mathrm{R}_{1}=-6 \partial_{x}\left(5 \mathbf{d}_{x} \eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{4} \eta+\mathbf{d} \eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{5} \eta\right)+27 \partial_{x}\left(\eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{3} \eta\right) \\
& \mathrm{R}_{2}=-6 \partial_{x}^{2}\left(4 \mathbf{d}_{x} \eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{3} \eta+\mathbf{d} \eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{4} \eta\right)+15 \partial_{x}^{2}\left(\eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{2} \eta\right) \\
& \mathrm{R}_{3}=-6 \partial_{x}^{3}\left(3 \mathbf{d} \eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{2} \eta+\mathbf{d} \eta_{x}^{-4} \partial_{x}^{2} \eta \partial_{x}^{3} \eta\right)
\end{aligned}
$$

Hölder's inequality and the Sobolev embedding theorem show that

$$
\left\|\mathbf{d}^{3}\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right)\right\|_{0} \lesssim E_{2}(t)+\mathscr{P}\left(E_{2}(t)\right)
$$

We compute the $L^{2}$ inner-produce of equation (31) with $\mathbf{d}^{6} \partial_{x}^{5} v$, and use that

$$
\partial_{x}\left(\mathbf{d}^{6} \partial_{x}^{5} v\right)=\mathbf{d}^{5}\left(6 \mathbf{d}_{x} \partial_{x}^{5} v+\mathbf{d} \partial_{x}^{6} v\right)
$$

to obtain the following identity:

$$
\begin{aligned}
& \frac{d}{d t}\left(\left\|\alpha^{\frac{3}{2}} \mathbf{d}^{3} \partial_{x}^{5} v\right\|_{0}^{2}+\int_{\Omega_{0}}\left(1+14 \eta_{x}^{-3}\right) \mathbf{d}^{6}\left|\partial_{x}^{5} \eta\right|^{2} d x\right)+4 \dot{\alpha}\left\|\alpha \mathbf{d}^{2} \partial_{x}^{4} v\right\|_{0}^{2} \\
& \quad+2 \frac{d}{d t} \int_{\Omega_{0}} \mathbf{d}^{5} \eta_{x}^{-3}\left(6 \mathbf{d}_{x} \partial_{x}^{5} \eta+\mathbf{d} \partial_{x}^{6} \eta\right)^{2} d x+42 \int_{\Omega_{0}} \eta_{x}^{-4} v_{x} \mathbf{d}^{6}\left|\partial_{x}^{5} \eta\right|^{2} d x \\
& \quad+6 \int_{\Omega_{0}} \mathbf{d}^{5} \eta_{x}^{-4} v_{x}\left(6 \mathbf{d}_{x} \partial_{x}^{5} \eta+\mathbf{d} \partial_{x}^{6} \eta\right)^{2} d x=2 \int_{\Omega_{0}} \mathbf{d}^{3}\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right) \mathbf{d}^{2} \partial_{x}^{5} v d x
\end{aligned}
$$

and integrating in time, noting that $\dot{\alpha}(t) \geqslant 0$, and using (29), we see that

$$
\begin{aligned}
& \left\|\alpha^{\frac{3}{2}} \mathbf{d}^{3} \partial_{x}^{5} v(\cdot, t)\right\|_{0}^{2}+8\left\|\mathbf{d}^{3} \partial_{x}^{5} \eta(\cdot, t)\right\|_{0}^{2}+\int_{\Omega_{0}}\left(6 \mathbf{d}_{x} \mathbf{d}^{2.5} \partial_{x}^{5} \eta+\mathbf{d}^{3.5} \partial_{x}^{6} \eta\right)^{2} d x \\
& \quad \lesssim\left\|\mathbf{d}^{2} \partial_{x}^{4} u_{0}\right\|_{0}^{2}+\int_{0}^{t}\left\|v_{x}\right\|_{L^{\infty}} \int_{\Omega_{0}}\left(3 \mathbf{d}^{2.5} \mathbf{d}_{x} \partial_{x}^{5} \eta+\mathbf{d}^{3.5} \partial_{x}^{6} \eta\right)^{2} d x d s \\
& \quad+\int_{0}^{t}\|v\|_{L^{\infty}} \int_{\Omega_{0}} \mathbf{d}^{6}\left|\partial_{x}^{5} \eta\right|^{2} d x d s+\int_{0}^{t} \int_{\Omega_{0}} \mathbf{d}^{3}\left|\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right) \mathbf{d}^{3} \partial_{x}^{5} v\right| d x d s
\end{aligned}
$$

where we have used the fact that $\partial_{x}^{a} \eta(x, 0)=0$ for $a \geqslant 2$.
As $(\eta, v)$ are sufficiently smooth (thanks to Step 1 ), we can integrate-by-parts to find that

$$
\begin{aligned}
\int_{\Omega_{0}}\left(6 \mathbf{d}_{x} \mathbf{d}^{2.5} \partial_{x}^{5} \eta+\mathbf{d}^{3.5} \partial_{x}^{6} \eta\right)^{2} d x & =\int_{\Omega_{0}}\left(36 \mathbf{d}_{x}^{2} \mathbf{d}^{5}\left|\partial_{x}^{5} \eta\right|^{2}+6 \mathbf{d}^{6} \mathbf{d}_{x} \partial_{x}\left(\left|\partial_{x}^{5} \eta\right|^{2}\right)+\mathbf{d}^{7}\left|\partial_{x}^{6} \eta\right|^{2}\right) d x \\
& =\int_{\Omega_{0}}\left(-6 \mathbf{d}^{6} \mathbf{d}_{x x}\left|\partial_{x}^{5} \eta\right|^{2}+\mathbf{d}^{7}\left|\partial_{x}^{6} \eta\right|^{2}\right) d x \\
& =\int_{\Omega_{0}}\left(3 \mathbf{d}^{6}\left|\partial_{x}^{5} \eta\right|^{2}+\mathbf{d}^{7}\left|\partial_{x}^{6} \eta\right|^{2}\right) d x
\end{aligned}
$$

the last equality following from (23). Hence, since $\left\|v_{x}\right\|_{L^{\infty}} \leqslant 2\left\|v_{x}\right\|_{1}$ on $\Omega_{0}$,

$$
\begin{align*}
& \left\|\alpha^{\frac{3}{2}} \mathbf{d}^{3} \partial_{x}^{5} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{3} \partial_{x}^{5} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{3.5} \partial_{x}^{6} \delta \eta(\cdot, t)\right\|_{0}^{2} \\
& \begin{aligned}
& \lesssim e_{2}(0)+\int_{0}^{t} \alpha^{-\frac{3}{2}}\left\|\alpha^{\frac{3}{2}} v\right\|_{2} \int_{\Omega_{0}}\left(\left|\mathbf{d}^{3} \partial_{x}^{5} \delta \eta\right|^{2}+\left|\mathbf{d}^{3.5} \partial_{x}^{6} \delta \eta\right|^{2}\right) d x d s \\
&+\int_{0}^{t} \alpha^{-\frac{3}{2}}\left\|\mathbf{d}^{3}\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right)\right\|_{0}\left\|\alpha^{\frac{3}{2}} \mathbf{d}^{3} \partial_{x}^{5} v\right\|_{0} d s
\end{aligned} \\
& \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right) \int_{0}^{t} \alpha^{-\frac{3}{2}} d s \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right)
\end{align*}
$$

where we have used the fact that $\int_{0}^{t} \alpha^{-\frac{3}{2}}(s) d s \leqslant C<\infty$ uniformly for $t \geqslant 0$.
Next for $b=2,3,4$, we let $\partial_{x}^{b}$ act on (28) and compute the $L^{2}$ inner-product with $\mathbf{d}^{b+1} \partial_{x}^{b} v$. Following identically the strategy given above for the $\partial_{x}^{5}$-problem, we find that

$$
\begin{array}{r}
\left\|\alpha^{\frac{3}{2}} \mathbf{d}^{2.5} \partial_{x}^{4} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{2.5} \partial_{x}^{4} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{3} \partial_{x}^{5} \delta \eta(\cdot, t)\right\|_{0}^{2} \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right), \\
\left\|\alpha^{\frac{3}{2}} \mathbf{d}^{2} \partial_{x}^{3} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{2} \partial_{x}^{3} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{2.5} \partial_{x}^{4} \delta \eta(\cdot, t)\right\|_{0}^{2} \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right) \\
\left\|\alpha^{\frac{3}{2}} \mathbf{d}^{1.5} \partial_{x}^{2} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{1.5} \partial_{x}^{2} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{2} \partial_{x}^{3} \delta \eta(\cdot, t)\right\|_{0}^{2} \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right) \tag{35}
\end{array}
$$

We next consider the $\partial_{x}^{b}$-problems with $b=0$ and 1 . Since

$$
\eta_{x}^{-2}=\left(1+\delta \eta_{x}\right)^{-2}=1-2 \delta \eta_{x}+\mathscr{P}\left(\delta \eta_{x}\right),
$$

the momentum equation (28) can be written as

$$
\begin{aligned}
0 & =\alpha^{3} \mathbf{d} \partial_{t} v+2 \alpha^{2} \dot{\alpha} \mathbf{d} v+\mathbf{d} \delta \eta+\mathbf{d} x+\partial_{x}\left[\mathbf{d}^{2}\left(1-2 \delta \eta_{x}\right)\right]+\partial_{x}\left[\mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right)\right] \\
& =\alpha^{3} \mathbf{d} \partial_{t} v+2 \alpha^{2} \dot{\alpha} \mathbf{d} v+\mathbf{d} \delta \eta+\mathbf{d} x+2 \mathbf{d} \mathbf{d}_{x}-2 \partial_{x}\left(\mathbf{d}^{2} \delta \eta_{x}\right)+\partial_{x}\left[\mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right)\right] \\
& =\alpha^{3} \mathbf{d} \partial_{t} v+2 \alpha^{2} \dot{\alpha} \mathbf{d} v+\mathbf{d} \delta \eta-2 \partial_{x}\left(\mathbf{d}^{2} \delta \eta_{x}\right)+\partial_{x}\left[\mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right)\right]
\end{aligned}
$$

where we have used the fact that $\mathbf{d}=\frac{1}{4}\left(1-x^{2}\right)$ and so $x+2 \mathbf{d}_{x}=0$. We then compute the $L^{2}$ inner-product of this equation with $v=\partial_{t} \delta \eta$ to find that

$$
\frac{d}{d t} \int_{\Omega_{0}}\left[\alpha^{3} \mathbf{d} v^{2}+\mathbf{d} \delta \eta^{2}+2 \mathbf{d}^{2} \delta \eta_{x}^{2}\right] d x+4 \int_{\Omega_{0}} \dot{\alpha} \alpha^{2} \mathbf{d} v^{2} d x=\int_{\Omega_{0}} \mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right) v_{x} d x
$$

Integrating from 0 to $t$ and using the fact that both $\delta \eta$ and $\delta \eta_{x}$ vanish at $t=0$, we have that

$$
\begin{align*}
& \left\|\alpha^{\frac{3}{2}} \mathbf{d}^{\frac{1}{2}} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{\frac{1}{2}} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d} \delta \eta_{x}^{2}(\cdot, t)\right\|_{0}^{2} \\
& \quad \leqslant\left\|\mathbf{d}^{\frac{1}{2}} u_{0}\right\|_{0}^{2}+\int_{0}^{t} \alpha^{-\frac{3}{2}}(s) \int_{\Omega_{0}} \mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right) \alpha^{\frac{3}{2}}(s) v_{x} d x d s \lesssim e_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{2}(s)\right) . \tag{36}
\end{align*}
$$

For the $\partial_{x}$-problem, we write (28) as

$$
\alpha^{3} \partial_{t} v+2 \alpha^{2} \dot{\alpha} v+\delta \eta-4 \mathbf{d}_{x} \delta \eta-2 \mathbf{d} \delta \eta_{x}+\partial_{x}\left[\mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right)\right]=0
$$

and differentiate to find that

$$
\alpha^{3} \partial_{x} v_{t}+2 \alpha^{2} \dot{\alpha} \partial_{x} v+\partial_{x} \delta \eta-2 \partial_{x}\left[2 \mathbf{d}_{x} \delta \eta+\mathbf{d} \delta \eta_{x}\right]+\partial_{x}\left[\mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right)\right]=0
$$

Computing the $L^{2}$ inner-product of this equation with $\mathbf{d}^{2} \partial_{x} v$ shows that

$$
\frac{d}{d t} \int_{\Omega_{0}}\left[\alpha^{3} \mathbf{d}^{2} v_{x}^{2}+\mathbf{d}^{2} \delta \eta_{x}^{2}+2 \mathbf{d}\left(2 \mathbf{d}_{x} \delta \eta+\mathbf{d} \delta \eta_{x}\right)^{2}\right] d x+4 \int_{\Omega_{0}} \dot{\alpha} \alpha^{2} \mathbf{d}^{2} v_{x}^{2} d x=\int_{\Omega_{0}} \mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right) v_{x} d x
$$

Integrating from 0 to $t$, the same argument used to obtain (36) provides the bound

$$
\begin{equation*}
\left\|\alpha^{\frac{3}{2}} \mathbf{d} \partial_{x} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d} \partial_{x} \delta \eta(\cdot, t)\right\|_{0}^{2} \lesssim e_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{2}(s)\right) . \tag{37}
\end{equation*}
$$

Step 3. Building the higher-order norm $E_{2}(t)$. From (32)-(37), we have that $e_{2}(t) \lesssim e_{2}(0)+$ $\sup _{s \in[0, t]} P\left(E_{2}(s)\right)$. Thus,

$$
\alpha^{3}(t) \sum_{a=0}^{5} \int_{\Omega_{0}} \mathbf{d}^{6}\left|\partial_{x}^{a} v(x, t)\right|^{2} d x \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right),
$$

and hence by the embedding (16),

$$
\alpha^{3}(t)\left(\|v(\cdot, t)\|_{2}^{2}+\sum_{a=0}^{3} \int_{\Omega_{0}} \mathbf{d}^{2}\left|\partial_{x}^{a} v(x, t)\right|^{2} d x+\sum_{a=0}^{4} \int_{\Omega_{0}} \mathbf{d}^{4}\left|\partial_{x}^{a} v(x, t)\right|^{2} d x\right) \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right)
$$

It follows that

$$
\begin{equation*}
\sup _{s \in[0, t]} \sum_{b=0}^{3}\left\|\alpha^{\frac{3}{2}} \mathbf{d}^{b} v(\cdot, s)\right\|_{2+b}^{2} \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right) . \tag{38}
\end{equation*}
$$

Similarly, the embedding estimate (16) also shows that

$$
\begin{equation*}
\sup _{s \in[0, t]}\left(\left\|\mathbf{d}^{\frac{7}{2}} \partial_{x}^{6} \delta \eta(\cdot, t)\right\|_{0}^{2}+\sum_{b=0}^{3}\left\|\mathbf{d}^{b} \delta \eta(\cdot, s)\right\|_{2+b}^{2}\right) \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right) . \tag{39}
\end{equation*}
$$

Then, from the Sobolev embedding theorem,

$$
\begin{equation*}
\sup _{s \in[0, t]}\left(\|\delta \eta(\cdot, t)\|_{W^{1, \infty}}^{2}+\left\|\alpha^{\frac{3}{2}} v(\cdot, t)\right\|_{W^{1, \infty}}^{2}\right) \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right) . \tag{40}
\end{equation*}
$$

Step 4. Bound for $E_{2}(t)$ and global existence. The inequalities (38)-(40) show that

$$
\sup _{s \in[0, t]} E_{2}(s) \lesssim e_{2}(0)+\sup _{s \in[0, t]} P\left(E_{2}(s)\right) \text { for } t \in[0, T]
$$

where $T$ is independent of $\kappa$, since $e_{2}(0)$ is independent of $\kappa$. By assumption $e_{2}(0) \leqslant \epsilon$. By choosing $\epsilon$ sufficiently small, we have that $E_{2}(t) \lesssim \epsilon$ for all $t \in[0, T]$. Then, by the standard continuation argument,

$$
E_{2}(t) \lesssim \epsilon \quad \text { for all } t \geqslant 0
$$

Hence, by the Sobolev embedding theorem, $\left\|\eta_{x}-1\right\|_{L^{\infty}} \lesssim \epsilon$ so that setting $\varepsilon=C \epsilon$,

$$
1-\varepsilon \leqslant \eta_{x}(x, t) \leqslant 1+\varepsilon \text { for } t \geqslant 0
$$

thus verifying (25).
Step 5. The limit as $\kappa \rightarrow 0$. In order to produce our energy bounds, we have used the smooth sequence $\left(\eta_{\kappa}, v_{\kappa}\right)$. Since we have established that $\left\|\alpha(t)^{\frac{3}{2}} \mathbf{d}^{3} v_{\kappa}(\cdot, t)\right\|_{5}^{2}+\left\|\mathbf{d}^{3}\left(\eta_{\kappa}(\cdot, t)-x\right)\right\|_{5}^{2} \lesssim \epsilon$ with $\epsilon$ independent of $\kappa$, we have compactness, and it is a standard argument to show that $\eta_{k} \rightarrow \eta$ in $C^{2}\left(\bar{\Omega}_{0} \times[0, T]\right)$ for any $T<\infty$, where $\eta$ is a solution of (22), and $E_{2}(t) \lesssim \epsilon$.

### 3.3.2 Global existence for $\gamma>3$

We now explain how to treat the case where $\gamma>3$. The momentum equation (22b) takes the form

$$
\begin{equation*}
\alpha^{\gamma+1} \partial_{t} v+2 \alpha^{\gamma} \dot{\alpha} v+\eta+\frac{\gamma}{\gamma-1} \mathbf{d}_{x} \eta_{x}^{-\gamma}-\gamma \mathbf{d} \eta_{x}^{-\gamma-1} \partial_{x}^{2} \eta=0 \quad \text { in } \Omega_{0} \times(0, T] \tag{41}
\end{equation*}
$$

and it appears that energy estimates might produce an "anti-damping" term, which is explained by focusing on only the first two terms of the equation: $\alpha^{\gamma+1} \partial_{t} v+2 \alpha^{\gamma} \dot{\alpha} v$. Computing the $L^{2}$ inner-product with $v$ shows that

$$
\frac{\alpha^{\gamma+1}}{2} \frac{d}{d t}\|v\|_{0}^{2}+2 \alpha^{\gamma} \dot{\alpha}\|v\|_{0}^{2}=\frac{1}{2} \frac{d}{d t}\left(\alpha^{\gamma+1}\|v\|_{0}^{2}\right)+\left(2-\frac{\gamma+1}{2}\right) \alpha^{\gamma} \dot{\alpha}\|v\|_{0}^{2}
$$

If $\gamma>3$, then $2-\frac{\gamma+1}{2}<0$ which produces the so-called anti-damping effect described in [7]. In order to avoid such anti-damping, it is necessary that $2-\frac{\gamma+1}{2} \geqslant 0$ which only holds for $\gamma \leqslant 3$ in 1-d (and for $\gamma \leqslant \frac{5}{3}$ in $3-\mathrm{d}$ ).

Thus, in order to close energy estimates when $\gamma>3$ we shall divide (22b) by $\alpha^{\gamma-3}$. We are thus lead to consider instead the equation

$$
\begin{equation*}
\alpha^{4} \partial_{t} v+2 \alpha^{3} \dot{\alpha} v+\alpha^{3-\gamma} \eta+\frac{\gamma}{\gamma-1} \alpha^{3-\gamma} \mathbf{d}_{x} \eta_{x}^{-\gamma}-\gamma \alpha^{3-\gamma} \mathbf{d} \eta_{x}^{-\gamma-1} \partial_{x}^{2} \eta=0 \quad \text { in } \Omega_{0} \times(0, T] \tag{42}
\end{equation*}
$$

Continuing to denote the near-identity map $\delta \eta(x, t)=\eta(x, t)-x$.
Definition 2 (Norm for $\gamma>3$ in 1-d). The higher-order energy function for $\gamma>3$ is given by

$$
e_{\gamma}(t)=\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \delta \eta(\cdot, t)\right\|_{0}^{2}+\sum_{a=0}^{4}\left(\left\|\alpha(t)^{2} \mathbf{d}^{\frac{1+a(\gamma-1)}{2 \gamma-2}} \partial_{x}^{a} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{\frac{1+a(\gamma-1)}{2 \gamma-2}} \partial_{x}^{a} \delta \eta(\cdot, t)\right\|_{0}^{2}\right)
$$

and we set

$$
E_{\gamma}(t)=e_{\gamma}(t)+\|\delta \eta(\cdot, t)\|_{W^{1, \infty}}^{2}+\left\|\alpha^{2}(t) v(\cdot, t)\right\|_{W^{1, \infty}}^{2}+\sum_{b=0}^{2}\left(\left\|\alpha^{2}(t) \mathbf{d}^{b} v(\cdot, t)\right\|_{\frac{4 \gamma-5}{2 \gamma-2}+b}^{2}+\left\|\mathbf{d}^{b} \delta \eta(\cdot, t)\right\|_{\frac{4 \gamma-5}{2 \gamma-2}+b}^{2}\right)
$$

From (26), we have that

$$
\begin{equation*}
\frac{1}{2} \leqslant \eta_{x}^{-\gamma-1}(x, t) \text { and } \eta_{x}^{-\gamma-2}(x, t) \leqslant 2 \text { for } t \geqslant 0 \tag{43}
\end{equation*}
$$

Theorem 3. For $\gamma>3$ and $\epsilon>0$ taken sufficiently small, if the initial data satisfies $e_{\gamma}(0)<\epsilon$, then there exists a global unique solution of the Euler equations (19), such that $E_{\gamma}(t) \leqslant \epsilon$ for all $t \geqslant 0$. Furthermore, $\xi(x, t)=\alpha(t) \eta(x, t)$ is a global solution to the 1-d Euler equations (19).

Proof. Step 1. Just as in the proof for $\gamma=2$, we smooth the initial data.
Step 2. Energy estimates. We let $\partial_{x}^{4}$ act on (42), and letting $v_{t}:=\partial_{t} v$, we find that

$$
\begin{align*}
& \alpha^{4} \partial_{x}^{4} v_{t}+2 \alpha^{3} \dot{\alpha} \partial_{x}^{4} v+\alpha^{3-\gamma}\left[1+(6 \gamma-3) \eta_{x}^{-\gamma-1}\right] \partial_{x}^{4} \eta \\
& \quad-\alpha^{3-\gamma} \gamma \partial_{x}\left(\frac{4 \gamma-3}{\gamma-1} \mathbf{d}_{x} \eta_{x}^{-\gamma-1} \partial_{x}^{4} \eta+\alpha^{3-\gamma} \mathbf{d} \eta_{x}^{-\gamma-1} \partial_{x}^{5} \eta\right)=\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3} \tag{44}
\end{align*}
$$

where the lower-order remainder terms for the fourth space differentiated problem are given by
$\mathrm{R}_{0}=-\alpha^{3-\gamma}\left(6 \gamma^{2}+3 \gamma-3\right) \eta_{x}^{-\gamma-2} \partial_{x}^{2} \eta \partial_{x}^{3} \eta$,
$\mathrm{R}_{1}=-\alpha^{3-\gamma} \gamma(\gamma+1) \partial_{x}\left(\frac{3 \gamma-2}{\gamma-1} \mathbf{d}_{x} \eta_{x}^{-\gamma-2} \partial_{x}^{2} \eta \partial_{x}^{3} \eta+\mathbf{d} \eta_{x}^{-\gamma-2} \partial_{x}^{2} \eta \partial_{x}^{4} \eta\right)+\left(3 \gamma^{2}+\gamma+1\right) \partial_{x}\left(\eta_{x}^{\gamma-2} \partial_{x}^{2} \eta \partial_{x}^{2} \eta\right)$,
$\mathrm{R}_{2}=-\alpha^{3-\gamma} \gamma(\gamma+1) \partial_{x}^{2}\left(\frac{2 \gamma-1}{\gamma-1} \mathbf{d}_{x} \eta_{x}^{-\gamma-2} \partial_{x}^{2} \eta \partial_{x}^{2} \eta+\mathbf{d} \eta_{x}^{-\gamma-2} \partial_{x}^{2} \eta \partial_{x}^{3} \eta\right)$,
$\mathrm{R}_{3}=-\alpha^{3-\gamma} \gamma(\gamma+1) \partial_{x}^{3}\left(\mathbf{d} \eta_{x}^{-\gamma-2} \partial_{x}^{2} \eta \partial_{x}^{2} \eta\right)$,

We compute the $L^{2}$ inner-produce of equation (44) with $\mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}} \partial_{x}^{4} v$, use the fact that

$$
\partial_{x}\left(\mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}} \partial_{x}^{4} v\right)=\mathbf{d}^{\frac{3 \gamma-2}{\gamma-1}}\left(\frac{4 \gamma-3}{\gamma-1} \mathbf{d}_{x} \partial_{x}^{4} v+\mathbf{d} \partial_{x}^{5} v\right)
$$

and with $\dot{\alpha}(t)>0$, we obtain the following inequality:

$$
\begin{aligned}
& \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v\right\|_{0}^{2}+\alpha^{3-\gamma} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}}\left(1+21 \eta_{x}^{-5}\right)\left|\partial_{x}^{4} \eta\right|^{2} d x\right) \\
& +(\gamma+1)(6 \gamma-3) \alpha^{3-\gamma} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}} \eta_{x}^{-\gamma-2} v_{x}\left|\partial_{x}^{4} \eta\right|^{2} d x \\
& +\gamma \frac{d}{d t} \alpha^{3-\gamma} \int_{\Omega_{0}} \mathbf{d}^{\frac{3 \gamma-2}{\gamma-1}} \eta_{x}^{-5}\left(\frac{4 \gamma-3}{\gamma-1} \mathbf{d}_{x} \partial_{x}^{4} \eta+\mathbf{d} \partial_{x}^{5} \eta\right)^{2} d x \\
& +\gamma(\gamma+1) \int_{\Omega_{0}} \mathbf{d}^{\frac{3 \gamma-2}{\gamma-1}} \eta_{x}^{-6} v_{x}\left(\frac{4 \gamma-3}{\gamma-1} \mathbf{d}_{x} \partial_{x}^{4} \eta+\mathbf{d} \partial_{x}^{5} \eta\right)^{2} d x \leqslant 2 \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}}\left|\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right) \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v\right| d x
\end{aligned}
$$

Integrating in time and using (23) and (43), we see that

$$
\begin{aligned}
& \left\|\alpha^{2} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} \eta(\cdot, t)\right\|_{0}^{2}+\alpha^{3-\gamma} \int_{\Omega_{0}}\left(\frac{4 \gamma-3}{\gamma-1} \mathbf{d}_{x} \mathbf{d}^{\frac{3 \gamma-2}{2 \gamma-2}} \partial_{x}^{4} \eta+\mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \eta\right)^{2} d x \\
& \quad \lesssim\left\|\mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} u_{0}\right\|_{0}^{2}+\alpha^{3-\gamma} \int_{0}^{t}\left\|v_{x}\right\|_{L^{\infty}} \int_{\Omega_{0}}\left(\frac{4 \gamma-3}{\gamma-1} \mathbf{d}_{x} \mathbf{d}^{\frac{3 \gamma-2}{2 \gamma-2}} \partial_{x}^{4} \eta+\mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \eta\right)^{2} d x d s \\
& \quad+\alpha^{3-\gamma} \int_{0}^{t}\|v\|_{L^{\infty}} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}}\left|\partial_{x}^{4} \eta\right|^{2} d x d s+\int_{0}^{t} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}}\left|\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right) \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v\right| d x d s
\end{aligned}
$$

where we have used the fact that $\partial_{x}^{a} \eta(x, 0)=0$ for $a \geqslant 2$.
Again, we use the fact that we are working with a smooth sequence $(\eta, v)$, and so we can integrate-by-parts to find that

$$
\begin{aligned}
\int_{\Omega_{0}} & \left(\frac{4 \gamma-3}{\gamma-1} \mathbf{d}_{x} \mathbf{d}^{\frac{3 \gamma-2}{2 \gamma-2}} \partial_{x}^{4} \eta+\mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \eta\right)^{2} d x \\
& =\int_{\Omega_{0}}\left(\frac{(4 \gamma-3)^{2}}{(\gamma-1)^{2}} \mathbf{d}_{x}^{2} \mathbf{d}^{\frac{3 \gamma-2}{\gamma-1}}\left|\partial_{x}^{4} \eta\right|^{2}+\frac{4 \gamma-3}{\gamma-1} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}} \mathbf{d}_{x} \partial_{x}\left(\left|\partial_{x}^{4} \eta\right|^{2}\right)+\mathbf{d}^{\frac{5 \gamma-4}{\gamma-1}}\left|\partial_{x}^{5} \eta\right|^{2}\right) d x \\
& =\int_{\Omega_{0}}\left(-\frac{4 \gamma-3}{\gamma-1} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}} \mathbf{d}_{x x}\left|\partial_{x}^{4} \eta\right|^{2}+\mathbf{d}^{\frac{5 \gamma-4}{\gamma-1}}\left|\partial_{x}^{5} \eta\right|^{2}\right) d x \\
& =\int_{\Omega_{0}}\left(\frac{4 \gamma-3}{\gamma} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}}\left|\partial_{x}^{4} \eta\right|^{2}+\mathbf{d}^{\frac{5 \gamma-4}{\gamma-1}}\left|\partial_{x}^{5} \eta\right|^{2}\right) d x
\end{aligned}
$$

the last equality following from (23). It follows that

$$
\begin{aligned}
& \left\|\alpha^{2} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} \eta(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \eta(\cdot, t)\right\|_{0}^{2} \\
& \quad \lesssim\left\|\mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} u_{0}\right\|_{0}^{2}+\int_{0}^{t}\left\|v_{x}\right\|_{L^{\infty}}\left(\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} \eta(\cdot, t)\right\|_{0}^{2}++\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \eta(\cdot, t)\right\|_{0}^{2}\right) d s \\
& \quad+\int_{0}^{t}\|v\|_{L^{\infty}} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}}\left|\alpha^{\frac{3-\gamma}{2}} \partial_{x}^{4} \eta\right|^{2} d x d s+\int_{0}^{t} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}}\left|\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right) \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v\right| d x d s
\end{aligned}
$$

Using the fact that $\int_{0}^{t} \alpha(s)^{-2} d s \leqslant C<\infty$ for all $t \geqslant 0$, we have that

$$
\begin{aligned}
& \int_{0}^{t}\left\|v_{x}\right\|_{L^{\infty}}\left(\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} \eta(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \eta(\cdot, t)\right\|_{0}^{2}\right) d s \\
& =\int_{0}^{t} \alpha^{-2}\left\|\alpha^{2} v_{x}\right\|_{L^{\infty}}\left(\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} \eta(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \eta(\cdot, t)\right\|_{0}^{2}\right) d s \lesssim \sup _{s \in[0, t]} P\left(E_{\gamma}(s)\right),
\end{aligned}
$$

and similarly that

$$
\int_{0}^{t}\|v\|_{L^{\infty}} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}}\left|\alpha^{\frac{3-\gamma}{2}} \partial_{x}^{4} \eta\right|^{2} d x d s=\int_{0}^{t} \alpha^{-2}\left\|\alpha^{2} v\right\|_{L^{\infty}} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{\gamma-1}}\left|\alpha^{\frac{3-\gamma}{2}} \partial_{x}^{4} \eta\right|^{2} d x d s \lesssim \sup _{s \in[0, t]} P\left(E_{\gamma}(s)\right) .
$$

Furthermore, since each $\mathrm{R}_{a}, a=0,1,2,3$ is at least quadratic in $E(t)$, Hölder's inequality and the Sobolev embedding theorem shows that

$$
\left\|\mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}}\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right)\right\|_{0} \leqslant \alpha^{\frac{3-\gamma}{2}}\left[E_{\gamma}(t)+\mathscr{P}\left(E_{\gamma}(t)\right)\right]
$$

since only $d^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \delta \eta(\cdot, t)$ is weighted by $\alpha^{\frac{3-\gamma}{2}}(t)$ in $e_{\gamma}(t)$, while the lower-order derivatives of $\delta \eta$ have no $\alpha$-time-weights. Hence,

$$
\int_{0}^{t} \int_{\Omega_{0}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}}\left|\left(\mathrm{R}_{0}+\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}\right) \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v\right| d x d s \leqslant \int_{0}^{t} \alpha^{1-\gamma} \mathscr{P}\left(E_{\gamma}(s)\right)\left\|\alpha^{2} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v\right\|_{0} \lesssim \sup _{s \in[0, t]} P\left(E_{\gamma}(s)\right.
$$

We have thus established that

$$
\begin{equation*}
\left\|\alpha^{2} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} v(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{4 \gamma-3}{2 \gamma-2}} \partial_{x}^{4} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} d^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \delta \eta(\cdot, t)\right\|_{0}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} P\left(E_{\gamma}(s)\right) \tag{45}
\end{equation*}
$$

Next, we let $\partial_{x}^{3}$ act on (42) and compute the $L^{2}$ inner-product with $\mathbf{d}^{(3 \gamma-2) /(\gamma-1)} \partial_{x}^{3} v$ and then let $\partial_{x}^{2}$ act on (42) and compute the $L^{2}$ inner-product with $\mathbf{d}^{(2 \gamma-1) /(\gamma-1)} \partial_{x}^{2} v$. Following identically the strategy given above for the $\partial_{x}^{4}$-problem, we find that

$$
\begin{align*}
& \left\|\alpha^{2} \mathbf{d}^{\frac{3 \gamma-2}{2 \gamma-2}} \partial_{x}^{3} v(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{3 \gamma-2}{2 \gamma-2}} \partial_{x}^{3} \eta(\cdot, t)\right\|_{0}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} P\left(E_{\gamma}(s)\right),  \tag{46}\\
& \left\|\alpha^{2} \mathbf{d}^{\frac{2 \gamma-1}{2 \gamma-2}} \partial_{x}^{2} v(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{\frac{3-\gamma}{2}} \mathbf{d}^{\frac{2 \gamma-1}{2 \gamma-2}} \partial_{x}^{2} \eta(\cdot, t)\right\|_{0}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} P\left(E_{\gamma}(s)\right) \tag{47}
\end{align*}
$$

Just as in the case that $\gamma=2$, we explain the modifications required for the lower-order energy estimates. We again set $\delta \eta=\eta-x$; then, $\eta_{x}^{-4}=\left(1+\delta \eta_{x}\right)^{-\gamma}=1-\gamma \delta \eta_{x}+\mathscr{P}\left(\delta \eta_{x}\right)$ and (41) is written as

$$
\begin{aligned}
0 & =\mathbf{d}^{\frac{1}{\gamma-1}}\left(\alpha^{\gamma+1} \partial_{t} v+2 \alpha^{\gamma} \dot{\alpha} v+\delta \eta+x\right)+\partial_{x}\left[\mathbf{d}^{\frac{\gamma}{\gamma-1}}\left(1-4 \delta \eta_{x}\right)\right]+\partial_{x}\left[\mathbf{d}^{\frac{\gamma}{\gamma-1}} \mathscr{P}\left(\delta \eta_{x}\right)\right] \\
& =\mathbf{d}^{\frac{1}{\gamma-1}}\left(\alpha^{\gamma+1} \partial_{t} v+2 \alpha^{\gamma} \dot{\alpha} v+\delta \eta\right)+\mathbf{d}^{\frac{1}{\gamma-1}} x+\frac{\gamma}{\gamma-1} \mathbf{d}^{\frac{1}{\gamma-1}} \mathbf{d}_{x}-\gamma \partial_{x}\left(\mathbf{d}^{\frac{\gamma}{\gamma-1}} \delta \eta_{x}\right)+\partial_{x}\left[\mathbf{d}^{\frac{\gamma}{\gamma-1}} \mathscr{P}\left(\delta \eta_{x}\right)\right] \\
& =\mathbf{d}^{\frac{1}{\gamma-1}}\left(\alpha^{\gamma+1} \partial_{t} v+2 \alpha^{\gamma} \dot{\alpha} v+\delta \eta\right)-\gamma \partial_{x}\left(\mathbf{d}^{\frac{\gamma}{\gamma-1}} \delta \eta_{x}\right)+\partial_{x}\left[\mathbf{d}^{\frac{\gamma}{\gamma-1}} \mathscr{P}\left(\delta \eta_{x}\right)\right],
\end{aligned}
$$

where we have used the fact that $x+\frac{\gamma}{\gamma-1} \mathbf{d}_{x}=0$. We then divide by $\alpha^{\gamma-3}$ and compute the $L^{2}$ inner-product of this equation with $v=\partial_{t} \delta \eta$ to find that

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega_{0}}\left[\alpha^{4} \mathbf{d}^{\frac{1}{\gamma-1}} v^{2}+\alpha^{3-\gamma} \mathbf{d}^{\frac{1}{\gamma-1}} \delta \eta^{2}+\gamma \alpha^{3-\gamma} \mathbf{d}^{\frac{\gamma}{\gamma-1}}\left|\delta \eta_{x}\right|^{2}\right] d x \\
& \quad+(\gamma-3) \alpha^{(2-\gamma) \dot{\alpha} \int_{\Omega_{0}}\left[\mathbf{d}^{\frac{1}{\gamma-1}} \delta \eta^{2}+\mathbf{d}^{\frac{\gamma}{\gamma-1}}\left|\delta \eta_{x}\right|^{2}\right] d x=\alpha^{3-\gamma} \int_{\Omega_{0}} \mathbf{d}^{\frac{\gamma}{\gamma-1}} \mathscr{P}\left(\delta \eta_{x}\right) v_{x} d x} .
\end{aligned}
$$

Integrating from 0 to $t$, and using the fact that both $\delta \eta$ and $\delta \eta_{x}$ vanish at $t=0$ and that $\alpha^{3-\gamma}(t) \leqslant 1$, we have that

$$
\begin{equation*}
\left\|\alpha^{2} \mathbf{d}^{\frac{1}{2 \gamma-2}} v(\cdot, t)\right\|_{0}^{2} \leqslant\left\|\mathbf{d}^{\frac{1}{2 \gamma-2}} u_{0}\right\|_{0}^{2}+\int_{0}^{t} \alpha^{-2}(s) \int_{\Omega_{0}} \mathbf{d}^{2} \mathscr{P}\left(\delta \eta_{x}\right) \alpha^{2}(s) v_{x} d x d s \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{\gamma}(s)\right) . \tag{48}
\end{equation*}
$$

To proceed with energy estimates for the first differentiated problem, we write the momentum equation as $\alpha^{4} \partial_{t} v+2 \alpha^{3} \dot{\alpha} v+\alpha^{3-\gamma} \delta \eta-\frac{\gamma}{\gamma-1} \mathbf{d}_{x} \delta \eta-\alpha^{3-\gamma} \gamma \mathbf{d} \delta \eta_{x}+\alpha^{3-\gamma} \partial_{x}\left[\mathbf{d}^{\frac{\gamma}{\gamma-1}} \mathscr{P}\left(\delta \eta_{x}\right)\right]=0$ and differentiate to find that

$$
\alpha^{4} \partial_{x} v_{t}+2 \alpha^{3} \dot{\alpha} \partial_{x} v+\alpha^{3-\gamma} \partial_{x} \delta \eta-\gamma \alpha^{3-\gamma} \partial_{x}\left[\frac{4}{3} \mathbf{d}_{x} \delta \eta+\mathbf{d} \delta \eta_{x}\right]+\alpha^{3-\gamma} \partial_{x}\left[\mathbf{d}^{\frac{\gamma}{\gamma-1}} \mathscr{P}\left(\delta \eta_{x}\right)\right]=0 .
$$

Computing the $L^{2}$ inner-product of this equation with $\mathbf{d}^{\frac{\gamma}{\gamma-1}} \partial_{x} v$ shows that

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega_{0}}\left[\alpha^{4} \mathbf{d}^{\frac{\gamma}{\gamma-1}} v_{x}^{2}+\alpha^{3-\gamma} \mathbf{d}^{\frac{\gamma}{\gamma-1}} \delta \eta_{x}^{2}+\gamma \alpha^{3-\gamma} \mathbf{d}^{\frac{1}{\gamma-1}}\left(\frac{\gamma}{\gamma-1} \mathbf{d}_{x} \delta \eta+\mathbf{d} \delta \eta_{x}\right)^{2}\right] d x \\
& \quad=\alpha^{3-\gamma} \int_{\Omega_{0}} \mathbf{d}^{\frac{\gamma}{\gamma-1}} \mathscr{P}\left(\delta \eta_{x}\right) v_{x} d x
\end{aligned}
$$

Integrating from 0 to $t$, the same argument used to obtain (48) provides the bound

$$
\begin{equation*}
\left\|\alpha^{2} \mathbf{d}^{\frac{\gamma}{2 \gamma-2}} \partial_{x} v(\cdot, t)\right\|_{0}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{\gamma}(s)\right) \tag{49}
\end{equation*}
$$

Step 3. Building the higher-order norm $E_{\gamma}(t)$. From (45)-(49), we have that

$$
\sup _{s \in[0, t]} e_{\gamma}(t) \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{\gamma}(s)\right),
$$

and hence by the embedding (16),

$$
\alpha^{4}(t)\|v(\cdot, t)\|_{1}^{2}+\alpha^{4}(t) \sum_{b=0}^{2} \int_{\Omega_{0}} \mathbf{d}^{\frac{1}{\gamma-1}}\left|\partial_{x}^{b} v(x, t)\right|^{2} d x \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{2}(s)\right) .
$$

From Theorem 5.3 in [11] and the definition of the fractional $H^{s}$ norm (18), we have that

$$
\begin{equation*}
\left\|\alpha^{2}(t) \partial_{x} v(\cdot, t)\right\|_{\frac{2 \gamma-3}{2 \gamma-2}}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{\gamma}(s)\right) \tag{50}
\end{equation*}
$$

and hence $\left\|\alpha^{2}(t) v(\cdot, t)\right\|_{(4 \gamma-5) /(2 \gamma-2)}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{\gamma}(s)\right)$. In fact, (16) and Theorem 5.3 in [11] show that

$$
\sum_{b=0}^{2}\left\|\alpha^{2}(t) \mathbf{d}^{b} v(\cdot, t)\right\|_{\frac{4 \gamma-5}{2 \gamma-2}+b}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{\gamma}(s)\right)
$$

Now, returning to the inequality (50), since for $\gamma>3,(3 \gamma-2) /(2 \gamma-2)>1 / 2$, by the Sobolev embedding theorem, it follows that

$$
\left\|\alpha^{2}(t) v(\cdot, t)\right\|_{W^{1, \infty}}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{\gamma}(s)\right)
$$

The fundamental theorem of calculus shows that $\eta(x, t)-x=\int_{0}^{t} v(x, s) d s$ and so for $a=0, \ldots, 4$ and $\beta \geqslant 0$,

$$
\left|\mathbf{d}^{\beta} \partial_{x}^{a} \delta \eta(x, t)\right|=\int_{0}^{t} \alpha^{-2}(s)\left|\alpha^{2}(s) \mathbf{d}^{\beta} \partial_{x}^{a} v(x, s)\right| d s \lesssim \max _{s \in[0, t]}\left|\alpha^{2} \mathbf{d}^{\beta} \partial_{x}^{a} v(x, s)\right|
$$

so that,

$$
\begin{equation*}
\|\delta \eta(\cdot, t)\|_{W^{1, \infty}}^{2}+\sum_{a=0}^{4}\left\|\mathbf{d}^{(1+3 a) /(2 \gamma-2)} \partial_{x}^{a} \delta \eta(\cdot, t)\right\|_{0}^{2}+\sum_{b=0}^{2}\left\|\mathbf{d}^{b} \delta \eta(\cdot, t)\right\|_{(4 \gamma-5) /(2 \gamma-2)+b}^{2} \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(E_{\gamma}(s)\right) . \tag{51}
\end{equation*}
$$

Step 4. Bound for $E_{\gamma}(t)$ and global existence. We have shown that

$$
\sup _{s \in[0, t]} E_{\gamma}(s) \lesssim e_{\gamma}(0)+\sup _{s \in[0, t]} P\left(E_{\gamma}(s)\right) \text { for } t \in[0, T]
$$

where $T$ is independent of $\kappa$, since $e_{\gamma}(0)$ is independent of $\kappa$. By assumption $e_{\gamma}(0) \leqslant \epsilon$. By choosing $\epsilon$ sufficiently small, we have that $E_{\gamma}(t) \lesssim \epsilon$ for all $t \in[0, T]$. Then, by the standard continuation argument,

$$
E_{\gamma}(t) \lesssim \epsilon \quad \text { for all } t \geqslant 0
$$

from which we have that

$$
1-\varepsilon \leqslant \eta_{x}(x, t) \leqslant 1+\varepsilon \text { for } t \geqslant 0
$$

thus verifying (25).
Step 5. The limit as $\kappa \rightarrow 0$. Proceeding in the same manner as for the case $\gamma=2$ concludes the proof.

### 3.3.3 Global existence for all $1<\gamma \leqslant 3$

As the parameter $\gamma \rightarrow 1$, it is necessary to study more and more space differentiated problems in order to employ the Sobolev embedding theorem to ensure that $\left\|v_{x}(\cdot, t)\right\|_{L^{\infty}}^{2}$ is bounded. If $2<\gamma \leqslant 3$, we can continue to use the same number of space differentiated problems as for the case $\gamma>3$, but we do not have the $\alpha^{3-\gamma}$-weight present, and the higher-order energy is given by

$$
e_{\gamma}(t)=\left\|\mathbf{d}^{\frac{5 \gamma-4}{2 \gamma-2}} \partial_{x}^{5} \delta \eta(\cdot, t)\right\|_{0}^{2}+\sum_{b=0}^{4}\left(\left\|\alpha(t)^{\frac{\gamma+1}{2}} \mathbf{d}^{\frac{1+b(\gamma-1)}{2 \gamma-2}} \partial_{x}^{b} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{\frac{1+b(\gamma-1)}{2 \gamma-2}} \partial_{x}^{b} \delta \eta(\cdot, t)\right\|_{0}^{2}\right) .
$$

As we explained in obtaining (50), due to (16) and Theorem 5.3 in 11 and the definition of the fractional $H^{s},\left\|\alpha^{2}(t) \partial_{x} v(\cdot, t)\right\|_{(3 \gamma-2) /(2 \gamma-2)}^{2} \lesssim e_{\gamma}(t)$ and by the Sobolev embedding theorem, $\left\|\alpha^{2}(t) v(\cdot, t)\right\|_{W^{1, \infty}}^{2} \lesssim e_{\gamma}(t)$ whenever $(3 \gamma-2) /(2 \gamma-2)>1 / 2$, which holds if $\gamma>2$.

Thus, for $1<\gamma \leqslant 2$, we must increase the number, $a$, of space differentiated problems. The higher-order energy $e_{\gamma}(t)$ ensures that

$$
\mathbf{d}^{\frac{1+a(\gamma-1)}{2 \gamma-2}} \partial_{x}^{a} v(\cdot, t) \in L^{2}\left(\Omega_{0}\right)
$$

In order for $v(\cdot, t) \in H^{s}\left(\Omega_{0}\right)$ for $s>\frac{3}{2}$, according to (16), it is necessary that

$$
\frac{1+a(\gamma-1)}{2 \gamma-2}<a-\frac{3}{2} \text { which implies that } a>\frac{3 \gamma-2}{\gamma-1}
$$

Definition 3 (Norm for $1<\gamma \leqslant 3$ in $1-\mathrm{d}$ ). For $1<\gamma \leqslant 3$ and for $a>\frac{3 \gamma-2}{\gamma-1}$, we define the higher-order energy function as

$$
e_{\gamma}(t)=\left\|\mathbf{d}^{\frac{1+(a+1)(\gamma-1)}{2 \gamma-2}} \partial_{x}^{a+1} \delta \eta(\cdot, t)\right\|_{0}^{2}+\sum_{b=0}^{a}\left(\left\|\alpha(t)^{\frac{\gamma+1}{2}} \mathbf{d}^{\frac{1+b(\gamma-1)}{2 \gamma-2}} \partial_{x}^{b} v(\cdot, t)\right\|_{0}^{2}+\left\|\mathbf{d}^{\frac{1+b(\gamma-1)}{2 \gamma-2}} \partial_{x}^{b} \delta \eta(\cdot, t)\right\|_{0}^{2}\right), .
$$

and for the integer $L<a-\frac{a(\gamma-1)-1}{2 \gamma-2}$, the norm is given by

$$
\begin{aligned}
E_{\gamma}(t)=e_{\gamma}(t)+ & \|\delta \eta(\cdot, t)\|_{W^{1, \infty}}^{2}+\left\|\alpha^{\frac{\gamma+1}{2}} v(\cdot, t)\right\|_{W^{1, \infty}}^{2} \\
& +\sum_{b=0}^{L}\left(\left\|\alpha^{\frac{\gamma+1}{2}} \mathbf{d}^{b} v(\cdot, t)\right\|_{\frac{a(\gamma-1)-1}{2 \gamma-2}+b}^{2}+\left\|\mathbf{d}^{b} \delta \eta(\cdot, t)\right\|_{\frac{a(\gamma-1)-1}{2 \gamma-2}+b}^{2}\right)
\end{aligned}
$$

Having defined $e_{\gamma}(t)$ and $E_{\gamma}(t)$, the identical proof as for the case $\gamma=2$ provides us with the following

Theorem 4. For $1<\gamma \leqslant 3$ and $\epsilon>0$ taken sufficiently small, if the initial data satisfies $e_{\gamma}(0)<\epsilon$, then there exists a global unique solution of the Euler equations (19), such that $E_{\gamma}(t) \leqslant \epsilon$ for all $t \geqslant 0$. Furthermore, $\xi(x, t)=\alpha(t) \eta(x, t)$ is a global solution to the 1-d Euler equations (19).

## 4 Global existence for 3-d compressible Euler equations

We now examine the multi-dimensional problem. The case that $\gamma=2$ is of particular interest as it coincides with the shallow water equations. Herein, we prove global existence and the stability of affine solutions for $\gamma>1$. While we write our proofs in the 3d setting, all of our results also hold for 2 d fluids.

### 4.1 Lagrangian formulation of the Euler equations

We define the Lagrangian flow of the velocity $u$ by

$$
\partial_{t} \xi=u \circ \xi \text { for } t>0 \text { and } \xi(x, 0)=x
$$

where $\circ$ denotes composition so that $[u \circ \xi](x, t):=u(\xi(x, t), t)$. We set

$$
\begin{aligned}
B & =[\nabla \xi]^{-1} \text { (inverse of deformation tensor) } \\
\mathcal{J} & =\operatorname{det} \nabla \xi(\text { Jacobian determinant }) \\
b & =\mathcal{J} B \text { (transpose of cofactor matrix) }
\end{aligned}
$$

Since $\xi(0, x)=x$, from [5], we have that $\rho \circ \xi=\rho_{0} \mathcal{J}^{-1}$, and the Euler equations in Lagrangian coordinates can be written as

$$
\begin{align*}
\rho_{0} \partial_{t}^{2} \xi^{i}+b_{i}^{k}\left(\rho_{0}^{\gamma} \mathcal{J}^{-\gamma}\right)_{k} & =0 & & \text { in } \Omega_{0} \times(0, T]  \tag{52a}\\
\left(\xi, \partial_{t} \xi\right) & =\left(e, \xi_{1}\right) & & \text { in } \Omega_{0} \times\{t=0\}, \tag{52b}
\end{align*}
$$

with $e(x)=x$ and $\xi_{1}$ denoting, respectively, the initial position and velocity on $\Omega_{0}$. The initial density function must satisfy $\rho_{0}^{\gamma-1}(x) \geqslant C \operatorname{dist}\left(x, \Gamma_{0}\right)$ for $x \in \Omega_{0}$ near $\Gamma_{0}$.

### 4.2 Perturbations of $\mathbf{3}$-d affine solutions for $\gamma=2$

We begin our analysis with the case that $\gamma=2$, the shallow water equations, which already places us in the "anti-damping" analysis regime.

For a particular choice of the distance function $\mathbf{d}(x)$ to be made precise below and associated to the affine flow, we set $\rho_{0}(x)=\mathbf{d}(x)$, and write (52) as

$$
\begin{equation*}
\mathbf{d} \partial_{t}^{2} \xi^{i}+b_{i}^{k}\left(\mathbf{d}^{2} \mathcal{J}^{-2}\right),_{k}=0 \quad \text { in } \Omega_{0} \times(0, T] \tag{53}
\end{equation*}
$$

The case $\gamma=2$ is particularly nice to start with precisely because the physical vacuum condition (4) allows us to set $\rho_{0}=\mathbf{d}$, with no fractional powers on the distance function, which we find somewhat elegant. As we shall explain, however, there is no fundamental difference in the analysis between $\gamma=2$ and general $\gamma$.

### 4.2.1 Perturbation of the simplest affine solutions

As noted in Section 1.3, the simplest affine solutions are given by $A(t)=\alpha(t) \mathrm{Id}$, and for the most part, the general stability theory can be reduced to the analysis of this type of motion.

We set $\Omega_{0}=\left\{x \in \mathbb{R}^{3}:|x|<1\right\}$, the open unit ball, and we define the distance function to $\Gamma_{0}=\{|x|=1\}$ to be

$$
\begin{equation*}
\mathbf{d}(x)=\frac{1}{4}\left(1-|x|^{2}\right) . \tag{54}
\end{equation*}
$$

We continue to denote the perturbation of the affine flow by $\eta(x, t)$. In particular, we assume that solutions $\xi$ to (52) have the form $\xi(x, t)=A(t) \eta(x, t)$ and define

$$
\begin{aligned}
v & =\partial_{t} \eta \text { (Lagrangian perturbation velocity) } \\
A & =[\nabla \eta]^{-1} \text { (inverse of perturbed deformation tensor) } \\
J & =\operatorname{det} \nabla \xi \text { (Jacobian determinant of perturbation) } \\
a & =J A \text { (transpose of cofactor matrix of perturbation). }
\end{aligned}
$$

For the simplest affine motions, we consider solutions to (53) of the form

$$
\xi(x, t)=\alpha(t) \eta(x, t)
$$

With $v(x, t)=\partial_{t} \eta(x, t)$, it follows that

$$
\partial_{t} \xi(x, t)=\dot{\alpha}(t) \eta(x, t)+\alpha(t) v(x, t)
$$

For simplicity, let us suppose that at time $t=0, \eta(x, 0)=e(x)$, the identity map on $\Omega_{0}$, and that $\partial_{t} \eta(x, 0)=u_{0}(x)$; furthermore, we let $\alpha(0)=1$. Then,

$$
\partial_{t} \xi(x, 0)=\dot{\alpha}(0) x+u_{0}(x)
$$

In order to analyze the stability of the affine solution, we shall assume that $u_{0}(x)$ is a small perturbation of the initial affine velocity $\dot{\alpha}(0) x$.

From (15), we have that $\ddot{\alpha}=\alpha^{-4}$, and we see that the perturbation $(\eta, v)$ satisfies the following degenerate wave equation:

$$
\begin{align*}
\partial_{t} \eta & =v & & \text { in } \Omega_{0} \times(0, T]  \tag{55a}\\
\alpha^{5} \partial_{t} v^{i}+2 \alpha^{4} \dot{\alpha} v^{i}+\eta^{i}+\mathbf{d}^{-1} a_{i}^{k}\left(\mathbf{d}^{2} J^{-2}\right),_{k} & =0 & & \text { in } \Omega_{0} \times(0, T]  \tag{55b}\\
(\eta, v) & =\left(e, u_{0}\right) & & \text { in } \Omega_{0} \times\{t=0\} \tag{55c}
\end{align*}
$$

We note that there is no loss of generality in choosing the initial condition $\eta(x, 0)$ to be the identity map $e$; see Remark 3 below.

As in [3, 5], to derive a simple formula for the evolution of curl $\eta$, it is more convenient to write (55b) as

$$
\begin{equation*}
\alpha^{5} \partial_{t} v^{i}+2 \alpha^{4} \dot{\alpha} v^{i}+\eta^{i}+2 A_{i}^{k}\left(\mathbf{d} J^{-1}\right),_{k}=0 \quad \text { in } \Omega_{0} \times(0, T] . \tag{56}
\end{equation*}
$$

### 4.2.2 Perturbation of general affine solutions

We next considering perturbations of general affine solutions to (6), satisfying the hypotheses of Lemma 1 In this case, solutions to (53) take the form

$$
\xi(x, t)=\mathscr{A}(t) \eta(x, t) \text { or in components, } \xi^{i}(x, t)=\mathscr{A}_{j}^{i}(t) \eta^{j}(x, t)
$$

For perturbations $\eta(x, t)$ of a general affine solution, the momentum equation (55) is replaced by

$$
\begin{equation*}
\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j}+2\left(\mathscr{A}^{T}\right)_{s}^{i} \dot{\mathscr{A}}_{j}^{s} v^{j}+\frac{1}{\operatorname{det} \mathscr{A}} \eta^{i}+\frac{1}{\operatorname{det} \mathscr{A}} \mathbf{d}^{-1} a_{i}^{k}\left(\mathbf{d}^{2} J^{-2}\right),_{k}=0 \tag{57}
\end{equation*}
$$

or equivalently, as

$$
\begin{equation*}
\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j}+2\left(\mathscr{A}^{T}\right)_{s}^{i} \dot{\mathscr{A}}_{j}^{s} v^{j}+\frac{1}{\operatorname{det} \mathscr{A}} \eta^{i}+\frac{2}{\operatorname{det} \mathscr{A}} A_{i}^{k}\left(\mathbf{d} J^{-1}\right),_{k}=0 . \tag{58}
\end{equation*}
$$

The presence of the matrix $\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s}$ in the above equations shall require a minor generalization of the analysis of the simple case that $\mathscr{A}(t)=\alpha(t)$ Id.

### 4.3 The perturbed velocity in Eulerian coordinates

With $u$ continuing to denote the Euler velocity solving the Euler equations, we now let $w=v \circ \eta^{-1}$ denote the Eulerian perturbed velocity. Note that since

$$
\partial_{t} \xi=\mathscr{A} v+\dot{\mathscr{A}} \eta=\mathscr{A} v+\dot{\mathscr{A}} \mathscr{A}^{-1} \xi \text { and } u=\partial_{t} \xi \circ \xi^{-1},
$$

we see that

$$
u(y, t)-\dot{\mathscr{A}}(t) \mathscr{A}(t)^{-1} y=\mathscr{A}(t) v\left(\xi^{-1}(y, t), t\right)=\mathscr{A}(t) v\left(\eta^{-1}\left(\mathscr{A}(t)^{-1} y, t\right), t\right)=\mathscr{A}(t) w\left(\mathscr{A}(t)^{-1} y, t\right)
$$

It follows that

$$
w\left(\mathscr{A}(t)^{-1} y, t\right)=\mathscr{A}(t)^{-1} u(y, t)-\mathscr{A}(t)^{-1} \dot{\mathscr{A}}(t) \mathscr{A}(t)^{-1} y
$$

or equivalently with $y=\mathscr{A}(t) z$,

$$
w(z, t)=\mathscr{A}(t)^{-1} u(\mathscr{A}(t) z, t)-\mathscr{A}(t)^{-1} \dot{\mathscr{A}}(t) z
$$

Furthermore, the density solving Euler is given by $\rho \circ(\mathscr{A}(t) \eta)=\rho_{0} /(\operatorname{det} \nabla \eta \operatorname{det} \mathscr{A}(t))$ or equivalently with $\xi=A(t) \eta$, we see that $\rho=\left(\rho_{0} /(\operatorname{det} \nabla \xi)\right) \circ \xi^{-1}$.

### 4.4 Eulerian and Lagrangian derivatives

We use coordinates $x=\left(x_{1}, x_{2}, x_{3}\right)$ on $\Omega_{0}$. The gradient of a function $F$ is

$$
\nabla=\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial x_{3}}\right)
$$

We let $\bar{\partial}=x \times \nabla$ so that

$$
\begin{equation*}
\bar{\partial}=\left(x^{2} \partial_{3}-x^{3} \partial_{2}, x^{3} \partial_{1}-x_{1} \partial_{3}, x_{1} \partial_{2}-x_{2} \partial_{1}\right) . \tag{59}
\end{equation*}
$$

Notice that

$$
\bar{\partial}_{i} \mathbf{d}=0 \text { for } i=1,2,3 .
$$

The $k$ th-component of the 1 st partial derivative of a function $F$ will be denoted by $F_{, k}=\frac{\partial F}{\partial x_{k}}$. Higher-order $j$ th partial derivatives will be written as

$$
F_{, r_{1} \cdots r_{j}}:=\frac{\partial^{j} F}{\partial x_{r_{1}} \cdots \partial x_{r_{j}}},
$$

where $j \geqslant 1$ is an integer and for $i=1, \ldots, j$, each $r_{i}=1,2$. We shall sometimes use the notation $\nabla^{j} F$ to mean $F, r_{1} \cdots r_{j}$, when only the derivative count is important. Similarly, we shall write

$$
\bar{\partial}^{j}:=\bar{\partial}_{r_{1}} \cdots \bar{\partial}_{r_{j}}
$$

The divergence of a vector field $V$ is

$$
\operatorname{div} V=V^{1}, 1+V^{2}{ }_{, 2}+V^{3},{ }_{3},
$$

and

$$
\operatorname{curl} V=\left(V^{3}{ }_{, 2}-V^{2}{ }_{3}, V^{1},{ }_{3}-V^{3},{ }_{1}, V^{2},{ }_{1}-V^{1}, 2\right) \ldots
$$

Throughout the paper, we will make use of the permutation symbol

$$
\varepsilon_{i j k}=\left\{\begin{align*}
1, & \text { even permutation of }\{1,2,3\},  \tag{60}\\
-1, & \text { odd permutation of }\{1,2,3\}, \\
0, & \text { otherwise }
\end{align*}\right.
$$

This allows us to write the $i$ th component of the curl of a vector-field $V$ as

$$
[\operatorname{curl} V]_{i}=\varepsilon_{i j k} V^{k},{ }_{j} \text { or equivalently } \operatorname{curl} V=\varepsilon_{\cdot j k} V^{k},{ }_{j}
$$

which agrees with our definition above, but is notationally convenient.
The $i$ th component of the Lagrangian gradient $\nabla_{\eta}$ is defined by

$$
\left[\nabla_{\eta} f\right]_{i}=f, k A_{i}^{k} .
$$

We will also define the Lagrangian divergence and curl operators as follows:

$$
\begin{equation*}
\operatorname{div}_{\eta} W=A_{i}^{j} W^{i},{ }_{j}, \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{curl}_{\eta} W=\varepsilon_{\cdot j k} A_{j}^{r} W^{k}{ }_{, r} . \tag{62}
\end{equation*}
$$

Finally, we shall use the Einstein summation convention, wherein repeated Latin indices $i, j, k$, etc., are summed from 1 to 3 , so for example $A_{i}^{k} F_{, k}=\sum_{k=1^{2}} A_{i}^{k} F_{, k}$ for $i=1,3$.

### 4.5 The cofactor matrix and the Jacobian determinant

### 4.5.1 The Jacobian, cofactor matrix, and Piola identity

The cofactor $a$ can be written as the matrix

$$
a=\left[\begin{array}{l}
\eta, 2 \times \eta, 3  \tag{63}\\
\eta, 3 \times \eta, 1 \\
\eta, 1 \times \eta, 2
\end{array}\right] .
$$

It is thus easy to verify that the columns of every cofactor matrix are divergence-free and satisfy the so-called Piola identity

$$
\begin{equation*}
a_{i}^{k}, k=0 \tag{64}
\end{equation*}
$$

The identity (64) will play a vital role in our energy estimates. (Note that we use the notation cofactor for what is commonly termed the adjugate matrix, or the transpose of the cofactor.)

In 3-d, the Jacobian determinant satisfies the identity

$$
\begin{equation*}
J=\frac{1}{3} \eta^{r},{ }_{s} a_{r}^{s} \tag{65}
\end{equation*}
$$

### 4.5.2 Differentiating the Jacobian determinant and inverse deformation tensor

For any partial derivative $\partial_{j}, j=1,2,3$, the following identities will be useful to us:

$$
\begin{align*}
\partial_{j} J & =a_{r}^{s} \eta^{r},{ }_{s j}, & \partial_{t} J & =a_{r}^{s} v^{r},{ }_{s}  \tag{66}\\
\partial_{j} A_{i}^{k} & =-A_{r}^{k} \eta^{r}, s_{j} A_{i}^{s}, & \partial_{t} A_{i}^{k} & =-A_{r}^{k} v^{r},{ }_{s} A_{i}^{s} \tag{67}
\end{align*}
$$

### 4.5.3 Differentiating the cofactor matrix

Using (66)-(67) and the fact that $a=J A$, we find that

$$
\begin{align*}
\partial_{r} a_{i}^{k} & =\eta^{j},_{s r} J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right],  \tag{68}\\
\partial_{t} a_{i}^{k} & =v^{r},{ }_{s} J^{-1}\left[a_{r}^{s} a_{i}^{k}-a_{i}^{s} a_{r}^{k}\right] \tag{69}
\end{align*}
$$

### 4.5.4 Two important identities for energy estimates

The following identity is from [3, 4]:
Lemma 3. For any multi-index $\alpha$,

$$
-\partial^{\alpha} \eta^{j}{ }_{, m}\left(A_{j}^{m} A_{i}^{k}-A_{j}^{k} A_{i}^{m}\right) \partial^{\alpha} v^{i}{ }_{, k}=\frac{1}{2} \frac{d}{d t}\left(\left|\nabla_{\eta} \partial^{\alpha} \eta\right|^{2}-\left|\operatorname{div}_{\eta} \partial^{\alpha} \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \partial^{\alpha} \eta\right|^{2}\right)
$$

Proof. We compute that

$$
\begin{aligned}
\partial^{\alpha} \eta^{j} & { }_{m}\left(A_{j}^{m} A_{i}^{k}-A_{j}^{k} A_{i}^{m}\right) \partial^{\alpha} v^{i}{ }_{, k} \\
& =\partial^{\alpha} \eta^{j},{ }_{m} A_{j}^{m} \partial^{\alpha} v^{i},{ }_{k} A_{i}^{k}-\partial^{\alpha} \eta^{j},{ }_{m} A_{i}^{m} \partial^{\alpha} v^{i},{ }_{k} A_{j}^{k} \\
& =\operatorname{div}_{\eta} \partial^{\alpha} \eta \operatorname{div}_{\eta} \partial^{\alpha} v-\partial^{\alpha} \eta^{j}{ }_{,} A_{i}^{m} \partial^{\alpha} v^{j},{ }_{k} A_{i}^{k}+\left(\partial^{\alpha} \eta^{j},{ }_{m} A_{i}^{m}-\partial^{\alpha} \eta^{i}{ }_{,}{ }_{m} A_{j}^{m}\right)\left(\partial^{\alpha} v^{j}{ }_{, k} A_{i}^{k}-\partial^{\alpha} v^{i},{ }_{k} A_{j}^{k}\right) \\
& =\operatorname{div}_{\eta} \partial^{\alpha} \eta \operatorname{div}_{\eta} \partial^{\alpha} v-\nabla_{\eta} \partial^{\alpha} \eta \nabla_{\eta} \partial^{\alpha} v+\partial^{\alpha} \eta^{j}{ }_{,} A_{i}^{m}\left(\partial^{\alpha} v^{j},{ }_{k} A_{i}^{k}-\partial^{\alpha} v^{i},{ }_{k} A_{j}^{k}\right) \\
& =-\nabla_{\eta} \partial^{\alpha} \eta \nabla_{\eta} \partial^{\alpha} v+\operatorname{div}_{\eta} \partial^{\alpha} \eta \operatorname{div}_{\eta} \partial^{\alpha} v+2 \operatorname{curl}_{\eta} \partial^{\alpha} \eta \operatorname{curl}_{\eta} \partial^{\alpha} v .
\end{aligned}
$$

Lemma 4. For any multi-index $\alpha$, we define the matrix $G^{\alpha}=\left[\begin{array}{l}\partial^{\alpha} \eta, 2 \times \eta, 3 \\ \partial^{\alpha} \eta, 3 \times \eta, 1 \\ \partial^{\alpha} \eta, 1 \times \eta, 2\end{array}\right]$. Then,

$$
x_{k}\left[G^{\alpha}\right]_{(\cdot)}^{k}=-\left(\bar{\partial} \partial^{\alpha} \eta^{3} \cdot \bar{\partial} \eta^{2}, \bar{\partial} \partial^{\alpha} \eta^{1} \cdot \bar{\partial} \eta^{3}, \bar{\partial} \partial^{\alpha} \eta^{2} \cdot \bar{\partial} \eta^{1}\right)^{T} .
$$

Proof. Using the identity (59), we find that

$$
x_{k}\left[G^{\alpha}\right]_{(\cdot)}^{k}=-\left(\bar{\partial} \partial^{\alpha} \eta^{3} \cdot \nabla \eta^{2}, \bar{\partial} \partial^{\alpha} \eta^{1} \cdot \nabla \eta^{3}, \bar{\partial} \partial^{\alpha} \eta^{2} \cdot \nabla \eta^{1}\right)^{T} .
$$

Since $\bar{\partial} \partial^{\alpha} \eta^{j} \cdot x=0$ for $j=1,2,3$, the $\nabla$ operator can be replaced with the $\bar{\partial}$ operator, and we arrive at the desired formula.

### 4.6 Global existence in 3-d and stability of simple affine solutions

We shall first consider perturbations of the simple affine solutions $\mathscr{A}(t)=\alpha(t) \mathrm{Id}$, and later treat more general affine flows.

### 4.6.1 Some basic inequalities

The time-dependent vacuum boundary $\Gamma(t):=\alpha(t) \eta\left(\Gamma_{0}, t\right)$ is a closed surface whose geometry is controlled by the $\eta(x, t)$. For our analysis, we define the near identity map

$$
\delta \eta(x, t)=\eta(x, t)-x .
$$

We shall assume that for $\vartheta>0$ taken sufficiently small,

$$
\begin{equation*}
\|\nabla \delta \eta(\cdot, t)\|_{L^{\infty}} \leqslant \vartheta \text { for all } t \geqslant 0 \tag{70}
\end{equation*}
$$

and prove later that $\|\nabla \delta \eta(\cdot, t)\|_{L^{\infty}} \leqslant C \epsilon$ for all $t \geqslant 0$ and for $0<C \epsilon \ll \vartheta$. Since

$$
\|\mathrm{Id}-A\|_{L^{\infty}}=\|A(\nabla \eta-\mathrm{Id})\|_{L^{\infty}} \leqslant \vartheta\|A\|_{L^{\infty}}
$$

then $(1-\vartheta)\|A\|_{L^{\infty}} \leqslant\|\operatorname{Id}\|_{L^{\infty}}$ so that $\|A\|_{L^{\infty}} \leqslant \frac{1}{1-\vartheta}\|\operatorname{Id}\|_{L^{\infty}}$ and hence

$$
\begin{equation*}
\|A-\operatorname{Id}\|_{L^{\infty}} \leqslant \frac{\vartheta}{1-\vartheta} \lesssim \vartheta \text { and }\left\|A A^{T}-\operatorname{Id}\right\|_{L^{\infty}} \leqslant \frac{3 \vartheta}{1-\vartheta} \lesssim \vartheta \text { for all } t \geqslant 0 \tag{71}
\end{equation*}
$$

The bound (70) implies that

$$
\begin{equation*}
1-\frac{1}{10} \leqslant J(x, t) \leqslant 1+\frac{1}{10} \tag{72}
\end{equation*}
$$

and hence that

$$
\begin{equation*}
\left[1+\frac{1}{10}\right]^{-1} \leqslant J^{-1}(x, t) \leqslant\left[1-\frac{1}{10}\right]^{-1} \tag{73}
\end{equation*}
$$

At time $t=0$, the physical vacuum condition (4) is satisfied as $|\nabla \mathbf{d}|=1 / 2$ on $\Gamma_{0}$ and that

$$
\begin{equation*}
|\nabla \mathbf{d}| \leqslant \frac{1}{2} \quad \text { and } \quad \mathbf{d},_{r}=-\frac{1}{2} x,_{r} \quad \text { and } \quad \mathbf{d}, r_{1} r_{2}=-\frac{1}{2} \delta_{r_{1} r_{2}} \quad \text { on } \bar{\Omega}_{0} \tag{74}
\end{equation*}
$$

where $\delta_{r_{1} r_{2}}$ denote the Kronecker delta. Thanks to (73), we see that the physical vacuum condition continues to be satisfied as long as the solution exists.

Finally, we shall use the fact that 1

$$
\begin{equation*}
(a-\mathrm{Id}) J^{-2}=\mathcal{L}(\nabla \delta \eta)+\mathscr{P}(\nabla \delta \eta) \tag{75}
\end{equation*}
$$

where $\mathcal{L}$ is linear function of its argument.
1 By (63), $a-\mathrm{Id}=\operatorname{div} \delta \eta \operatorname{Id}-\operatorname{Diag}\left[\delta \eta^{1}, 1, \delta \eta^{2}, 2, \delta \eta^{3}, 3\right]+\mathcal{Q}(\nabla \delta \eta)$ which we write as $\mathcal{L}(\nabla \delta \eta)+\mathcal{Q}(\nabla \delta \eta)$ with $\mathcal{L}$ and $\mathcal{Q}$ respectively denoting linear and quadratic functions of their arguments. The identity (65) then shows that $J=1+\operatorname{div} \delta \eta+\mathcal{Q}(\nabla \delta)+\mathcal{C}(\nabla \delta q)$, with $\mathcal{C}$ denote a cubic function of its argument. Hence, $J^{-2}=1-2 \operatorname{div} \delta \eta+\mathscr{P}(\nabla \delta \eta)$.

### 4.6.2 The norm used for the $\gamma=2$ analysis

Definition 4 (Norm for $\gamma=2$ norm). We define the $\gamma=2 \operatorname{norm}, \mathscr{E}_{2}(t):=\mathscr{E}_{2}(\eta(\cdot, t), v(\cdot, t))$, by

$$
\begin{aligned}
\mathscr{E}_{2}(t) & =\sum_{b=0}^{8} \sum_{\mathrm{a}=0}^{8-b}\left(\left\|\mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{a} v(\cdot, t)\right\|_{0}^{2}\right)+\sum_{b=1}^{9}\left\|\alpha^{-1 / 2} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{9-b} \delta \eta(\cdot, t)\right\|_{0}^{2} \\
& +\sum_{\mathrm{a}=0}^{7}\left(\left\|\alpha^{2} \bar{\partial}^{\mathrm{a}} v(\cdot, t)\right\|_{3.5-\mathrm{a} / 2}^{2}+\left\|\bar{\partial}^{\mathrm{a}} \delta \eta(\cdot, t)\right\|_{3.5-\mathrm{a} / 2}^{2}\right)+\sum_{\mathrm{a}=0}^{8}\left\|\alpha^{-1 / 2} \bar{\partial}^{\mathrm{a}} \delta \eta(\cdot, t)\right\|_{4-\mathrm{a} / 2}^{2} \\
& +\sum_{b=1}^{5} \sum_{\mathrm{a}=0}^{10-2 b}\left\|\alpha^{-1 / 2} \mathbf{d}^{b} \nabla^{b} \bar{\partial}^{\mathrm{a}} \delta \eta(\cdot, t)\right\|_{4-\mathrm{a} / 2}^{2}+\sum_{b=1}^{4} \sum_{a=0}^{9-2 b}\left(\left\|\alpha^{2} \mathbf{d}^{b} \nabla^{b} \bar{\partial}^{\mathrm{a}} v\right\|_{3.5-\mathrm{a} / 2}^{2}+\left\|\mathbf{d}^{b} \nabla^{b} \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{3.5-\mathrm{a} / 2}^{2}\right) \\
& +\sum_{b=0}^{8}\left\|\alpha^{2} \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{8-b} \operatorname{curl}_{\eta} v(\cdot, t)\right\|_{0}^{2} .
\end{aligned}
$$

REMARK 2. Only the first two terms and the last term of $\mathscr{E}_{2}(t)$ are essential in the definition of the higher-order norm. All of the other terms in $\mathscr{E}_{2}(t)$ follow from weighted embeddings and the Sobolev embedding theorem. Moreover, we have defined $\mathscr{E}_{2}(t)$ to have the fewest derivatives necessary for the Sobolev embedding theorem to ensure that $\nabla \partial_{t} v$ is pointwise bounded, a requirement for closing estimates for weighted derivatives of curl $\delta \eta$.

More generally, we can define for all $K \geqslant 8$, the $K$-dependent higher-order norm as

$$
\begin{aligned}
\mathscr{E}_{2}^{K}(t) & =\sum_{b=0}^{K} \sum_{\mathrm{a}=0}^{K-b}\left(\left\|\mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \delta_{\eta}(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{a} v(\cdot, t)\right\|_{0}^{2}\right)+\sum_{b=1}^{K+1}\left\|\alpha^{-1 / 2} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{K+1-b} \delta_{\eta}(\cdot, t)\right\|_{0}^{2} \\
& +\sum_{b=0}^{K}\left\|\alpha^{2} \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{K-b} \operatorname{curl}_{\eta} v(\cdot, t)\right\|_{0}^{2}
\end{aligned}
$$

REmARK 3. With regards to the initial data for $\eta(x, 0)$ which determines the initial domain of the problem, we can replace $\eta(x, 0)=e$ with the initial condition $\eta(x, 0)=\eta_{0}(x)$ for any near-identity embedding $\eta_{0}: \Omega_{0} \rightarrow \mathbb{R}^{d}$, such that $\mathscr{E}_{2}\left(\eta_{0}, u_{0}\right)<\epsilon$ for $\epsilon>0$ chosen sufficiently small. The only modification to our analysis requires the replacement of the Jacobian determinant $J$ by the ratio $J /\left(\operatorname{det} \nabla \eta_{0}\right)$.

### 4.6.3 Curl estimates

For the case of perturbations of simple affine solutions $\mathscr{A}(t)=\alpha(t)$ Id, the curl estimates use formula which is similar to that used in [3, 5].
Lemma 5 (Curl estimates). For all $t \geqslant 0$,

Note that in 2-D, by defining curl $\delta \eta=\nabla^{\perp} \cdot \delta \eta$ with $\nabla^{\perp}=\left(-\partial_{2}, \partial_{1}\right)$, the lemma also holds.
Proof. We let $\operatorname{curl}_{\eta}$ act on equation (56), written as $\alpha^{5} \partial_{t} v+2 \alpha^{4} \dot{\alpha} v+\eta+2 \nabla_{\eta}\left(\mathbf{d} J^{-1}\right)=0$, and using the fact that $\operatorname{curl}_{\eta}$ annihilates $\nabla_{\eta}$ and that $\operatorname{curl}_{\eta} \eta=0$, we obtain that

$$
\operatorname{curl}_{\eta} \partial_{t} v+2 \frac{\dot{\alpha}}{\alpha} \operatorname{curl}_{\eta} v=0
$$

We commute $\partial_{t}$ with $\operatorname{curl}_{\eta}$ and find that

$$
\partial_{t}\left(\operatorname{curl}_{\eta} v\right)+2 \frac{\dot{\alpha}}{\alpha} \operatorname{curl}_{\eta} v=\varepsilon_{\cdot k j} v^{k}{ }_{, r} A_{l}^{r} v^{l}{ }_{m} A_{j}^{m}
$$

and so using the $\alpha^{2}$ integrating-factor, we have that

$$
\begin{equation*}
\alpha^{2} \operatorname{curl}_{\eta} v(\cdot, t)=\operatorname{curl} u_{0}+\varepsilon \cdot k j \int_{0}^{t} \alpha^{2} v^{k}{ }_{, r} A_{l}^{r} v^{l}{ }_{m} A_{j}^{m} d t^{\prime} . \tag{76}
\end{equation*}
$$

Then, since $\operatorname{curl}_{\eta} v=\operatorname{curl} v+\varepsilon_{\cdot j k} v^{k}{ }_{, r}\left(A_{j}^{r}-\delta_{j}^{r}\right)$,

$$
\operatorname{curl} v(\cdot, t)=\alpha^{-2} \operatorname{curl} u_{0}+\varepsilon_{\cdot k j} v^{k}{ }_{, r}\left(A_{j}^{r}-\delta_{j}^{r}\right)+\varepsilon_{\cdot k j} \alpha^{-2} \int_{0}^{t} \alpha^{2} v^{k}{ }_{, r} A_{l}^{r} v^{l}{ }_{, m} A_{j}^{m} d t^{\prime}
$$

We set $\beta(t)=\int_{0}^{t} \alpha\left(t^{\prime}\right)^{-2} d t^{\prime} \leqslant C<\infty$ for $t \geqslant 0$. Applying the fundamental theorem of calculus once again, and using the fact that $\operatorname{curl} \eta=\operatorname{curl} \delta \eta$, shows that

$$
\begin{equation*}
\operatorname{curl} \delta \eta(\cdot, t)=\beta(t) \operatorname{curl} u_{0}+\varepsilon_{\cdot k j} \int_{0}^{t} v^{k},{ }_{r}\left(A_{j}^{r}-\delta_{j}^{r}\right) d t^{\prime}+\varepsilon_{\cdot k j} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{2} v^{k},{ }_{r} A_{l}^{r} v^{l},{ }_{m} A_{j}^{m} d t^{\prime \prime} d t^{\prime} \tag{77}
\end{equation*}
$$

For $0 \leqslant b \leqslant 7$ and $0 \leqslant a \leqslant 7-b$ with $b+\mathrm{a}>0$, we have that

$$
\begin{aligned}
& \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta(\cdot, t)=\beta(t) \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} u_{0}+\varepsilon \cdot k j \int_{0}^{t} \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}}\left[v^{k},{ }_{r}\left(A_{j}^{r}-\delta_{j}^{r}\right)\right] d t^{\prime} \\
&+\varepsilon \cdot k j \\
& \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{2} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}}\left[v^{k},{ }_{r} A_{l}^{r} v^{l},{ }_{m} A_{j}^{m}\right] d t^{\prime \prime} d t^{\prime}
\end{aligned}
$$

From the definition of $\mathscr{E}_{2}(t)$, for $0 \leqslant b \leqslant 7$ and $0 \leqslant a \leqslant 7-b$ and $b+\mathrm{a}>0, \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}}$ curl $\delta \eta$ and $\alpha^{2} \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{a} \nabla v$ have the same regularity. We have that

$$
\left\|\mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2}=\beta(t) \int_{\Omega_{0}} \mathbf{d}^{b+2} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} u_{0} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x+\mathcal{J}_{1}^{b, \mathrm{a}}+\mathcal{J}_{2}^{b, \mathrm{a}}
$$

where

$$
\begin{aligned}
& \mathcal{J}_{1}^{b, \mathrm{a}}=\varepsilon \cdot k j \\
& \int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d}^{b+2} \nabla^{b} \bar{\partial}^{\mathrm{a}}\left[\alpha^{2} v^{k},{ }_{r}\left(A_{j}^{r}-\delta_{j}^{r}\right)\right] d t^{\prime} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x \\
& \mathcal{J}_{2}^{b, \mathrm{a}}=\varepsilon \cdot k j \\
& \int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{-2} \mathbf{d}^{b+2} \nabla^{b} \bar{\partial}^{\mathrm{a}}\left[\alpha^{2} v^{k}{ }_{, r} A_{l}^{r} \alpha^{2} v^{l}{ }_{,} A_{j}^{m}\right] d t^{\prime \prime} d t^{\prime} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x
\end{aligned}
$$

Rather than requiring the precise structure of the partial derivatives, it is only the derivative count that is important in estimating $\mathcal{J}_{1}^{b, a}$ and $\mathcal{J}_{2}^{b, a}$; hence, we shall write these integrals as

$$
\begin{aligned}
& \mathcal{J}_{1}^{b, \mathrm{a}}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d}^{b+2} \nabla^{b} \bar{\partial}^{\mathrm{a}}\left[\alpha^{2} \nabla v \nabla \delta \eta\right] d t^{\prime} \nabla^{b} \bar{\partial}^{\mathrm{a}} \text { curl } \delta \eta d x \\
& \mathcal{J}_{2}^{b, \mathrm{a}}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{-2} \mathbf{d}^{b+2} \nabla^{b} \bar{\partial}^{\mathrm{a}}\left[\alpha^{2} \nabla v \mathscr{P}(A) \alpha^{2} \nabla v\right] d t^{\prime \prime} d t^{\prime} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x,
\end{aligned}
$$

The case that $b=0$. We begin with the case that $1 \leqslant a \leqslant 7$, and

$$
\begin{aligned}
& \mathcal{J}_{1}^{0, \mathrm{a}}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d} \bar{\partial}^{\mathrm{a}}\left[\alpha^{2} \nabla v \nabla \delta \eta\right] d t^{\prime} \mathbf{d} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x \\
& \mathcal{J}_{2}^{0, \mathrm{a}}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{-2} \mathbf{d} \bar{\partial}^{\mathrm{a}}\left[\alpha^{2} \nabla v \mathscr{P}(A) \alpha^{2} \nabla v\right] d t^{\prime \prime} d t^{\prime} \mathbf{d} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x
\end{aligned}
$$

We estimate the case that $\mathrm{a}=7$ whose analysis also covers the cases $1 \leqslant \mathrm{a} \leqslant 6$. We use the integrability-in-time of $\alpha^{-2}$ together with the Cauchy-Schwartz inequality to estimate the integral $\mathcal{J}_{1}^{0,7}$ as follows:

$$
\mathcal{J}_{1}^{0,7} \lesssim \sup _{s \in[0, t]}\left\|\mathbf{d} \bar{\partial}^{7}\left[\alpha^{2} \nabla v \nabla \delta \eta\right]\right\|_{0}\left\|\mathbf{d} \bar{\partial}^{7} \operatorname{curl} \delta \eta\right\|_{0}
$$

Then, using the product rule and Hölder's inequality, we have that

$$
\begin{array}{lll}
\left\|\mathbf{d} \alpha^{2} \bar{\partial}^{7} \nabla v \alpha^{-1 / 2} \nabla \delta\right\|_{0} \lesssim\left\|\mathbf{d} \alpha^{2} \bar{\partial}^{7} \nabla v\right\|_{0}\|\nabla \delta\|_{L^{\infty}}, & \left\|\mathbf{d} \alpha^{2} \bar{\partial}^{6} \nabla v \alpha^{-1 / 2} \bar{\partial} \nabla \delta\right\|_{0} \lesssim\left\|\mathbf{d} \alpha^{2} \bar{\partial}^{6} \nabla v\right\|_{0}\|\bar{\partial} \nabla \delta\|_{L^{\infty}}, \\
\left\|\mathbf{d} \alpha^{2} \bar{\partial}^{5} \nabla v \alpha^{-1 / 2} \bar{\partial}^{2} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \bar{\partial}^{5} \nabla v\right\|_{0}\left\|\mathbf{d} \bar{\partial}^{2} \nabla \delta\right\|_{L^{\infty}}, & \left\|\mathbf{d} \alpha^{2} \bar{\partial}^{4} v \alpha^{-1 / 2} \bar{\partial}^{3} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \bar{\partial}^{4} v\right\|_{0}\left\|\mathbf{d} \bar{\partial}^{3} \nabla \delta \delta\right\|_{L^{\infty}}, \\
\left\|\mathbf{d} \alpha^{2} \bar{\partial}^{3} v \alpha^{-1 / 2} \bar{\partial}^{4} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \bar{\partial}^{3} v\right\|_{L^{6}}\left\|\mathbf{d} \bar{\partial}^{4} \nabla \delta\right\|_{L^{3}}, & \left\|\mathbf{d} \alpha^{2} \bar{\partial}^{2} v \alpha^{-1 / 2} \bar{\partial}^{5} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \bar{\partial}^{2} v\right\|_{L^{\infty}}\left\|\mathbf{d} \bar{\partial}^{5} \nabla \delta\right\|_{0}, \\
\left\|\mathbf{d} \alpha^{2} \bar{\partial} v \alpha^{-1 / 2} \bar{\partial}^{6} \nabla \delta\right\|_{0} \leqq\left\|\alpha^{2} \bar{\partial} v\right\|_{L^{\infty}}\left\|\mathbf{d} \bar{\partial}^{6} \nabla \delta\right\|_{0}, & \left\|\mathbf{d} \alpha^{2} v \alpha^{-1 / 2} \bar{\partial}^{7} \nabla \delta\right\|_{0} \leqq\left\|\alpha^{2} v\right\|_{L^{\infty}}\left\|\mathbf{d} \bar{\partial}^{7} \nabla \delta\right\|_{0},
\end{array}
$$

and hence

$$
\mathcal{J}_{1}^{0,7} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

The integral $\mathcal{J}_{2}^{0,7}$ is estimated using the same Hölder pairs. Thus, with the Cauchy-Schwarz inequality, we have shown that for $0 \leqslant a \leqslant 7$,

$$
\left\|\mathbf{d} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2}=\beta(t) \int_{\Omega_{0}} \mathbf{d}^{2} \bar{\partial}^{\mathrm{a}} \operatorname{curl} u_{0} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x+\mathcal{J}_{1}^{0, \mathrm{a}}+\mathcal{J}_{2}^{0, \mathrm{a}} \lesssim \mathscr{E}_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

We now examine the difficult case where $\bar{\partial}^{8}$ acts on curl $\delta \eta$. From (77), we also have that

$$
\begin{equation*}
\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2}=\beta(t) \int_{\Omega_{0}} \mathbf{d}^{2} \bar{\partial}^{8} \operatorname{curl} u_{0} \alpha^{-1} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x+\mathcal{J}_{1}^{0,8}+\mathcal{J}_{2}^{0,8} \tag{78}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{J}_{1}^{0,8}=\int_{\Omega_{0}} \int_{0}^{t} \mathbf{d} \bar{\partial}^{8}[\nabla v \nabla \delta \eta] d t^{\prime} \alpha^{-1} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x \\
& \mathcal{J}_{2}^{0,8}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \mathbf{d} \bar{\partial}^{8}\left[\alpha^{2} \nabla v \mathscr{P}(A) \nabla v\right] d t^{\prime \prime} d t^{\prime} \alpha^{-1} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x .
\end{aligned}
$$

We begin with the estimate for $\mathcal{J}_{1}^{0,8}$, which we write as

$$
\begin{aligned}
\mathcal{J}_{1}^{0,8} & =\sum_{c=0}^{8} \int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d} \alpha^{2} \bar{\partial}^{8-c} \nabla v \bar{\partial}^{c} \nabla \delta \eta d t^{\prime} \alpha(t)^{-1} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x \\
& =\sum_{c=0}^{8} \int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d} \alpha^{2} \bar{\partial}^{8-c} \nabla v \bar{\partial}^{c} \nabla \delta \eta \alpha\left(t^{\prime}\right)^{-1 / 2} \sqrt{\frac{\alpha\left(t^{\prime}\right)}{\alpha(t)}} d t^{\prime} \alpha(t)^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x .
\end{aligned}
$$

We shall use the that fact $\sqrt{\frac{\alpha\left(t^{\prime}\right)}{\alpha(t)}}<C<\infty$ for all $t \geqslant 0$ with the constant $C$ independent of $t$ (this follows from the condition $\dot{\alpha}(t) \geqslant 0)$.

In the case that $c=8$, since $\alpha^{-2}$ is integrable in time,

$$
\left|\mathcal{J}_{1, c=8}^{0,8}\right| \lesssim \sup _{s \in[0, t]}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \eta\right\|_{0}\left\|\alpha^{2} \nabla v\right\|_{L^{\infty}}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right\|_{0} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) .
$$

In the case that $0 \leqslant c \leqslant 7$, we integrate-by-parts in time to obtain that

$$
\begin{gathered}
\mathcal{J}_{1, c}^{0,8}=-\int_{\Omega_{0}} \int_{0}^{t} \mathbf{d} \bar{\partial}^{8-c} \nabla \delta \eta \bar{\partial}^{c} \nabla v d t^{\prime} \alpha(t)^{-1} \mathbf{d} \bar{\partial}^{c} \operatorname{curl} \delta \eta d x+\int_{\Omega_{0}} \mathbf{d} \bar{\partial}^{8-c} \nabla \delta \eta \bar{\partial}^{c} \nabla \delta \eta \alpha(t)^{-1} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x \\
=-\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d} \alpha\left(t^{\prime}\right)^{-1 / 2} \bar{\partial}^{8-c} \nabla \delta \eta \alpha^{2} \bar{\partial}^{c} \nabla v \sqrt{\frac{\alpha\left(t^{\prime}\right)}{\alpha(t)}} d t^{\prime} \alpha(t)^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x \\
+\int_{\Omega_{0}} \alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8-c} \nabla \delta \eta \bar{\partial}^{c} \nabla \delta \eta \alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x
\end{gathered}
$$

Since $\alpha^{-2}$ is integrable in time, it follows that for $c=0,1$,

$$
\left|\mathcal{J}_{1, c}^{0,8}\right| \lesssim \sup _{s \in[0, t]}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8-c} \nabla \delta \eta\right\|_{0}\left\|\alpha^{2} \bar{\partial}^{c} \nabla v\right\|_{L^{\infty}}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right\|_{0} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

For $c=2,3,4$, we estimate $\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8-c} \nabla \delta \eta \in L^{6}\left(\Omega_{0}\right)$ and $\alpha^{2} \bar{\partial}^{c} \nabla v \in L^{3}\left(\Omega_{0}\right)$, for $c=5,6$, we estimate $\alpha^{-1 / 2} \bar{\partial}{ }^{8-c} \nabla \delta \eta \in L^{6}\left(\Omega_{0}\right)$ and $\alpha^{2} \mathbf{d} \bar{\partial}^{c} \nabla v \in L^{3}\left(\Omega_{0}\right)$, and for $c=7$, we estimate $\alpha^{-1 / 2} \bar{\partial} \nabla \delta \eta \in L^{\infty}\left(\Omega_{0}\right)$ and $\alpha^{2} \mathbf{d} \bar{\partial}^{7} \nabla v \in L^{2}\left(\Omega_{0}\right)$. Therefore, $\left|\mathcal{J}_{1}^{0,8}\right| \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)$.

We next consider the integral $\mathcal{J}_{2}^{0,8}$; in particular, we need only analyze the integral

$$
\mathcal{J}_{2,(i)}^{0,8}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \mathbf{d}^{2} \alpha^{2} \bar{\partial}^{8} \nabla v \mathscr{P}(A) \nabla v d t^{\prime \prime} d t^{\prime} \alpha(t)^{-1} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x
$$

as all the other cases are easily estimated by Hölder's inequality. We must again integrate-by-parts in time, and we write the integral as $\mathcal{J}_{2,(i)}^{0,8}=\mathcal{K}_{1}+\mathcal{K}_{2}+\mathcal{K}_{3}$ where

$$
\begin{aligned}
& \mathcal{K}_{1}=-\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \sqrt{\frac{\alpha\left(t^{\prime \prime}\right)}{\alpha(t)}} \alpha\left(t^{\prime \prime}\right)^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \bar{P}(A) \partial_{t}\left[\alpha^{2} \nabla v\right] d t^{\prime \prime} d t^{\prime}\left(\alpha(t)^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right) d x, \\
& \mathcal{K}_{2}=-\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \sqrt{\frac{\alpha\left(t^{\prime \prime}\right)}{\alpha(t)}} \alpha\left(t^{\prime \prime}\right)^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \eta \mathscr{P}(A) \nabla v \alpha^{2} \nabla v d t^{\prime \prime} d t^{\prime}\left(\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right) d x, \\
& \mathcal{K}_{3}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2}\left(\sqrt{\frac{\alpha\left(t^{\prime}\right)}{\alpha(t)}} \alpha\left(t^{\prime}\right)^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \eta\right) \mathscr{P}(A) \alpha^{2} \nabla v d t^{\prime}\left(\alpha(t)^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right) d x .
\end{aligned}
$$

The integral $\mathcal{K}_{2}$ and $\mathcal{K}_{3}$ are easy to estimate (by virtue of the integrability of $\alpha^{-2}$ in time) as follows:

$$
\begin{aligned}
\mathcal{K}_{2} & =-\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{-2} \sqrt{\frac{\alpha\left(t^{\prime \prime}\right)}{\alpha(t)}}\left(\alpha\left(t^{\prime \prime}\right)^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta_{\eta}\right) \mathscr{P}(A) \alpha^{2} \nabla v \alpha^{2} \nabla v d t^{\prime \prime} d t^{\prime}\left(\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right) d x \\
& \leqslant \sup _{s \in[0, t]}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \eta\right\|_{0}\left\|\alpha^{2} \nabla v\right\|_{L^{\infty}}^{2}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta\right\|_{0} \leqslant \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right),
\end{aligned}
$$

and similarly

$$
\mathcal{K}_{3} \leqslant \sup _{s \in[0, t]}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \eta\right\|_{0}\left\|\alpha^{2} \nabla v\right\|_{L^{\infty}}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right\|_{0} \leqslant \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) .
$$

To estimate $\mathcal{K}_{1}$, we write (56) as

$$
\alpha^{2.5} \partial_{t}\left(\alpha^{2} v\right)+\alpha^{-1 / 2} \delta \eta+\alpha^{-1 / 2} x+2 \alpha^{-1 / 2} A \nabla\left(\mathbf{d} J^{-1}\right)=0
$$

and hence

$$
\alpha^{2.5} \partial_{t}\left(\alpha^{2} \nabla v\right)=-\alpha^{-1 / 2}\left(\nabla \delta \eta-\mathrm{Id}+2 \nabla\left(A \nabla\left(\mathbf{d} J^{-1}\right)\right) .\right.
$$

Substitution of this identity show that the integral $\mathcal{K}_{1}=\mathcal{K}_{1(i)}+\mathcal{K}_{1(i i)}$, where

$$
\begin{aligned}
\mathcal{K}_{1(i)} & =\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{-2.5}\left(\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \eta\right) \mathscr{P}(A)\left[\alpha^{-1 / 2} \nabla \eta\right] d t^{\prime \prime} d t^{\prime}\left(\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right) d x \\
\mathcal{K}_{1(i i)} & =2 \int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{-2.5} \mathbf{d}^{2} \bar{\partial}^{8} \nabla \delta \eta \mathscr{P}(A) \alpha^{-1 / 2}\left[\nabla\left(A \nabla\left(\mathbf{d} J^{-1}\right)\right)-\mathrm{Id}\right] d t^{\prime \prime} d t^{\prime} \alpha^{-1} \bar{\partial}^{8} \operatorname{curl} \delta \eta d x
\end{aligned}
$$

Since by the Sobolev embedding theorem, $\sup _{s \in[0, t]}\left\|\alpha^{-1 / 2} \nabla \eta(\cdot, t)\right\|_{L^{\infty}} \lesssim \sup _{s \in[0, t]} \mathscr{E}_{2}^{\frac{1}{2}}(s)$, we see that

$$
\mathcal{K}_{1(i)} \lesssim\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \eta\right\|_{0}\left\|\alpha^{-1 / 2} \nabla \eta\right\|_{L^{\infty}}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right\|_{0} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

Now, with (74),

$$
\begin{aligned}
2 A \nabla\left(\mathbf{d} J^{-1}\right) & =-x A J^{-1}-2 \alpha^{-1 / 2} J^{-1} \mathbf{d} \nabla_{\eta}\left(\operatorname{div}_{\eta} \eta\right) \\
& =x A J^{-1}+x\left(A J^{-1}-\mathrm{Id}\right)-2 J^{-1} \mathbf{d} \nabla_{\eta}\left(\operatorname{div}_{\eta} \eta\right)
\end{aligned}
$$

and so

$$
\left[\nabla\left(A \nabla\left(\mathbf{d} J^{-1}\right)\right)-\mathrm{Id}\right]=\left[\left(A J^{-1}-\mathrm{Id}\right)+x J^{-1} \mathscr{P}(A) \nabla^{2} \eta\left(1+\mathbf{d} \nabla^{2} \eta\right)+J^{-1} \mathscr{P}(A) \nabla\left(\mathbf{d} \nabla^{2} \eta\right)\right]
$$

It follows from (71), (73), and (75) that
$\left\|\alpha^{-1 / 2} \nabla\left(A \nabla\left(\mathbf{d} J^{-1}\right)\right)\right\|_{L^{\infty}} \lesssim \alpha^{-1 / 2}\left[\|\nabla \delta \eta\|_{L^{\infty}}+\left\|\nabla^{2} \delta \eta\right\|_{L^{\infty}}+\left\|\nabla^{2} \delta \eta\right\|_{L^{\infty}}\left\|\mathbf{d} \nabla^{2} \delta \eta\right\|_{L^{\infty}}+\left\|\nabla\left(\mathbf{d} \nabla^{2} \delta \eta\right)\right\|_{L^{\infty}}\right]$.
Since $\mathbf{d} \nabla^{2} \delta \eta=\nabla(\mathbf{d} \nabla \delta \eta)+\frac{1}{2} x \nabla \delta \eta$, then

$$
\nabla\left(\mathbf{d} \nabla^{2} \delta \eta\right)=\nabla^{2}(\mathbf{d} \nabla \delta \eta)+\frac{1}{2} x \nabla^{2} \delta \eta+\frac{1}{2} \nabla \delta \eta
$$

and hence since $\left\|\alpha^{-1 / 2} \delta \eta(\cdot, t)\right\|_{4}$ and $\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \delta \eta(\cdot, t)\right\|_{4}$ are both bounded by $\mathscr{E}_{2}(t)^{\frac{1}{2}}$, the Sobolev embedding theorem shows that

$$
\left\|\alpha^{-1 / 2} \nabla\left(A \nabla\left(\mathbf{d} J^{-1}\right)\right)\right\|_{L^{\infty}} \lesssim \mathscr{E}_{2}(t)^{\frac{1}{2}}+\mathscr{E}_{2}(t)
$$

Therefore,

$$
\mathcal{K}_{1(i i)} \lesssim\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \nabla \delta \eta\right\|_{0}\left\|\alpha^{-1 / 2} \nabla\left(A \nabla\left(\mathbf{d} J^{-1}\right)\right)\right\|_{L^{\infty}}\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta\right\|_{0} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) .
$$

We have thus estimated the integral $\mathcal{K}_{1}$ which together with our bounds for $\mathcal{K}_{2}$ and $\mathcal{K}_{3}$ shows that $\mathcal{J}_{2,(i)}^{0,8} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)$, and hence that $\mathcal{J}_{2}^{0,8} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right.$.

From (78), and the Cauchy-Schwarz inequality, we have shown that

$$
\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{8} \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2} \lesssim \mathscr{E}_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

and this concludes the estimates for the case that $b=0$.
The case that $b=1$. We start with the case that $0 \leqslant a \leqslant 6$, and

$$
\left\|\mathbf{d}^{\frac{3}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2}=\beta(t) \int_{\Omega_{0}} \mathbf{d}^{3} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} u_{0} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x+\mathcal{J}_{1}^{1, \mathrm{a}}+\mathcal{J}_{2}^{1, \mathrm{a}},
$$

where

$$
\begin{aligned}
& \mathcal{J}_{1}^{1, \mathrm{a}}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d}^{3} \nabla \bar{\partial}^{\mathrm{a}}\left[\alpha^{2} \nabla v \nabla \delta \eta\right] d t^{\prime} \nabla \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x \\
& \mathcal{J}_{2}^{1, \mathrm{a}}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{-2} \mathbf{d}^{3} \nabla \bar{\partial}^{\mathrm{a}}\left[\alpha^{2} \nabla v \mathscr{P}(A) \alpha^{2} \nabla v\right] d t^{\prime \prime} d t^{\prime} \nabla \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta d x
\end{aligned}
$$

We analyze the case that $\mathrm{a}=6$, which also covers the cases $0 \leqslant \mathrm{a} \leqslant 5$. Again, we use the integrability-in-time of $\alpha^{-2}$ together with the Cauchy-Schwartz inequality to estimate the integral $\mathcal{J}_{1}^{1,6}$ as follows:

$$
\mathcal{J}_{1}^{1,6} \lesssim \sup _{s \in[0, t]}\left\|\mathbf{d}^{3 / 2} \nabla \bar{\partial}^{6}\left[\alpha^{2} \nabla v \alpha^{-1 / 2} \nabla \delta \eta\right]\right\|_{0}\left\|\mathbf{d}^{3 / 2} \nabla \bar{\partial}^{6} \operatorname{curl} \delta \eta\right\|_{0}
$$

Next, we write

$$
\mathbf{d}^{3 / 2} \nabla \bar{\partial}^{6}\left[\alpha^{2} \nabla v \alpha^{-1 / 2} \nabla \delta \eta\right]=\mathbf{d}^{3 / 2} \bar{\partial}^{6}\left[\alpha^{2} \nabla^{2} v \alpha^{-1 / 2} \nabla \delta \eta\right]+\mathbf{d}^{3 / 2} \bar{\partial}^{6}\left[\alpha^{2} \nabla v \alpha^{-1 / 2} \nabla^{2} \delta \eta\right]
$$

We estimate the $L^{2}$-norm of $\mathbf{d}^{3 / 2} \bar{\partial}^{6}\left[\alpha^{2} \nabla^{2} v \alpha^{-1 / 2} \nabla \delta \eta\right]$ as follows:

$$
\begin{array}{ll}
\left\|\mathbf{d}^{3 / 2} \alpha^{2} \bar{\partial}^{6} \nabla^{2} v \nabla \delta\right\|_{0} \lesssim\left\|\mathbf{d}^{3 / 2} \alpha^{2} \bar{\partial}^{6} \nabla^{2} v\right\|_{0}\|\nabla \delta\|_{L^{\infty}}, & \left\|\alpha^{2} \mathbf{d}^{3 / 2} \bar{\partial}^{5} \nabla^{2} v \bar{\partial} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \mathbf{d}^{3 / 2} \bar{\partial}^{5} \nabla^{2} v\right\|_{0}\|\bar{\partial} \nabla \delta\|_{L^{\infty}}, \\
\left\|\mathbf{d}^{3 / 2} \alpha^{2} \bar{\partial}^{4} \nabla^{2} v \bar{\partial}^{2} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \mathbf{d} \bar{\partial}^{4} \nabla^{2} v\right\|_{L^{3}}\left\|\bar{\partial}^{2} \nabla \delta \dot{\delta}\right\|_{L^{6}}, & \left\|\mathbf{d}^{3 / 2} \alpha^{2} \bar{\partial}^{3} \nabla^{2} v \bar{\partial}^{3} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \bar{\partial}^{3} \nabla^{2} v\right\|_{0}\left\|\mathbf{d} \bar{\partial}^{3} \nabla \delta i\right\|_{L^{\infty}}, \\
\left\|\mathbf{d}^{3 / 2} \alpha^{2} \bar{\partial}^{2} \nabla^{2} v \bar{\partial}^{4} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \bar{\partial}^{2} \nabla^{2} v\right\|_{L^{3}}\left\|\mathbf{d} \bar{\partial}^{4} \nabla \delta\right\|_{L^{6}}, & \left\|\mathbf{d}^{3 / 2} \alpha^{2} \bar{\partial} \nabla^{2} v \bar{\partial}^{5} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \bar{\partial} \nabla^{2} v\right\|_{L^{3}}\left\|\mathbf{d} \bar{\partial}^{5} \nabla \delta\right\|_{L^{6}}, \\
\left\|\mathbf{d}^{3 / 2} \alpha^{2} \bar{\partial}^{2} \nabla^{2} v \bar{\partial}^{6} \nabla \delta\right\|_{0} \lesssim\left\|\alpha^{2} \nabla^{2} v\right\|_{L^{6}}\left\|\mathbf{d} \bar{\partial}^{6} \nabla \delta\right\|_{L^{3}} .
\end{array}
$$

The $L^{2}$-norm of $\mathbf{d}^{3 / 2} \bar{\partial}^{6}\left[\alpha^{2} \nabla v \alpha^{-1 / 2} \nabla^{2} \delta \eta\right]$ is estimated using the same Hölder pairs. Hence, $\mathcal{J}_{1}^{1,6} \lesssim$ $\mathscr{E}_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)$. We use Hölder's inequality in the identical way to estimate the integral $\mathcal{J}_{2}^{1,6}$ as well. Hence, with Cauchy-Schwarz, for $0 \leqslant a \leqslant 6$,

$$
\left\|\mathbf{d}^{\frac{3}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2} \lesssim \mathscr{E}_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) .
$$

In the hardest case that $\mathrm{a}=7$, we have that

$$
\begin{equation*}
\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \bar{\partial}^{7} \nabla \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2}=\beta(t) \int_{\Omega_{0}} \mathbf{d}^{3} \nabla \bar{\partial}^{7} \operatorname{curl} u_{0} \alpha^{-1 / 2} \nabla \bar{\partial}^{7} \operatorname{curl} \delta \eta d x+\mathcal{J}_{1}^{1,7}+\mathcal{J}_{2}^{1,7}, \tag{79}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{J}_{1}^{1,7}=\int_{\Omega_{0}} \int_{0}^{t} \mathbf{d}^{3} \bar{\partial}^{7}\left[\nabla^{2} v \nabla \delta \eta+\nabla v \nabla^{2} \delta \eta\right] d t^{\prime} \alpha^{-1} \nabla \bar{\partial}^{7} \operatorname{curl} \delta \eta d x \\
& \mathcal{J}_{2}^{1,7}=\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \mathbf{d}^{3} \bar{\partial}^{7}\left[\alpha^{2} \nabla^{2} v \mathscr{P}(A) \nabla v+\nabla^{2} \delta \eta \alpha^{2} \nabla v \mathscr{P}(A) \nabla v\right] d t^{\prime \prime} d t^{\prime} \alpha^{-1} \nabla \bar{\partial}^{7} \operatorname{curl} \delta \eta d x
\end{aligned}
$$

The most challenging terms in $\mathcal{J}_{1}^{1,7}$ are written as

$$
\mathcal{J}_{1(i)}^{1,7}=\sum_{c=0}^{7} \int_{\Omega_{0}} \int_{0}^{t} \mathbf{d}^{3 / 2}\left[\bar{\partial}^{7-c} \nabla^{2} v \bar{\partial}^{c} \nabla \delta \eta\right] d t^{\prime} \alpha^{-1} \mathbf{d}^{3 / 2} \nabla \bar{\partial}^{7} \operatorname{curl} \delta \eta d x .
$$

Following our analysis of the term $\mathcal{J}_{1}^{0,8}$ given above, we integrate-by-parts in time, and find that

$$
\begin{aligned}
\mathcal{J}_{1(i)}^{1,7}=-\sum_{c=0}^{7} & \int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d}^{3 / 2}\left[\sqrt{\frac{\alpha\left(t^{\prime}\right)}{\alpha(t)}} \alpha^{-1 / 2}\left(t^{\prime}\right) \bar{\partial}^{7-c} \nabla^{2} \delta \eta \alpha^{2} \bar{\partial}^{c} \nabla v\right] d t^{\prime} \alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla \bar{\partial}^{7} \operatorname{curl} \delta \eta d x \\
& +\sum_{c=0}^{7} \int_{\Omega_{0}} \mathbf{d}^{3 / 2}\left[\alpha^{-1 / 2} \bar{\partial}^{7-c} \nabla^{2} \delta \eta \bar{\partial}^{c} \nabla \delta \eta\right] \alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla \bar{\partial}^{7} \operatorname{curl} \delta \eta d x
\end{aligned}
$$

Due to the time integrability of $\alpha^{-2}$, we have that

$$
\begin{aligned}
\mathcal{J}_{1(i)}^{1,7} \lesssim & \sup _{s \in[0, t]}\left\|\mathbf{d}^{3 / 2}\left[\alpha^{-1 / 2} \bar{\partial}^{7-c} \nabla^{2} \delta \eta \alpha^{2} \bar{\partial}^{c} \nabla v\right]\right\|_{0}\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla \bar{\partial}^{7} \operatorname{curl} \delta \eta\right\|_{0} \\
& +\sup _{s \in[0, t]}\left\|\mathbf{d}^{3 / 2}\left[\alpha^{-1 / 2} \bar{\partial}^{7-c} \nabla^{2} \delta \eta \bar{\partial}^{c} \nabla \delta \eta\right]\right\|_{0}\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla \bar{\partial}^{7} \operatorname{curl} \delta \eta\right\|_{0} .
\end{aligned}
$$

Since $\alpha^{2} \bar{\partial}^{c} \nabla v$ and $\bar{\partial}^{c} \nabla \delta \eta$ have the same space regularity, it suffices to estimate the $L^{2}\left(\Omega_{0}\right)$-norm of $\mathbf{d}^{3 / 2}\left[\alpha^{-1 / 2} \bar{\partial}^{7-c} \nabla^{2} \delta \eta \alpha^{2} \bar{\partial}^{c} \nabla v\right]$ as follows: using Hölder's inequality, if $c=0,1$, then we estimate $\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \bar{\partial}^{7-c} \nabla^{2} \delta \eta \in L^{2}\left(\Omega_{0}\right)$ and $\alpha^{2} \bar{\partial}^{c} \nabla v \in L^{\infty}\left(\Omega_{0}\right)$. If $c=2,3$, then we estimate $\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{7-c} \nabla^{2} \delta \eta \in$ $L^{3}\left(\Omega_{0}\right)$ and $\alpha^{2} \bar{\partial}^{c} \nabla v \in L^{6}\left(\Omega_{0}\right)$. If $c=4$, then we estimate $\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{3} \nabla^{2} \delta \eta \in L^{6}\left(\Omega_{0}\right)$ and $\alpha^{2} \bar{\partial}^{4} \nabla v \in$ $L^{3}\left(\Omega_{0}\right)$. If $c=5$, then we estimate $\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{2} \nabla^{2} \delta \eta \in L^{\infty}\left(\Omega_{0}\right)$ and $\alpha^{2} \bar{\partial}^{5} \nabla v \in L^{2}\left(\Omega_{0}\right)$. If $c=6$, then we estimate $\alpha^{-1 / 2} \bar{\partial} \nabla^{2} \delta \eta \in L^{6}\left(\Omega_{0}\right)$ and $\alpha^{2} \mathbf{d} \bar{\partial}^{6} \nabla v \in L^{3}\left(\Omega_{0}\right)$. Finally, if $c=7$, then we estimate $\alpha^{-1 / 2} \nabla^{2} \delta \eta \in L^{\infty}\left(\Omega_{0}\right)$ and $\alpha^{2} \mathbf{d} \bar{\partial}^{7} \nabla v \in L^{2}\left(\Omega_{0}\right)$. This shows that $\mathcal{J}_{1}^{1,7} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)$.

The same integration-by-parts in time argument used to estimate $\mathcal{J}_{2}^{0,8}$ is used to estimate the integral $\mathcal{J}_{2}^{1,7}$. The use of Hölder's inequality is the same as just detailed for $\mathcal{J}_{1}^{1,7}$, and we find that $\mathcal{J}_{2}^{1,7} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)$. Hence, from (79), we find that

$$
\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \bar{\partial}^{7} \nabla \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2} \leqslant \mathscr{E}_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) .
$$

The cases $2 \leqslant b \leqslant 7$. These cases follow identically to the cases $b=0$ and $b=1$ detailed above.
The case $b=8$. In this case,

$$
\begin{equation*}
\left\|\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2}=\beta(t) \int_{\Omega_{0}} \mathbf{d}^{10} \nabla^{8} \operatorname{curl} u_{0} \alpha^{-1} \nabla^{8} \operatorname{curl} \delta \eta d x+\mathcal{J}_{1}^{8,0}+\mathcal{J}_{2}^{8,0} \tag{80}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{J}_{1}^{8,0} & =\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d}^{5} \nabla^{8}\left[\alpha^{2} \nabla v \nabla \delta \eta\right] d t^{\prime} \alpha^{-1} \mathbf{d}^{5} \nabla^{8} \operatorname{curl} \delta \eta d x \\
\mathcal{J}_{2}^{8,0} & =\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \int_{0}^{t^{\prime}} \alpha^{-2} \mathbf{d}^{5} \nabla^{8}\left[\alpha^{2} \nabla v \mathscr{P}(A) \alpha^{2} \nabla v\right] d t^{\prime \prime} d t^{\prime} \alpha^{-1} \mathbf{d}^{5} \nabla^{8} \operatorname{curl} \delta \eta d x .
\end{aligned}
$$

We begin with the estimate for $\mathcal{J}_{1}^{8,0}$, which we write as

$$
\mathcal{J}_{1}^{8,0}=\sum_{c=0}^{8} \int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d}^{5} \alpha^{2} \nabla^{9-c} v \alpha(t)^{-1 / 2} \nabla^{1+c} \delta \eta \sqrt{\frac{\alpha\left(t^{\prime}\right)}{\alpha(t)}} d t^{\prime} \alpha(t)^{-1 / 2} \mathbf{d}^{5} \nabla^{8} \operatorname{curl} \delta \eta d x
$$

In the case that $c=8$, since $\alpha^{-2}$ is integrable in time,

$$
\left|\mathcal{J}_{1, c=8}^{8,0}\right| \lesssim \sup _{s \in[0, t]}\left\|\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{9} \delta \eta\right\|_{0}\left\|\alpha^{2} \nabla v\right\|_{L^{\infty}}\left\|\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{8} \operatorname{curl} \delta \eta\right\|_{0} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

In the case that $0 \leqslant c \leqslant 7$, we integrate-by-parts in time to obtain that

$$
\begin{aligned}
\mathcal{J}_{1, c}^{8,0}= & -\int_{\Omega_{0}} \int_{0}^{t} \alpha^{-2} \mathbf{d}^{5} \alpha\left(t^{\prime}\right)^{-1 / 2} \nabla^{9-c} \delta \eta \alpha^{2} \nabla^{1+c} v \sqrt{\frac{\alpha\left(t^{\prime}\right)}{\alpha(t)}} d t^{\prime} \alpha^{-1} \mathbf{d}^{5} \nabla^{8} \operatorname{curl} \delta \eta d x \\
& +\int_{\Omega_{0}} \alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{9-c} \delta \eta \nabla^{1+c} \delta \eta \alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{8} \operatorname{curl} \delta \eta d x \\
\lesssim & \sup _{s \in[0, t]}\left(\left\|\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{9-c} \delta \eta \alpha^{2} \nabla^{1+c} v\right\|_{0}+\left\|\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{9-c} \delta \eta \nabla^{1+c} \delta \eta\right\|_{0}\right)\left\|\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{8} \operatorname{curl} \delta \eta\right\|_{0} .
\end{aligned}
$$

Since $\alpha^{2} \nabla^{1+c} v$ and $\nabla^{1+c} \delta \eta$ have the same space regularity, it suffices to explain the estimate for the $L^{2}$-norm of $\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{9-c} \delta \eta \alpha^{2} \nabla^{1+c} v$. As $0 \leqslant c \leqslant 7$ changes, we use the following Hölder pairs:

$$
\begin{array}{ll}
\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{9} \delta \eta \in L^{2}, \alpha^{2} \nabla v \in L^{\infty}, & \alpha^{-1 / 2} \mathbf{d}^{4} \nabla^{8} \delta \eta \in L^{2}, \alpha^{2} \mathbf{d} \nabla^{2} v \in L^{\infty}, \\
\alpha^{-1 / 2} \mathbf{d}^{3} \nabla^{7} \delta \eta \in L^{2}, \alpha^{2} \mathbf{d}^{2} \nabla^{3} v \in L^{\infty}, & \alpha^{-1 / 2} \mathbf{d}^{3} \nabla^{6} \delta \eta \in L^{6}, \alpha^{2} \mathbf{d}^{2} \nabla^{4} v \in L^{3} \\
\alpha^{-1 / 2} \mathbf{d}^{3} \nabla^{5} \delta \eta \in L^{6}, \alpha^{2} \mathbf{d}^{2} \nabla^{5} v \in L^{3}, & \alpha^{-1 / 2} \mathbf{d}^{2} \nabla^{4} \delta \eta L^{\infty}, \alpha^{2} \mathbf{d}^{2.5} \nabla^{6} v \in L^{2} \\
\alpha^{-1 / 2} \mathbf{d} \nabla^{3} \delta \in L^{\infty}, \alpha^{2} \mathbf{d}^{3.5} \nabla^{7} v \in L^{2}, & \alpha^{-1 / 2} \nabla^{2} \delta \in L^{\infty}, \alpha^{2} \mathbf{d}^{4.5} \nabla^{8} v \in L^{2}
\end{array}
$$

where we have used the fact that both $\mathbf{d}^{2.5} \nabla^{6} v(\cdot, t)$ and $\mathbf{d}^{3.5} \nabla^{7} v(\cdot, t)$ are bounded by $\mathscr{E}_{2}(t)^{\frac{1}{2}}$ by the weighted embedding (16). It follows that $\mathcal{J}_{1}^{8,0} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)$,

Again, the same integration-by-parts in time argument used to estimate $\mathcal{J}_{2}^{0,8}$ is used to estimate the integral $\mathcal{J}_{2}^{8,0}$. The use of Hölder's inequality is the same as just detailed for $\mathcal{J}_{1}^{8,0}$, and we find that $\mathcal{J}_{2}^{8,0} \lesssim \sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)$. Hence, from (80),

$$
\left\|\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{b} \bar{\partial}^{\mathrm{a}} \operatorname{curl} \delta \eta(\cdot, t)\right\|_{0}^{2} \leqslant \mathscr{E}_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) .
$$

We have thus established a priori estimates for weighted derivatives of curl $\delta \eta$.

### 4.6.4 Statement and proof of the stability theorem for $\gamma=2$

Having established weighted estimates for derivatives of curl $\delta \eta$, we now turn to energy estimates to establish the existence of global-in-time perturbations to the affine flow. There are two fundamental ideas for energy estimates: first, we use Lemma 3, which shows that for a differential operator $D$, the structure $D a_{i}^{k} D v^{i}{ }_{, k}$ produces the highest-order energy contribution modulo curl estimates that have already been established. As to the energy estimates, in order to build the regularity of $\delta \eta$ and $v$, one could study a succession of time-differentiated problems as was done in [3, 5] or use a succession of higher-order weighted space derivatives with the power of the weight increasing with the derivative count as was done in 9, 7. Because our equation for the perturbations has temporal weights, it appears more natural to use the method of higher-order weighted space derivatives as in 9, 7.

Before stating the global existence and stability theorem, we establish two useful identities.
Lemma 6. We have that

$$
-\left[\mathbf{d}^{-1}\left(\mathbf{d}^{2} W\right),,_{k}\right], r_{1}=-\mathbf{d}^{-2}\left(\mathbf{d}^{3} W,,_{1}\right),_{k}-\left[\mathbf{d}, r_{1} W,_{k}-\mathbf{d},_{k} W,{r_{1}}\right]+\delta_{k r_{1}} W
$$

and for $s \geqslant 2$,

$$
\begin{aligned}
& -\left[\mathbf{d}^{-1}\left(\mathbf{d}^{2} W\right),,_{k}\right],{ }_{r_{1} \cdots r_{s}}=-\mathbf{d}^{-(s+1)}\left(\mathbf{d}^{(s+2)} W,{ }_{r_{1} \cdots r_{s}}\right),{ }_{k}+\frac{s+1}{2} \delta_{k r_{s}} W,{r_{1} \cdots r_{s-1}} \\
& +\frac{s}{2} \delta_{k r_{s-1}} W,_{r_{1} \cdots r_{s-2} r_{s}}+\frac{s-1}{2} \delta_{k r_{s-2}} W_{,_{1} \cdots r_{s-3} r_{s-1} r_{s}}+\cdots+\delta_{k r_{1}} W,_{r_{2} \cdots r_{s}} \\
& +\mathbf{d}, k W,{ }_{,_{1} \cdots r_{s}}-\mathbf{d}, r_{s} W,{ }_{r_{1} \cdots r_{s-1} k}+\partial_{r_{s}}\left[\mathbf{d}, k W,_{r_{1} \cdots r_{s-1}}-\mathbf{d}, r_{s-1} W,{ }_{r_{1} \cdots r_{s-2} k}\right] \\
& +\partial_{r_{s-1} r_{s}}\left[\mathbf{d}, k W,{r_{1} \cdots r_{s-2}}-\mathbf{d}, r_{s-2} W,{ }_{r_{1} \cdots r_{s-3} k}\right] \\
& +\cdots+\partial_{r_{2} \cdots r_{s}}\left[\mathbf{d}, k W, r_{1}-\mathbf{d}, r_{1} W_{, k}\right],
\end{aligned}
$$

where $\delta_{k 0}=0$ and $W_{r_{1} \cdots j}=0$ for $j \leqslant 0$.
This lemma is very similar to Lemma 4.4 in [7].
Proof. For integers $\ell \geqslant 2$,

$$
\begin{equation*}
-\left[\mathbf{d}^{-\ell+1}\left(\mathbf{d}^{\ell} w\right),_{i}\right],_{m}=-\mathbf{d}^{-\ell}\left(\mathbf{d}^{\ell+1} w,_{m}\right),_{i}+\frac{\ell}{2} \delta_{i m} w+\mathbf{d},_{i} w,_{m}-\mathbf{d},_{m} w,_{i} \tag{81}
\end{equation*}
$$

Indeed, this follows from the following simple computation:

$$
\begin{aligned}
{\left[\mathbf{d}^{-\ell+1}\left(\mathbf{d}^{\ell} w\right),_{i}\right],_{m} } & =\mathbf{d}^{-\ell+1}\left(\mathbf{d}^{\ell} w\right)_{,_{m}}-(\ell-1) \mathbf{d}^{-\ell} \mathbf{d},_{m}\left(\mathbf{d}^{\ell} w\right)_{i} \\
& =\mathbf{d}^{-\ell+1}\left(\mathbf{d}^{\ell} w,_{m}\right)_{,_{i}}+\ell \mathbf{d}^{-\ell+1}\left(\mathbf{d}^{\ell+1} \mathbf{d},_{m} w\right)_{i}-(\ell-1) \mathbf{d}^{-\ell} \mathbf{d},_{m}\left(\mathbf{d}^{\ell} w\right)_{,_{i}} \\
& =\mathbf{d}^{-\ell}\left(\mathbf{d}^{\ell+1} w,_{m}\right)_{,_{i}}-\mathbf{d},_{i} w,_{m}+\ell \mathbf{d},_{m} w,_{i}+(1-\ell) \mathbf{d},_{m} w,_{i} \\
& +\ell(\ell-1) \mathbf{d}^{-\ell+1} \mathbf{d}^{\ell-2} \mathbf{d},_{i} d,_{m} w-\frac{\ell}{2} \delta_{i m} w-\ell(\ell-1) \mathbf{d}^{-\ell} \mathbf{d}^{\ell-1} \mathbf{d},_{i} \mathbf{d},_{m} w
\end{aligned}
$$

with cancellations in the last equality yielding (81).
By repeated application of this identity, the lemma is proved.
Lemma 7. For each anti-symmetric matrix $M:=M_{r}^{i}$, we associate the vector

$$
\widetilde{M}=\left(M_{2}^{3}-M_{3}^{2}, M_{3}^{1}-M_{1}^{3}, M_{1}^{2}-M_{2}^{1}\right)
$$

Then for a differentiable scalar function $f$,

$$
\left[\mathbf{d},_{i} f,_{r}-\mathbf{d},_{r} f,_{i}\right] M_{r}^{i}=\frac{1}{2} \bar{\partial} f \cdot \widetilde{M}
$$

Proof. Using (74),

$$
\begin{aligned}
& 2\left[\mathbf{d},{ }_{i} f,_{r}-\mathbf{d},_{r} f,_{i}\right] M_{r}^{i} \\
& =\left(x_{2} f, 3-x_{3} f,_{2}\right)\left(M_{2}^{3}-M_{3}^{2}\right)+\left(x_{3} f,_{1}-x_{1} f,_{3}\right)\left(M_{3}^{1}-M_{1}^{3}\right)+\left(x_{1} f_{, 2}-x_{2} f,,_{1}\right)\left(M_{1}^{2}-M_{2}^{1}\right),
\end{aligned}
$$

which is the desired identity.
Theorem 5 (Perturbations of simple affine motion for $\gamma=2$ ). For $\gamma=2$ and $\epsilon>0$ taken sufficiently small, if the initial data satisfies $\mathscr{E}_{2}(0)<\epsilon$, then there exists a global solution $\eta(x, t)$ of (55) such that $\mathscr{E}_{2}(t) \leqslant \epsilon$ for all $t \geqslant 0$. In particular, the flow map $\eta \in C^{0}\left([0, \infty), H^{4}\left(\Omega_{0}\right)\right)$ and the moving vacuum boundary $\Gamma(t)$ is of class $H^{3.5}$ for all $t \geqslant 0$. The composition $\xi(x, t)=\alpha(t) \eta(x, t)$ defines a global-in-time solution of the Euler equations (11). If the initial data satisfies $\mathscr{E}_{2}^{9}(t) \leqslant C$, then the solution $\xi(x, t)$ is unique.

Proof. Step 0. Outline of the proof. The energy estimates and hence the proof of the theorem are established as follows: for $b=0, \ldots, 8$ and $a=0, \ldots, 8-b$, we let the operator $\bar{\partial}^{\text {a }} \nabla^{b}$ act on equation (83) (below), multiply by the test function $\mathbf{d}^{b+1} \bar{\partial}^{a} \nabla^{b} v^{i}$ and integrate over $\Omega_{0}$. As $b$ increases, the power on the weight $\mathbf{d}^{b+1}$ increases, and we use Lemma 6 to ensure that integration-by-parts does not place any derivatives on the weight in the test function at the highest-order. The formation of the fundamental energy terms produces error terms containing derivatives of highest-order, but these errors terms are either of curl type or of tangential derivative type, and Lemmas 4, 5, and 7 are used for their bounds. The control of the remainder of the error terms simply requires the use of Hölder's inequality together with weighted embeddings and the Sobolev embedding theorem. Because the exact embedding inequality may change with the integers $b$ and a, we detail these estimates by starting with the zeroth-order energy and systematically increasing the derivative count until we reach the highest-order energy terms.

Step 1. A smooth sequence of solutions. We consider initial conditions (22k) given by

$$
\begin{equation*}
(\eta, v)=\left(e, u_{0}^{\kappa}\right) \quad \text { in } \Omega_{0} \times\{t=0\} \tag{82}
\end{equation*}
$$

where $u_{0}^{\kappa}$ is given by (27). Notice that (22) is equivalent to (52); by the local-in-time well-posedness theorem in [5], using the smooth initial data (82), there exist a smooth solution $\left(\eta_{\kappa}, v_{\kappa}\right)$ on a short time-interval $[0, T]$ (where $T$ depends on $\kappa$ ) such that for each $t \in[0, T], \eta_{\kappa}(\cdot, t) \in H^{9}\left(\Omega_{0}\right), v_{\kappa}(\cdot, t) \in$ $H^{8}\left(\Omega_{0}\right)$, and $\partial_{t} v_{\kappa}(\cdot, t) \in H^{7}\left(\Omega_{0}\right)$. We are thus able to consider higher-order energy estimates, as we can rigorously differentiate the sequence $\left(\eta_{\kappa}, v_{\kappa}\right)$ as many time as required. Again, for notational clarity, we will drop the subscript $\kappa$ and simply write $\eta$ and $v$.

Step 2. Zeroth-order estimate. We write the momentum equation (55) as

$$
\begin{equation*}
\alpha^{4} \partial_{t} v^{i}+2 \alpha^{3} \dot{\alpha} v^{i}+\alpha^{-1} \eta^{i}+\alpha^{-1} \mathbf{d}^{-1} a_{i}^{k}\left(\mathbf{d}^{2} J^{-2}\right),_{k}=0 \quad \text { in } \Omega_{0} \times(0, T] \tag{83}
\end{equation*}
$$

We begin with the zeroth-order $L^{2}$ (physical) energy estimate; testing (83) against $\mathbf{d} v^{i}$, we find that

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d}^{1 / 2} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d}^{1 / 2} \eta\right\|_{0}^{2}-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-2} v^{i},{ }_{k} a_{i}^{k} d x=0
$$

Since $v^{i}{ }_{k} a_{i}^{k}=\partial_{t} J$, we have that

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d}^{1 / 2} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d}^{1 / 2} \eta\right\|_{0}^{2}-\alpha^{-1} \frac{d}{d t} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} d x=0
$$

Commuting $\frac{d}{d t}$ with $\alpha^{-1}$ and integrating in time from 0 to $t$, we find that

$$
\left\|\alpha^{2} \mathbf{d}^{1 / 2} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \eta\right\|_{0}^{2}+\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} d x \lesssim \mathscr{E}_{2}(0)
$$

Now, since

$$
|\delta \eta(x, t)|=\left|\int_{0}^{t} v(x, s) d s\right| \leqslant \int_{0}^{t} \alpha^{-2}(s) d s \sup _{s \in[0, t]} \alpha^{2}(s) \mid v\left(x, s\left|\lesssim \sup _{s \in[0, t]} \alpha^{2}(s)\right| v(x, s \mid,\right.
$$

it follows that

$$
\begin{equation*}
\left\|\mathbf{d}^{1 / 2} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{1 / 2} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \eta\right\|_{0}^{2}+\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} d x \lesssim \mathscr{E}_{2}(0) \tag{84}
\end{equation*}
$$

We next let tangential derivatives act on the momentum equation. We first detail the case that only one tangential derivative enters the problem. Thus, we let $\bar{\partial}$ act on (83) and since $\bar{\partial}_{i} \mathbf{d}=0$, we obtain that

$$
\begin{equation*}
\alpha^{4} \bar{\partial} v_{t}^{i}+2 \alpha^{3} \dot{\alpha} \bar{\partial} v^{i}+\alpha^{-1} \bar{\partial} \delta \eta^{i}+\alpha^{-1} \mathbf{d}^{-1} \bar{\partial} a_{i}^{k}\left(\mathbf{d}^{2} J^{-2}\right),_{k}+\alpha^{-1} \mathbf{d}^{-1} a_{i}^{k}\left(\mathbf{d}^{2} \bar{\partial} J^{-2}\right),_{k}=0 \tag{85}
\end{equation*}
$$

Testing (85) against $\mathbf{d} \bar{\partial} v^{i}$, we find that

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d}^{1 / 2} \bar{\partial} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial} \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d}^{1 / 2} \bar{\partial} \eta\right\|_{0}^{2}+\mathcal{I}_{1}^{0, \bar{\partial}^{1}}+\mathcal{I}_{2}^{0, \bar{\partial}^{1}}=0
$$

where

$$
\mathcal{I}_{1}^{0, \bar{\partial}^{1}}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-2} \bar{\partial} a_{i}^{k} \bar{\partial} v^{i}{ }_{, k} d x \text { and } \mathcal{I}_{2}^{0, \bar{\partial}^{1}}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} \bar{\partial} J^{-2} \bar{\partial} v^{i}{ }_{, k} a_{i}^{k} d x
$$

Using the identity (68) together with Lemma 3,

$$
\mathcal{I}_{1}^{0, \bar{\partial}^{1}}=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} \frac{d}{d t}\left(\left|\nabla_{\eta} \bar{\partial} \eta\right|^{2}-\left|\operatorname{div}_{\eta} \bar{\partial} \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \bar{\partial} \eta\right|^{2}\right) d x
$$

and with (66),

$$
\mathcal{I}_{2}^{0, \bar{\partial}^{1}}=2 \alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-3} \bar{\partial} \eta^{r},{ }_{s} a_{r}^{s} \bar{\partial} v^{i}{ }_{k} a_{i}^{k} d x=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} \frac{d}{d t}\left|\operatorname{div}_{\eta} \bar{\partial} \eta\right|^{2} d x
$$

Hence,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d}^{1 / 2} \bar{\partial} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial} \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d}^{1 / 2} \bar{\partial} \eta\right\|_{0}^{2} \\
& \quad+\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} \frac{d}{d t}\left(\left|\nabla_{\eta} \bar{\partial} \eta\right|^{2}+\left|\operatorname{div}_{\eta} \bar{\partial} \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \bar{\partial} \eta\right|^{2}\right) d x=0
\end{aligned}
$$

Commuting $\frac{d}{d t}$ with $\alpha^{-1}$ and integrating in time from 0 to $t$, we then have that

$$
\begin{aligned}
& \left\|\alpha^{2} \mathbf{d}^{1 / 2} \bar{\partial} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial} \eta\right\|_{0}^{2}+\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2}\left(\left|\nabla_{\eta} \bar{\partial} \eta\right|^{2}+\left|\operatorname{div}_{\eta} \bar{\partial} \eta\right|^{2}\right) d x \\
& \quad \lesssim \mathscr{E}_{2}(0)+\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2}\left|\operatorname{curl}_{\eta} \bar{\partial} \eta\right|^{2} d x+\int_{0}^{t} \alpha^{-2} \dot{\alpha} \int_{\Omega_{0}} \mathbf{d}^{2}\left|\operatorname{curl}_{\eta} \bar{\partial} \eta\right|^{2} d x d s \\
& \quad+\int_{0}^{t} \alpha^{-3} \int_{\Omega_{0}} J^{-1}|\mathscr{P}(A)||\nabla \bar{\partial} \eta|^{2} \alpha^{2}|\nabla v| d x d s,
\end{aligned}
$$

and thanks to Lemma 5 and the fact that $|\bar{\partial} \delta \eta(x, t)| \lesssim \sup _{s \in[0, t]} \alpha^{2}(s)|\bar{\partial} v(x, s)|$,

$$
\begin{aligned}
& \left\|\mathbf{d}^{1 / 2} \bar{\partial} \delta \delta_{\eta}\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{1 / 2} \bar{\partial} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla_{\eta} \bar{\partial} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \operatorname{div}_{\eta} \bar{\partial} \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
\end{aligned}
$$

Finally, the estimate (71) shows that we can replace $\nabla_{\eta} \bar{\partial} \eta$ above with $\nabla \bar{\partial} \eta$ :

$$
\begin{align*}
& \left\|\mathbf{d}^{1 / 2} \bar{\partial} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{1 / 2} \bar{\partial} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \operatorname{div}_{\eta} \bar{\partial} \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) . \tag{86}
\end{align*}
$$

Notice that in terms of the derivative count, the difference $\nabla \bar{\partial} \delta \eta-\bar{\partial} \nabla \delta \eta$ scales like $\nabla \delta \eta$, so that we also have that

$$
\begin{align*}
& \left\|\mathbf{d}^{1 / 2} \bar{\partial} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{1 / 2} \bar{\partial} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial} \nabla \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \operatorname{div}_{\eta} \bar{\partial} \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) . \tag{86}
\end{align*}
$$

We shall make use of the fact that we can commute gradients and tangential derivatives, modulo lower-order terms that have been estimated.

Using the same argument, we can consider the $\bar{\partial}^{\mathrm{a}}$-problem, for integers $a=2, \ldots, 8$. Using induction, assume that the $\bar{\partial}^{\mathrm{a}-1}$-problem has been estimated. Then, we let $\bar{\partial}^{\mathrm{a}-1}$ act on (85); it is thus only necessary to analyze the terms that contain the $\bar{\partial}^{\text {a }}$ derivatives, as all other terms with at most $\bar{\partial}^{\mathrm{a}}-1$ derivatives can be easily estimated by the $\bar{\partial}^{\mathrm{a}}-1$-problem. Hence, we let $\bar{\partial}^{\mathrm{a}-1}$ act on (85) and test against $\mathbf{d} \bar{\partial}^{\mathrm{a}} v^{i}$ to obtain

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d}^{1 / 2} \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d}^{1 / 2} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\mathcal{I}_{1}^{0, \bar{\partial}^{\mathrm{a}}}+\mathcal{I}_{2}^{0, \bar{\partial}^{\mathrm{a}}}+\Re=0
$$

where $\mathfrak{R}$ denotes a remainder consisting of lower-order terms estimated by the $\bar{\partial}^{\mathrm{a}-1}$-problem and

$$
\mathcal{I}_{1}^{0, \bar{\partial}^{\mathrm{a}}}=\alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{2} J^{-2} \bar{\partial}^{\mathrm{a}} a_{i}^{k}\right], k \bar{\partial}^{\mathrm{a}} v^{i} d x \text { and } \mathcal{I}_{2}^{0, \bar{\partial}^{\mathrm{a}}}=\alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{2} \bar{\partial}^{\mathrm{a}} J^{-2}\right], k \quad \bar{\partial}^{\mathrm{a}} v^{i} a_{i}^{k} d x
$$

Using the identity (68),

$$
\bar{\partial}^{\mathrm{a}} a_{i}^{k}=\bar{\partial}^{\mathrm{a}-1}\left(\bar{\partial} \eta^{j},{ }_{s} J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right]\right)=\bar{\partial}^{\mathrm{a}} \eta^{j}{ }_{s} J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right]+\mathfrak{r},
$$

where $\mathfrak{r}=\sum_{b=0}^{a-1} \bar{\partial}^{b} \eta^{j}, s \bar{\partial}^{\mathrm{a}-1-b}\left(J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right]\right)$. Since the highest-order derivative in $\mathfrak{r}$ is given by $\bar{\partial}^{\mathrm{a}-1} \nabla \eta$ and this term has been estimated by the $\bar{\partial}^{\mathrm{a}-1}$-problem, we need only consider the integral

$$
\begin{aligned}
\mathcal{I}_{1, \text { high }}^{0, \bar{\partial}^{\mathrm{a}}} & =\alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{2} J^{-2} \bar{\partial}^{\mathrm{a}} \eta^{j},{ }_{s} J\left(A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right)\right],{ }_{k} \bar{\partial}^{\mathrm{a}} v^{i} d x \\
& =-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-2} \bar{\partial}^{\mathrm{a}} \eta^{j},{ }_{s} J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right] \bar{\partial}^{\mathrm{a}} v^{i}{ }_{, k} d x .
\end{aligned}
$$

By Lemma 3

$$
\mathcal{I}_{1, \text { high }}^{0, \bar{\partial}^{\mathrm{a}}}=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} \frac{d}{d t}\left(\left|\nabla_{\eta} \bar{\partial}^{\mathrm{a}} \eta\right|^{2}-\left|\operatorname{div}_{\eta} \bar{\partial}^{\mathrm{a}} \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \bar{\partial}^{\mathrm{a}} \eta\right|^{2}\right) d x
$$

Then, for the integral $\mathcal{I}_{2}^{0, \bar{\partial}^{\mathrm{a}}}$, we expand $\bar{\partial}^{\mathrm{a}} J^{-2}$ and by the same argument used for the integral $\mathcal{I}_{1}^{0, \bar{\partial}^{\mathrm{a}}}$, we need only estimate the highest-order term

$$
\mathcal{I}_{2, \text { high }}^{0, \bar{\partial}^{1}}=2 \alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-3} \bar{\partial}^{\mathrm{a}} \eta^{r},{ }_{s} a_{r}^{s} \bar{\partial}^{\mathrm{a}} v^{i}{ }_{k} a_{i}^{k} d x=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} \frac{d}{d t}\left|\operatorname{div}_{\eta} \bar{\partial}^{\mathrm{a}} \eta\right|^{2} d x
$$

Now, we use the fact that $\operatorname{curl} \eta=\operatorname{curl} \delta \eta$ and that

$$
\operatorname{curl}_{\dot{\delta}} \bar{\partial}^{\mathrm{a}} \eta=\operatorname{curl} \bar{\partial}^{\mathrm{a}} \delta \eta+\nabla \bar{\partial}^{\mathrm{a}} \delta \eta(A-\mathrm{Id}),
$$

so that with (71) and Lemma 5 ,

$$
\left\|\alpha^{-1 / 2} \mathbf{d} \operatorname{curl}_{\eta} \bar{\partial}^{8} \delta \eta\right\| \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=1,2,3,4,5,6,7,8
$$

Hence, the sum of the two integrals $\mathcal{I}_{1, \text { high }}^{0, \bar{\partial}^{1}}+\mathcal{I}_{2, \text { high }}^{0, \bar{\partial}^{1}}$, after time integration, provide the energy terms in the same way as for the $\bar{\partial}$-problem, and we obtain that

$$
\begin{align*}
& \left\|\mathbf{d}^{1 / 2} \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{1 / 2} \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \operatorname{div}_{\eta} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=1,2,3,4,5,6,7,8 \tag{87}
\end{align*}
$$

Step 3. First-order estimate. We next let $\nabla=\partial_{r_{1}}$ act on (83) and write this as

$$
\begin{equation*}
\alpha^{4} \partial_{t} v^{i}, r_{1}+2 \alpha^{3} \dot{\alpha} v^{i},{ }_{r_{1}}+\alpha^{-1} \eta^{i}{ }^{\prime} r_{1}+\alpha^{-1}\left[a_{i}^{k} \mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right),{ }_{k}\right],{ }_{r_{1}}=0 . \tag{88}
\end{equation*}
$$

The analysis of this equation is similar to that of the $\bar{\partial}$-problem, but we must contend with the fact that $\nabla \mathbf{d} \neq 0$.

Using the product rule, Lemma 6, and (74), we have that

$$
\begin{align*}
& {\left[a_{i}^{k} \mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right), k\right],,_{1}=a_{i}^{k}, r_{1} \mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right),{ }_{k}+a_{i}^{k} \mathbf{d}^{-2}\left(\mathbf{d}^{3} J^{-2},,_{1}\right),{ }_{k}} \\
& -a_{i}^{r_{1}} J^{-2}+\left[\mathbf{d},{ }_{r_{1}} J^{-2}{ }_{, k}-\mathbf{d},{ }_{k} J^{-2},{ }_{r_{1}}\right] a_{i}^{k} \\
& =a_{i}^{k}, r_{1} \mathbf{d}^{-2}\left(\mathbf{d}^{3} J^{-2}\right),_{k}+a_{i}^{k} \mathbf{d}^{-2}\left(\mathbf{d}^{3} J^{-2},{ }_{r_{1}}\right),{ }_{k} \\
& -a_{i}^{r_{1}} J^{-2}+\frac{1}{2} x_{k} a_{i}^{k}, r_{1} J^{-2}+\left[\mathbf{d}, r_{1} J^{-2}{ }_{, k}-\mathbf{d},{ }_{k} J^{-2},{ }_{r_{1}}\right] a_{i}^{k} . \tag{89}
\end{align*}
$$

Testing (88) with $\mathbf{d}^{2} v^{i},{ }_{r_{1}}$ yields

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d} \nabla v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d} \nabla \eta\right\|_{0}^{2}+\sum_{j=1}^{5} \mathcal{I}_{j}^{1}=0 \tag{90}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\mathcal{I}_{1}^{1}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3} J^{-2} a_{i}^{k}, r_{1} v^{i}, k r_{1} d x, & \mathcal{I}_{2}^{1}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3} J^{-2}, r_{1} v^{i}, k r_{1} a_{i}^{k} d x, \\
\mathcal{I}_{3}^{1}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-2} v^{i},,_{1} a_{i}^{r_{1}} d x, & \mathcal{I}_{4}^{1}=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{2} x_{k} a_{i}^{k}, r_{1} J^{-2} v^{i},{ }_{r_{1}} d x, \\
\mathcal{I}_{5}^{1}=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2}\left[\mathbf{d}, r_{1} J^{-2},{ }_{, k}-\mathbf{d},{ }_{k} J^{-2},{ }_{r_{1}}\right] a_{i}^{k} v^{i},{ }_{r_{1}} d x .
\end{array}
$$

Identity (68) together with Lemma 3 shows that

$$
\mathcal{I}_{1}^{1}=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{3} J^{-1} \frac{d}{d t}\left(\left|\nabla_{\eta} \nabla \eta\right|^{2}-\left|\operatorname{div}_{\eta} \nabla \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \nabla \eta\right|^{2}\right) d x
$$

and (66) shows that

$$
\mathcal{I}_{2}^{1}=2 \alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3} J^{-3} \nabla \eta^{r},{ }_{s} a_{r}^{s} \nabla v^{i}{ }_{, k} a_{i}^{k} d x=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3} J^{-1} \frac{d}{d t}\left|\operatorname{div}_{\eta} \nabla \eta\right|^{2} d x
$$

Hence,

$$
\mathcal{I}_{1}^{1}+\mathcal{I}_{2}^{1}=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{3} J^{-1} \frac{d}{d t}\left(\left|\nabla_{\eta} \nabla \eta\right|^{2}+\left|\operatorname{div}_{\eta} \nabla \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \nabla \eta\right|^{2}\right) d x
$$

Again using (66), we have that

$$
\mathcal{I}_{3}^{1}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-2} \partial_{t} J d x=\alpha^{-1} \frac{d}{d t} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} d x
$$

The estimates for the integrals $\mathcal{I}_{4}^{1}$ and $\mathcal{I}_{5}^{1}$ rely on the tangential derivative estimates obtained in Step 2 ; in particular, both of these integrals have derivatives of highest-order, but of tangential derivative type. Hence, using Lemma 4

$$
\mathcal{I}_{4}^{1}=\frac{\alpha^{-3}}{2} \int_{\Omega_{0}} \mathbf{d}^{2} \nabla \bar{\partial} \eta \bar{\partial} \eta J^{-2} \alpha^{2} \nabla v d x
$$

Note that (86) gives us control of $\alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial} \eta(\cdot, t)$ in $L^{2}\left(\Omega_{0}\right)$ while $\alpha^{2} \mathbf{d} \nabla V$ in $L^{2}\left(\Omega_{0}\right)$ appears on the right-hand side of (90). Next, we use Lemma 7 and write $\mathcal{I}_{5}^{1}$ as

$$
\mathcal{I}_{5}^{1}=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{2} \bar{\partial} J^{-2} \widetilde{a \nabla v} d x=-\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-2} \operatorname{div}_{\eta} \bar{\partial} \eta \widetilde{a \nabla v} d x
$$

and we will again use the fact that (86) gives us control of $\alpha^{-1 / 2} \mathbf{d} \operatorname{div}_{\eta} \bar{\partial} \eta(\cdot, t)$ in $L^{2}\left(\Omega_{0}\right)$. We integrate equation (90) in time from 0 to $t$, commute $\frac{d}{d t}$ with $\alpha^{-1}$, and find that

$$
\begin{aligned}
\left\|\alpha^{2} \mathbf{d} \nabla v\right\|_{0}^{2} & +\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \eta\right\|_{0}^{2}+\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3}\left(\left|\nabla_{\eta} \nabla \eta\right|^{2}+\left|\operatorname{div}_{\eta} \nabla \eta\right|^{2}\right) d x+\frac{d}{d t} \alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1} d x \\
& \lesssim \mathscr{E}_{2}(0)+\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2}\left|\operatorname{curl}_{\eta} \nabla \eta\right|^{2} d x+\int_{0}^{t} \alpha^{-2} \dot{\alpha} \int_{\Omega_{0}} \mathbf{d}^{2}\left|\operatorname{curl}_{\eta} \nabla \eta\right|^{2} d x d s \\
& +\int_{0}^{t} \alpha^{-3} \int_{\Omega_{0}} J^{-1}|\mathscr{P}(A)|\left|\nabla^{2} \eta\right|^{2} \alpha^{2}|\nabla v| d x d s+\int_{0}^{t} \frac{\alpha^{-3}}{2} \int_{\Omega_{0}} \mathbf{d}^{2}|\nabla \bar{\partial} \eta||\bar{\partial} \eta| J^{-2}\left|\alpha^{2} \nabla v\right| d x d s \\
& \quad-\int_{0}^{t} \alpha^{-3} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-1}\left|\operatorname{div}_{\eta} \bar{\partial} \eta\right||A||\nabla v| d x d s,
\end{aligned}
$$

which, thanks to Lemma 5 and (86), shows that

$$
\begin{aligned}
& \left\|\alpha^{2} \mathbf{d} \nabla v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla_{\eta} \nabla \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \operatorname{div}_{\eta} \nabla \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
\end{aligned}
$$

Then, since $|\nabla \delta \eta(x, t)| \lesssim \sup _{s \in[0, t]} \alpha^{2}(s)|\nabla v(x, s)|$, and using (71), we obtain that

$$
\begin{align*}
& \left\|\alpha^{2} \mathbf{d} \nabla \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d} \nabla v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla^{2} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \operatorname{div}_{\eta} \nabla \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \tag{91}
\end{align*}
$$

We next study the tangential derivative $\bar{\partial}^{\mathrm{a}}$ problem for $a=1, \ldots, 7$. We assume that the $\bar{\partial}^{\mathrm{a}-1}$ problem has been estimated, and let $\bar{\partial}^{\mathrm{a}}$ act on (88) and use (89) to find that

$$
\begin{aligned}
\alpha^{4} \partial_{t} \bar{\partial}^{\mathrm{a}} v^{i}, r_{1} & +2 \alpha^{3} \dot{\alpha} \bar{\partial}^{\mathrm{a}} v^{i}, r_{1}+\alpha^{-1} \bar{\partial}^{\mathrm{a}} \eta^{i}{ }_{, r_{1}}+\alpha^{-1} \bar{\partial}^{\mathrm{a}} a_{i}^{k}, r_{1} \mathbf{d}^{-2}\left(\mathbf{d}^{3} J^{-2}\right), k \\
& +a_{i}^{k} \mathbf{d}^{-2}\left(\mathbf{d}^{3} \bar{\partial}^{\mathrm{a}} J^{-2},{ }_{r_{1}}\right),{ }_{k}-\bar{\partial}^{\mathrm{a}} a_{i}^{r_{1}} J^{-2}-a_{i}^{r_{1}} \bar{\partial}^{\mathrm{a}} J^{-2} \\
& +\frac{1}{2} x_{k} \bar{\partial}^{\mathrm{a}} a_{i}^{k}, r_{1} J^{-2}+\frac{1}{2} x_{k} a_{i}^{k}, r_{1} \bar{\partial}^{\mathrm{a}} J^{-2}+\left[\mathbf{d}, r_{1} \bar{\partial}^{\mathrm{a}} J^{-2}{ }_{, k}-\mathbf{d}, k \bar{\partial}^{\mathrm{a}} J^{-2}, r_{1}\right] a_{i}^{k}+\Re=0
\end{aligned}
$$

where $\Re$ denotes a remainder consisting of lower-order terms with at most $\nabla \bar{\partial}^{a-1}$ derivatives. We test this equation against $\bar{\partial}^{a} v^{i}, r_{1}$ and obtain that

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d} \bar{\partial}^{\mathrm{a}} \nabla v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \bar{\partial}^{\mathrm{a}} \nabla \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d} \bar{\partial}^{\mathrm{a}} \nabla \eta\right\|_{0}^{2}+\sum_{j=1}^{5} \mathcal{I}_{j}^{1, \bar{\partial}^{\mathrm{a}}}+\mathfrak{R}=0
$$

where again $\mathfrak{R}$ denotes a remainder consisting of lower-order terms and

$$
\begin{aligned}
& \mathcal{I}_{1}^{1, \bar{\partial}^{\mathrm{a}}}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3} J^{-2} \bar{\partial}^{\mathrm{a}} a_{i}^{k}, r_{1} \bar{\partial}^{\mathrm{a}} v^{i}, k r_{1} d x, \\
& \mathcal{I}_{2}^{1, \bar{\partial}^{\mathrm{a}}}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3} \bar{\partial}^{\mathrm{a}}\left(J^{-2}\right),,_{1} \bar{\partial}^{\mathrm{a}} v^{i},{ }_{k r_{1}} a_{i}^{k} d x, \\
& \mathcal{I}_{3}^{1, \bar{\partial}^{\mathrm{a}}}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2} J^{-2} \bar{\partial}^{\mathrm{a}} v^{i}, r_{1} \bar{\partial}^{\mathrm{a}} a_{i}^{r_{1}} d x, \\
& \mathcal{I}_{4}^{1, \bar{\partial}^{\mathrm{a}}}=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{2} x_{k} \bar{\partial}^{\mathrm{a}} a_{i}^{k}, r_{1} J^{-2} \bar{\partial}^{\mathrm{a}} v^{i}, r_{1} d x, \\
& \mathcal{I}_{5}^{1, \bar{\partial}^{\mathrm{a}}}=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{2}\left[\mathbf{d}, r_{1} \bar{\partial}^{\mathrm{a}} J^{-2},{ }_{k}-\mathbf{d}, k \bar{\partial}^{\mathrm{a}} J^{-2}, r_{1}\right] a_{i}^{k} \bar{\partial}^{\mathrm{a}} v^{i}, r_{1} d x
\end{aligned}
$$

The integrals $\mathcal{I}_{1}^{1, \bar{\partial}^{\mathrm{a}}}+\mathcal{I}_{2}^{1, \bar{\partial}^{\mathrm{a}}}$ are estimated in the identical fashion as $\mathcal{I}_{1}^{0, \bar{\partial}^{\mathrm{a}}}+\mathcal{I}_{2}^{0, \bar{\partial}^{\mathrm{a}}}$, while $\mathcal{I}_{3}^{1, \bar{\partial}^{\mathrm{a}}}$ is estimated just as $\mathcal{I}_{1}^{0,,^{\mathrm{a}}}$. Now the integral $\mathcal{I}_{4}^{1, \bar{\partial}^{\mathrm{a}}}$ is estimated using Lemma 4 which shows that the highest-order term in that integrand can be written as

$$
\alpha^{-2.5} \int_{\Omega_{0}} \alpha^{-1 / 2} \mathbf{d}^{2} \nabla \bar{\partial}^{\mathrm{a}+1} \eta \bar{\partial} \eta J^{-2} \alpha^{2} \bar{\partial}^{\mathrm{a}} \nabla v d x
$$

which is indeed estimated using the fact that for $\mathrm{a}=0, \ldots, 6, \alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial}^{\mathrm{a}+1} \eta$ is in $L^{2}\left(\Omega_{0}\right)$ by (87). Similarly, $\mathcal{I}_{5}^{1, \bar{\partial}^{\mathrm{a}}}$ is estimated using Lemma 7, and with Lemma 5, we find that

$$
\begin{align*}
& \left\|\mathbf{d} \nabla \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d} \nabla \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla^{2} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \operatorname{div}_{\eta} \nabla \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=0,1,2,3,4,5,6,7 . \tag{92}
\end{align*}
$$

Step 4. Second-order estimate. For the second-order energy estimate, we let $\nabla^{2}:=\partial_{r_{1} r_{2}}$ act on (55b) and obtain the equation

$$
\begin{equation*}
\alpha^{4} \partial_{t} v^{i}, r_{1} r_{2}+2 \alpha^{4} \dot{\alpha} v^{i}, r_{1} r_{2}+\alpha^{-1} \eta^{i}, r_{1} r_{2}+\alpha^{-1}\left[a_{i}^{k} \mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right), k\right], r_{1} r_{2}=0 \tag{93}
\end{equation*}
$$

Now, using the product rule and Lemma 6,

$$
\begin{aligned}
& {\left[a_{i}^{k} \mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right), k\right], r_{1} r_{2}} \\
& =a_{i}^{k} \mathbf{d}^{-3}\left[\mathbf{d}^{4}\left(J^{-2}\right), r_{1} r_{2}\right],{ }_{k}+a_{i}^{k}, r_{1} r_{2} \mathbf{d}^{-3}\left[\mathbf{d}^{4} J^{-2}\right], k \\
& -2 \mathbf{d},{ }_{k} a_{i}^{k}, r_{1} r_{2} J^{-2}-\frac{3}{2} a_{i}^{r_{2}}\left(J^{-2}\right),{ }_{r_{1}}-a_{i}^{r_{1}}\left(J^{-2}\right), r_{2} \\
& -\left[\mathbf{d},{ }_{k}\left(J^{-2}\right), r_{1} r_{2}-\mathbf{d}, r_{2}\left(J^{-2}\right), r_{1} k\right] a_{i}^{k}-\left[\mathbf{d},{ }_{k}\left(J^{-2}\right), r_{1}-\mathbf{d}, r_{1}\left(J^{-2}\right), k\right], r_{2} a_{i}^{k} \\
& +a_{i}^{k}, r_{2} \mathbf{d}^{-2}\left[\mathbf{d}^{3}\left(J^{-2}\right), r_{1}\right],{ }_{k}+a_{i}^{r_{1}}, r_{2} J^{-2}+a_{i}^{k}, r_{2}\left[\mathbf{d}, k\left(J^{-2}\right),,_{1}-\mathbf{d}, r_{1}\left(J^{-2}\right),{ }_{k}\right] \\
& +a_{i}^{k}, r_{1} \mathbf{d}^{-2}\left[\mathbf{d}^{3}\left(J^{-2}\right), r_{2}\right],{ }_{k}+a_{i}^{r_{2}}, r_{1} J^{-2}+a_{i}^{k}, r_{1}\left[\mathbf{d}, k\left(J^{-2}\right), r_{2}-\mathbf{d}, r_{2}\left(J^{-2}\right), k\right] .
\end{aligned}
$$

Thus, testing (93) against $\mathbf{d}^{3} v^{i},{ }_{r_{1} r_{2}}$, we have that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d}^{3 / 2} \nabla^{2} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla^{2} \delta \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d}^{3 / 2} \nabla^{2} \delta \eta\right\|_{0}^{2}+\sum_{j=1}^{7} \mathcal{I}_{j}^{2}=0 \tag{94}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{I}_{1}^{2}=\alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{4}\left(J^{-2}\right), r_{1} r_{2}\right],{ }_{k} v^{i}, r_{1} r_{2} a_{i}^{k} d x, \\
& \mathcal{I}_{2}^{2}=-\alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{4} J^{-2} a_{i}^{k}, r_{1} r_{2}\right], k^{\prime} v^{i}, r_{1} r_{2} d x, \\
& \mathcal{I}_{3}^{2}=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3} x_{k} a_{i}^{k}, r_{1} r_{2} J^{-2} v^{i}, r_{1} r_{2} d x, \\
& \mathcal{I}_{4}^{2}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3}\left\{\left[\mathbf{d}, k\left(J^{-2}\right), r_{1} r_{2}-\mathbf{d}, r_{2}\left(J^{-2}\right), r_{1} k\right]+\left[\mathbf{d}, k\left(J^{-2}\right), r_{1}-\mathbf{d}, r_{1}\left(J^{-2}\right), k\right], r_{2}\right\} a_{i}^{k} v^{i}, r_{1} r_{2} d x, \\
& \mathcal{I}_{5}^{2}=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3}\left[-\frac{3}{2} a_{i}^{r_{2}}\left(J^{-2}\right), r_{1}-a_{i}^{r_{1}}\left(J^{-2}\right), r_{2}+a_{i}^{r_{1}, r_{2}} J^{-2}+a_{i}^{r_{2}, r_{1}} J^{-2}\right] v^{i}, r_{1} r_{2} d x, \\
& \mathcal{I}_{6}^{2}=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3}\left\{\left[\mathbf{d},{ }_{k}\left(J^{-2}\right), r_{1}-\mathbf{d}, r_{1}\left(J^{-2}\right), k\right] a_{i}^{k}, r_{2}+\left[\mathbf{d}, k\left(J^{-2}\right), r_{2}-\mathbf{d}, r_{2}\left(J^{-2}\right), k\right] a_{i}^{k}, r_{1}\right\} v^{i}, r_{1} r_{2} d x, \\
& \mathcal{I}_{7}^{2}=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{3}\left\{a_{i}^{k}, r_{2} \mathbf{d}^{-2}\left[\mathbf{d}^{3}\left(J^{-2}\right), r_{1}\right], k+a_{i}^{k}, r_{1} \mathbf{d}^{-2}\left[\mathbf{d}^{3}\left(J^{-2}\right), r_{2}\right], k\right\} v^{i}, r_{1} r_{2} d x .
\end{aligned}
$$

For $j=1,2,3,4$, the integrals $\mathcal{I}_{j}^{2}$ have the highest derivative count, having three derivatives on $\eta$, while the integrals $\mathcal{I}_{j}, j=5,6,7$ are lower-order and are estimated using (92).

We begin with $\mathcal{I}_{1}^{2}$ and $\mathcal{I}_{2}^{2}$ :

$$
\begin{aligned}
\mathcal{I}_{1}^{2}= & 2 \alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1} \eta^{l}, j r_{1} r_{2} A_{l}^{j} v^{i}, r_{1} r_{2} k \\
= & A_{i}^{k} d x-2 \alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{4}\left(J^{-2} A_{l}^{j}\right), r_{2} \eta^{l}, j r_{1}\right],{ }_{k} v^{i}, r_{1} r_{2} A_{i}^{k} d x \\
& \mathbf{d}^{4} J^{-1}\left|\operatorname{div}_{\eta} \eta, r_{1} r_{2}\right|^{2} d x-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{4} \partial_{t}\left(J^{-1} A_{l}^{j} A_{i}^{k}\right) \eta^{l},{ }_{j r_{1} r_{2}} \eta^{i}, r_{1} r_{2} k \\
& -2 \alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{4}\left(J^{-2} A_{l}^{j}\right), r_{2} \eta^{l}, j r_{1}\right],{ }^{k} v^{i},{ }_{r_{1} r_{2}} A_{i}^{k} d x
\end{aligned}
$$

We write

$$
\begin{aligned}
\mathbf{d}^{4} \partial_{t}\left(J^{-1} A_{l}^{j} A_{i}^{k}\right) \eta^{l}, j r_{1} r_{2} \eta^{i}, r_{1} r_{2} k & \sim \mathbf{d}^{4} J^{-1} \mathscr{P}(A) \nabla v \nabla^{3} \eta \nabla^{3} \eta, \\
- & 2\left[\mathbf{d}^{4}\left(J^{-2} A_{l}^{j}\right), r_{2} \eta^{l}, j r_{1}\right], k v^{i},{ }_{r_{1} r_{2}} \sim \mathbf{d}^{4} \mathscr{P}\left(J^{-1} A\right)\left[\nabla^{3} \eta \nabla^{2} \eta+\nabla^{2} \eta \nabla^{2} \eta \nabla^{2} \eta\right] \nabla^{2} v,
\end{aligned}
$$

and then integrate $\mathcal{I}_{1}^{2}$ in time from 0 to $t$ to find that 2

$$
\begin{aligned}
\int_{0}^{t} \mathcal{I}_{1}^{2}(s) d s & =\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1}\left|\operatorname{div}_{\eta} \nabla^{2} \eta\right|^{2} d x+\int_{0}^{t} \alpha^{-2} \dot{\alpha} \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1}\left|\operatorname{div}_{\eta} \nabla^{2} \eta\right|^{2} d x d s \\
& +\int_{0}^{t} \alpha^{-2} \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1} \mathscr{P}(A) \alpha^{2} \nabla v \alpha^{-1 / 2} \nabla^{3} \eta \alpha^{-1 / 2} \nabla^{3} \eta d x d s \\
& +\int_{0}^{t} \alpha^{-2.5} \int_{\Omega_{0}} \mathbf{d}^{4} \mathscr{P}\left(J^{-1} A\right)\left[\alpha^{-1 / 2} \nabla^{3} \eta \nabla^{2} \eta+\alpha^{-1 / 2} \nabla^{2} \eta \nabla^{2} \eta \nabla^{2} \eta\right] \alpha^{2} \nabla^{2} v d x d s-\mathscr{E}_{2}(0)
\end{aligned}
$$

[^0]Similarly,

$$
\begin{aligned}
\mathcal{I}_{2}^{2}=-\alpha^{-1} & \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1} \eta^{j}, s r_{1} r_{2} \\
& \left(A_{r_{1}}^{s} A_{i}^{k}-A_{i}^{s} A_{r_{1}}^{k}\right) v^{i}, r_{1} r_{2} k d x \\
& +\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{4} \mathscr{P}\left(J^{-1} A\right)\left[\nabla^{3} \eta \nabla^{2} \eta+\nabla^{2} \eta \nabla^{2} \eta \nabla^{2} \eta\right] \nabla^{2} v d x
\end{aligned}
$$

By Lemma 3 ,

$$
-\eta^{j}{ }_{, s r_{1} r_{2}}\left(A_{r_{1}}^{s} A_{i}^{k}-A_{i}^{s} A_{r_{1}}^{k}\right) v^{i},{ }_{r_{1} r_{2} k}=\frac{1}{2} \frac{d}{d t}\left(\left|\nabla_{\eta} \eta,_{r_{1} r_{2}}\right|^{2}-\left|\operatorname{div}_{\eta} \eta, r_{1} r_{2}\right|^{2}-2\left|\operatorname{curl}_{\eta} \eta_{, r_{1} r_{2}}\right|^{2}\right)
$$

and hence

$$
\begin{aligned}
\mathcal{I}_{2}^{2}=\frac{\alpha^{-1}}{2} \frac{d}{d t} & \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1}\left(\left|\nabla_{\eta} \nabla \eta\right|^{2}-\left|\operatorname{div}_{\eta} \nabla^{2} \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \nabla^{2} \eta\right|^{2}\right) d x \\
& +\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{4} \mathscr{P}\left(J^{-1} A\right)\left[\nabla^{3} \eta \nabla^{3} \eta \nabla v+\left(\nabla^{3} \eta \nabla^{2} \eta+\nabla^{2} \eta \nabla^{2} \eta \nabla^{2} \eta\right) \nabla^{2} v\right] d x \\
=\frac{d}{d t} \frac{\alpha^{-1}}{2} & \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1}\left(\left|\nabla_{\eta} \nabla^{2} \eta\right|^{2}-\left|\operatorname{div}_{\eta} \nabla^{2} \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \nabla^{2} \eta\right|^{2}\right) d x \\
& +\frac{\alpha^{-2} \dot{\alpha}}{2} \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1}\left(\left|\nabla_{\eta} \nabla^{2} \eta\right|^{2}-\left|\operatorname{div}_{\eta} \nabla^{2} \eta\right|^{2}-\left|\operatorname{curl}_{\eta} \nabla^{2} \eta\right|^{2}\right) d x \\
& +\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{4} \mathscr{P}\left(J^{-1} A\right)\left[\nabla^{3} \eta \nabla^{3} \eta \nabla v+\left(\nabla^{3} \eta \nabla^{2} \eta+\nabla^{2} \eta \nabla^{2} \eta \nabla^{2} \eta\right) \nabla^{2} v\right] d x
\end{aligned}
$$

Integrating in time from 0 to $t$, we find that

$$
\begin{aligned}
& \int_{0}^{t}\left(\mathcal{I}_{1}^{2}(s)+\mathcal{I}_{2}^{2}(s)\right) d s=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1}\left(\left|\nabla_{\eta} \nabla^{2} \eta\right|^{2}+\left|\operatorname{div}_{\eta} \nabla^{2} \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \nabla^{2} \eta\right|^{2}\right) d x \\
& +\int_{0}^{t} \frac{\alpha^{-2} \dot{\alpha}}{2} \int_{\Omega_{0}} \mathbf{d}^{4} J^{-1}\left(\left|\nabla_{\eta} \nabla^{2} \eta\right|^{2}+\left|\operatorname{div}_{\eta} \nabla^{2} \eta\right|^{2}-2\left|\operatorname{curl}_{\eta} \nabla^{2} \eta\right|^{2}\right) d x d s \\
& +\int_{0}^{t} \alpha^{-2} \int_{\Omega_{0}} \mathbf{d}^{4} \mathscr{P}\left(J^{-1} A\right)\left[\alpha^{-1 / 2} \nabla^{3} \eta \alpha^{-1 / 2} \nabla^{3} \eta \nabla v+\left(\alpha^{-1 / 2} \nabla^{3} \eta \nabla^{2} \eta+\nabla^{2} \eta \nabla^{2} \eta \nabla^{2} \eta\right) \alpha^{2} \nabla^{2} v\right] d x d s \\
& -\mathscr{E}_{2}(0)
\end{aligned}
$$

Next, we estimate the integral $\mathcal{I}_{3}^{2}$. We use Lemma 4 to write $x_{k} a_{(\cdot)}^{k}, r_{1} r_{2} \sim \bar{\partial} \eta,_{r_{1} r_{2}} \bar{\partial} \eta+\bar{\partial} \eta, r_{1}, \bar{\partial} \eta, r_{2}$. It then follows that the highest-order term in $\int_{0}^{t} \mathcal{I}_{3}^{2}(s) d s$ can be written as

$$
\begin{equation*}
\int_{0}^{t} \alpha^{-2.5} \int_{\Omega_{0}} \mathbf{d}^{3} \alpha^{-1 / 2} \nabla^{2} \bar{\partial} \eta \bar{\partial} \eta J^{-2} \alpha^{2} \nabla^{2} v d x d s \tag{95}
\end{equation*}
$$

This integral is estimated using the fact that $\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla^{2} \bar{\partial}$ is in $L^{2}\left(\Omega_{0}\right)$ by (92), the fact that $\alpha^{2} \nabla^{2} v$ in $L^{2}\left(\Omega_{0}\right)$ appears in (94), and again that $\alpha^{-2.5}$ is integrable in time. We use Lemma 7 to estimate $\mathcal{I}_{4}^{2}$; the highest-order term in $\int_{0}^{t} \mathcal{I}_{4}^{2}(s) d s$ can also be written as in (95) and hence estimated in the same way. As noted above, the integrals $\mathcal{I}_{j}, j=5,6,7$ are lower-order and are estimated using (92). Hence, after time integration and thanks to Lemma 5, we obtain that

$$
\begin{align*}
& \left\|\alpha^{2} \mathbf{d}^{3 / 2} \nabla^{2} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{3 / 2} \nabla^{2} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla^{2} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{2} \nabla^{3} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{2} \operatorname{div}_{\eta} \nabla^{2} \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \tag{96}
\end{align*}
$$

We next study the tangential derivative $\bar{\partial}^{\mathrm{a}}$ problem for $a=1, \ldots, 6$. We assume that the $\bar{\partial}^{\mathrm{a}-1}$ problem has been estimated, and let $\bar{\partial}^{\mathrm{a}} \partial_{r_{1} r_{2}}$ act on (83) and test against $\bar{\partial}^{\mathrm{a}} \partial_{r_{1} r_{2}} v^{i}$. In the same way that we obtained (92), we find that

$$
\begin{gather*}
\left\|\alpha^{2} \mathbf{d}^{3 / 2} \nabla^{2} \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{3 / 2} \nabla^{2} \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla^{2} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{2} \nabla^{3} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2} \\
\quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=0,1,2,3,4,5,6 \tag{97}
\end{gather*}
$$

Step 5. Third-order through six-order estimates. Repeating the procedure detailed above, at the third-order level, we find that

$$
\begin{gather*}
\left\|\mathbf{d}^{2} \nabla^{3} \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{2} \nabla^{3} \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{2} \nabla^{3} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{5 / 2} \nabla^{4} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2} \\
\quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=0,1,2,3,4,5 \tag{98}
\end{gather*}
$$

At the fourth-order level, we obtain that

$$
\begin{align*}
\left\|\mathbf{d}^{5 / 2} \nabla^{4} \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{5 / 2} \nabla^{4} \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{5 / 2} \nabla^{4} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3} \nabla^{5} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2} \\
\quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=0,1,2,3,4 \tag{99}
\end{align*}
$$

At the fifth-order level, we find that

$$
\begin{gather*}
\left\|\mathbf{d}^{3} \nabla^{5} \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{3} \nabla^{5} \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{3} \nabla^{5} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{7 / 2} \nabla^{6} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2} \\
\quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=0,1,2,3 \tag{100}
\end{gather*}
$$

and at the sixth-order level,

$$
\begin{align*}
& \left\|\mathbf{d}^{7 / 2} \nabla^{6} \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{7 / 2} \nabla^{6} \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{7 / 2} \nabla^{6} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{4} \nabla^{7} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=0,1,2, \tag{101}
\end{align*}
$$

while at the seventh-order level,

$$
\begin{align*}
& \left\|\mathbf{d}^{4} \nabla^{7} \bar{\partial}^{\mathrm{a}} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{4} \nabla^{7} \bar{\partial}^{\mathrm{a}} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{4} \nabla^{7} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{4.5} \nabla^{8} \bar{\partial}^{\mathrm{a}} \eta\right\|_{0}^{2} \\
& \quad \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } \mathrm{a}=0,1 \tag{102}
\end{align*}
$$

Step 6. Highest order eighth-derivative estimates. For the eighth-order energy estimate, we let $\nabla^{8}:=\partial_{r_{1} \cdots r_{8}}$ act on (55b) and obtain the equation

$$
\begin{equation*}
\alpha^{4} \partial_{t} v^{i}, r_{1} \cdots r_{8}+2 \alpha^{4} \dot{\alpha} v^{i}, r_{1} \cdots r_{8}+\alpha^{-1} \eta^{i}, r_{1} \cdots r_{8}+\alpha^{-1}\left[a_{i}^{k} \mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right),,_{k}\right], r_{1} \cdots r_{8}=0 . \tag{103}
\end{equation*}
$$

Now, using the product rule and Lemma 6 .

$$
\begin{align*}
& {\left[a_{i}^{k} \mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right), k\right],{ }_{r_{1} \cdots r_{8}}=a_{i}^{k}, r_{1} \cdots r_{8}\left[\mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right), k\right]+a_{i}^{k}\left[\mathbf{d}^{-1}\left(\mathbf{d}^{2} J^{-2}\right), k\right], r_{1} \cdots r_{8}+\text { l. o. t. }} \\
& =a_{i}^{k}, r_{1} \cdots r_{8} \mathbf{d}^{-9}\left(\mathbf{d}^{10} J^{-2}\right),{ }_{k}+a_{i}^{k} \mathbf{d}^{-9}\left(\mathbf{d}^{10} J^{-2}, r_{1} \cdots r_{8}\right),{ }_{k}+4 x_{k} a_{i}^{k}, r_{1} \cdots r_{8} J^{-2} \\
& -\left[\mathbf{d},{ }_{k} J^{-2}{ }_{, r_{1} \cdots r_{8}}-\mathbf{d}, r_{8} J^{-2}{ }_{, r_{1} \cdots r_{7} k}\right] a_{i}^{k}-\partial_{r_{8}}\left[\mathbf{d},_{k} J^{-2}{ }_{, r_{1} \cdots r_{7}}-\mathbf{d},{ }_{r_{7}} J^{-2}{ }_{, r_{1} \cdots r_{6} k}\right] a_{i}^{k} \\
& -\partial_{r_{7} r_{8}}\left[\mathbf{d},_{k} J^{-2}{ }_{, r_{1} \cdots r_{6}}-\mathbf{d}, r_{6} J^{-2}{ }_{, r_{1} \cdots r_{5} k}\right] a_{i}^{k}-\partial_{r_{6} r_{7} r_{8}}\left[\mathbf{d},_{k} J^{-2}{ }_{, r_{1} \cdots r_{5}}-\mathbf{d}, r_{5} J^{-2}{ }_{, r_{1} \cdots r_{4} k}\right] a_{i}^{k} \\
& -\partial_{r_{5} \cdots r_{8}}\left[\mathbf{d}, k J^{-2}, r_{1} \cdots r_{4}-\mathbf{d}, r_{4} J^{-2}, r_{1} r_{2} r_{3} k\right] a_{i}^{k}-\partial_{r_{4} \cdots r_{8}}\left[\mathbf{d},{ }_{k} J^{-2}{ }_{, r_{1} r_{2} r_{3}}-\mathbf{d}, r_{3} J^{-2}{ }_{,_{1} r_{2} k}\right] a_{i}^{k} \\
& -\partial_{r_{3} \cdots r_{8}}\left[\mathbf{d},_{k} J^{-2},{ }_{r_{1} r_{2}}-\mathbf{d}{, r_{2}} J^{-2}{ }_{, r_{1} k}\right] a_{i}^{k}-\partial_{r_{2} \cdots r_{8}}\left[\mathbf{d},_{k} J^{-2}{ }_{, r_{1}}-\mathbf{d}{, r_{1}} J^{-2}{ }_{, k}\right] a_{i}^{k}+\text { l.o.t., } \tag{104}
\end{align*}
$$

where l. o.t. denotes lower-order terms which contain at most seven partial derivatives of $\eta$, and can thus be estimated using (101).

Testing (103) against $\mathbf{d}^{9} v^{i}, r_{1} \cdots r_{8}$, we have that

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\alpha^{2} \mathbf{d}^{4.5} \nabla^{8} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{4.5} \nabla^{8} \delta \eta\right\|_{0}^{2}\right)+\frac{\dot{\alpha}}{2}\left\|\alpha^{-1} \mathbf{d}^{4.5} \nabla^{8} \delta \eta\right\|_{0}^{2}+\sum_{j=1}^{4} \mathcal{I}_{j}^{8}+\mathfrak{R}=0
$$

where $\mathfrak{R}$ denotes integrals containing the lower-order terms l. o.t. described above, and

$$
\begin{aligned}
& \mathcal{I}_{1}^{8}=\alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{10}\left(J^{-2}\right), r_{1} \cdots r_{8}\right], k v^{i}, r_{1} \cdots r_{8} a_{i}^{k} d x, \\
& \mathcal{I}_{2}^{8}=\alpha^{-1} \int_{\Omega_{0}}\left[\mathbf{d}^{10} J^{-2} a_{i}^{k}, r_{1} \cdots r_{8}\right], k v^{i}, r_{1} \cdots r_{8} d x, \\
& \mathcal{I}_{3}^{8}=4 \alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{9} x_{k} a_{i}^{k}, r_{1} \cdots r_{8} J^{-2} v^{i}, r_{1} \cdots r_{8} d x, \\
& \mathcal{I}_{4}^{8}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{9}\left\{-\left[\mathbf{d},{ }_{k} J^{-2},{ }_{r_{1} \cdots r_{8}}-\mathbf{d}, r_{8} J^{-2}{ }_{, r_{1} \cdots r_{7} k}\right] a_{i}^{k}-\left[\mathbf{d},{ }_{k} J^{-2}{ }_{, r_{1} \cdots r_{7}}-\mathbf{d}, r_{7} J^{-2},{ }_{r} \cdots r_{6} k\right], r_{8} a_{i}^{k}\right. \\
& -\left[\mathbf{d}, k J^{-2}, r_{1} \cdots r_{6}-\mathbf{d}, r_{6} J^{-2}, r_{1} \cdots r_{5} k\right], r_{7} r_{8} a_{i}^{k}-\left[\mathbf{d},{ }_{k} J^{-2}{ }_{, r_{1} \cdots r_{5}}-\mathbf{d}, r_{5} J^{-2}, r_{1} \cdots r_{4} k\right],{ }_{6} r_{7} r_{8} a_{i}^{k} \\
& -\left[\mathbf{d}, k J^{-2}, r_{1} \cdots r_{4}-\mathbf{d}, r_{4} J^{-2}, r_{1} r_{2} r_{3} k\right], r_{5} \cdots r_{8} a_{i}^{k}-\left[\mathbf{d}, k J^{-2}{ }_{, r_{1} r_{2} r_{3}}-\mathbf{d}, r_{3} J^{-2},{ }_{1} r_{1} k\right], r_{4} \cdots r_{8} a_{i}^{k} \\
& \left.-\left[\mathbf{d},{ }_{k} J^{-2},{ }_{1} r_{2}-\mathbf{d}, r_{2} J^{-2}, r_{1} k\right], r_{3} \cdots r_{8} a_{i}^{k}-\left[\mathbf{d}, k J^{-2}, r_{1}-\mathbf{d}, r_{1} J^{-2},{ }_{, k}\right], r_{2} \cdots r_{8} a_{i}^{k}\right\} a_{i}^{k} v^{i}, r_{1} \cdots r_{8} d x .
\end{aligned}
$$

Again, with (68),

$$
\nabla^{8} a_{i}^{k}=\nabla^{7}\left(\nabla \eta^{j}{ }_{s} J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right]\right)=\nabla^{8} \eta^{j}{ }_{s} J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right]+\mathfrak{r},
$$

where $\mathfrak{r}=\sum_{b=0}^{7} c_{b} \nabla^{b} \eta^{j},{ }_{s} \nabla^{7-b}\left(J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right]\right)$, with each $c_{b}$, a constant. Since the highest-order derivative in $\mathfrak{r}$ is given by $\nabla^{8} \eta$ and this term has been estimated by (102), we need only consider the integral

$$
\mathcal{I}_{1, \text { high }}^{8}=-\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{10} J^{-2} \nabla^{8} \eta^{j},{ }_{s} J\left[A_{j}^{s} A_{i}^{k}-A_{j}^{k} A_{i}^{s}\right] \nabla^{8} v^{i}{ }_{, k} d x
$$

and by Lemma 3

$$
\mathcal{I}_{1, \text { high }}^{8}=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{10} J^{-1} \frac{d}{d t}\left(\left|\nabla_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}-\left|\operatorname{div}_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}-2\left|\operatorname{curl}_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}\right) d x
$$

Then, for the integral $\mathcal{I}_{2}^{8}$, we expand $\nabla^{8} J^{-2}$ and by the same argument used for the integral $\mathcal{I}_{1}^{8}$, we need only estimate the highest-order term

$$
\mathcal{I}_{2, \text { high }}^{8}=2 \alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{10} J^{-3} \nabla^{8} \eta^{r}, s a_{r}^{s} \nabla^{8} v^{i},{ }_{k} a_{i}^{k} d x=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{10} J^{-1} \frac{d}{d t}\left|\operatorname{div}_{\eta}\left(\nabla^{8} \eta\right)\right|^{2} d x
$$

Integrating in time from 0 to $t$, we find that

$$
\begin{aligned}
& \int_{0}^{t}\left(\mathcal{I}_{1}^{8}(s)+\mathcal{I}_{2}^{8}(s)\right) d s=\frac{\alpha^{-1}}{2} \int_{\Omega_{0}} \mathbf{d}^{10} J^{-1}\left(\left|\nabla_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}+\left|\operatorname{div}_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}-2\left|\operatorname{curl}_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}\right) d x \\
& +\int_{0}^{t} \frac{\alpha^{-2} \dot{\alpha}}{2} \int_{\Omega_{0}} \mathbf{d}^{10} J^{-1}\left(\left|\nabla_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}+\left|\operatorname{div}_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}-2\left|\operatorname{curl}_{\eta}\left(\nabla^{8} \eta\right)\right|^{2}\right) d x d s \\
& +\int_{0}^{t} \alpha^{-2} \int_{\Omega_{0}} \mathbf{d}^{10} \mathscr{P}\left(J^{-1} A\right) \alpha^{-1 / 2} \nabla^{9} \eta \alpha^{-1 / 2} \nabla^{9} \eta \alpha^{2} \nabla v d x d s+\int_{0}^{t} \mathfrak{R}(s) d s-\mathscr{E}_{2}(0)
\end{aligned}
$$

where $\mathfrak{R}$ consists of space integrals with lower-order terms having at most eight partial derivatives of $\eta$, and hence easily estimated using (102).

To estimate $\mathcal{I}_{3}^{8}$, we write

$$
\nabla^{8} a \sim \nabla^{9} \eta \times \nabla \eta+\sum_{b=0}^{7} c_{b} \nabla^{b+1} \eta \nabla^{8-b} \eta
$$

for constants $c_{b}$. Clearly $\sum_{b=0}^{7} c_{b} \nabla^{b+1} \eta \nabla^{8-b} \eta$ consists of lower-order terms that can be estimated using (101). Hence, we consider the the highest-order term in $\mathcal{I}_{3}^{8}$ and use Lemma 4 to write

$$
\mathcal{I}_{3, \text { high }}^{8}=-4 \alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{9} \bar{\partial} \nabla^{8} \eta \bar{\partial} \eta J^{-2} \nabla^{8} v d x
$$

Notice that $\alpha^{-1 / 2} \mathbf{d}^{4.5} \bar{\partial} \nabla^{8} \eta$ is controlled in $L^{2}\left(\Omega_{0}\right)$ by (102), and hence $\int_{0}^{t} \mathcal{I}_{3}^{8}(s) d s$ is easily estimated by virtue of the control of $\alpha^{2} \mathbf{d}^{4.5} \nabla^{8} v$ in $L^{2}\left(\Omega_{0}\right)$ and the time-integrability of $\alpha^{-2}$. By Lemma 7 the highest-order terms in the integral $\mathcal{I}_{4}^{8}$ can be written as

$$
\mathcal{I}_{4, \text { high }}^{8}=\alpha^{-1} \int_{\Omega_{0}} \mathbf{d}^{9} \mathscr{P}\left(J^{-1} A\right) \bar{\partial} \nabla^{8} \eta \nabla^{8} v d x
$$

and hence this can be estimated in the same way as $\mathcal{I}_{3}^{8}$. With the use of Lemma we thus find our highest-order estimate to be

$$
\begin{align*}
&\left\|\mathbf{d}^{4.5} \nabla^{8} \delta \eta\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{4.5} \nabla^{8} v\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{4.5} \nabla^{8} \eta\right\|_{0}^{2}+\left\|\alpha^{-1 / 2} \mathbf{d}^{5} \nabla^{9} \eta\right\|_{0}^{2} \\
& \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \tag{105}
\end{align*}
$$

Step 7. Building the higher-order norm $\mathscr{E}_{2}(t)$. Together, the estimates (84), (87), (92), (97), (98), (99), (100), (101), (102), and (105) show that

$$
\begin{align*}
& \sup _{s \in[0, t]} \sum_{b=0}^{8} \sum_{a=0}^{8-b}\left(\left\|\mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\alpha^{2} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{a} v(\cdot, t)\right\|_{0}^{2}\right)+\sum_{b=1}^{9}\left\|\alpha^{-1 / 2} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{9-b} \delta \eta(\cdot, t)\right\|_{0}^{2} \\
& \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \tag{106}
\end{align*}
$$

This bound then implies that

$$
\begin{equation*}
\sup _{s \in[0, t]} \sum_{b=1}^{5} \sum_{\mathrm{a}=0}^{10-2 b}\left\|\alpha^{-1 / 2} \mathbf{d}^{b} \nabla^{b} \bar{\partial}^{\mathrm{a}} \delta \eta(\cdot, t)\right\|_{4-\mathrm{a} / 2}^{2} \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right), \tag{107}
\end{equation*}
$$

which is proven as follows. We begin with $b=1$ in (106) which bounds $\alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial}^{8} \delta \eta \in L^{2}$ as well as $\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial}^{8} \delta \eta \in L^{2}$. Thus, from (16), we may conclude that

$$
\left\|\alpha^{-1 / 2} \bar{\partial}^{8} \delta \eta\right\|_{0}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial}^{8} \delta \eta\right\|_{0} \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

Next, setting $b=2$ in (106), we may conclude that $\alpha^{-1 / 2} \mathbf{d}^{1 / 2} \bar{\partial}^{7} \delta \eta, \alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial}^{7} \delta \eta$, and $\alpha^{-1 / 2} \mathbf{d}^{3 / 2} \nabla^{2} \bar{\partial}^{7} \delta \eta$ are bounded in $L^{2}$, and hence that

$$
\begin{equation*}
\int_{\Omega_{0}} \mathbf{d}^{3}\left(\left|\bar{\partial}^{7} \delta \eta\right|^{2}+\left|\nabla \bar{\partial}^{7} \delta \eta\right|^{2}+\left|\nabla^{2} \bar{\partial}^{7} \delta \eta\right|^{2}\right) d x \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) . \tag{108}
\end{equation*}
$$

Thu, from (16), we have that

$$
\begin{equation*}
\int_{\Omega_{0}} \mathbf{d}\left(\left|\bar{\partial}^{7} \delta \eta\right|^{2}+\left|\nabla \bar{\partial}^{7} \delta \eta\right|^{2}\right) d x \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \tag{109}
\end{equation*}
$$

From ${ }^{3}$ Theorem 5.3 in [11] and the definition of the fractional $H^{s}$ norm in Section 2 we have that

$$
\left\|\alpha^{-1 / 2} \bar{\partial}^{7} \delta \eta\right\|_{1 / 2} \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

Now, since $\nabla\left(d \nabla \bar{\partial}^{7} \delta \eta\right)=\mathbf{d} \nabla^{2} \bar{\partial}^{7} \delta \eta+\nabla \mathbf{d} \nabla \bar{\partial}^{7} \delta \eta$, we see that (108) and (109) together show that

$$
\int_{\Omega_{0}} \mathbf{d}\left(\left|\mathbf{d} \nabla \bar{\partial}^{7} \delta \eta\right|^{2}+\left|\nabla\left(\mathbf{d} \nabla \bar{\partial}^{7} \delta \eta\right)\right|^{2}\right) d x \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

Then, applying Theorem 5.3 in [11] once again, we find that

$$
\left\|\alpha^{-1 / 2} \bar{\partial}^{7} \delta \eta\right\|_{1 / 2}+\left\|\alpha^{-1 / 2} \mathbf{d} \nabla \bar{\partial}^{7} \delta \eta\right\|_{1 / 2} \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

The remaining summands in (106) are proved inductively using the identical procedure.
Using the weighted embeddings (16) and the procedure just described, we also find that

$$
\begin{equation*}
\sum_{b=1}^{4} \sum_{a=0}^{9-2 b}\left(\left\|\alpha^{2} \mathbf{d}^{b} \nabla^{b} \bar{\partial}^{\mathrm{a}} v\right\|_{3.5-\mathrm{a} / 2}^{2}+\left\|\mathbf{d}^{b} \nabla^{b} \bar{\partial}^{\mathrm{a}} \delta\right\|_{3.5-\mathrm{a} / 2}^{2}\right) \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \tag{110}
\end{equation*}
$$

It follows from the higher-order Hardy-type inequality in Lemma 2 that

$$
\begin{gathered}
\sum_{\mathrm{a}=0}^{7}\left(\left\|\alpha^{2} \bar{\partial}^{\mathrm{a}} v(\cdot, t)\right\|_{3.5-\mathrm{a} / 2}^{2}+\left\|\bar{\partial}^{\mathrm{a}} \delta \eta(\cdot, t)\right\|_{3.5-\mathrm{a} / 2}^{2}\right)+\sum_{\mathrm{a}=0}^{8}\left\|\alpha^{-1 / 2} \bar{\partial}^{\mathrm{a}} \delta_{\eta}(\cdot, t)\right\|_{4-\mathrm{a} / 2}^{2} \\
\lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
\end{gathered}
$$

Finally, from the identity (76),
$\alpha^{2} \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{8-b} \operatorname{curl}_{\eta} v(\cdot, t)=\mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{8-b} \operatorname{curl} u_{0}+\varepsilon_{\cdot k j} \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{8-b} \int_{0}^{t} \alpha^{-2}\left(\alpha^{2} v^{k}{ }_{, r} A_{l}^{r} \alpha^{2} v^{l},{ }_{m} A_{j}^{m}\right) d t^{\prime}$.
The $L^{2}\left(\Omega_{0}\right)$-norm is estimated using integration-by-parts in time, and follows identically the argument for the integral $\mathcal{J}_{2}^{0,8}$ in the proof of Lemma 5 which shows that

$$
\left\|\alpha^{2} \mathbf{d}^{\frac{b+2}{2}} \nabla^{b} \bar{\partial}^{8-b} \operatorname{curl}_{\eta} v(\cdot, t)\right\|_{0}^{2} \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right)
$$

Step 8. Bound for $\mathscr{E}_{2}(t)$ and global existence. We have established that

$$
\sup _{s \in[0, t]} \mathscr{E}_{2}(s) \lesssim \mathscr{E}_{2}(0)+\vartheta \sup _{s \in[0, t]} \mathscr{E}_{2}(s)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) \text { for } t \in[0, T]
$$

where $T$ is independent of $\kappa$, since $\mathscr{E}_{2}(0)$ is independent of $\kappa$. First, we choose $\vartheta \ll 1$ sufficiently small. Then, by assumption $\mathscr{E}_{2}(0) \leqslant \epsilon$, and we choose $\epsilon \ll \vartheta$ sufficiently small so that $\mathscr{E}_{2}(t) \lesssim \epsilon$ for all $t \in[0, T]$. Then, by the standard continuation argument,

$$
\mathscr{E}_{2}(t) \lesssim \epsilon \quad \text { for all } t \geqslant 0
$$

[^1]Hence, by the Sobolev embedding theorem, $\left\|\nabla \delta_{\eta}\right\|_{L^{\infty}} \lesssim \epsilon$ so that the inequalities (70)-(73) are significantly improved. As $\mathscr{E}_{2}(t)$ is bounded by for $t \geqslant 0$, we have that $\eta \in L^{\infty}\left(0, \infty ; H^{4}\left(\Omega_{0}\right)\right)$ and by applying Theorem A. 2 in [6] to our functional framework we obtain that $\eta \in C^{0}\left(0, \infty ; H^{4}\left(\Omega_{0}\right)\right)$. Since $\Gamma(t)=\eta\left(\Gamma_{0}, t\right)$ we then have that $\Gamma(t)$ is of Sobolev class $H^{3.5}$ for all time $t \geqslant 0$.
Step 9. The limit as $\kappa \rightarrow 0$. In order to produce our energy bounds, we have used the smooth sequence $\left(\eta_{\kappa}, v_{\kappa}\right)$ introduced in Step 1. Since we have established that $\left\|v_{\kappa}(\cdot, t)\right\|_{3.5}^{2}+\left\|\eta_{\kappa}(\cdot, t)\right\|_{4}^{2} \lesssim \epsilon$ with $\epsilon$ independent of $\kappa$, we have compactness, and it is a standard argument to show that $\eta_{k} \rightarrow \eta$ in $C^{2}\left(\bar{\Omega}_{0} \times[0, T]\right)$ for any $T<\infty$, where $\eta$ is a solution of (55), and $\mathscr{E}_{2}(t) \lesssim \epsilon$. By Theorem 1 in [5], if $\mathscr{E}_{2}^{9}(t)$ is bounded the solution is unique.

### 4.7 Global existence and stability of general affine solutions for $\gamma=2$

We now explain the modifications required to analyze the stability of general affine solutions to (6). We shall make use of the following corollary to Lemma 1 .

Corollary 1. Suppose that $\mathscr{A}(t)$ is a (global) solution of the system (6) in 3-d which satisfies the estimates of Lemma 1. Let $\bar{t}:=1+t$ and define

$$
\beta=\left\{\begin{array}{ll}
\bar{t}^{-3(\gamma-1)+1} & 1<\gamma<\frac{4}{3} \\
\log (1+\bar{t}) & \gamma=\frac{4}{3} \\
1 & \frac{4}{3}<\gamma
\end{array},\right.
$$

so that $\bar{t}^{-2} \beta \in L^{1}[0, \infty)$. We have the following asymptotic behavior:

$$
\begin{align*}
\mathscr{A}(t) & =\bar{t} \mathscr{A}_{1}+\overline{\mathscr{B}}_{1}(t), & \frac{d^{k} \overline{\mathscr{B}}_{1}}{d t^{k}}(t) & =O\left(\bar{t}^{-k} \beta(t)\right) \text { as } t \rightarrow \infty,  \tag{111a}\\
\operatorname{cof} \mathscr{A}(t) & =\bar{t}^{2} \operatorname{cof} \mathscr{A}_{1}+\overline{\mathscr{B}}_{2}(t), & \frac{d^{k} \overline{\mathscr{B}}_{2}}{d t^{k}}(t) & =O\left(\bar{t}^{1-k} \beta(t)\right) \text { as } t \rightarrow \infty,  \tag{111b}\\
\operatorname{det} \mathscr{A}(t) & =\bar{t}^{3} \operatorname{det} \mathscr{A}_{1}+\overline{\mathscr{B}}_{3}(t), & \frac{d^{k} \overline{\mathscr{B}}_{3}}{d t^{k}}(t) & =O\left(\bar{t}^{2-k} \beta(t)\right) \text { as } t \rightarrow \infty,  \tag{111c}\\
\mathscr{A}^{-1}(t) & =\bar{t}^{-1} \mathscr{A}_{1}^{-1}+\overline{\mathscr{B}}_{4}(t), & \frac{d^{k} \overline{\mathscr{B}}_{4}}{d t^{k}}(t) & =O\left(\bar{t}^{-2-k} \beta(t)\right) \text { as } t \rightarrow \infty,  \tag{111d}\\
\dot{\mathscr{A}}(t) \mathscr{A}^{-1}(t) & =\bar{t}^{-1} \operatorname{Id}+\overline{\mathscr{B}}_{5}(t), & \frac{d^{k} \overline{\mathscr{B}}_{5}}{d t^{k}}(t) & =O\left(\bar{t}^{-2-k} \beta(t)\right) \text { as } t \rightarrow \infty,  \tag{111e}\\
\bar{t}^{2}(\operatorname{det} \mathscr{A}(t))^{-1} & =\frac{1}{\bar{t} \operatorname{det} \mathscr{A}_{1}}+\overline{\mathscr{B}}_{6}(t), & \frac{d^{k} \overline{\mathscr{B}}_{6}}{d t^{k}}(t) & =O\left(\bar{t}^{-2-k} \beta(t)\right) \text { as } t \rightarrow \infty, \tag{111f}
\end{align*}
$$

for $k=0,1,2$.
By Remark 1, we may assume that $\mathscr{A}_{1}$ is a diagonal matrix given by

$$
\begin{equation*}
\mathscr{A}_{1}=\operatorname{Diag}\left[\mathcal{s}_{1}, \mathcal{s}_{2}, s_{3}\right] \text { and } \Lambda=\mathscr{A}_{1}^{-2}, \tag{112}
\end{equation*}
$$

where $\mathcal{S}_{i}>0$ for $i=1,2,3$. We set

$$
\begin{aligned}
\boldsymbol{\eta} & =\mathscr{A}_{1}^{2} \eta, \boldsymbol{v}=\mathscr{A}_{1}^{2} v, \quad \text { and } \quad \boldsymbol{\delta} \boldsymbol{\eta}(x, t)=\boldsymbol{\eta}(x, t)-\mathscr{A}_{1}^{2} x \\
\boldsymbol{A} & =[\nabla \boldsymbol{\eta}]^{-1}, \boldsymbol{J}=\operatorname{det} \nabla \boldsymbol{\eta} .
\end{aligned}
$$

Notice that

$$
\begin{equation*}
\boldsymbol{A}=A \Lambda, \boldsymbol{J}=J \operatorname{det} \mathscr{A}_{1}^{2}, \quad \text { and } \boldsymbol{a}=\boldsymbol{J} \boldsymbol{A} \tag{113}
\end{equation*}
$$

The norm $\mathscr{E}_{2}^{K}(t)$ is modified as follows:

$$
\mathscr{E}_{2}^{K}(t)=\sum_{b=0}^{K} \sum_{a=0}^{K-b}\left(\left\|\mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \delta \eta(\cdot, t)\right\|_{0}^{2}+\left\|\bar{t} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{a} \mathscr{A} v(\cdot, t)\right\|_{0}^{2}\right)+\sum_{b=1}^{K+1}\left\|\sqrt{\frac{\bar{t}^{2}}{\operatorname{det} \mathscr{A}}} \mathbf{d}^{\frac{b+1}{2}} \nabla^{b} \bar{\partial}^{K+1-b} \delta \eta(\cdot, t)\right\|_{0}^{2} .
$$

We continue to denote $\mathscr{E}_{2}^{8}(t)$ by $\mathscr{E}_{2}(t)$.
Theorem 6 (Perturbations of general affine motion for $\gamma=2$ ). For $\gamma=2$ and $\epsilon>0$ taken sufficiently small, if the initial data satisfies $\mathscr{E}_{2}(0)<\epsilon$, then there exists a global solution $\eta(x, t)$ of (155) such that $\mathscr{E}_{2}(t) \leqslant \epsilon$ for all $t \geqslant 0$. In particular, the flow map $\eta \in C^{0}\left([0, \infty), H^{4}\left(\Omega_{0}\right)\right)$ and the moving vacuum boundary $\Gamma(t)$ is of class $H^{3.5}$ for all $t \geqslant 0$. The composition $\xi(x, t)=\alpha(t) \Lambda \eta(x, t)$ defines a global-in-time solution of the Euler equations (1). If the initial data satisfies $\mathscr{E}_{2}^{9}(t) \leqslant C$, then the solution $\xi(x, t)$ is unique.

### 4.7.1 Curl estimates for the general momentum equation (57)

The presence of the affine matrix $\mathscr{A}(t)$ in the momentum equation (57) changes the method in which we obtain the curl estimates. For general affine motion, we have the following

Lemma 8 (Curl estimates). For all $t \geqslant 0$,

$$
\underbrace{\sum_{b=0}^{7} \sum_{\mathrm{a}=0}^{7-b}}_{b+\mathrm{a}>0}\left\|\mathbf{d}^{\frac{b+2}{2}} \operatorname{curl} \nabla^{b} \bar{\partial}^{\mathrm{a}} \boldsymbol{\delta} \boldsymbol{\eta}(\cdot, t)\right\|_{0}^{2}+\sum_{b=0}^{8}\left\|\sqrt{\frac{\bar{t}^{2}}{\operatorname{det} \mathscr{A}}} \mathbf{d}^{\frac{b+2}{2}} \operatorname{curl} \nabla^{b} \bar{\partial}^{8-b} \boldsymbol{\delta} \boldsymbol{\eta}(\cdot, t)\right\|_{0}^{2} \lesssim \mathscr{E}_{2}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{2}(s)\right) .
$$

Proof. We shall explain the modifications of the proof of Lemma 5 that are required to prove this inequality for the general affine motion. Recall that for isentropic flows, the Eulerian vorticity $\omega=\operatorname{curl} u$ satisfies the evolution equation $\partial_{t} \omega+u \cdot \nabla \omega+\omega \operatorname{div} u=\omega \cdot \nabla u$. This means that with regards to the Lagrangian variable $\xi(x, t)$, we have that $\operatorname{curl}_{\xi} \partial_{t} \xi=\mathcal{J}^{-1} \nabla \xi \cdot \omega_{0}$, where $\omega_{0}^{i}=$ $\varepsilon_{i j k}\left(\mathscr{A}_{l}^{k}(0)\left(u_{0}\right)^{l},{ }_{s}\left(\mathscr{A}^{-1}\right)_{j}^{s}(0)+\dot{\mathscr{A}}_{s}^{k}(0)\left(\mathscr{A}^{-1}\right)_{j}^{s}(0)\right)$.

In components, we have that

$$
\varepsilon_{i j k} \partial_{t} \xi^{k}{ }_{, r} B_{j}^{r}=\mathcal{J}^{-1} \xi^{i}{ }_{k} \omega_{0}^{k} .
$$

Now, we use the fact that $\mathcal{J}=\operatorname{det} \mathscr{A} J$ and $B_{j}^{r}=A_{s}^{r}\left(\mathscr{A}^{-1}\right)_{j}^{s}$ to conclude that

$$
\varepsilon_{i j k} \partial_{t} \xi^{k}{ }_{, r} A_{s}^{r}\left(\mathscr{A}^{-1}\right)_{j}^{s}=\frac{1}{\operatorname{det} \mathscr{A}} J^{-1} \mathscr{A}_{l}^{i} \eta^{l}{ }_{, r} \omega_{0}^{r}
$$

Then, the identity $\partial_{t} \xi=\mathscr{A} v+\dot{A} \eta$ shows that

$$
\begin{equation*}
\varepsilon_{i j k} \mathscr{A}_{m}^{k} v^{m}{ }_{, r} A_{s}^{r}\left(\mathscr{A}^{-1}\right)_{j}^{s}=-\varepsilon_{i j k} \dot{\mathscr{A}}_{s}^{k}\left(\mathscr{A}^{-1}\right)_{j}^{s}+\frac{1}{\operatorname{det} \mathscr{A}} J^{-1} \mathscr{A}_{l}^{i} \eta^{l}{ }_{r} \omega_{0}^{r} . \tag{114}
\end{equation*}
$$

and hence that

$$
\begin{aligned}
\varepsilon_{i j k} \mathscr{A}_{m}^{k} v^{m}{ }_{, s}\left(\mathscr{A}^{-1}\right)_{j}^{s} & =-\varepsilon_{i j k} \mathscr{A}_{m}^{k} v^{m}{ }_{, r}\left(A_{s}^{r}-\delta_{s}^{r}\right)\left(\mathscr{A}^{-1}\right)_{j}^{s}-\varepsilon_{i j k} \dot{\mathscr{A}}_{s}^{k}\left(\mathscr{A}^{-1}\right)_{j}^{s}+\frac{1}{\operatorname{det} \mathscr{A}^{\prime}} J^{-1} \mathscr{A}_{l}^{i} \eta^{l}{ }_{, r} \omega_{0}^{r} \\
& =-\varepsilon_{i j k} \mathscr{A}_{m}^{k} v^{m}{ }_{, r} \int_{0}^{t} \partial_{t} A_{s}^{r}\left(t^{\prime}\right) d t^{\prime}\left(\mathscr{A}^{-1}\right)_{j}^{s}-\varepsilon_{i j k} \dot{\mathscr{A}}_{s}^{k}\left(\mathscr{A}^{-1}\right)_{j}^{s}+\frac{1}{\operatorname{det} \mathscr{A}^{-1}} J^{-1} \mathscr{A}_{l}^{i} \eta^{l}{ }_{r} \omega_{0}^{r}
\end{aligned}
$$

Next, using the identities (111), we have that

$$
\begin{aligned}
\varepsilon_{i j k} \mathscr{A}_{m}^{k} v^{m}{ }_{, s}\left(\mathscr{A}^{-1}\right)_{j}^{s} & =\varepsilon_{i j k}\left(t \mathscr{A}_{1}+\overline{\mathscr{B}}_{1}(t)\right)_{m}^{k} v^{m}{ }_{s}\left(t^{-1} \mathscr{A}_{1}^{-1}+\overline{\mathscr{B}}_{4}(t)\right)_{j}^{s} \\
& =\varepsilon_{i j k}\left(\mathscr{A}_{1}\right)_{m}^{k} v^{m}{ }_{, s}\left(\mathscr{A}_{1}^{-1}\right)_{j}^{s}+\overline{\mathscr{F}}_{i m}^{s}(t) v_{s}^{m}
\end{aligned}
$$

and

$$
\frac{d^{k} \overline{\mathscr{F}}_{i m}^{s}}{d t^{k}}(t)=O\left(t^{-1-k}\right) \text { as } t \rightarrow \infty
$$

We consider the third component of this curl vector corresponding to $i=3$. With (112), we have that

$$
\begin{gathered}
\frac{\mathcal{S}_{2}}{\mathcal{S}_{1}} v^{2},{ }_{1}-\frac{\mathcal{S}_{1}}{\mathcal{S}_{2}} v^{1},{ }_{2}=-\overline{\mathscr{F}}_{3}^{s}{ }_{m}(t) v^{s},{ }_{m}-\varepsilon_{3 j k} \mathscr{A}_{m}^{k} v^{m},{ }_{r} \int_{0}^{t} \partial_{t} A_{s}^{r}\left(t^{\prime}\right) d t^{\prime}\left(\mathscr{A}^{-1}\right)_{j}^{s} \\
-\varepsilon_{3 j k} \dot{\mathscr{A}}_{s}^{k}\left(\mathscr{A}^{-1}\right)_{j}^{s}+\frac{1}{\operatorname{det} \mathscr{A}} J^{-1} \mathscr{A}_{l}^{i} \eta^{3}{ }_{r} \omega_{0}^{r} .
\end{gathered}
$$

We multiply this equation by $\mathcal{S}_{1} \mathcal{S}_{2}$ to obtain that

$$
\begin{aligned}
{[\operatorname{curl} \boldsymbol{v}]^{3}:=\mathcal{S}_{2}^{2} v^{2},{ }_{1}-\mathcal{S}_{1}^{2} v^{1}, 2=- } & \mathcal{S}_{1} \mathcal{S}_{2} \overline{\mathscr{F}}_{3 m}^{s}(t) v^{s},{ }_{m}-\mathcal{S}_{1} \mathcal{S}_{2} \varepsilon_{3 j k} \mathscr{A}_{m}^{k} v^{m}{ }_{, r} \int_{0}^{t} \partial_{t} A_{s}^{r}\left(t^{\prime}\right) d t^{\prime}\left(\mathscr{A}^{-1}\right)_{j}^{s} \\
& -\mathcal{S}_{1} \mathcal{S}_{2} \varepsilon_{3 j k} \dot{\mathscr{A}}_{s}^{k}\left(\mathscr{A}^{-1}\right)_{j}^{s}+\frac{\mathcal{S}_{1} \mathcal{S}_{2}}{\operatorname{det} \mathscr{A}} J^{-1} \mathscr{A}_{l}^{i} \eta^{3}{ }_{r} \omega_{0}^{r} .
\end{aligned}
$$

As before, the precise structure of the right-hand side of the above identity does not play any role; as such, in order to simplify the presentation, we write

$$
\operatorname{curl} \boldsymbol{v} \sim \mathscr{F} \nabla v+\mathscr{A} \nabla v \int_{0}^{t} A \nabla v A d t^{\prime} \mathscr{A}^{-1}+\dot{\mathscr{A}} \mathscr{A}^{-1}+(\operatorname{det} \mathscr{A})^{-1} J^{-1} \mathscr{A} \nabla \eta \omega_{0} .
$$

Since all of the curl estimates utilize space differentiation, the term $\dot{\mathscr{A}} \mathscr{A}^{-1}$ can be removed, and we see that

$$
\operatorname{curl} \boldsymbol{v} \sim \mathscr{F} t^{-1} \mathscr{A}^{-1}(t \mathscr{A} \nabla v)+\mathscr{A} \nabla v \int_{0}^{t} A t^{-1} \mathscr{A}^{-1}(t \mathscr{A} \nabla v) A d t^{\prime} \mathscr{A}^{-1}+(\operatorname{det} \mathscr{A})^{-1} J^{-1} \mathscr{A} \nabla \eta \omega_{0}
$$

and hence

$$
\begin{align*}
\operatorname{curl} \delta \boldsymbol{\eta} \sim & \int_{0}^{t} \mathscr{F} t^{-1} \mathscr{A}^{-1}(t \mathscr{A} \nabla v) d t^{\prime}+\int_{0}^{t}(\operatorname{det} \mathscr{A})^{-1} J^{-1} \mathscr{A} \nabla \eta \omega_{0} d t^{\prime} \\
& +\int_{0}^{t} \mathscr{A} \nabla v \int_{0}^{t^{\prime}} A t^{-1} \mathscr{A}^{-1}(t \mathscr{A} \nabla v) A d t^{\prime \prime} \mathscr{A}^{-1} d t^{\prime} \\
\sim & \int_{0}^{t} \mathscr{F} t^{-1} \mathscr{A}^{-1}(t \mathscr{A} \nabla v) d t^{\prime}+\int_{0}^{t}(\operatorname{det} \mathscr{A})^{-1} J^{-1} \mathscr{A} \nabla \eta \omega_{0} d t^{\prime} \\
& +\int_{0}^{t}\left[t^{-1}(t \mathscr{A} \nabla v) \int_{0}^{t^{\prime}} A t^{-1} \mathscr{A}^{-1}(t \mathscr{A} \nabla v) A d t^{\prime \prime} \mathscr{A}^{-1}\right] d t^{\prime} \tag{115}
\end{align*}
$$

Notice that by (111), $\int_{0}^{t} t^{\prime-1}\left|\mathscr{A}^{-1}\left(t^{\prime}\right)\right| d t^{\prime} \leqslant C<\infty$ for $t \geqslant 0$, and so with $t^{-1}\left|\mathscr{A}^{-1}\right|$ replacing $\alpha^{-2}$ and $\sqrt{\frac{t^{2}}{\operatorname{det} \mathscr{A}}}$ replacing $\alpha^{-\frac{1}{2}}$, we see that (115) has the same derivative count and time-integrability properties as (77).

The weighted derivative estimates for curl $\boldsymbol{\delta} \boldsymbol{\eta}$ then follow from the same procedure as in the proof of Lemma 5, and we do not repeat them here.

### 4.7.2 Modifications to the energy estimates for (57)

In order to make use of our curl estimates for $\boldsymbol{\delta} \boldsymbol{\eta}$, we shall multiply (58) by $\Lambda$ to obtain

$$
\Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j}+2 \Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \dot{\mathscr{A}}_{j}^{s} v^{j}+\frac{1}{\operatorname{det} \mathscr{A}} \Lambda_{i}^{l} \eta^{i}+\frac{2 \operatorname{det} \mathscr{A}_{1}^{2}}{\operatorname{det} \mathscr{A}} \Lambda_{i}^{l} A_{i}^{k}\left(\mathbf{d}\left(J \operatorname{det}\left(\mathscr{A}_{1}^{2}\right)\right)^{-1}\right), k=0 .
$$

By (113), this is equivalent to

$$
\Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j}+2 \Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \dot{\mathscr{A}}_{j}^{s} v^{j}+\frac{1}{\operatorname{det} \mathscr{A}^{\prime}} \Lambda_{i}^{l} \eta^{i}+\frac{2 \operatorname{det} \mathscr{A}_{1}^{2}}{\operatorname{det} \mathscr{A}} \boldsymbol{A}_{l}^{k}\left(\mathbf{d} \boldsymbol{J}^{-1}\right), k=0
$$

which can also be written as

$$
\begin{equation*}
\Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j}+2 \Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \dot{\mathscr{A}}_{j}^{s} v^{j}+\frac{1}{\operatorname{det} \mathscr{A}} \Lambda_{i}^{l} \eta^{i}+\frac{\operatorname{det} \mathscr{A}_{1}^{2}}{\operatorname{det} \mathscr{A}^{-1} \mathbf{d}_{l}^{k}\left(\mathbf{d}^{2} \boldsymbol{J}^{-2}\right),{ }_{k}=0 . . . . . . .} \tag{116}
\end{equation*}
$$

Following the energy estimates in the case of simple affine motion, we let $\bar{\partial}^{a} \nabla^{b}$ act on (116), multiply by $\bar{t}^{2} \mathbf{d}^{b+1} \bar{\partial}^{a} \nabla^{b} \boldsymbol{v}^{l}$ and integrate over $\Omega_{0}$. Thanks to Lemma 8 and Corollary 1 the difficult estimates involving the nonlinear term $\frac{\operatorname{det} \mathscr{A}_{1}^{2}}{\operatorname{det}} \mathbf{d}^{-1} \boldsymbol{a}_{l}^{k}\left(\mathbf{d}^{2} \boldsymbol{J}^{-2}\right), k$ are done in the identical fashion.

Let us now explain how the other terms are dealt with. As will be clear, it suffices to consider the $L^{2}\left(\Omega_{0}\right)$ estimates for (116). Since $\boldsymbol{v}^{l}=\left(\Lambda^{-1}\right)_{r}^{l} v^{r}$, we have that

$$
\begin{align*}
\int_{\Omega_{0}} & \Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j} t^{2} \mathbf{d} \boldsymbol{v}^{l} d x=\int_{\Omega_{0}} \vec{t}^{2} \mathbf{d} \Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j}\left(\Lambda^{-1}\right)_{r}^{l} v^{r} d x=\int_{\Omega_{0}} \vec{t}^{2} \mathbf{d}\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j} v^{i} d x \\
& =\int_{\Omega_{0}} \vec{t}^{2} \mathbf{d} \mathscr{A}_{j}^{s} \partial_{t} v^{j} \mathscr{A}_{i}^{s} v^{i} d x=\int_{\Omega_{0}} \bar{t}^{2} \mathbf{d} \partial_{t}\left(\mathscr{A}_{j}^{s} v^{j}\right) \mathscr{A}_{i}^{s} v^{i} d x-\int_{\Omega_{0}} \vec{t}^{2} \mathbf{d} \dot{\mathscr{A}}_{j}^{s} v^{j} \mathscr{A}_{i}^{s} v^{i} d x \\
& =\frac{1}{2} \int_{\Omega_{0}} \bar{t}^{2} \mathbf{d} \partial_{t}|\mathscr{A} v|^{2} d x-\int_{\Omega_{0}} \bar{t}^{2} \mathbf{d} \dot{\mathscr{A}}_{j}^{s} v^{j} \mathscr{A}_{i}^{s} v^{i} d x \\
& =\frac{1}{2} \frac{d}{d t} \int_{\Omega_{0}} \bar{t}^{2} \mathbf{d}|\mathscr{A} v|^{2} d x-\int_{\Omega_{0}} \bar{t} \mathbf{d}|\mathscr{A} v|^{2} d x-\int_{\Omega_{0}} \bar{t}^{2} \mathbf{d} \dot{\mathscr{A}}_{j}^{s} v^{j} \mathscr{A}_{i}^{s} v^{i} d x \tag{117}
\end{align*}
$$

Next,

$$
\begin{equation*}
2 \int_{\Omega_{0}} \Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \dot{\mathscr{A}}_{j}^{s} v^{j} t^{2} \mathbf{d} \boldsymbol{v}^{l} d x=2 \int_{\Omega_{0}} t^{2} \mathbf{d} \Lambda_{i}^{l}\left(\mathscr{A}^{T}\right)_{s}^{i} \dot{\mathscr{A}}_{j}^{s} v^{j}\left(\Lambda^{-1}\right)_{r}^{l} v^{r} d x=2 \int_{\Omega_{0}} t^{2} \mathbf{d} \dot{\mathscr{A}}_{j}^{s} v^{j} \mathscr{A}_{i}^{s} v^{i} d x \tag{118}
\end{equation*}
$$

Finally,

$$
\begin{align*}
\int_{\Omega_{0}} & (\operatorname{det} \mathscr{A})^{-1} \Lambda_{i}^{l} \eta^{i} \bar{t}^{2} \mathbf{d} \boldsymbol{v}^{l} d x=\int_{\Omega_{0}}(\operatorname{det} \mathscr{A})^{-1} \bar{t}^{2} \mathbf{d} \Lambda_{i}^{l} \eta^{i}\left(\Lambda^{-1}\right)_{r}^{l} v^{r} d x=\int_{\Omega_{0}}(\operatorname{det} \mathscr{A})^{-1} \vec{t}^{2} \mathbf{d} \eta^{i} v^{i} d x \\
& =\frac{1}{2} \int_{\Omega_{0}}(\operatorname{det} \mathscr{A})^{-1} \bar{t}^{2} \mathbf{d} \partial_{t}|\eta|^{2} d x=\frac{1}{2} \int_{\Omega_{0}}\left(\bar{t} \operatorname{det} \mathscr{A}_{1}\right)^{-1} \mathbf{d} \partial_{t}|\eta|^{2} d x+\frac{1}{2} \int_{\Omega_{0}} \overline{\mathscr{B}}_{6}(t) \mathbf{d} \partial_{t}|\eta|^{2} d x \\
& =\frac{1}{2 \operatorname{det} \mathscr{A}_{1}} \frac{d}{d t} \int_{\Omega_{0}} \bar{t}^{-1} \mathbf{d}|\eta|^{2} d x+\frac{1}{2 \operatorname{det} \mathscr{A}_{1}} \int_{\Omega_{0}} \bar{t}^{-2} \mathbf{d}|\eta|^{2} d x+\int_{\Omega_{0}} \overline{\mathscr{B}}_{6}(t) \mathbf{d} \eta \cdot v d x \tag{119}
\end{align*}
$$

Summing over the identities (117)-(119), we have the following sum:

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(\left\|d^{\frac{1}{2}} \bar{t} \mathscr{A} v\right\|_{0}^{2}+\left(\operatorname{det} \mathscr{A}_{1}\right)^{-1}\left\|d^{\frac{1}{2}} \bar{t}^{-\frac{1}{2}} \eta\right\|_{0}^{2}\right)-\int_{\Omega_{0}} \bar{t} \mathbf{d}|\mathscr{A} v|^{2} d x+\int_{\Omega_{0}} \bar{t}^{2} \mathbf{d} \dot{\mathscr{A}}_{j}^{s}\left(\mathscr{A}^{-1}\right)_{r}^{j} \mathscr{A}_{l}^{r} v^{l} \mathscr{A}_{i}^{s} v^{i} d x \\
& \quad+\left(2 \operatorname{det} \mathscr{A}_{1}\right)^{-1}\left\|d^{\frac{1}{2}} \bar{t}^{-1} \eta\right\|_{0}^{2}+\int_{\Omega_{0}} \overline{\mathscr{B}}_{6}(t) \mathbf{d} \eta \cdot v d x .
\end{aligned}
$$

Now, using (1115), we have that

$$
-\int_{\Omega_{0}} \bar{t} \mathbf{d}|\mathscr{A} v|^{2} d x+\int_{\Omega_{0}} \bar{t}^{2} \mathbf{d} \dot{\mathscr{A}}_{j}^{s}\left(\mathscr{A}^{-1}\right)_{r}^{j} \mathscr{A}_{l}^{r} v^{l} \mathscr{A}_{i}^{s} v^{i} d x=\int_{\Omega_{0}} \bar{t}^{2} \mathbf{d}\left(\overline{\mathscr{B}}_{5}\right)_{r s} \mathscr{A}_{l}^{r} v^{l} \mathscr{A}_{i}^{s} v^{i} d x
$$

Hence, the sum of the identities (117)-(119) gives

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} & \left(\left\|d^{\frac{1}{2}} \overline{\mathscr{A}} v\right\|_{0}^{2}+\left(\operatorname{det} \mathscr{A}_{1}\right)^{-1}\left\|d^{\frac{1}{2}} \bar{t}^{-\frac{1}{2}} \eta\right\|_{0}^{2}\right)+\left(2 \operatorname{det} \mathscr{A}_{1}\right)^{-1}\left\|d^{\frac{1}{2}} \bar{t}^{-1} \eta\right\|_{0}^{2} \\
& +\int_{\Omega_{0}} \overline{\mathscr{B}}_{6}(t) \mathbf{d} \eta \cdot v d x+\int_{\Omega_{0}} t^{2} \mathbf{d}\left(\overline{\mathscr{B}}_{5}\right)_{r s} \mathscr{A}_{l}^{r} v^{l} \mathscr{A}_{i}^{s} v^{i} d x
\end{aligned}
$$

This sum is integrated in time, and we use the fact that $\overline{\mathscr{B}}_{5}(t)$ and $\overline{\mathscr{B}}_{6}(t)$ are $O\left(\bar{t}^{-2}\right)$ as $t \rightarrow \infty$ and hence the time integral of $\overline{\mathscr{B}}_{5}(t)$ and $\overline{\mathscr{B}}_{6}(t)$ is uniformly bounded as $t \rightarrow \infty$.

The higher-order estimates, applying the operator $t^{2} \mathbf{d}^{b+1} \bar{\partial}^{a} \nabla^{b} \boldsymbol{v}^{l}$ to (116) and testing with $\bar{t}^{2} \mathbf{d}^{b+1} \bar{\partial}^{a} \nabla^{b} \boldsymbol{v}^{l}$ work in the identical fashion as it is only the commutation of time-derivatives that differs here from the simple affine case. Hence, the energy estimates follow in the identical fashion as for the simple affine matrix.

### 4.8 Global existence and stability for all $\gamma>\frac{5}{3}$

For $1<\gamma \leqslant \frac{5}{3}$, global existence and stability of affine solutions was proven in [7]. We now establish this result for all $\gamma>\frac{5}{3}$.

For general $\gamma$, we set $\rho_{0}(x)=\mathbf{d}(x)^{\frac{1}{\gamma-1}}$, and write the Euler equations as (52) as

$$
\begin{equation*}
\partial_{t}^{2} \xi^{i}+\mathbf{d}(x)^{-\frac{1}{\gamma-1}} b_{i}^{k}\left(\mathbf{d}(x)^{\frac{\gamma}{\gamma-1}} \mathcal{J}^{-\gamma}\right),_{k}=0 \quad \text { in } \Omega_{0} \times(0, T] \tag{120}
\end{equation*}
$$

The perturbation $\eta(x, t)$ then satisfies

$$
\begin{equation*}
\left(\mathscr{A}^{T}\right)_{s}^{i} \mathscr{A}_{j}^{s} \partial_{t} v^{j}+2\left(\mathscr{A}^{T}\right)_{s}^{i} \dot{\mathscr{A}}_{j}^{s} v^{j}+(\operatorname{det} \mathscr{A})^{1-\gamma} \eta^{i}+(\operatorname{det} \mathscr{A})^{1-\gamma} \mathbf{d}(x)^{-\frac{1}{\gamma-1}} a_{i}^{k}\left(\mathbf{d}(x)^{\frac{\gamma}{\gamma-1}} J^{-\gamma}\right),_{k}=0 . \tag{121}
\end{equation*}
$$

Definition 5 (Norm for the case that $\gamma>\frac{5}{3}$ norm).

$$
\begin{aligned}
\mathscr{E}_{\gamma}^{K}(t) & =\sum_{b=0}^{K} \sum_{\mathrm{a}=0}^{K-b}\left(\left\|\mathbf{d}^{\frac{b(\gamma-1)+1}{2 \gamma-2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \boldsymbol{\delta} \boldsymbol{\eta}(\cdot, t)\right\|_{0}^{2}+\left\|\bar{t} \mathbf{d}^{\frac{b(\gamma-1)+1}{2 \gamma-2}} \nabla^{b} \bar{\partial}^{a} \mathscr{A} v(\cdot, t)\right\|_{0}^{2}\right) \\
& +\sum_{b=1}^{K+1}\left\|\bar{t}(\operatorname{det} \mathscr{A})^{\frac{1-\gamma}{2}} \mathbf{d}^{\frac{b(\gamma-1)+1}{2 \gamma-2}} \nabla^{b} \bar{\partial} \bar{\partial}^{K+1-b} \boldsymbol{\delta} \boldsymbol{\eta}(\cdot, t)\right\|_{0}^{2} .
\end{aligned}
$$

The curl estimates are modified as follows:
Lemma 9 (Curl estimates for $\gamma>\frac{5}{3}$ ). For $K \geqslant 8, t \geqslant 0$, and $\gamma>\frac{5}{3}$,

$$
\begin{aligned}
& \underbrace{\sum_{\mathrm{a}=0}^{K-1} \sum_{\mathrm{b}=0}^{K-1-b}}_{b+\mathrm{a}>0}\left\|\mathbf{d}^{\frac{b(\gamma-1)+2}{2 \gamma-2}} \operatorname{curl} \nabla^{b} \bar{\partial}^{\mathrm{a}} \boldsymbol{\delta} \boldsymbol{\eta}(\cdot, t)\right\|_{0}^{2}+\sum_{b=0}^{K}\left\|\bar{t}(\operatorname{det} \mathscr{A})^{\frac{1-\gamma}{2}} \mathbf{d}^{\frac{b(\gamma-1)+2}{2 \gamma-2}} \operatorname{curl} \nabla^{b} \bar{\partial}^{K-b} \boldsymbol{\delta} \boldsymbol{\eta}(\cdot, t)\right\|_{0}^{2} \\
& \\
& \quad \lesssim \mathscr{E}_{\gamma}^{K}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{\gamma}^{K}(s)\right) .
\end{aligned}
$$

The proof of this lemma is identical to the proof of Lemma 8 For the energy estimates, we let $\bar{\partial}^{a} \nabla^{b}$ act on on (121), then multiply by $\bar{t}^{2} \mathbf{d}^{b+1 /(\gamma-1)} \bar{\partial}^{a} \nabla^{b} v^{i}$, and integrate over $\Omega_{0}$. The procedure for closing the energy estimates is again identical to the case $\gamma=2$ which was explained above; hence, we have the following
Theorem 7 (Perturbations of general affine motion for $\gamma>\frac{5}{3}$ ). For $\gamma>\frac{5}{3}, K \geqslant 8$, and $\epsilon>0$ taken sufficiently small, if the initial data satisfies $\mathscr{E}_{\gamma}^{K}(0)<\epsilon$, then there exists a global solution $\eta(x, t)$ of (55) such that $\mathscr{E}_{\gamma}^{K}(t) \leqslant \epsilon$ for all $t \geqslant 0$. In particular, the flow map $\eta \in C^{0}\left([0, \infty), C^{2}\left(\Omega_{0}\right)\right)$ and the moving vacuum boundary $\Gamma(t)$ is of class $C^{2}$ for all $t \geqslant 0$. The composition $\xi(x, t)=\alpha(t) \Lambda \eta(x, t)$ defines a global-in-time solution of the Euler equations (11). If the initial data satisfies $\mathscr{E}_{\gamma}^{9}(t) \leqslant C$, then the solution $\xi(x, t)$ is unique.

For $1<\gamma \leqslant \frac{5}{3}$, as $\gamma$ becomes smaller, we must increase the number, $K$, of space differentiated problems. The higher-order energy $\mathscr{E}_{\gamma}^{K}(t)$ ensures that

$$
\mathbf{d}^{\frac{1+K(\gamma-1)}{2 \gamma-2}} \nabla^{K} v(\cdot, t) \in L^{2}\left(\Omega_{0}\right) .
$$

From the estimates for curl $\delta \boldsymbol{\eta}$ given in Lemma [5 it is necessary to have $\nabla \partial_{t} v(\cdot, t) \in L^{\infty}\left(\Omega_{0}\right)$, which, in turn, necessitates that $v(\cdot, t)$ is in $H^{s}\left(\Omega_{0}\right)$ for $s>3$ by the Sobolev embedding theorem. In order for $v(\cdot, t) \in H^{s}\left(\Omega_{0}\right)$ for $s>3$, according to (16), it is necessary that

$$
\frac{1+K(\gamma-1)}{2 \gamma-2}<K-3 \text { which implies that } K>\frac{6 \gamma-5}{\gamma-1}
$$

Definition 6 (Norm for $1<\gamma \leqslant \frac{5}{3}$ in 3 -d). For $1<\gamma \leqslant \frac{5}{3}$ and for $K>\frac{6 \gamma-5}{\gamma-1}$, we define the higher-order norm as

$$
\begin{aligned}
\mathscr{E}_{\gamma}^{K}(t) & =\sum_{b=0}^{K} \sum_{\mathrm{a}=0}^{K-b}\left(\left\|\mathbf{d}^{\frac{b(\gamma-1)+1}{2 \gamma-2}} \nabla^{b} \bar{\partial}^{\mathrm{a}} \boldsymbol{\delta} \boldsymbol{\eta}(\cdot, t)\right\|_{0}^{2}+\left\|t^{\frac{3}{2}(\gamma-1)} \mathbf{d}^{\frac{b(\gamma-1)+1}{2 \gamma-2}} \nabla^{b} \bar{\partial}^{a} \mathscr{A} v(\cdot, t)\right\|_{0}^{2}\right) \\
& +\sum_{b=1}^{K+1}\left\|\mathbf{d}^{\frac{b(\gamma-1)+1}{2 \gamma-2}} \nabla^{b} \bar{\partial}^{K+1-b} \delta \eta(\cdot, t)\right\|_{0}^{2} .
\end{aligned}
$$

We have the corresponding curl lemma, again proved in the identical way as Lemma 8 ,
Lemma 10 (Curl estimates for $1<\gamma \leqslant \frac{5}{3}$ ). For $K>\frac{6 \gamma-5}{\gamma-1}$, $t \geqslant 0$, and $1<\gamma \leqslant \frac{5}{3}$,

$$
\begin{aligned}
& \underbrace{\sum_{b=0}^{K-1} \sum_{\mathrm{a}=0}^{K-1-b}}_{b+\mathrm{a}>0}\left\|\mathbf{d}^{\frac{b(\gamma-1)+2}{2 \gamma-2}} \operatorname{curl} \nabla^{b} \bar{\partial}^{\mathrm{a}} \boldsymbol{\delta}(\cdot, t)\right\|_{0}^{2}+\sum_{b=0}^{K}\left\|\mathbf{d}^{\frac{b(\gamma-1)+2}{2 \gamma-2}} \operatorname{curl} \nabla^{b} \bar{\partial}^{K-b} \delta \boldsymbol{\eta}(\cdot, t)\right\|_{0}^{2} \\
& \lesssim \mathscr{E}_{\gamma}^{K}(0)+\sup _{s \in[0, t]} \mathscr{P}\left(\mathscr{E}_{\gamma}^{K}(s)\right) .
\end{aligned}
$$

For the energy estimates, we let $\bar{\partial}^{a} \nabla^{b}$ act on (121), then multiply by $\bar{t}^{3(\gamma-1)} \mathbf{d}^{b+1 /(\gamma-1)} \bar{\partial}^{a} \nabla^{b} v^{i}$, and integrate over $\Omega_{0}$. We then have that
Theorem 8 (Perturbations of affine motion for $1<\gamma \leqslant \frac{5}{3}$ ). For $1<\gamma \leqslant \frac{5}{3}$, $K>\frac{6 \gamma-5}{\gamma-1}$, and $\epsilon>0$ taken sufficiently small, if the initial data satisfies $\mathscr{E}_{\gamma}^{K}(0)<\epsilon$, then there exists a global solution $\eta(x, t)$ of (55) such that $\mathscr{E}_{\gamma}^{K}(t) \leqslant \epsilon$ for all $t \geqslant 0$. In particular, the flow map $\eta \in C^{0}\left([0, \infty), C^{2}\left(\Omega_{0}\right)\right)$ and the moving vacuum boundary $\Gamma(t)$ is of class $C^{2}$ for all $t \geqslant 0$. The composition $\xi(x, t)=$ $\alpha(t) \Lambda \eta(x, t)$ defines a global-in-time solution of the Euler equations (11). If the initial data satisfies $\mathscr{E}_{\gamma}^{L}(t) \leqslant C$ for $L>\frac{6 \gamma-5}{\gamma-1}+1$, then the solution $\xi(x, t)$ is unique.
Remark 4. In fact, by Lemma 1, our proof works for $\gamma$ in the range $\frac{4}{3}<\gamma \leqslant \frac{5}{3}$, while the result of [7] gives stability for general affine flows when $1<\gamma \leqslant \frac{4}{3}$.
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[^0]:    ${ }^{2}$ We note that in the term $\operatorname{div}_{\eta} \nabla^{2} \eta$, the operator $\operatorname{div}_{\eta}$ acts on each component of the Hessian $\nabla^{2} \eta$. In particular $\left|\operatorname{div}_{\eta} \nabla^{2} \eta\right|^{2}=\operatorname{div}_{\eta} \eta^{i}, r_{1} r_{2} \operatorname{div}_{\eta} \eta^{i}, r_{1} r_{2}$.

[^1]:    ${ }^{3}$ Note well that the weighted embedding theorems are codimension- 1 results; only the behavior in the direction normal to the boundary of the domain determines the inequality.

