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Abstract

Three Dimensional Sub-diffractional Imaging and Optical Stimulation of Neurons

by

Anna Labno

Doctor of Philosophy in Biophysics

University of California, Berkeley

Professor Xiang Zhang, Chair

Development of new instruments results in new discoveries and opens up new research
directions. In particular novel imaging and optogenetics stimulation techniques merging
classical photonics with other fields have a great potential to advance medicine, biology,
physics, chemistry and engineering.

Here we present the development of two novel, plasmonic-aided imaging techniques (BOM
and BEAST) and describe discovery of a new activity driven plastic alteration of dendritic
excitability, which was enabled by utilizing a new dynamic light modulation scheme for
neural activation.

The first technique, termed Brownian Emitter Adsorption Superresolution Technique
(BEAST), is a novel single molecule super-resolution technique, which relies on stochastic
adsorption of molecules to measure surface enhancement of an electromagnetic field. We used
BEAST to map - for the first time - the electromagnetic field within single hotspots as small
as 15nm on a metal surface with a resolution down to 1.2 nm. The hotspots are localized
optical modes on the surface of noble metals exhibiting a giant enhancement effect and
have attracted a broad interest, from understanding their mechanism to developing practical
applications. However, characterizing these hotspots has been difficult, due to the limited
resolution of current imaging techniques. BEAST improves the resolution significantly to
single nanometer level, which allowed us to image the EM field inside single hotspots for
the first time and discovered that the field distribution follows an exponential decay - strong
experimental evidence for Anderson localization mechanism of the hotspots, which has been
extensively debated over the last decades.

The second imaging technique described here - Brownian Optical Microscopy (BOM) -
is the first technique to offer true three-dimensional imaging with nano-resolution. Scan-
ning probe microscopy (SPM), which is commonly used to image 3D topology now, offers
nanoscopic resolution but the use of the tip and slow scanning speed limits its throughput
and makes it unable to image high aspect ratio or cavities. On the other hand optical to-
mography is able to image complex three-dimensional shapes but its resolution is limited to
the micron range, while electron microscopy offers higher resolution but requires imaging in
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vacuum. BOM does not suffer from these limitations. It is an all-optical imaging technique,
which relies on Brownian motion of gold nanoparticles to sample the shape of the object, akin
to scanning the sample in parallel by millions of small, freely diffusing SPM tips. In BOM
an object of an arbitrary shape is placed in a solution of randomly diffusing nanoparticles,
which are illuminated with an evanescent field so that the scattering intensity of resonant
NPs correlates with their vertical position. We demonstrate that BOM is capable of imaging
complex shapes with 30nm resolution in all three dimensions, including overhang samples,
which cannot be imaged with any other technique.

Finally we use optogenetics combined with dynamic light modulation to explore plasticity
of dendritic excitability. It was long believed that that plasticity, which plays a crucial
role in the formation of neural circuits, is based on alteration of synaptic weights. Recent
studies indicate that modulations of dendritic excitability may contribute the other part of
the engram and critically impact the emergence of complex network behavior. However, a
fundamental question remains whether dendritic excitability is controlled by synaptic inputs
or arises independently. We used a novel optical system, which offers high spatiotemporal
control over neural stimulation to decouple synaptic and non-synaptic activity and observed
plasticity of local dendritic excitability which is autonomous from synaptic plasticity and
arises only as a result of local activity. This persistent change in dendritic excitability arises
as a result of a back propagating action potential interacting with simultaneous dendritic
depolarization and triggering MEK-regulated phosphorylation of Kv4.2 by CamKII. This
major discovery of activity dependent dendritic plasticity sheds new light on the role of
dendrites in plasticity and may profoundly impact our fundamental understanding of neural
plasticity as well as a number of neurodegenerative diseases where Kv4.2 channel deregulation
is thought to play a crucial role.
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2.1 The principle of Brownian motion single molecule super-resolution imaging. (A)
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inside the hotspots, we use the Brownian motion of fluorescence dye molecules
(Chromeo 546). The dye molecules stochastically adsorb to the surface. After
a few frames (50 - 100ms per frame), the dye molecules photobleaches, which
gives rise to a blinking pattern where each blink corresponds to one adsorption-
bleaching event. By controlling the concentration of the dyes, the adsorption
rate can be adjusted to ensure that within a diffraction limited spot, only one
molecule is adsorbed at a time; therefore the position of the molecule can be
determined by a maximum likelihood localization method with accuracy down to
1.2nm. (B) The raw image as viewed in the camera showing two hot spots with
molecules adsorbed to them. The hot spot with an arrow pointing to it is the
one whose reconstruction is shown in C. (C) By using the adsorption locations
as the x and y coordinates and the fluorescence intensity as the z coordinate, we
obtain a 3D scatter plot of the fluorescence enhancement profile of the hotspot,
with each sphere representing one single molecule event. . . . . . . . . . . . . . 16

2.2 Gaussian Kernel Rendering Procedure. We start with the simple image where
each ball represents one adsorption event with location at the x and y coordi-
nates, and the fluorescence intensity as the z coordinate. Then each pixel X of
the rendered image I(X), is a weighted average of the intensity from all of the
single molecule events, with molecules closer to X carrying more weight. The
window size of the kernel is determined by the accuracy of the single molecule
localization. The rendered image reports an averaged profile of the local fluo-
rescence enhancement. A hotspot may have complex structures that are smaller
than the size of the kernel; these fine structures are removed in the stochastic
rendering process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
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2.3 Single molecule localization in BEAST. (A) raw camera image of a hot spot with
a fluorescent molecule adsorbed to it. The molecule appears as a round, bright
spot that is roughly 10 pixels wide. (B) Cross section of the single molecule flu-
orescence intensity (black). The shape of the intensity is an Airy function with
clearly visible side lobes. The 2D Gaussian that we used to fit the fluorescence
profile (red) fits the fluorescence profile very well. (C) Fluorescence trace from a
single hot spot over time. The black region indicates a 50ms time period when
one molecule is adsorbed to the hot spot. Afterwards the molecule is bleached in
a single step demonstrating that it was in fact a single molecule. (D) In order to
estimate the localization accuracy we compare localization of a single molecule
over time (green - x position estimation and blue - y position estimation). The
standard deviation of the localization is less than 3nm. (E) Using Eq. 1.2 we es-
timated the maximum likelihood estimated variance of 2.59nm (red dash curve).
There is a good agreement between the measured variance and the calculated
variance. Therefore, Eq.1.2 is sufficient for estimating the single molecule local-
ization accuracy. (E) We plot the centroid position from each frame within this
period in the figure above. The error bar corresponds to the variance estimated
from Eq. 1.2 The distribution of the data points provides an estimation of the
surface diffusion. Most of the data points are located within a circle of 5nm. The
standard deviation is only 2.6nm and 3.3nm in x and y direction respectively,
which is smaller than the variance of the single molecule localization. Therefore,
the effect of the surface diffusion of adsorbed molecule is not detectable. . . . . 21

2.4 The relationship between molecule’s fluorescence and EM field enhancement. (A)
We varied the EM field intensity of the excitation light by changing the angle of
a halfwave plate sandwiched between two polarizers and measured the fluores-
cence intensity of single molecules that are randomly adsorbed on the surface of
a quartz cover slide. The histograms represent fluorescence counts of the single
molecule fluorescence intensity excited with the excitation powers of 6.92mW,
7.97mW, 8.98mW and 10.05mW, respectively (bottom to top). (B) The average
fluorescence intensity follows the excitation power in a linear manner. (C) Rela-
tionship between the number of the single molecule events and the accuracy of
the final averaged result. Events collected at 10.05mW were picked at random
and grouped into group of variable size then the average intensity of the groups
was plotted against their size. The shaded region corresponds to a 15% level of
uncertainty. From the figure, it is clear that about ≈10 events are sufficient for
an accurate estimation of the final intensity. . . . . . . . . . . . . . . . . . . . . 23
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2.5 Imaging the EM field enhancement of a single hot spot. (A) By using the ad-
sorption locations as the x and y coordinates, and the fluorescence intensity as
the z coordinate, we obtain a 3D scatter plot of the fluorescence enhancement
profile of the hotspot, with each sphere representing one single molecule event.
The inset shows a SEM of a Al film from which the hot spots were imaged. (B)
As the fluorescence of a single molecule is intrinsically stochastic, we remove this
randomness by using a Gaussian kernel method to render the image of the field
distribution. The field distribution of an example hot spot after the rendering
is shown. Each pixel X of the rendered image corresponds to average intensity
from all of the single molecule events, with molecules closer to X carrying more
weight. The kernel window size is 2.1 nm; this small window size makes the image
appear noisy. (C) Cross section of EM field enhancement of the hot spot. An
exponential decay field profile is visible in the two cross-sections of the hotspot
along x and y directions through the peak (blue and green curves respectively).
The exponential shape is even more evident on a log scale where it clearly shows
as a straight line (red solid line). The FWHM of the spot is ≈20nm. (D) The
accuracy of the reconstructed field profile, estimated from the variance of the
maximum likelihood localization, depends on the number of photons collected
from the molecules, with brighter single molecule events showing better accuracy,
down to 1.2 nm. (E) The distribution of the single molecule events belonging to
this hot-spot provides a direct measure of the size of the hotspot. The width of
the hotspot characterized by the standard deviation of the single molecule events
is 15.2 nm and 15.4 nm in x and y directions, respectively. (F) Cross-section of
the hotspot at y = 0 nm. The molecules within -2nm<y<2 nm are shown. (G)
Cross-section of the hotspot at x = 0 nm. The envelope appears as an exponential
decay with a constant of 9.83 nm (red dashed lines). To avoid crowding, only the
single molecule localization variance of a few spheres near the envelope is shown. 25

2.6 EM field enhancement statistics across multiple hot spots. (A) All of the hotspots
observed are of deep sub-wavelength size, with an average width of 32.3 nm.
(B) By plotting the enhancement factor of the hotspots against their width, an
inverse relationship between the size and the enhancement factor is visible: tighter
confinement leads to stronger enhancement. . . . . . . . . . . . . . . . . . . . . 26
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642 dye (Active Motif) - whose emission centers around 660 nm - is used. The
maximum enhancement factor at the center of the peak corresponds to 136x the
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hotspot exhibits a similar exponential decay profile as those formed on the surface
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(blue) directions through the peak are plotted on a logarithmic scale, with the
solid red lines as eye-guides for the exponential profile. (C) The widths of the
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While the exponential decay is present in both cases there is a 36% drop in the
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3.1 Summary and comparison of existing three-dimensional imaging techniques. AFM
exhibits nanometric resolution and is capable of imaging samples in ambient con-
ditions, however it does not offer true three-dimensional resolution and has a
very low throughput due to the nature of tip scanning. Electron microscopies
(SEM and TEM) also have great resolution and are capable of imaging some
three dimensional objects, however they typically place stringent conditions on
sample preparation and imaging conditions. Finally, optical coherence tomog-
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randomly diffusing nanoparticles, denoted here by small green spheres, which are
illuminated with an evanescent field established by total internal reflection (TIR)
at the interface between the substrate and the object. A series of raw images of
scattering from those particles is acquired and the NPs are individually localized
in three dimensions as they randomly probe the volume around the object by
Brownian diffusion. Images taken at different times will record different NPs
randomly distributed around the field of view as the particles freely diffuse in
the space around the object. The lateral localization is obtained by finding the
center of the scattering signal by Gaussian fitting while the height of particle
is estimated by measuring the intensity of the scattering signal (the height of
the Gaussian). Since the evanescent field decays exponentially with the distance
from the interface, the NPs close to the interface will interact with stronger field
and hence appear brighter than ones further away from the boundary. Space
occupied by the object is inaccessible to the NPs, and the resulting image of
the excluded volume corresponds to the shape of the object. B) Once a large
number of particle positions are recorded the volume excluded by the object
can be estimated. The more particles are collected the finer the space sampling
around the object and the better the shape of the object can be reconstructed.
C) Experimental Setup. The sample, composed of glass cover slip with a MgF2
or PMMA structure nanofabricated on it enclosed in a flow chamber filled with
a low density solution of freely diffusing 50nm NPs. The chamber is illuminated
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down to 20nm (F) BOM image of the lines including the averaged cross section
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Chapter 1

Introduction - Bio- and Nano-
Photonics

Bio-photonics, nano-photonics are emerging multidisciplinary fields that draw upon research
from physics, materials science, chemistry, electrical engineering, biology and medicine to
realize a whole range of novel technologies and apply them to the emergent questions at
the frontier of biology, physics and chemistry. Both of those fields evolved from photonics,
which derives from the Greek word photos meaning light. Photonics is the study of light
including its generation, emission, transmission, modulation and detection/imaging [24].
While biophotonics is a fusion of photonics and biology in which photonics technologies are
applied to the fields of medicine, biology and biotechnology [293], nanophotonics strives to
understand and exploit the behavior of light on the nanometer scale [294]. Basic research
and innovation in photonics is very fundamental in science and engineering and required to
lay the foundation for new technologies beyond ones that are currently available. This thesis
describes advances in two of the most dynamics aspects of biophotonics and nanophotonics
- wide field super-resolution imaging and optogenetics.

1.1 Optical Super-resolution Nanoscopy

In 1873, Ernst Abbe [1] and colleagues - Émile Verdet [105] and Lord Rayleigh [298] devel-
oped the concept of resolution limit by studying the propagation of light through apertures.
They concluded that light of a wavelength λ focused by a classical lens of numerical aper-
ture n sinα < 1 cannot simultaneously discern objects that are closer together than distance
d = λ/(2n sinα), because diffraction of visible light wavefronts, as they pass through the
circular aperture such as the one at the rear focal plane of the objective, blurs their images
into an overlapping image that cannot be distinguished. By the same argument, light cannot
be focused more sharply than to a spot of d ≈ 200 nm in diameter and 400-700 nm in axial
length. This corresponds to the resolution limit of basically all glass-based microscopes and
since it is governed by a fundamental set of physical laws that cannot be easily overcome by
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rational alternations in objective lens or aperture design. These resolution limitations are
often referred to as the ”diffraction barrier” or ”diffraction limit”, which restricts the ability
of optical instruments to distinguish between two objects separated by a lateral distance less
than approximately half the wavelength of imaging light [277].

Despite this limitation light microscopy became workhorse of in many fields of science and
engineering including biology, physics, chemistry, material science and engineering as well
as medicine. Unfortunately, virtually all nano materials and most cellular systems involved
in physiologically important ’processes are below that limiting threshold of 200 nm. For ex-
ample, nano photonics and plasmonic devices, carbon nanotubes, surface features, synaptic
vesicles, receptor proteins complexes and cellular skeletal assemblies can be as small as 50
nm yet our understanding of their function and structure could be greatly improved if only
direct optical recording was possible.

For decades since the rule of diffraction-limited imaging was proposed, researchers believed
that the ability to resolve two nearby points was fundamentally limited by the wavelength
of light. However recently several novel microscopic techniques took advantage of inge-
nious ways to overcome this limit and made it possible to map previously inaccessible nano-
environments. One of the first ways to break the diffraction limit was proposed by Synge
in 1928, who proposed using a sub-wavelength aperture to scan the surface. The concept
was however was only demonstrated in 1884 [224, 291] and then evolved into a rapidly ex-
panding field, now known as near-field scanning optical microscopy (NSOM) [33]. Since
the initial discovery NSOM has been widely used in nanotechnology for example to study
carbon nanotubes, material surfaces and nano-devices such as nano lasers [168] and biology
where it was instrumental in imaging ion channel clusters [174], human chromosomes [154]
and compartmentalization of cell membranes [366] just to name a few. One limitation of
NSOM however is that the aperture has to be placed very close (less than one wavelength)
to the imaging specimen, limiting NSOM’s use to the study of surfaces, and its applicability
in biology is limited because the scanning probe can interfere with the sample and due to
the difficulty imaging in liquid. Additionally the aperture probe is difficult to make, and the
need for feedback to maintain a constant distance from an irregular sample limits the speed
of image acquisition.

Research in far field optical techniques initially focused on improving axial resolution and
led to development of I5M [145] and 4Pi [25, 161, 315] microscopies which combined the
apertures of two opposing lenses to allow imaging with a large improvement in axial reso-
lution down to 100 nm using wide-field and confocal set-ups, respectively. However the
lateral resolution in those techniques remained diffraction limited, until the 1990s when we
witnessed a whole suite of fundamentally new microscopies which for the first time achieved
breaking the lateral resolution diffraction limit in fluorescence microscopy. All of those tech-
niques relay on a key insight - that to overcome the diffraction limit one must spatially
and/or temporally modulate the imaging of the fluorophores. This is typically achieved by
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controlling the transition between two molecular states of a fluorophore (for example, a dark
and a bright state). Some techniques achieve super resolution by tightening the point spread
function (PSF) of an ensemble image of many fluorophores. These techniques include stim-
ulated emission depletion (STED)[162], ground-state depletion (GSD)[160], and saturated
structured-illumination microscopy (SSIM)[146, 157] and its recent combination with I5M
(I5S)[322]. STED is one of the techniques which is widely used today. Here, the sample
is illuminated by two laser beams: an excitation laser pulse, which activates fluorophores
and a red-shifted pulse (the STED beam), which transfers excited fluorophores back to their
non-fluorescent ground state. This nonlinear de-excitation of the fluorescent state by the
combined STED illumination effectively narrows the PSF, thus confining the fluorescence
emission and increasing imaging resolution. STED microscopy has achieved 20 nm reso-
lution in the focal plane [97] and, recently, 45 nm resolution in all three dimensions [313]
and has been extensively used to reveal basis of cellular machinery such as synaptic zone
[190, 196, 384, 386], mitochondria [98] and endoplasmic reticulum [156]. Although many
applications of STED have been reported, the instrumentation required is still complicated
and this is the main limitation to its widespread use [162]. Saturated structured-illumination
microscopy is a similar technique but it exploits the saturation of fluorophore transition from
the ground state S0 to the excited singlet state S1. This differs from STED in that ultrasharp
dark regions of molecules are created with steeply surrounded regions of molecules in the
bright state [146, 157].

Other super-resolution imaging techniques detect single molecules and rely on the princi-
ple that a single emitter can be localized with high accuracy if sufficient numbers of photons
are collected [34]. This requires using photoactivatable fluorescent labels, which allow for a
controlled activation of a subset of the fluorescent molecules [395, 28]. Because the number
of activated (fluorescing) molecules is small, typically there is only one fluorescent molecule
located within a diffraction-limited volume. Therefore, it is possible to image and then lo-
calize with high accuracy a subset of well-separated molecules one at a time. The process is
then repeated for different groups of fluorescent proteins within the sample. The techniques
that rely on photo activation include photoactivated localization microscopy (PALM) [34],
fluorescence photoactivation localization microscopy (FPALM) [163] and stochastic optical
reconstruction microscopy (STORM) [307]. Those techniques can typically provide lateral
resolution of 10-20nm and have been used to image a number of molecular structures such
as lysosomes, mitochondria [34], microtubules and clathrin coated pits [29] in fixed cells.
The techniques have been recently extended to allow for multicolour [29, 329] and three-
dimensional (3D) super-resolution imaging with ≈30-75 nm axial resolution [172, 181] as
well as live-cell imaging [248, 328]. Those techniques, although very powerful, require the
sample to be labeled with photo switchable fluorophores which limits the use of those tech-
niques to imaging biological structures with known molecular identity and have not been
widely applied in nanoscale engineering or material science. Moreover the brightness and
stability of current fluorophores limits the S/N ratio [115].
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1.2 Non-Optical Super-resolution Nanoscopy

One way to improve the resolution beyond what’s available with optical microscopes is to
use electrons, which have much shorter wavelength. There are two main families of elec-
tron microscopes - the transmission electron microscope (TEM) and the scanning electron
microscope (SEM). TEM uses a high voltage electron beam focused by electrostatic and elec-
tromagnetic lenses to impact the specimen. The sample modifies the phase and amplitude
of the transmitted electrons allowing the TEM to use the electrons that have been trans-
mitted through the sample to form an image. While TEM is capable of achieving atomic
level resolution, the highest possible resolution of all methods, the samples need to be very
thin (10-100nm), which may be difficult to obtain especially in biology, and the observed
section may not be representative of the entire sample. The scanning electron microscopy
is more flexible and versatile than TEM. SEM scans a focused beam, typically with energy
between ≈500 eV and 30 keV, over the surface of a (bulk) sample, collecting backscattered
or secondary electrons pixel by pixel. Since SEM relies on the electrons back scattered from
the sample it can be used to image thicker objects and uses a more straightforward spec-
imen preparation. The resolution of SEM is limited to a few nm and most instruments
in laboratories operate at 30-50nm. Additionally SEM requires samples to scatter strongly
which is not true for many dielectric materials including biological tissues [179]. Typically
all electron microscopes require vacuum, both to allow operation of the electron source and
to minimize scattering other than from the sample. Samples must therefore be stable under
vacuum, and so are traditionally prepared in the solid state which may distort the features
of the sample. In spite of such limitations, atomic resolution has been attained in some
EM studies of biological materials including membranes and molecular complexes [106, 203].
Recent improvements in EM allow for imaging in liquid albeit with lower resolution [86].

Another class of non-optical imaging techniques are scanning probe microscopes in which a
proximal probe is exploited for investigating properties of surfaces with subnanometre res-
olution. They are typically used to image topology only, as it is difficult to functionalize
the probe to allow for detection of chemical identity. One of the most popular scanning
probe techniques is atomic force microscopy (AFM), where a sharp probe tip attached to
a cantilever is used to scan the specimen surface. The position of the cantilever is mea-
sured using a laser spot reflected from its top surface [132]. AFM allows high-resolution
measurements of native biological samples in physiological conditions [99, 50], avoiding com-
plex sample preparation procedures and artifacts associated with them. AFM can generally
achieve nanometric resolution although its top performance is achieved with hard and flat
samples, with low aspect ratio. AFM has been extensively used in mapping microstructural
properties of superalloys [131], investigating structure of soft polymers [374], DNA interac-
tions, proteins and cell structures [11]. Beyond imaging AFM can also be applied to force
spectroscopy, the direct measurement of tip-sample interaction. Forces as small as few pi-
conewtons can now be routinely measured with a vertical distance resolution of better than
0.1 nanometers as function of the gap between the tip and sample [51, 116, 164]. Piezoelectric
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elements that facilitate tiny but accurate and precise movements on (electronic) command
enable the very precise scanning. In some variations, electric potentials can also be scanned
using conducting cantilevers. In more advanced versions, currents can be passed through
the tip to probe the electrical conductivity or transport of the underlying surface [216].

1.3 Plasmonics Aided Nanoscopy

An emerging family of super-resolution imaging techniques that will be of special interest are
techniques where super-resolution is achieved by engineering plasmonic interactions. Those
techniques can be roughly divided into two classes: first, when the plasmonic interactions
act as a nano-antenna helping to optically visualize the sample and second, when plasmonic
materials (metamaterials) are used to actively shape the dispersion relationship of light to
circumvent the diffraction limit.

The first group consist of optical antennas, not unlike the NSOM tip, that have the po-
tential to access the size regime not accessible to classical light microscopy by enhancing
optical fields on nanoscale. One of the most common methods of realizing nano-antennas is
to fabricate metal nano structures, which are capable of concentrating light such as stripes
or bow ties on glass substrates [265, 316, 299]. They have a potential to generate white-light-
supercontinuum radiation in the antenna feedgap enhancing the emission from the antennas
more than 1,000 times [265]. So far those systems have been widely used in chemical sensing
since it improves detection limits, sensitivity, selectivity, and dynamic range [135] but they
could be used in the future to investigate molecular reactions on the membrane or mon-
itor diffusion of on the cell membrane. Early results in this direction demonstrated that
high-concentration single-molecule spectroscopy was possible using zero-mode waveguides
and fluorescence correlation spectroscopy [223] and trajectories of freely diffusing individual
proteins were traced as they sequentially pass through, and are enhanced by, multiple gaps in
a fabricated nano-antenna array [236]. In order to enable microscopic measurements of the
entire structure those nano antennas are attached to a cantilevers or glass tips and scanned
around the surface [19, 210, 111]. Recently they have been used to image single calcium
channels on erythrocyte plasma membranes with 50nm resolution [167]. Finally antennas
attached to the top of a normal NSOM nano-aperture have also been used to improve S/N
and have been shown to achieve successful topography and fluorescence measurements down
to 10nm-30nm resolution and very low background [353, 121]. Such monopole antennas
have been used to enhance Raman and CARS imaging to examine for example single-walled
carbon nanotubes (SWNTs), fullerenes (C60), strained silicon and DNA [187] as well as to
enhance fluorescence imaging and image single proteins and nanodomains with 30 nm reso-
lution in cell membranes in liquid [367].

The second class of techniques allows for achieving super resolution imaging by using surface
plasmon polaritons (SPP) that travel on the surface of metal slower then free space light
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with the same frequency constant [239] and allow for design and fabrication of materials with
negative permittivity or permeability, or both. A slab of such material would substantially
enhance evanescent waves, compensating for the evanescent loss outside the superlens and
thus restoring an image not only below the diffraction limit but perfectly. Such a lens was
first proposed by Pendry and is commonly referred to as a ”perfect lens” or ”Pendry’s lens”
[287]. However there is a phase mismatch between SPP and propagating light at the same
frequency and hence the SPP cannot be easily excited by the propagating far field light.
They can however be coupled to evanescent light near the surface of a metal resulting in
resonant excitation of SPP [239]. Moreover near-field light cannot be transmitted to the far
field, so a plasmonic microscope must include a mechanism that can convert the near field
into far field - such as surface roughness or periodic corrugation on the metal surface, which
can couple SPP out to the far field [239, 297, 43]. The use of SPP for super resolution imag-
ing was demonstrated by Smolyaninov and colleagues who imaged a periodic nanohole array
set on the gold film under a glycerin droplet with 70nm resolution (λ/7) . The SPP were
excited along the gold film and the small droplet of liquid dielectric on the metal surface,
which has high effective refractive index, decreases the resolution limit and also serves as
a strong lens for surface plasmons propagating through the droplet from the outside [336].
Immediately afterwards Zhang developed a metamaterial superlens, which consisted of a
silver slab separated from an object by a spacer layer, and coated on the opposite side with
an imaging material. By designing the thin metal slab so that the surface plasmons match
the evanescent waves from the object, the superlens was able to substantially enhance the
amplitude of the field and enhance imaging resolution to 65nm. In this case both the ob-
ject and the image had to be within the near-field of the lens and therefore the image was
recorded on photoresist directly on the top of the lens and read it by atomic force microscopy
(AFM) [110]. Subsequently a superlens with magnifying function that can be used to couple
magnified image to the far field and detect it with a conventional microscope was later pro-
posed by Zhang (hyperlens) [235] as well as several authors independently [337, 330, 188].
Such lenses rely on either a cylindrical geometry [235, 337] of the imaging metamaterial or
a tapered arrangement of silver nanorods [330, 188]. The cylindrical imaging schemes have
recently been extended to imaging in 2D by replacing cylindrical symmetry with spherical
one [301]. Although these proof-of-concept experiments have produced hyperlenses with
hyperbolic dispersions working at both ultraviolet [235] and visible wavelengths [301] they
have not been extensively used in imaging due to practical difficulties such as obtaining very
high structural quality lens surface roughness and protecting the material against oxidization
and/or sulphurization. Additionally the loss caused by the imaginary part of the dielectric
constant of a metal is not negligible causing loss of information and hence blurring of the
image preventing us currently from realizing Pendry’s perfect lens.

While plasmonic aided nano imaging techniques are still in infancy they might become key
techniques in modern biology by providing tools for studying processes both in vitro and in
vivo at relevant spatial scales and physiological concentrations.
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1.4 Challenges in Super-Resolution Imaging

Now, for the first time, direct optical recordings of sub-resolution structures may allow us
to address important structural and physiological questions. Answers to these questions will
dramatically improve our understanding of the nature of processes involving responses of
living cells to stress, damage, proliferation and their interactions as well as physics of nano
materials.



8

1.5 Optogenetics

Optogenetics is a technology that allows targeted control of precisely defined events with
high-temporal resolution and cellular precision within intact mammalian neural tissue in-
cluding culture, slices and live animals. This is achieved by introducing bacterial rhodopsin
- Channelrhodpsin2 into neurons. This channelrhodopsin-2 (ChR2) from Chlamydomonas
reinhardtii are blue-light-activated nonspecific cation channel [271]. In common with other
type I opsins, these proteins require retinal as the photon-sensing cofactor to function. In re-
sponse to light stimulation, the channel shuttles from the dark-adapted state through a num-
ber of functional and conformational states to eventually return to the dark-adapted (photo
cycle) [31, 26, 345]. ChR2 stimulation results in transient peak photocurrent, evoked at the
onset of light stimulation, which then decays slowly (on the order of ms) to a steady-state
photocurrent even in the presence of continuous stimulation, owing in part to the desensiti-
zation of a certain population of channels. The desensitized population can recover slowly
(seconds) in the dark allowing for subsequent stimulation later [271]. Channelrhodopsin
was first introduced into hippocampal neurons in 2005 [42] where it was found to confer
millisecond-precision control of neuronal spiking. ChR were then subsequently improved by
improving expression [138, 405, 139] and photocurrent in mammalian systems[138, 270, 231].
Since then many novel opsins have been engineered including ones that are activated by red-
shifted wavelengths [402], exhibit nanoampere-scale currents that exceed those of ChR2 [396]
and have inhibitory rather than excitatory effect [403, 137].

The ChR2 is typically delivered via viral delivery system using lenti and adeno-associated
(AAV) viral vectors or via transfection in cultured neurons or via the use of transgenic knock-
in animals, including mice, Caenorhabditis elegans, fly, zebrafish, rats and even primates
[114]. In most experiments the ChR2 is employed to initiate precise spiking by exposing the
cells to short pulses of blue light [401]. In vitro, ChR2 is typically activated with filtered light
from mercury arc lamps [32, 42, 144], lasers [57, 81, 205] or light-emitting diodes (LEDs)
[7, 377]. To obtain a better spatial resolution and enable multisite stimulation LED arrays
[143] or dynamic light modulaton [379] can be used. In vivo, stimulation of behaving animals
has been conducted mostly with laser light delivered to the tissue via optical fibers inserted
through chronically implanted cannulas [6, 21, 401] or with fiber-coupled high-power LEDs
[378].

Since optogenetics allows millisecond-scale optical control of defined small-scale events occur-
ring in specified cellular populations while these populations remain part of the functioning
neural system within freely moving mammals or other intact and complex biological systems
it has been used in countless studies. Optogenetics played a crucial role in illuminating
aspects of behavior, psychiatric disorders, learning and memory, neuronal circuits and many
others [114]. For example it was instrumental in determining specific types of electrical ac-
tivity that trigger sleep-state transitions [6], and the precise causal role of dopamine neurons
in reward learning [365]. Moreover various disease models have also been explored opotoge-
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netically, including for Parkinsons disease, anxiety, retinal degeneration, respiration, cocaine
conditioning, and depression [396].

1.6 Controling Neural Circuits and Microscopy Aid

Study of Structural Plasticity

In 1979 Francis Crick challenged the world of neuroscience to develop a research method
that would allow for precise control over particular types of neurons, while leaving the re-
maining neurons unaffected by a stimulus so that the properties of neural networks can
be understood. Currently the opotogenetics tools allow us to gain insight into how neural
circuits integrate and process information as well as how those processes are stored. Since
ChR2 is typically delivered to neurons through viral delivery it is possible to choose an ap-
propriate viral promoter so that the genetic payload expresses more highly in certain cell
types than others for example by injecting ChR2 gene in reverse orientation and flanked by
Cre-recombinase sites into mouse types that express Cre recombinase in specic cell types
[23, 209, 361]. Recently developed anterograde labeling or retrograde labeling of defined
projections that enter a target region, or that innervate a target cell type, allows identifying
neurons that are monosynaptically connected either to some other cell group or, especially,
to a single cell [139, 385, 230, 185]. Over the last couple of years the methods have been
further refined to target single cells or even sub-cellular regions [282].

These approaches allowed us to tackle fundamental questions about learning and mem-
ory that haven’t been addressed before, and in particular attempt to understand what is
the physical signature of neural plasticity. Such structural changes that relate to plasticity
were discovered first in 1999 when structural synapse modifications paralleling functional
synapse modifications were observed. At that time several studies demonstrated that LTP-
inducing stimuli also trigger formation of new spines [107, 247, 358], and more recently it
was demonstrated that LTP also stabilizes potentiated spines and leads to clustering of new
synapses in their vicinity [87]. Moreover, potentiation of single spines by two photon gluta-
mate uncaging induces rapid spine volume increase, which may be a general morphological
correlate of enhanced synaptic transmission [251, 152].On the contrary LTD induction by
extracellular stimulation enhances bouton turnover and leads to spine retraction for several
hours [272, 27, 30]. Structural reorganization accompanies also other forms of plasticity
such as homeostatic plasticity, where ultrastructural studies suggest that prolonged phar-
macological modulation of electrical activity can affect pre- and post- synaptic elements.
For example, chronic AMPAR blockade induces a correlated increase in active zone area
and post synaptic density size, suggesting that pre- and postsynaptic components remain
precisely matched during functional homeostatic adaptation [268].

The new developments in high-resolution microscopy combined with novel cell-specific la-
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beling techniques [226, 12] and optogenetics allowed recently for to trace down the memory
engram down to single cells within intact neural network. Recent studies indicate that that
particular neurons in the lateral amygdala, a brain region important for fear, are specifi-
cally involved in particular fear memories [180] and that memory allocation is not random,
but rather specific mechanisms regulate where information is stored within a neural circuits
[333]. Those findings taken together might indicate a broader trend where defined popula-
tions of neurons corresponding to a specific memory trace. This would suggest a cellular
correlate of a memory engram. These neurons can be tagged during learning for subsequent
identification in a transgenic mouse. In these mice the long-lasting genetic tagging of c-fos-
active neurons [300] and CREB engineering allows the competition between the neurons to
be traced [150]. Additionally selective ablation or inhibition of such neuronal populations
erased the fear memory response [151, 406] indicating that these cells are necessary for fear
memory expression. However, to prove that a cell population is the cellular basis of a specific
fear memory engram it is necessary to conduct a mimicry experiment to show that direct
activation of such a population is sufficient for inducing the associated behavioral output
[250, 128]. Those experiments were enabled by ChR2, which was used to label a population
of hippocampal dentate gyrus neurons activated during fear learning.In mice optogenetic
reactivation of hippocampal neurons activated during fear conditioning was sufficient to in-
duce freezing behavior only upon light stimulation, indicating light-induced fear memory
recall. Finally, activation of cells labeled in a context not associated with fear did not evoke
freezing in mice that were previously fear conditioned in a different context, suggesting that
light-induced fear memory recall is context specific. This indicated that activating a sparse
but specific neurons that form the memory engram is in fact sufficient for the recall of that
memory [234].

Together, those findings begin to close in on understanding the physical memory engram
even within context of the entire neural network and optogenetics and microscopy offer a
general method of mapping cellular populations bearing memory engrams. Further develop-
ment of both imaging and activation methods will without a doubt allow us to illuminate
more details about this system. In this thesis microscopy and optogenetics have been applied
to understanding plasticity of dendritic excitability.

1.7 Organization of the Dissertations

The work in this dissertation is devoted to development of nano-photonics and bio-photonic
approaches to nanoscience and neurobiology of learning and memory. This includes design,
implementation and characterization of novel imaging and actuation techniques as well as
new understanding of hot spots and dendritic plasticity that was afforded by those tech-
niques. As such, this dissertation is organized in the following manner.

Chapter 1 broadly introduces the concepts in nano photonics and biophotonics and how
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the work presented here fits into the broader framework of those novel disciplines. Particu-
lar focus is placed on introducing super-resolution imaging techniques including both optical
and non-optical techniques including plasmonic aided techniques. Additionally I introduce
the opotogenetics approaches that are fundamental to biophotonics and extensively used in
this thesis as well as how those approaches have been used up to date to illuminate the
physical signatures of learning and memory.

Chapter 2 will be devoted to the development of a novel super-resolution imaging technique
for imaging electromagnetic field enhancement. This technique termed Brownian Emitter
Adsorbtion Super-resolution Technique (BEAST) relies on freely diffusing emitter molecules
that become transiently adsorbed onto the surface to report EM field enhancement at the
site of adsorption. BEAST design and implementation will be discussed as well as results of
applying this technique to understand EM field profile of hot spots on metallic surfaces.

In chapter 3, another super-resolution technique is presented. This technique called Brow-
nian Optical Microscopy (BOM), is the only technique that allows imaging true 3D shape
with nanoscopic resolution. Here we focus on the principle behind BOM and discuss its
design in depth. Careful characterization of the technique capabilities - including imaging
with 30nm in all three dimensions in ambient conditions is presented.

In Chapter 4 we will venture into bio-photonics and discuss how optogenetics combined
with dynamic light modulation was used as a novel system for precise spatiotemporal con-
trol of neuronal activity. The new system will be briefly introduced and then we will focus on
its application to understanding neural plasticity and in particular to de-coupling of synaptic
and dendritic excitability that led to the discovery of activity-driven dendritic excitability
decrease and its molecular mechanism.

This dissertation concludes with a brief summary of the major findings arising from this
work and an outlook on future directions and perspectives.
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Chapter 2

Brownian Emitter Adsorbtion
Superresolution Technique

2.1 Background and Motivation

Hot Spots

When light illuminates a rough metallic surface, hotspots can appear, where the light is
concentrated on the nanometre scale, producing an intense electromagnetic field. This phe-
nomenon, called the surface enhancement effect has a broad range of potential applications,
such as the detection of weak chemical signals, even single molecules, through Surface En-
hanced Raman Spectroscopy [217, 198]. Detecting single molecules with high sensitivity and
molecular specificity is crucially important in bioengineering, analytical chemistry, biology,
medicine, pharmacology, nanostructure materials, and environmental science [323, 15, 380].
For example in biology SERS has been used extensively for label-free fingerprinting and in
conjunction with appropriate Raman active labels for detection and quantification. For ex-
ample - the detection of proteins and DNA, in vivo or in vitro, to observe targeting. Some
of the most promising applications include rapid DNA sequencing [198] and methylation
analysis [169]. Interesting environmental applications include ultrasensitive environmental
detection, monitoring and determination of the fate of pollutants in soil, air and water or
the structural characterization of environmentally relevant organic phases as well as charac-
terization of macromolecules [15]. SERS also recently found applications outside laboratory
primarily for detection of chemical warfare agents [349], art preservation and authentication
[278] and in forensic science [175].

Surface-enhanced Raman scattering (SERS) is a useful technique resulting in strongly in-
creased Raman signals from molecules in the vicinity of ”hot spots”. SERS was first discov-
ered in 1977 when two nearly simultaneous reports were published showing that the rough
silver electrode produce a Raman spectrum that is a million fold more intense than what
was expected. This enormously strong signal was named surface enhanced Raman scattering
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(SERS)[176, 10]. The seminal discovery of single-molecule SERS (SM-SERS) by the groups
of Nie [275] and Kneipp [198] opened up a the door for using SERS to many applications
requiring this sensitivity. This was then followed by the work of Brus and coworkers [254]
who attempted to use scanning probe microscopy (SPM) to image the structural features at
the origin of this phenomenon. This provided the first evidence that SM-SERS originated
from nanoparticle aggregates. While many fundamental questions about the origin of the
effect remained unanswered, the SERS field has dramatically progressed from the originally
observed enhancement on roughened silver electrodes to the current fields of sensing and
imaging applications.

Since effective SERS requires substrates that would reliably and robustly deliver high field
enhancement, substrates design in order to maximize the electromagnetic enhancement has
been of a great interest. A major research push in this direction came over the last ten years
or so after the development of nanofabrication methods. Since the presence of hot spots is
critical for inducing SERS substrates generation of hot spots is one of the key aspects of
preparing a SERS substrate. Both top-down and bottom-up nanofabrication strategies are
being explored for the generation of hot spots. The fabrication of hot spots can be carried
out through a large variety of top-down processes, the simplest of which is thermal evapora-
tion of a thin metal film on a glass (or other appropriate dielectric) surface, which provides
random nm-scale roughness. Although this approach is simple and popular it does not offer
any control over the location, geometry, and density of hot spots. Similarly other large-scale
approaches such as island film deposition [96] and metallic film over nanospheres (MFONs)
substrates [52] offer limited ability to control substrate’s geometry. The lack of control poses
a problem when a small number of molecules is present and some of them adsorb to sites with
no enhancement. It can be somewhat mitigated by limit the available molecular adsorption
sites to only the electromagnetic hot spots on the substrate using multiphoton-induced ex-
posure of a commercial photoresist to physically restrict the number of available adsorption
sites [95]. Bottom-up approaches allow for larger control over the location and number of
hot spots but typically are more laborious. They include lithographic techniques, which can
also be combined with electrochemical methods for the fine-tuning of the surface features
[197]. Another approach that allows for more control of the surface features yet is easily
scalable and efficient is assembly of colloids. Here the particles are typically controlled by
either chemical processes such as passivation or functionalization [229, 228, 140] or mechan-
ical processes such as convective flow upon solvent evaporation of a nanoparticle solution
[170].

EM field of the Hot Spot

Since the discovery of Raman effect the physics behind the extraordinary field enhancement
was puzzling. The two original groups that in 1977 discovered the effect each proposed a
mechanism for the observed enhancement. Jeanmaire and Van Duyne [176] proposed an elec-
tromagnetic effect which hinges on interaction of localized surface plasmons, while Albrecht
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and Creighton [10] proposed a chemical theory proposes the formation of charge-transfer
complexes. Both groups’ optical experiments revealed that the roughness of the surface has
a critical role in determining the strength of the enhancement [176, 10, 118]. Further exper-
imental [78] and theoretical [261] studies on the impact of the surface roughness led to the
connection between the surface enhancement effect and the surface plasmon, as well as to
the hotspots being termed localized surface plasmon polaritons [348, 261, 129, 310]. Each of
those theories alone cannot explain the surface effect since the chemical theory only applies
for species which have formed a chemical bond with the surface, so it cannot explain the
observed signal enhancement in all cases, while the electromagnetic theory can apply even
in those cases where the specimen is only physically adsorbed to the surface, but it cannot
explain the entire magnitude of the effect. Currently, it is generally thought that SERS is
likely to be a combination of those two effects. Hotspots are believed to be associated with
localized electromagnetic modes [321, 348] caused by the randomness of the surface texture.
The debate weather those electromagnetic modes arise as a result of localized or delocalized
plasmons (or both) is still a subject of hot debate. The possibility of Anderson localization
of surface plasmons (i.e delocalized mode) would allow for transfer of energy over the entire
extent of the system, while localized modes permit concentration of energy in a small part
of it [321, 348].

Probing the electromagnetic field of the hotspots would offer much insight towards uncov-
ering the mechanism generating the enhancement; however, it requires a spatial resolution
of 12 nm, which has been a long-standing challenge in optics. The resolution of an opti-
cal microscope is limited to about half the wavelength of the incident light, approximately
200-300 nm due to diffraction limit. As a result, after more than 30 years since the dis-
covery of the surface enhancement effect [176, 10, 118] how the local field is distributed
remains unknown. Although current state-of-the-art techniques, including near-field scan-
ning optical microscopy [33], electron energy-loss spectroscopy [273], cathode luminescence
imaging [369] and two-photon photoemission imaging [206] have subwavelength resolution,
they either introduce a non-negligible amount of perturbation, complicating interpretation
of the data, or operate only in a vacuum. Despite this they have recently, been used to shed
light on fluorescence enhancement within hot spots. Recently, near-field intensity statistics
in semicontinuous silver films was studied over a wide range of metal concentrations us-
ing near-field scanning optical microscopy to reveal that variance of intensity fluctuations
and the high-order moments of intensity enhancement exhibit local minima at the perco-
lation. It was postulated that this threshold reduction in local field fluctuations resulted
from resonant excitation of delocalized SP modes. By comparing experimental data with
numerical results, the authors obtained the effective delocalization index at the percolation
threshold, which provided the first experimental evidence for the existence of delocalized SP
modes in the strong scattering regime [319].Subsequently cathodoluminescence imaging of
gold nano wires shows that those nanowires behave as plasmon resonators with eigenmodes
with distinct spatial profiles and the dispersion relationship of those modes is very close to
the dispersion relation for surface plasmons on a gold-vacuum interface [369]. Petek and
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coworkers used two-photon photoemission imaging to image the spatio-temporal evolution
of plasmon fields and localized and propagating surface plasmons on resonant and nonreso-
nant silver gratings. In this case resonant gratings showed a strong spatially inhomogeneous
interaction between the localized and the propagating modes [206]. All those experiments as
well as electron energy-loss spectroscopy of silver nano triangles [273], and experiments with
a waveguide mode excitation [173] have confirmed that, at these hotspots, the fluorescence
enhancement is confined to a region far smaller than the wavelength of light, yet the field of
a single hotspot has not been resolved.

While those studies of field and intensity statistics have helped us understand features of hot
spots and have deepened our general understanding of mesoscopic transport and localization
in disordered systems they have suffered from not having appropriate imaging tool. Here we
present a technique that uses Brownian motion of single molecules to probe the local field. It
enables two-dimensional imaging of the fluorescence enhancement profile of single hotspots
on the surfaces of aluminium thin films and silver nanoparticle clusters, with accuracy down
to 1.2 nm.

2.2 Methods

Principle

Briefly, in BEAST the sample made out of rough metallic field deposited on a glass cover
slip is submerged in a solution of fluorescent dye. The chamber containing the sample is
mounted on a total internal reflection (TIRF) set-up. As the diffusion of the dye molecules
is much faster than the image acquisition time the fluorescence from the rapidly diffusing
dye molecules contributes to a homogeneous background. However when a dye molecule is
adsorbed onto the surface of a hotspot, it appears as a bright spot. By using a maximum
likelihood single molecule localization method [260] the molecule can be localized with single-
nanometre accuracy [34, 307, 393] and the fluorescence enhancement can be deduced from the
intensity of the fluorescence. After the dye molecule is bleached the fluorescence disappears
and another adsorbed dye can be imaged.

Setup

To image hot spots formed on the aluminum films a 200mW 532nm laser (Lambda Pro)
was passed through a neutral density filters to decrease intensity to 7mW and then by a
532nm/1nm laser line band pass filter (Edmund optics) before impinging on a quartz Pellin-
Broca prism (Thorlabs Inc.). The resulting evanescent wave on the surface of the sample
excites fluorescent molecules inside a sample chamber. This resulting fluorescence is col-
lected by 60X, NA1.25 objective lens (Zeiss GmbH), passed through a 532nm long pass filter
(Semrock) and a 582/80m band pass filter (Chroma Technology) and recorded by EMCCD
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Figure 2.1: The principle of Brownian motion single molecule super-resolution imaging. (A)
Hotspots appear on the surface of a thin aluminum film under a total internal reflection
(TIRF)-type illumination at 532nm. To map the field distribution inside the hotspots, we
use the Brownian motion of fluorescence dye molecules (Chromeo 546). The dye molecules
stochastically adsorb to the surface. After a few frames (50 - 100ms per frame), the dye
molecules photobleaches, which gives rise to a blinking pattern where each blink corre-
sponds to one adsorption-bleaching event. By controlling the concentration of the dyes, the
adsorption rate can be adjusted to ensure that within a diffraction limited spot, only one
molecule is adsorbed at a time; therefore the position of the molecule can be determined
by a maximum likelihood localization method with accuracy down to 1.2nm. (B) The raw
image as viewed in the camera showing two hot spots with molecules adsorbed to them. The
hot spot with an arrow pointing to it is the one whose reconstruction is shown in C. (C) By
using the adsorption locations as the x and y coordinates and the fluorescence intensity as
the z coordinate, we obtain a 3D scatter plot of the fluorescence enhancement profile of the
hotspot, with each sphere representing one single molecule event.

(Cascade 512 from Photometric Inc.). 4X magnifier (Nikon Inc.) was placed right in front
of the EMCCD, resulting in a final pixel size of 72nm. The typical acquisition time is 80ms.

To image silver NPs clusters an objective-side TIRF set-up built on the top of inverted
Nikon microscope with a TIRF objective (N.A. 1.49 100X) was used. The excitation beam
from a 40mW 644nm laser (Coherent Inc. Cube) was reflected by a 650DCLP (Chroma Inc.)
into the objective lens. After the reflection the power at the objective lens is ≈4mW. The
fluorescence from the dye is collected by the same objective and passed through dichroic and
then through a 710/130m (Chroma Inc.) emission filter placed before an EMCCD camera
(Cascade 512, Princeton Instruments.). To reduce the pixel size, and hence improve the
localization accuracy of a single particle a 4X magnifier (Nikon Inc.) is placed right in front
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of the EMCCD. The final pixel size corresponds to 48nm/pixel. The exposure time of the
camera is typically 20ms.

In both cases, within one field of view, which can be up to 1mm2 multiple hot spots can
be imaged in parallel (typically 5-10 hot spots will be visible) within the typical acquisition
time of 20-80ms. This is much more efficient than raster scanning based techniques, such as
near-field scanning optical microscopy and electron energy-loss spectroscopy.

Sample Preparation

The aluminum thin films samples were prepared by depositing a thin film of aluminum on
the top of quartz slide using E-beam evaporation. Prior to the deposition, a 3”x1” quartz
slide (Ted Pella Inc. or SPI Inc.) is thoroughly cleaned by first soaking it in a bath of RCA
base solution (4:1:1 ratio of distilled water, hydrogen peroxide and ammonia hydroxide) for
15 minutes and then transferred to a RCA acid bath (6:1:1 ratio of distilled water, hydro-
gen peroxide and hydrogen chloride) for another 15mins, followed by 15mins of sonication
in filtered distilled water (Milipore). The slide is then blow-dried with pure nitrogen gas
and placed immediately inside an E-beam evaporation chamber (Torr International Inc.).
The chamber is then pumped down to achieve vacuum and a 15nm Al film is deposited at a
relatively fast rate of 0.1nm/s. The samples are then stored in the desiccator for up to 4 days.

To obtain sample with silver nano particle clusters - commercially synthesized nanopartices
were deposited on the top of glass cover slips. The glass cover slips (1.5 Fisher Scientific
Inc.) were by first soaked in a bath of RCA base solution (4:1:1 ratio of distilled water, hy-
drogen peroxide and ammonia hydroxide) for 15 minutes, followed by RCA acid bath (6:1:1
ratio of distilled water, hydrogen peroxide and hydrogen chloride) for another 15mins-20min,
followed by 15mins of sonication in filtered distilled water (Milipore). After cleaning, the
cover slides were either immediately dried and used for an experiment or stored in a clean
jar filled with filtered distilled water. Immediately before the experiment a drop of 0.1mL
concentrated solution of 40nm silver colloids (Ted Pella Inc.) is spin coated on a cleaned
cover glass forming a layer of nanoparticle clusters on the surface.

A flow chamber containing a sample was assembled immediately before the experiment by
sandwiching the sample slide and a clean cover slide using 100µm-thick double sided tape.
Then the sample is mounted on the top of the setup and filled with filtered distilled water
(Milipore). Afterwards the water is exchanged for 10nM dye solution. Most experiments use
10nM Chromeo-542 dye (Active Motif) dye. However Cy3 (GE Healthcare), and Alexa-555
(Life technology) were used in control experiments and yielded similar results.
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Data Analysis

Single Molecule Localization

When the dye gets temporarily adsorbed onto the sample its fluorescence stands above the
background and its position can be localized. The molecule is localized by fitting the im-
age of its point spread function (PSF) and finding its center. Since molecules are imaged
one at a time they can be localized with resolution far exceeding diffraction limit. This
is most typically done by using least-squares to fit a 2D gaussian to the fluorescent image
[395, 213, 307, 29, 172, 34, 329, 248, 328, 37, 119, 355]. However, we have chosen to fit
the fluorescent image with a two dimensional Gaussian by maximum likelihood estimation
(MLE). We have selected MLE because MLE is capable of achieving theoretical fitting res-
olution based on the Fisher information theory [335, 260], which is higher than currently
widely used least square fitting. Moreover it utilizes the available information most effi-
ciently, while the least squares fitting wastes one third of the information contained within
the raw images because, as opposed to least squares fitting, it doesn’t treat shoulders and
tails in the measured PSF as background [260].

The fluorescence signal from a dye reflects the intensity of the optical field at the loca-
tion of the dye (|E2|). Because Raman signal is much weaker than the fluorescence one, we
choose fluorescence as the probe [266].

Data were analyzed using a home-written MATLAB script. The script performs single
molecule localization in two steps: first we applied standard least square fitting or centroid
fitting of the raw images to obtain the initial parameters and second we used those initial
parameters in the maximum likelihood estimation routine to precisely determine the lateral
position. To obtain the position we used the log likelihood function:

∑
i

(−Ei + ni logEi − log(ni!)) (2.1)

where ni i is the observed number of photons at pixel i, and Ei is the expected number
of photons calculated from the fitting parameters, which is minimized during the fitting
procedure. The accuracy of the estimation, determined from the variance using EMCCD
camera, is:

σ2(x) = 2
σ2
α

N

(
1 +

∫
dt

log t

1 + t/τ

)
(2.2)

where the width of the PSF is σ2
α. Since the PSF is imaged on a camera with fixed and not

infinitesimally small pixels, they width of PSF as imaged on the camera is σ2
α = σ2 + a2/12,

where a is pixel width. N is the total number of photons acquired and τ = 2πσ2
αb

2

Na2
, where b

is the average background photon count.
Although the point spread function of a single molecule adsorbed at a hotspot appears

as Airy function and the side lobes are clearly visible on Fig. 2.3B, the maximum likelihood
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Figure 2.2: Gaussian Kernel Rendering Procedure. We start with the simple image where
each ball represents one adsorption event with location at the x and y coordinates, and the
fluorescence intensity as the z coordinate. Then each pixel X of the rendered image I(X), is a
weighted average of the intensity from all of the single molecule events, with molecules closer
to X carrying more weight. The window size of the kernel is determined by the accuracy of
the single molecule localization. The rendered image reports an averaged profile of the local
fluorescence enhancement. A hotspot may have complex structures that are smaller than
the size of the kernel; these fine structures are removed in the stochastic rendering process

estimation using Gaussian approximation to the true point spread function utilize the ma-
jority of the photons, and thus is able to provide localization accuracy of nearly theoretical
limit (a cross section is shown in Fig. 2.3B as the red curve). To quantitatively test the
single molecule localization accuracy, we measure the variance in position estimation among
multiple consecutive position estimations of the same molecule adsorbed to the surface. The
variation was 2.97nm and 2.68nm in x and y direction respectively (Fig. 2.3D, with the green
and blue curves representing the deviation of the x and y from the mean for each frame of
the entire time series). The theoretical variance calculated using the maximum likelihood
estimated Eq. 2.2 provided the variance of 2.59nm (Fig. 2.3E red dash curve), which is in a
good agreement with the measured value indicating that Eq.2.2 is sufficient for estimating
the single molecule localization accuracy.

Gaussian Kernel Image Rendering

After all the single molecules for a given hot spot were localized they were used to predict the
shape of the entire hot spot. The observed single molecule events were distributed randomly
both in space and in time and were sparse in space allowing for single molecule localization
beyond the diffraction limit. Each image spot is analyzed by a maximum likelihood esti-
mation method explained above to predict its exact lateral position and intensity I. The
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measured intensity I corresponds to the field enhancement at the x − y position. We then
assign each single molecule events to be represented by a color sphere in the 3D scatter plot
(Fig. 2.2A), where the width of the sphere is the localization accuracy σ of a single molecule
localization. To obtain smooth surface representative of field enhancement inside the hot
spot we apply mesh to the scatter plot. However it is difficult to apply a fixed mesh directly
in this case so we use a Gaussian Kernel rendering [34, 153],which gives us smooth surface
(Fig. 2.2B). In Gaussian Kernel Rendering we take each of the molecular events denoted by
a color sphere to represent the probability of finding the true location of the single molecule
event in space. Multiplying each Gaussian function with the intensity I from the fitting,
summing them up, and normalizing the sum by the mean number of events, using Eq. 2.3,
provides a smooth 3D image of the enhancement profile, shown in the right panel of the
figure 2.2, described as:

I(~x) =

∑
Ii exp(−(~x− ~xi)2/2σ2)∑
exp (−(~x− ~xi)2/2σ2)

(2.3)

Now each pixel X of the rendered image, I(X), is a weighted average of the intensity
from all of the single molecule events, with molecules closer to X carrying more weight. The
window size of the kernel is determined by the accuracy of the single molecule localization.
The rendered image reports an averaged profile of the local fluorescence enhancement. A
hotspot may have complex structures that are smaller than the size of the kernel; these fine
structures are removed in the stochastic rendering process. The rendering also decreases the
confounding effect of a number of factors, including the molecules orientation relative to the
polarization of local field, and stochastic photobleaching.

2.3 Results

Single Molecule Imaging

Estimating Lateral Localization of Single Molecules

First we conducted a control experiment to confirm that the events we are observing were
indeed single molecule events and that the molecules are not diffusing during the acquisition
time. There are two different kind of diffusion that could take place during this experiment
- first the molecule could detach from the surface and diffuse into the liquid and second a
molecule could diffuse on the surface of the aluminum film. If the molecule becomes detached
from the surface and diffuses away in the liquid its diffusion would be extremely rapid (a
1-nm-diameter sphere diffuses through a 200-nm-wide spot in less than 0.1ms on average in
water at room temperature, in contrast to an imaging time of typically 50-100 ms) and it
would appear to us as the same as if the molecule bleached - as a sharp drop in fluorescence
and as such would not affect the measurement. Since the diffusion coefficient of molecules
adsorbed on a solid surface is very slow - less than 5nm2 [73, 317] it will also not affect
our imaging resolution. This can be seen more clearly by examining single molecule traces
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Figure 2.3: Single molecule localization in BEAST. (A) raw camera image of a hot spot
with a fluorescent molecule adsorbed to it. The molecule appears as a round, bright spot
that is roughly 10 pixels wide. (B) Cross section of the single molecule fluorescence intensity
(black). The shape of the intensity is an Airy function with clearly visible side lobes. The
2D Gaussian that we used to fit the fluorescence profile (red) fits the fluorescence profile very
well. (C) Fluorescence trace from a single hot spot over time. The black region indicates a
50ms time period when one molecule is adsorbed to the hot spot. Afterwards the molecule
is bleached in a single step demonstrating that it was in fact a single molecule. (D) In order
to estimate the localization accuracy we compare localization of a single molecule over time
(green - x position estimation and blue - y position estimation). The standard deviation of
the localization is less than 3nm. (E) Using Eq. 1.2 we estimated the maximum likelihood
estimated variance of 2.59nm (red dash curve). There is a good agreement between the
measured variance and the calculated variance. Therefore, Eq.1.2 is sufficient for estimating
the single molecule localization accuracy. (E) We plot the centroid position from each frame
within this period in the figure above. The error bar corresponds to the variance estimated
from Eq. 1.2 The distribution of the data points provides an estimation of the surface
diffusion. Most of the data points are located within a circle of 5nm. The standard deviation
is only 2.6nm and 3.3nm in x and y direction respectively, which is smaller than the variance
of the single molecule localization. Therefore, the effect of the surface diffusion of adsorbed
molecule is not detectable.
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from our experiments (Fig.2.3C) taken at a frame rate of 50 frames/s (exposure time 18ms
for each frame). We can see that the molecule bleaches in one sharp step after it has been
adsorbed to the surface (black portion of the trace). Additionally if we localize the molecule
at each frame we can see that the distribution of the data points provides an estimation of
the surface diffusion Fig.2.3E. Most of the data points are located within a circle of 5nm.
The standard deviation is only 2.6nm and 3.3nm in x and y direction respectively, which is
smaller than the variance of the single molecule localization estimated from an Equation 2.2
(denoted here as a blue error bar). Therefore, the effect of the surface diffusion of adsorbed
molecule is not detectable and does not affect our measurement.

Estimating EM field enhancement based on intensity of single molecules

The estimation of EM field enhancement relies on correlating the intensity of EM field to
fluorescence of the molecule. The fluorescence emission from single molecules is a stochastic
variable and to verify that it correlates with the EM field intensity we performed a control
experiment by measuring the intensity of single molecules that are randomly adsorbed on the
surface of a quartz cover slide. A prism type total internal reflection fluorescence (TIRF)
setup is used. A 0.1nM chromo-546nm dye (Active Motif Inc.) solution is flown into a
chamber. The excitation intensity of the laser (532nm Lambda Inc.) is adjusted by changing
the angle of a half wave plate sandwiched between two polarizers. Fig. 2.4A shows the
histograms of the single molecule fluorescence intensity with excitation powers of 6.92mW,
7.97mW, 8.98mW and 10.05mW, respectively (bottom to top). The average fluorescence
intensity is shown in Fig. 2.4B, which follows the excitation power in a linear manner quite
well. However, underlying every point in panel B is a broad distribution of the intensities of
single molecule events, as is shown in Fig. 2.4A. Fig. 2.4C depicts the relationship between
the number of the single molecule events and the accuracy of the final averaged result. We
randomly pick several groups of events collected at 10.05mW, and plot the average intensity
of the groups against their size. The shaded region corresponds to a 15% level of uncertainty.
From the figure, it is clear that about ≈10 events are sufficient for an accurate estimation of
the final intensity.

Another factor that could affect the intensity of the molecule is its orientation with respect
to the glass. The fluorescence intensity of a single molecule depends on the orientation of
the molecule relative to the polarization of the local field, cos(θ). Experiments have shown
that a molecule undergoes hindered rotations on a metal surface [288, 259, 41], and that
the wobbling axis can vary 900 from parallel to the surface of the metal to perpendicular to
the metal surface [338, 339]. We consider two extreme cases to estimate the impact of the
molecules orientations here: a molecule wobbling perpendicular, and parallel with respect
to the polarization axis of the local field, with a cone angle of 450; these two extreme case
situations yield fluorescence intensity of:∫ 45

0 cos(θ)2 sin(θ)dθ∫ 45
0 sin(θ)dθ

= 0.74 (2.4)
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Figure 2.4: The relationship between molecule’s fluorescence and EM field enhancement. (A)
We varied the EM field intensity of the excitation light by changing the angle of a halfwave
plate sandwiched between two polarizers and measured the fluorescence intensity of single
molecules that are randomly adsorbed on the surface of a quartz cover slide. The histograms
represent fluorescence counts of the single molecule fluorescence intensity excited with the
excitation powers of 6.92mW, 7.97mW, 8.98mW and 10.05mW, respectively (bottom to top).
(B) The average fluorescence intensity follows the excitation power in a linear manner. (C)
Relationship between the number of the single molecule events and the accuracy of the final
averaged result. Events collected at 10.05mW were picked at random and grouped into group
of variable size then the average intensity of the groups was plotted against their size. The
shaded region corresponds to a 15% level of uncertainty. From the figure, it is clear that
about ≈10 events are sufficient for an accurate estimation of the final intensity.
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and ∫ 90
4 5 cos(θ)2 sin(θ)dθ∫ 90

4 5 sin(θ)dθ
= 0.26 (2.5)

respectively. Therefore, due to the uncertainty of molecules orientation, the measured flu-
orescence emitted from a single molecule fluctuates to a degree that is within 26% - 74%
of the true local enhancement. This should be viewed as an upper bound of the error bar.
The final image is rendered by a kernel averaging method, therefore the intensity at each
pixel represents a statistical average of several molecules sampling a broader distribution
than that of a single molecule, which reduces/smooths the intensity fluctuations due to the
uncertainty of the molecules orientation. Our control experiment on cover glass shows that
averaging over 10 adsorption events could reduce the uncertainty down to less than 15%
(Fig. 2.4C).

Imaging EM Enhancement of Single Hot Spots on Al Films

The hotspots are formed on the surface of a thin (12-15 nm) aluminum film deposited on
a quartz substrate by electron-beam evaporation (Fig.2.5 A inset). Water facilitates the
oxidization process [62]. An oxidized layer can form on the surface of the aluminum film and
reach a thickness of up to 8 nm [62]. Each sphere in Fig. 2.5 A represents a single molecule
adsorption event, with the x and y coordinates representing the location of the molecule,
and the z coordinate corresponding to the intensity of the molecules fluorescence. Single
molecules can be localized with accuracy down to 1.2 nm. The measured enhancement here
exhibits a rapid exponential decay with a decay constant of 9.8 nm (Fig. 2.5 B and C).
The standard deviation of the location of observed single molecule events was used as a
model-independent measure of the width (15.4 nm) of the hotspot, as shown in Fig. 2.5 E.
The existence of such a small hotspot demonstrates the presence of tight near-field optical
confinement. After Gaussian image rendering the shape of the hot spot is more clear showing
an exponential decaying field enhancement with the full-width at half-maximum (FWHM)
measured as ≈20 nm (Fig 2.5 C). By comparing the fluorescence from the dye molecules
adsorbed on the hotspot to that from the dye molecules immobilized on the surface of a
quartz slide under the same conditions, we determined that the fluorescence enhancement is
about 36 times greater at the center of the 20-nm hotspot. This modest enhancement results
from the high ohmic loss of aluminum at the visible wavelength involved.

Among the total of 60 hotspots that were analyzed, we found a broad distribution of en-
hancement factors and sizes, with approximately 32 nm as the average size of the spots
Fig. 2.6A . The maximum fluorescence enhancement factor of the hotspots was found to
depend inversely on their size; the largest enhancement factor we observed was 54 times (for
a 15-nm hotspot); this results from the tighter confinement of the electromagnetic field in a
smaller hotspot Fig. 2.6B.
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Figure 2.5: Imaging the EM field enhancement of a single hot spot. (A) By using the
adsorption locations as the x and y coordinates, and the fluorescence intensity as the z
coordinate, we obtain a 3D scatter plot of the fluorescence enhancement profile of the hotspot,
with each sphere representing one single molecule event. The inset shows a SEM of a Al
film from which the hot spots were imaged. (B) As the fluorescence of a single molecule is
intrinsically stochastic, we remove this randomness by using a Gaussian kernel method to
render the image of the field distribution. The field distribution of an example hot spot after
the rendering is shown. Each pixel X of the rendered image corresponds to average intensity
from all of the single molecule events, with molecules closer to X carrying more weight. The
kernel window size is 2.1 nm; this small window size makes the image appear noisy. (C)
Cross section of EM field enhancement of the hot spot. An exponential decay field profile
is visible in the two cross-sections of the hotspot along x and y directions through the peak
(blue and green curves respectively). The exponential shape is even more evident on a log
scale where it clearly shows as a straight line (red solid line). The FWHM of the spot is
≈20nm. (D) The accuracy of the reconstructed field profile, estimated from the variance
of the maximum likelihood localization, depends on the number of photons collected from
the molecules, with brighter single molecule events showing better accuracy, down to 1.2
nm. (E) The distribution of the single molecule events belonging to this hot-spot provides
a direct measure of the size of the hotspot. The width of the hotspot characterized by the
standard deviation of the single molecule events is 15.2 nm and 15.4 nm in x and y directions,
respectively. (F) Cross-section of the hotspot at y = 0 nm. The molecules within -2nm<y<2
nm are shown. (G) Cross-section of the hotspot at x = 0 nm. The envelope appears as an
exponential decay with a constant of 9.83 nm (red dashed lines). To avoid crowding, only
the single molecule localization variance of a few spheres near the envelope is shown.
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Figure 2.6: EM field enhancement statistics across multiple hot spots. (A) All of the hotspots
observed are of deep sub-wavelength size, with an average width of 32.3 nm. (B) By plot-
ting the enhancement factor of the hotspots against their width, an inverse relationship
between the size and the enhancement factor is visible: tighter confinement leads to stronger
enhancement.

Imaging EM Enhancement of Single Hot Spots on Ag NP clusters

As hotspots also appear in metal nanoparticle clusters [78, 261], and the mechanism has been
postulated to be similar to that of the metal thin films, we investigated the hotspots that
formed on silver clusters consisting of silver nanoparticles with average diameter of 40 nm. In
addition to the oxidation layer of silver [388], the dispersing surfactant (that comes with the
silver nanoparticle suspension) condenses on the surface of the silver nanoparticle clusters
during the aggregation process. We found that the fluorescence enhancement profile of the
hotspots formed in the silver clusters has an exponential shape, similar to that of hotspots
on the surface of an aluminum film Fig. 2.7A . The electromagnetic field is strongly confined
in a hotspot within an elliptical region of 13.2nm x 20.3nm, more than 30 times smaller
than the wavelength of the excitation laser (Fig. 2.7B and C) and exhibits exponential decay
(Fig. 2.6D).
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Figure 2.7: A hotspot formed on silver nanoparticle clusters appears similar to those formed
on the aluminum film. A 644-nm laser is used for excitation, and Chromeo 642 dye (Active
Motif) - whose emission centers around 660 nm - is used. The maximum enhancement factor
at the center of the peak corresponds to 136x the florescence from the same dye molecules
adsorbed on a glass surface. (B) The hotspot exhibits a similar exponential decay profile as
those formed on the surface of the aluminum film. Two cross-sections of the hotspot along
x (green) and y (blue) directions through the peak are plotted on a logarithmic scale, with
the solid red lines as eye-guides for the exponential profile. (C) The widths of the hotspot,
estimated from the distribution of the single molecule events on a scatter plot, are 13.2nm
and 20.3nm along the two axes.
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Three dimensional imaging of Hot Spots

In order to estimate the 3D profile of hot spots, the spacer was added after a single molecule
image was recorded by flowing a 1% w/v bovine serum albumin (BSA) in phosphate buffer
saline (PBS) solution into the chamber (Fig. 2.8A). After 30 minutes of incubation, long
enough for the BSA to nonspecifically cover the surface of the silver nanoparticles [332], a
second image was taken and compared with the previous image (Fig. 2.8B). A 36% drop in
the enhancement and a 26% increase in the width were observed, with the shape remaining
essentially the same as exponential (Fig 2.8C). All 9 of the recorded hotspots show a similar
order of magnitude of changes (Fig. 2.8D and E). Depending on the orientation of the BSA
molecule, the thickness of the spacer layer varies from 4nm to 14nm [332]. If we use an
average thickness of 9nm as an estimation, a change of 20 - 40% of the enhancement factor
over 9nm puts the decay rate in a z direction similar to that in xy direction, suggesting a
strong confinement of the local field in z direction as well.

2.4 Discussion

Using BEAST, we have demonstrated the first direct measurement of a single hotspot and
observed that the EM field decays exponentially. This exponential profile sheds new light on
the much-debated mechanism of extraordinary field confinement in a two-dimensional disor-
dered system, where both Anderson-localized modes [348, 310] and localized plasmon modes
could emerge. In Anderson localization, delocalized modes allow for transfer of energy over
the entire extent of the system, while localized plasmon modes caused by strong interaction
between the plasmonic resonances of the two particles permit concentration of energy in a
small part of the system. It has been also suggested that plasmon eigenmodes may also
simultaneously have properties of both localized and de-localized states: including hot spots
on the small scale, but which are distributed and coherent over the large scale. The surface
plasmons are extremely inhomogeneous in their oscillator strengths ranging over more than
10 orders of magnitude, which may explain a large variation in EM field enhancement from
spot to spot. Although signatures of the Anderson-localized mode have been reported in
two-dimensional disordered metallic systems [319], its hallmark, an exponential profile, had
not been directly observed up until now.

The fluorescence field enhancement on the metal film arises as a result of interplay between
local field enhancement and quenching. Since metal provides the fluorophores nonradiative
pathways to the ground state it decreases their fluorescence by damping the dipole oscillations
and thereby decreasing their quantum yield to Q0 = Γ/(Γ + knr), where Γ is the radiative
decay rate and knr is the non-radiative decay rate. It however doesn’t have any significant
effect on the rate of radiative decay, that is, the spontaneous rate at which fluorophores emit
photons [59, 214]. The quenching is short-ranged and has a d3 dependence where d is the
distance between fluorphore and the metal. Fluorescence enhancement on the other hand
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Figure 2.8: Measuring a 3D profile of a hot spot. (A) Experimental overview. A hot spot on
a thin Al film is localized and imaged using standard BEAST technique (left), then BSA is
flown and forms a 4-14nm layer. Then the hot spot is imaged again, however this time the
intensity obtained is obtained 4-14nm above the surface of the metal. (B) Intensity before
applying BSA (left) and after (right). The decrease in EM field enhancement is evident.
(C) Cross section of the hot spot before BSA (solid line x-cross section green line and y-
cross section blue line) and after (dashed line, x-cross section green line and y-cross section
blue line). While the exponential decay is present in both cases there is a 36% drop in
the enhancement and a 26% increase in the width were observed after BSA layer has been
applied. (D) Statistics of width change across multiple hot spots showing that the increase
in width ratio was comparable among them (E) Statistics of width change across multiple
hot spots showing that the decrease in enhancement was comparable among them.
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acts to amplify the incident field. This effect is much more long ranged and can extend many
nm away from the metal surface [214]. Therefore there exists two distinct regimes above the
surface of a metal: a quenching dominated regime near the surface, followed by a local field
dominated regime further away from the surface [388, 19]. The transition point between
the two regimes coincides with the peak of the fluorescence enhancement. This peak ranges
from a few nanometres to tens of nanometres, depending on the materials and the geometry
of the nanostructures [388, 19] depending most strongly on the shape and size of metallic
structure. In our case the dielectric layers formed on the surface of the metal during the
oxidation process provide a spacer between the metal surface and fluorescent molecule and
shift the adsorbed layer of molecules into the local field dominant regime, contributing to
the strong (up to 54 times (Al) and 136 times (Ag)) fluorescence enhancement observed. We
explored the distance dependence of the enhancement by depositing a ≈9-nm-thick spacer
layer of self-assembled protein molecules on the surface of silver nanoparticle clusters in situ,
in addition to the original dielectric layer. As the transition point of silver nanoparticle
clusters is 2.5 nm above the surface in a similar system [19], the observation will be in the
local field dominant regime. Comparing the same hotspot without and with the spacer layer,
we found a ≈36% drop in the fluorescence enhancement when the spacer was present which
was accompanied by a ≈26% increase in width of the hot spots indicating worse confine-
ment. The characteristic exponential shape however remained essentially unchanged, which
confirms that an exponential profile is a general feature of the local electromagnetic field.

2.5 Outlook

The single molecule super-resolution approach is a generic technique, which offers a unique,
perturbation free capability for imaging the electromagnetic field enhancement of optical
nanostructures with single-nanometre precision. Additionally, other imaging modalities can
be integrated to provide spectroscopy as well as fluorescence lifetime information of the
molecules. This approach could be used to investigate the strong-coupling regime such as
one that occurs with resonant nano-antennas [352, 195]. In the strong-coupling regime, the
distributed dipoles in the antenna could significantly affect the fluorescence of the molecules,
and the strength of the coupling cannot be directly measured from the intensity of the fluo-
rescence signals. A super-resolution measurement of the spatial distribution of the molecules
fluorescence lifetime will help visualization and understanding of the coupling. Furthermore,
with the development of brighter fluorophores, better photo-bleaching suppression meth-
ods, and more efficient three-dimensional super-resolution techniques, fully three-dimensional
imaging will also be realized.
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Chapter 3

Brownian Optical Imaging

3.1 Background and Motivation

Imaging three-dimensional (3D) topology is a key to understanding properties of nano-
materials, nanofabricated structures and investigating structure and function of biological
systems. New imaging tools are mostly responsible for emergence of modern nanotechnology
and material science. Atomic force microscopy (AFM) has been a workhorse for nanoscale
topographic measurements due to its ability to map topology with resolution down to a
few nanometers. It has proven itself a versatile and powerful instrument for imaging surface
topology and has given scientists and engineers an unprecedented access to information about
surface topology at the nanoscale. For example AFM has been instrumental in discovering
microstructural properties of superalloys [131], investigating structure of soft polymers [374],
DNA interactions and structure of proteins and cell [11]. While continuous improvements to
AFM ensured that it remained a relevant and important technology, its performance is still
limited by the serial nature of the single-tip scanning [104]. In a standard AFM a cantilever
with a pyramidal downward pointing tip is scanned over an area on the top surface of the
object. Since the AFM tip cannot reach down narrow trenches, inclined sidewalls or sharp
corners of nanoscaled structures AFM imaging is limited to objects with low aspect ratio and
prone to artifacts. Moreover AFM does not offer true three-dimensional imaging since the
tip can scan only the topmost surface of the sample and hence AFM cannot image cavities,
overhangs or structures shadowed by another object near or above them. Finally scanning of
a single, macroscopic tip places severe limitations on the data rate and image size and might
mechanically damage the sample (Fig. 3.1). Higher aspect ratio structures can be imaged
by altering the tip geometry either by direct etching, frequently combined with focused ion
beam [104, 372, 40, 48] or functionalization with carbon nanotubes, which are frequently
added by direct growth by chemical vapor deposition [68, 147]. However, both techniques
are still limited by the tip size, require laborious engineering of single tips and cannot image
3D overhang structures or cavities. To improve the throughput, arrays of parallel nanofab-
ricated tips [342] or whole cantilevers [342, 60, 311, 113, 255, 8] have been designed. While
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those novel tip designs allow to increase scanning speed and image larger area they are lim-
ited by the arrays size, engineering needed to fabricate them and are unable to image high
aspect ratio structures. In addition, all tip-based imaging techniques are difficult to use in
solution and the large probe combined with stiff cantilever may damage soft samples. This
limitation can be addressed by replacing the AFM or NSOM probes by a metallic particle
trapped in an optical tweezers [351, 186]. However scanning of a single, trapped particle is
very slow severely limiting the throughput and requires a use of a powerful laser which could
be damaging to the sample.

Other nanoscopic techniques such as scanning or transmission electron microscopy (SEM/TEM)
are also often used to image geometry of nanoscopic structure. While they allow imaging
with high-resolution and dont require scanning of a physical tip, these techniques suffer from
other limitations. Chiefly they impose strong restrictions on the samples and their environ-
ments due to strong electron scattering and absorbtion. Additionally SEM and TEM require
special preparation of samples and cannot be used with live biological samples, are highly
invasive, require metal-based contrast, and typically make it possible to observe only the
surface itself with limited ability to accurately measure structures with internal geometry
(Fig. 3.1).

Minimally invasive optical tomography is suitable for the imaging of surface layers of
highly scattering, nontransparent samples, as probing is based on backscattered photons.
It is capable of imaging large three dimensional samples with complex geometries and has
been most successfully used in medical and research setting for imaging soft biological tis-
sues. However its resolution is limited to µm range and due to this limitation it has very
few applications beyond biomedicine [148]. If the objects are highly scattering, tomography
can be combined with non-linear inversion algorithms to image permittivity distribution at a
sub-µm resolution, this however may not be directly related to shape and has not been so far
shown to faithfully reproduce object’s shape [243] (Fig. 3.1). Three dimensional wide-field
images can also be obtained by time reversal technique, but it has a micrometer resolution
due to the diffraction limit [49, 177].

In biology high-resolution imaging of fluorescently labeled biological samples can be also
achieved by isolating multiple emitters residing within diffraction-limited volume either spec-
trally [72, 279] or temporarily by exploiting photocycling [35, 307] , photo bleaching [296, 134]
or blinking [227] and then imaging them one at the time. This suite of super-resolution imag-
ing techniques is widely used to capture localization of fluorophores within biological tissue,
which offers insights into biological structure and processes at the scale of single molecules.
While these techniques are powerful, they require the imaged structure to be labeled with
specific, surface-attached emitters, which limits the temporal resolution [35, 307] and makes
it primarily applicable to imaging biological object with known molecular identity. Moreover
they are prone to errors caused by artifacts that can arise from fixation, permeabilization
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Figure 3.1: Summary and comparison of existing three-dimensional imaging techniques.
AFM exhibits nanometric resolution and is capable of imaging samples in ambient conditions,
however it does not offer true three-dimensional resolution and has a very low throughput
due to the nature of tip scanning. Electron microscopies (SEM and TEM) also have great
resolution and are capable of imaging some three dimensional objects, however they typically
place stringent conditions on sample preparation and imaging conditions. Finally, optical
coherence tomography (OCT) allows for wide-field truly three dimensional imaging, however
its resolution is limited to the µm range. The technique presented here - Brownian Optical
Microscopy (BOM) - allows for true three dimensional imaging in ambient conditions with
nanometric resolution.

and light exposure of the sample [233]. To address this limitation, surface imaging by dy-
namic adsorption of single, freely diffusing molecules has been proposed. In these techniques
interaction between the object and the emitter either enhances [324] or quenches [393] the
fluorescence allowing to map the shape of the object by localization of adsorption events.
These techniques provide only two-dimensional image and are limited to objects, which sur-
faces induce transient adsorption of an emitter and modulate its fluorescence, which are
relatively uncommon. So far they have been used for mapping the surface of a lipid mem-
brane which enhances fluorescence of the molecules adsorbed on it [324] or metal, which
quenches the fluorescence upon direct adsorption [393].

Here we demonstrated a 3D super-resolution imaging technique based on fast, massively
parallel scanning of surface with metal nanoparticles (NPs). Object surrounded by those
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freely diffusing nanoparticles is placed in an evanescent field and as the NPs probe the vol-
ume around the object images of the optical scattering signal from all particles diffusing
within a field of view are rapidly acquired, allowing their localization with nanometer ac-
curacy in all three dimensions. NPs positions obtained from a series of imaging cycles are
used to determine the volume excluded by the object and hence reconstruct its shape akin
to scanning the surface with millions of freely diffusing AFM tips. We demonstrated that
this technique is capable of imaging of three-dimensional objects including complex overhang
structures with lateral and vertical resolution of 30nm. This wide field, all optical, super
resolution imaging technique allows imaging of unlabeled, low contrast objects in ambient
conditions. These unique advantages make this technique well suited for imaging biological
objects as well as nanostructures (Fig. 3.2 A).

3.2 Methods

In BOM sample with low refractive index, which is often the case in biology, is surrounded
by a solution of high uniformity gold nano particles with 50nm diameter, which is index
matched with the object allowing the evanescent field to decay unperturbed exponentially
away from the interface. The freely diffusing particles are localized in three dimensions by
Gaussian fitting. The center of the Gaussian corresponds to the position of the particles
while the height of the Gaussian, corresponding to the intensity of the particles relates sen-
sitively to the height in the evanescent field (Fig. 3.2 A).

Nano-scale localization of freely diffusing particles requires rapid measurement of their lat-
eral and vertical position before they diffuse a significant distance. NPs smaller than 40nm
which are stationary or very slow moving can be localized with diffraction-limited resolu-
tion in three dimensions using heterodyne holography [3], however this does not work for
freely diffusing particles. By using 50nm metal NPs as strong scatterers near plasmon reso-
nance, BOM avoids bleaching and saturation and the scattering signal can be significantly
enhanced, which enables us to collect sufficient amount of photons to accurately localize
multiple diffusing particles simultaneously with resolution down to 30 nanometers.

To set up exponentially decaying field within the sample we took advantage of the fact
that refraction of light, as it encounters the interface between two media having different
refractive indices, results in confinement of a portion or all of the light to the higher-index
medium. This phenomenon - total internal reflection (TIR) occurs when the light propagat-
ing at critical angle in a medium with higher refractive index (n1) encounters a boundary
with a medium of lower refractive index (n2). The critical angle θc = arcsin(n2/n1) can be
calculated from Snell’s law [155]. In the case of boundary formed between glass (n1=1.51)
and magnesium fluoride (n2=1.38) or sapphire (n1=1.77) and PMMA (n2=1.49) the critical
angle is θc = 660 or θc = 570 respectively. In the transmitted medium, this also produces an
electromagnetic disturbance, called the evanescent wave, which propagates along the inter-
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Figure 3.2: Principle of the BOM technique. A) BOM relies on three-dimensional localization
of freely diffusing NPs. An object of arbitrary shape (gray) is placed in solution of randomly
diffusing nanoparticles, denoted here by small green spheres, which are illuminated with
an evanescent field established by total internal reflection (TIR) at the interface between
the substrate and the object. A series of raw images of scattering from those particles is
acquired and the NPs are individually localized in three dimensions as they randomly probe
the volume around the object by Brownian diffusion. Images taken at different times will
record different NPs randomly distributed around the field of view as the particles freely
diffuse in the space around the object. The lateral localization is obtained by finding the
center of the scattering signal by Gaussian fitting while the height of particle is estimated
by measuring the intensity of the scattering signal (the height of the Gaussian). Since the
evanescent field decays exponentially with the distance from the interface, the NPs close to
the interface will interact with stronger field and hence appear brighter than ones further
away from the boundary. Space occupied by the object is inaccessible to the NPs, and the
resulting image of the excluded volume corresponds to the shape of the object. B) Once a
large number of particle positions are recorded the volume excluded by the object can be
estimated. The more particles are collected the finer the space sampling around the object
and the better the shape of the object can be reconstructed. C) Experimental Setup. The
sample, composed of glass cover slip with a MgF2 or PMMA structure nanofabricated on it
enclosed in a flow chamber filled with a low density solution of freely diffusing 50nm NPs.
The chamber is illuminated with a laser in such a way that evanescent field originates on the
MgF2/glass or PMMA/sapphire interface and penetrates into the sample. The scattering
signal is then detected on the other side of the sample using a 100X oil immersion objective.
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face and exponentially decays away from the interface. The electrical field of the evanescent
wave can be written as E(z) = E0e

−dpz where E0 is the amplitude of the electric field at
the interface and dp is penetration depth and is a function of wavelength and illumination
geometry, given by:

dp =
λ

4π[n2
1 sin2 θt − n2

2]
1/2

(3.1)

where the θi is the incident angle [295]. Penetration depth determines depth of view in our
method. We would like the depth of view to be between 200- 300nm, which sets dp to be
around 100nm-200nm and illumination angle to be θi = 550 to θi = 600 depending on desired
penetration depth and sample design.

Mie theory is a set of exact solutions to Maxwell’s equations for light interacting with small
spherical particles and can be used as a model to predict behavior of nanoparticles in an
evanescent field. Assuming that the sphere is not in immediate contact with the surface
so that direct interaction of the sphere with the surface could be ignored, we can use Mie
theory to predict the scattering profile of a non-absorbing sphere in an evanescent field [69].
Under these conditions, the scattering intensity follows the same exponential decay as an
evanescent wave Is = I0e

−dpz, where I0 is the scattering intensity at z = 0 when the particle
is contact with the sample surface [158]. The deviation between this result and full treatment
of evanescent wave scattering [346, 371] is estimated to be less than 2% using COMSOL sim-
ulation. Because the intensity of an evanescent wave decays exponentially with the distance
to the interface, the intensity of light scattered by a metallic sphere will be a function of its
separation distance from the interface.

At a specific frequency, coherent electron oscillations - plasmon resonance - can be excited on
the nanoparticle and enhance its scattering cross section drastically. The resonant frequency
depends on particle type and size as well as the type of dielectric medium it is in. We want
to use 50nm nanoparticles as they show strong enhancement and have large scattering cross
section. For 50nm diameter metal nanoparticles, the resonant frequency is around 530nm
[286, 280, 290]. By matching laser frequency with the resonant wavelength of the particles,
we can maximize its scattering cross-section, achieving a high signal to noise ratio (S/N).
Therefore, we will use 532nm laser excitation light.

As the nanoparticles diffuse freely, they sample the available space by random walk. Mean
diffiusion time is given by

tD =

√
6L2πηr

2kT
(3.2)

where η is the viscosity of solution, L is mean free path and r = 50nm is the radius of
the sphere. In our case 80% glycerol solution or a mixture of 2,2-Thiodiethanol with water
of similar density at 250C has kinematic viscosity of mixture 0.08 m2/ms [66]. Mean free
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path affects resolution, as the particle moves during acquisition time. In order to achieve
resolution of 30nm or less we need to keep the acquisition time t to ≈3ms or shorter, since the
mean free path is around 60nm during this time. The spatial concentration of nanoparticles
can be estimated to be around 1-5 particles per µm3, so that on average the distance between
nanoparticles is 0.5-1 µm, indicating that the particles can be independently localized. For
simplicity, we can assume that in order for a site to be sampled particle needs to cover at
least this distance. Root mean square distance covered by a particle is σ =

√
2Dt and it

takes t = σ2/2D =350 nm [382]. This allows us to estimate the total imaging time with
desired resolution by ensuring that a given number of particles sample the surface of the
sample. The more particles are collected the smaller details of the object become visible
(Fig. 3.2 B).

Optical Setup

A beam from a 200mW 532 nm laser (LambdaPro Technologies, Beijing, China) is directed
via mirrors arranged in periscope setting onto a triangular sapphire prism (n = 1.77, Ed-
mund Optics, New Jersey) at an angle ≈600. The low index PMMA sample deposited on
the top of thin sapphire slide is optically coupled to the top of the prism with immersion oil
(n = 1.77, Cargille). The evanescent wave with penetration depth of ≈100-250nm is formed
at the sapphire-PMMA interface or glass-MgF2 interface and penetrates into the PMMA
or MgF2 sample. A 2,2-Thiodiethanol-water1 (Sigma) suspension of 50nm unconjugated
gold nanoparticles (Ted Pella), passivated with (Bis(p-sulfonoatophenyl)phenlphosphine di-
hydrate dipotasium salt (1mg/ml, BSSP, Sterm Chemicals) is index matched to the sample,
and placed on the top on the sample and sealed using another cover slip (Fig. 3.2 C). The
nanoparticles are concentrated, approximately 100x, by centrifugation and then water is
replaced by index matched solution. Mixing 2,2-Thiodiethanol with water with different
ratios allows to vary refractive index of solution from 1.33 to 1.5. The concentration of the
particles is kept low enough so that the average distance between the particles is 0.5-1um.
The imaging chamber is mounted on an inverted microscope (Zeiss Observer D1m) and laser
light scattered from gold nanoparticles is collected via 100x high NA objective (Nikon Apo
TIRF, NA=1.39) and sent to an EM-CCD camera (Hamamatsu, EM-CCD C9100). Raw
data is collected either via HCImage software (Hamamatsu) or through a custom written
LabView (LabView, National Instruments) software. Typical acquisition times are 1-5ms.

Sample Fabrication

All samples were fabricated on glass coverslips or sapphire wafers depending on the required
index range. Substrates were cleaned in hot Piranha for ten minutes, rinsed with isopropanol
(IPA), and dried with nitrogen. After cleaning a 15 nm layer of ITO and 10nm layer of SiO2
are deposited by electron sputtering, this provides a conduction pathway for later electron
beam lithography steps. PMMA is spin-coated as an e-beam resist, the layer thickness can
be tuned depending on the application. Typically PMMA A5 is spun at 3000 RPM for lift-off
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applications, PMMA A2 is spun at 1800 RPM for direct imaging of the resist. The substrate
is then patterned using electron-beam lithography (EBL). In the case of single layer samples
this pattern can then be imaged directly or used as a lift off mask for a dielectric deposition.
Dielectric deposition was performed using high vacuum electron-beam deposition of MgF2
or SiO2 with a maximum rate of 0.4 Angstroms/s.

To fabricate overhung PMMA structures the addition of MMA copolymer is required. MMA
has much higher sensitivity than PMMA so it is possible to expose a layer of MMA through
a layer of PMMA without exposing the PMMA [83]. In the case of overhang samples we
imaged, we first fabricated a silicon dioxide smiley face structure using the above process.
Subsequently, a thin layer of MMA (methyl methacryllate) is spun on the coverslide followed
by a thicker layer of PMMA (poly methyl methacryllate). After patterning of the bilayer
with EBL, the MMA was undercut in certain regions as a result of its lower required dose. In
order to remove the resist from underneath the PMMA layer the sample is developed in an
ice bath mounted onto a slowly moving shaker tray. The shaking action ensures circulation
of the IPA:MIBK 3:1 developer. The samples must be allowed to develop for 4 to 12 hours
depending on the feature size. The samples are then transitioned gradually from IPA to
water by means of solvent exchange. The sample is then dried in all but the structure area,
and nanoparticle solution is introduced. This process prevents the overhang structures from
exposure to air which may cause them to collapse. The sample was then imaged using BOM,
scanning electron microscope (SEM) and atomic force microscopy (AFM).

Data Analysis

After raw images were acquired and converted to 16bit .tif format, each of the detected parti-
cles was localized offline using custom written C++ and Matlab scripts. The algorithm first
thresholds the images based either on user-determined threshold or automatically by Otsu
thresholding [281] and subsequently finds all intensity clusters above the noise level, which
correspond to the particles. The center of those nanoparticles is found using maximum likeli-
hood estimation and the intensity at the center pixel is used to determine particle brightness.
The standard deviation of the spot along the major and minor axis is also calculated and
if the width of the spot along those two axes is not within 20% of each other i.e. the spot
appears elongated, the particle is rejected. Particle position and height is then determined
and after collecting sufficient number of particles the shape of the volume excluded by the
object, and hence the object shape can be reconstructed. The larger number of particles
collected per pixel the higher the accuracy of determining fine details in the excluded vol-
ume. If at each pixel the number of vertical surfaces is limited they can be localized more
accurately with a smaller number of particles by taking all the particles collected at that
pixel and looking at the cumulative probability distribution of their intensities. We utilize
this method for all non-overhang samples. In this case the histogram of all the NPs inten-
sities between p=0.05 and p=0.95 is fitted with straight line. The intersection of this line
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with y=0 indicates the boundary beyond which NPs particles cannot access and indicates
the height of the sample.

3.3 Results

Imaging Complex Topology

To demonstrate the ability of BOM to image unlabeled, low contrast sample in a parallel fash-
ion with nanoscopic resolution we imaged an extruded CalNano nanostructure (Fig. 3.3A),
which contains diverse feature sizes ranging from microns down to 100 nm. The sample
was made out of PMMA on a sapphire support using E-beam lithography and its exact
shape was first confirmed by scanning electron microscopy(Fig. 3.3B). Optical imaging of
the sample using standard bright field microscopy does not allow us to resolve many fine
details, although the overall shape of the writing is decipherable as it is somewhat darker
(Fig. 3.3C). Using BOM we were able not only capture the full three dimensional nature
of the structure (Fig. 3.3D), but also clearly resolve features as small as 100 nm over an
entire 30x30um field of view (Fig. 3.3G). This also demonstrates how BOM was capable of
imaging the entire, large field of view at once in contrast to probe scanning techniques that
would require scanning the entire area point-by-point and would be very slow to image such
a large area.

Resolution Characterization

Subsequently we wanted to systematically characterize both the lateral (x − y-resolution)
resolution as well as vertical resolution (z-resolution). Based on our theoretical estimations
we believed that they both be mostly limited by the particle diffusion speed and equal to
approximately half the diffusion distance 30nm.

Lateral Resolution

To characterize lateral resolution of BOM we imaged lines of progressively decreasing width
ranging from 120 nm down to 20 nm and also with decreasing height. Just as before, the lines
were fabricated using E-beam fabrication out of PMMA on sapphire cover slide. Similarly to
the previous sample the lines were first characterized by SEM and shown to have expected
thickness (Fig. 3.3E). However with SEM we were not able to see the height of the lines.
Subsequently we imaged sample using BOM and demonstrated that BOM not only is able
to reconstruct the three-dimensional image (Fig. 3.3H) of the lines, showing progressively
decreasing heights, but also clearly shows almost all of the lines down to 30 nm Fig. 3.3F).
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Figure 3.3: BOM can image three-dimensional topology of complex shapes with 30nm lat-
eral resolution. A) Schematics of the CalNano shape fabricated by E-beam lithography. (B)
Two dimensional SEM image (C) Two dimensional optical image, which allows us to resolve
only the large features of the shape (D) Three-dimensional BOM image in which the Cal-
Nano patterns geometry is clearly resolved. (E) SEM of fabricated lines with progressively
decreasing width ranging from 120nm down to 20nm (F) BOM image of the lines including
the averaged cross section (yellow) showing that the smallest 30nm line is clearly resolved.
G) Zoom-in highlighting the ability of BOM to resolve 100nm-150nm features in the letters
”l” and ”n” of the CalNano shape. H) Three-dimensional reconstruction of the line sample.
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Figure 3.4: BOM can achieve 30nm vertical resolution. A) Schematics of a fabricated stair-
case pattern consisting of three steps with 30nm, 35nm and 40nm height respectively. B)
AFM image of the sample. C) BOM image of the same sample showing three distinct steps.
D) Averaged cross section of the AFM (black) and BOM images (orange) showing that BOM
accurately resolved the heights of the steps with under 30nm resolution.

Vertical Resolution

To find out the vertical resolution limit of BOM we fabricated 3D staircase structures con-
sisting of three steps with height of 30 nm, 35 nm and 40 nm, respectively (Fig. 3.4A). The
structure is made of magnesium fluoride (MgF2) covered by a thin glass film (5nm), which
passivates the positively charged MgF2 surface and prevents sticking of NPs which have neg-
ative surface potential. The sample was then imaged by AFM to confirm the step heights
(Fig. 3.4B). Finally, we imaged the same sample using BOM. The smallest, 30 nm, step can
be clearly resolved (Fig. 3.4B) and agrees well with the AFM measurement (Fig. 3.4D) as
seen on the cross section. The cross section was obtained by averaging along the depth of
the step (direction into the page) of both the BOM measurement (orange lines) as well as
the AFM measurement (black line). The gray overlay represents standard error in the BOM
measurement. The AFM and BOM measurement are generally in great agreement except
on the bottom right-hand-side step where the BOM measurement appears to indicate higher
height than AFM. This is most likely due to uneven illumination possibly caused by dirt on
the cover slide which made some particles appear dimmer than they truly were.
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Imaging Overhang Structures

Finally, we showed the unique ability of BOM to image topology of a three-dimensional
complex shape with internal geometry such as overhung structures or cavities. A structure
consisting of a silicon dioxide layer on a sapphire substrate was patterned into a smiley face
that is covered by an overhanging structure made of PMMA (Poly(methyl methacrylate),
(Fig. 3.5A). This structure is challenging to image with SEM due to the fact that the top
thick PMMA layer shadows and obscures the underlying structures (Fig. 3.5B), so that while
it is clear from SEM that there is a gap underneath PMMA roof it is not possible to see
anything inside. Since BOM uses 50 nm particles to probe the surface of the object, those
particles can easily probe underneath the overhang. BOM imaging clearly shows the smiley
face structure as well as the overhang roof supported by a thick post (Fig. 3.5C, D). This
allows BOM to capture not only the top surface of the object but also its internal cavity that
is difficult to image for other nano imaging techniques such as AFM and SEM. The noise
visible around the smiley face comes partially from inaccuracies in estimating the particle
position and partially from scattering from unintended PMMA on or around the sample,
which is an artifact of the fabrication procedure.

Imaging E. Coli Cells

BOM can also be used to image true three dimensional topology of biological structures and
cells, which often have low refractive index contrast between them and the external medium.
Additionally BOM is capable of imaging the topology of the cells without the need for
staining them with fluorescent molecules or antibodies. Here, E.coli DH5α were deposited
by gel stamping [347] on a sapphire support coated with CellTak to ensure adhesion and
passivated with a thin layer of PMMA deposited by spin casting to prevent NPs sticking.
Then, the cells were imaged using AFM (Fig. 3.6A) and standard BOM technique (Fig. 3.5B).
The characteristic elongated, round shape of E. Coli can be clearly distinguished using BOM
indicating that this technique can be more broadly applicable to imaging biological objects.
Appropriate NPs passivation with a polymer or a protein layer could be used in the future
to prevent interactions between cells and NPs and remove the need for passivating the cells
with PMMA.

3.4 Discussion

Localization and Sources of Uncertainty

Our results clearly demonstrate that BOM allows to optically image complex, three-dimensional
shapes with 30 nm resolution. The vertical resolution depends on the sensitivity of intensity
change with height, the diffusion distance and uniformity of NPs. The lateral resolution de-
pends primarily on two factors: localization accuracy of any single particle and the amount
each particle diffuses within single frame of acquisition. Accuracy of localization depends
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Figure 3.5: Imaging the topology of three-dimensional shapes with internal geometry A)
Schematics of the fabricated structure consisting of a silicon dioxide layer on a sapphire
substrate patterned into a smiley face in the first EBL step, and an overhanging PMMA
structure fabricated from PMMA and MMA co-polymer in a second EBL step. B) SEM
image of the structure on which a small gap can be seen but the top PMMA layer obscures
the underlying smiley face. C-D) BOM images of the sample showing clearly the smiley face
structure as well as the overhang roof supported by a thick post
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Figure 3.6: Imaging of topology of biological samples. A) AFM image of E.Coli deposited
on sapphire surface B) BOM image of E.Coli

on the number of photons collected and is mainly limited by standard deviation (σ) of the
Gaussian fit and the total number of photons collected N and in a lesser degree, by camera
properties such as pixel size a and background noise b [355]:

< ∆x >=

√
σ2

N
+

a2

12N
+

8πσ4b2

a2N2
(3.3)

In our case the number of collected photons is directly related to the duration of ac-
quisition, which is limited by the Brownian motion of the nanoparticles i.e. the longer the
acquisition the more the particle will diffuse during this time. Due to strong plasmon reso-
nance of the metal nanoparticles we can collect at least 6,000 photons during our standard
1ms-5ms acquisition time. During this time, the NPs can diffuse up to 60 nm. The back-
ground noise b is approximately 10 - 30photons, σ = 1 pixel, size of the pixel a=25nm and
in 1ms we are collecting around 6000 photons. This gives localization accuracy of 1-2nm, so
that the resolution is mostly determined by diffusion distance, not localization accuracy. The
lateral resolution limit is then mostly limited by approximately half of the diffusion distance
and could be improved by limiting this distance. The amount of diffusion during acquisition
can be shortened over 20x by decreasing the acquisition time using either a more sensitive
camera or stronger pulsed illumination. Improvements in camera system and illumination
will also improve the temporal resolution of the system, decreasing the total acquisition time
needed to reconstruct an image to ≈10s. The accuracy of determining vertical position re-
lates to the decay of the evanescent field and can be tuned by varying the incident angle of
total internal refection.

The vertical resolution depends on the sensitivity of scattering intensity change with height,
the diffusion distance the NPs diffuse within single frame and uniformity of NPs. NPs uni-
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formity affects the z-resolution since particles with larger cross-section will scatter more
strongly than particles with a smaller one even at the same height. In order to minimize
the errors arising from particle inhomogeneity we are using highly uniform 50nm Ted Pella
Nanoparticles. Those NPs have size coefficient of variation ≈4-8% corresponding to ≈15%
variation in intensity, which translates to 15nm standard error in height determination for
each particle. However, as discussed before, the particle will diffuse around 60nm during this
time. Since diffusion of NPs during the acquisition is also the limiting factor determining
the vertical resolution of BOM. Improving the setup so that the acquisition time would be
shortened would result in large improvements in BOMs resolution in all three dimensions.
While BOM provides an unparalleled 3D resolution, the total height of the sample is con-
strained by the depth of the evanescent field, typically 300-700 nm. This concept can be
however extended to imaging thicker samples by using highly axially-dependent illumination
[93], bi-plane detection [181] or point spread function engineering [75, 171] for vertical local-
ization.

The error in determining sample shape will be decreased if more particles were localized
within the same area. Since the plasmonic NPs never bleach, unlimited number of events
can be imaged until desired image resolution is achieved. If the number of vertical layers of
the object is known, then rather than using particles at each voxel, cumulative distribution
of all particles collected at that pixel at all heights can be used to find out what the excluded
levels are. In order to estimate how many particles are needed to predict a height of an object
where there is only one level at each pixel (i.e. there is no overhang) we run a Monte Carlo
simulation in which particles with a size distribution of 1%, 10% and 20% were randomly
generated at different heights between 0 and 300nm. The illumination field was assumed
to be exponentially decaying with a penetration depth of 120nm and the intensity of the
particle at a given height was calculated using Mie theory [280, 39] and analyzed using our
standard analysis code. For each simulation the accuracy of localization was calculated and
then averaged for 1,000 simulations run at the same conditions (Fig. 3.7).The simulations
allowed us to estimate that we need to collect 15-20 particles at each voxel to estimate
the height of the level with 0.95 probability within 30 nm given the inhomogeneity of our
particles. Collecting more particles would result in increasing the sampling accuracy, but
also would require increasing the acquisition time. Typically, to collect 20 particles per pixel
we acquire 100,000 frames, which means our total acquisition time is 300-500s. Additional
time during the experiment is however required to save the data onto the hard drive. If
the acquisition time was shortened and also more uniform particles were used the total ac-
quisition time could be shortened resulting in 20-30x improvements in temporal resolution.
Additionally improvements to the computer system can be made to support either in-line
graphics processing unit (GPU) based data analysis without saving the image file or multi-
disk array to save the images in parallel to decrease the additional overhead time required
during the experiment.
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Figure 3.7: Dependence of accuracy of localization of a single surface on number of particles
and standard deviation deviation of their size. For the particles with size deviation of 10%,
which is similar to the particles used in experiment, we need to collect ≈20 particles to
achieve localization of ≈20-25nm.

Summary and Outlook

The BOM technique exploits the resonant plasmonic interaction between NPs and evanescent
field used to excite them, to image three dimensional complex contour of an object with a
resolution of 30nm in all three dimensions. Since BOM is using massively parallel scanning
of NPs around the object, it does not require raster scanning and can image large field of
view with high resolution. BOM is a non-invasive optical technique that can be applied to
a wide range of samples including samples that cannot be fluorescently labeled and have
low optical contrast such as imaging of 3D nanostructures, cells or even large molecular
ensembles in vitro. Large field, high spatial resolution imaging is applicable to a wide variety
of systems and offers great potential in dynamically imaging 3D structure of assemblies
in nano-science and biology. Incorporation of stronger laser or more sensitive detection
technique would allow the particle size to be further decreased likely increasing their ability
to penetrate and image smaller object features or decrease image acquisition time to improve
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BOM’s temporal resolution in order to image dynamical processes. This technique could also
be in the future combined with fluorescence measurements to allow for imaging functional
properties of biological or man-made nano structures with three dimensional resolution.
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Chapter 4

Synaptically Independent Dendritic
Plasticity

4.1 Background and Motivation

One of the most significant challenges in neuroscience is to understand processes underlining
learning and memory formation. While plasticity, which is thought to underlay learning and
memory, is typically associated with persistent modifications of synaptic strengths [375, 184],
recent studies indicated that modulations of dendritic excitability may form the other part
of the physical signature of memory - the engram [263, 238]. However it remains unknown
whether modulation of dendritic excitability is controlled by synaptic changes or whether it
can be distinct from them. Here we show the first observation of the induction of a localized,
activity-based, persistent plastic decrease in dendritic excitability decoupled from synaptic
stimulation. This local plasticity decrease is conferred by CamKII phosphorylated A-type
potassium channels upon interaction of a back propagating action potential (bAP) with
dendritic depolarization.

Role of Non-Synaptic Plasticity in Learning and Memory

Persistent modifications of neuronal function, in response to repetitive and precisely timed
stimuli, are believed to underlie learning, memory formation and storage [375, 184]. Such
persistent modifications are based on the modulation of synaptic strengths and typically
involve either modulation of the release machinery at the pre-synaptic terminal or modula-
tion of receptor properties at the postsynaptic cell [245, 250, 71]. However, synaptic inputs
are actively shaped and integrated by dendrites before reaching the soma and currently it is
widely believed that different forms of synaptic plasticity can alter local dendritic excitability
by modulating both resting and voltage-gated channels along the length of the dendrites[334].

One of earliest reports showing learning-dependent nonsynaptic plasticity dates back to
1973, when Woody and colleagues [390] showed that classical conditioning of the cat eye-
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blink reflex was associated with increased excitability and input resistance in the neurons
in sensorymotor cortical areas and in facial nucleus. Later it was showed that non-synaptic
changes were in fact associated with learning during classical conditioning in the mollusk
Hermissenda. In those experiments the conditioning produced changes in several membrane
properties of the photoreceptors, including increases in spontaneous firing and input resis-
tance due to reduction of A-type potassium current and IK,Ca [13, 112, 14, 80]. More recent
studies revealed that all major forms of nonassociative and associative learning produced
modifications that were not limited to synaptic function in a wide variety of organisms in-
cluding Aplysia, rabbits and monkeys [263].

Several lines of evidence indicate that both LTP and LTD are accompanied by modifica-
tions of intrinsic excitability. In 1973 Bliss and Lmo observed an increase in the population
spike that could not be entirely explained by the increase in the EPSP [38]. This phenomenon
termed EPSP-to-spike potentiation (E-S potentiation) has been later found in several other
brain regions [63, 2]. E-S potentiation in CA1 pyramidal neurons was associated with a
shift in the activation curve of voltage-gated Na+ channels reducing the AP threshold and
increasing excitability [394]. The changes in excitability shared a similar signaling pathway
with LTP, including activation of NMDA receptors, Ca2+ influx and activity of CaMKII
[394, 127]. In addition to the hippocampus, synergistic changes in synaptic strength and
excitability were found in the cerebellar cortex. High-frequency stimulation of mossy fibers
led to both LTP and an enhancement of intrinsic excitability of granule cells [22]. Recently a
long term potentiation (LTP) protocol was shown to increase dendritic excitability [225, 242]
favoring backpropagation of APs into stimulated dendrites and enhancing coupling between
synaptic potentials and postsynaptic spiking [122, 238]. However LTP can also be associated
with h-channel regulated decrease in cellular excitability, which is thought to be stimulated
by back propagating AP and be calcium/calmodulin-dependent protein kinase II (CaMKII)
[109]. Similar decrease of excitability following LTP has been observed during classical con-
ditioning of feeding in Aplysia, which strengthened the excitatory synaptic input to neuron
B51, which is responsible for feeding response, but decreased the excitability of the B51
itself [237, 218]. The occurrence of such a reduction in cellular excitability in parallel with
LTP would be a negative feedback mechanism to normalize neuronal output firing and thus
promote network stability. It has been hypothesized that whether LTP procedures increased
or decreased excitability might depend on the degree of LTP.

Interestingly changes in excitability are not always temporarly reassembling modifications
of synaptic strengths [263]. Temporal dissociation between nonsynaptic changes and the
memory trace was observed in Lymnaea during classical conditioning of feeding [191, 192].
After the conditioning the increased excitability persisted after the classical response was
extinguished and perhaps could function as a mechanism for storing the memories. On the
contrary during rabbit trace eyelid conditioning [262, 357] and olfactory discrimination learn-
ing [308] the excitability of hippocampal neurons was increased [262, 357],but this response
decayed before than synaptic trace did. A computational model suggested that changes in
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excitability could regulate the threshold for the induction of synaptic plasticity [359], thus
proposing intrinsic plasticity as a mechanism to prime circuits to a more permissive state for
modification during learning [308] suggesting that they are involved in rule learning rather
than memory storage per se. These findings suggest that nonsynaptic and synaptic changes
might play distinct roles in the expression of the different temporal domains of the memory.

Additionally plasticity of dendritic excitability and integration is associated with spike timing
dependent plasticity (STDP). STDP is unique in the sense that whether it produces potenti-
ation or depression depends sensitively on the timing between pre- and post- synaptic pulses.
STDP may provide important functional features such as synaptic competition, predictive
coding, and the functional development of neural circuits [334]. Interestingly changes in den-
dritic excitability during STDP have analogues temporal specificity - STDP-LTP facilitated
dendritic excitability in CA1 pyramidal neurons whereas STDP-LTD depressed dendritic ex-
citability (ES depression) [54]. Suggesting that there might exists a a common learning rule
for both synaptic plasticity and plasticity of dendritic excitability. Recently an investigation
of STDP in neurodevelopmental learning disorders using Fragile X syndrome as a model
allowed to make a compelling argument that alterations in dendritic excitability underlie
deficits seen in STDP that leads to altered synapse development and in turn diseases such
as Fragile X syndrome [253].

To date, localized modulations of dendritic excitability in the absence of synaptic stimulation
have not been reported, leaving many key questions about the role of dendritic excitability
in plasticity unsolved. Is dendritic excitability contingent upon synaptic processes or can
dendrites detect spatio-temporal patterns of activation independently? Are dendrites able
to store plastic changes on their own or do they only facilitate synaptically based storage?

A-type potassium channels

K+ channels serve a variety of functions in neurons and other excitable cells. In general,
activation of K+ channels leads to dampening of membrane excitability due to the negative,
often hyperpolarized reversal potential of K+ ions across the plasma membrane. Voltage-
dependent K+ (Kv) channels act as potent modulators of diverse excitatory events such as
action potentials, excitatory synaptic potentials, and Ca2+ influx [36]. The fast inactivating
A-type potassium current is primarily encoded by Kv4.2 subunit in most neurons through-
out the nervous system, and it also contributes to the transient outward currents of cardiac
myocytes[398]. A potassium channel of this type is a molecular complex consisting not only
of pore forming α subunits but also of multiple additional subunits and scaffold proteins
that change the conductivity and kinetic properties of potassium channels, their transport,
and their subcellular localization [208]. The transient, A-type K+ current (IA) controls the
excitability of CA1 pyramidal neuron dendrites by regulating the back-propagation of ac-
tion potentials and by shaping synaptic input. Moreover Kv4.2 channels serve as molecular
signal integration devices, allowing the cell to integrate a variety of cell-surface signals into
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a coordinated output in terms of membrane electrical properties [36]. Notably Kv4.2 chan-
nels are present through hippocampus and cortex with a high density in the dendrites of
CA1 and CA3 pyramidal neurons [362, 326, 246] and the density of the A-type K+ channels
increases with distance from the soma [166] which appears to underlie amplitude attenua-
tion of back-propagating action potentials. Because these channels are at high density in
dendrites where the neurons receive synaptic input, rapid voltage-dependent activation of
these channels can limit the peak amplitude of back-propagating action potentials as well as
modulate incoming synaptic information [4]. Thus these currents can exert profound effects
on hippocampal network communication [166].

Kv4.2 channels play crucial role in controlling neuronal excitability by mediating transient
A-type potassium currents. Localizing Kv channels near the synapse might allow neurons
to mold their intrinsic excitability in the vicinity of active synapses. NMDA (N-methyl-D-
aspartate) receptor activation in hippocampal CA1 neurons either directly [122] or through
glutamate receptor activation[193, 222] causes a local increase of dendritic excitability, be-
cause of rapid internalization of A-type potassium channels that probably contain Kv4.2 In
addition to NMDA receptor, activation Ca2+ influx is also necessary for Kv4.2 internaliza-
tion. Similarly induction of LTP by synaptic stimulation also results in the internalization
of the Kv4.2 channels increasing dendritic excitability [149]. Mechanistically it has been
shown that during LTP induction (by short term glycine application and direct activation
of synaptic inputs) the inclusion of GluR1 AMPA receptors responsible for potentiation of
the synapses was coupled with Kv4.2 channel internalization [193]. However potentiation
of synaptic inputs may also be associated with the decrease in dendritic excitability. In a
culture of cortical neurons, the potentiation of excitatory inputs with glutamate, K+, or
electrical stimulation was associated with an increase in output potassium current. The
authors hypothesized that this effect is related to the translocation of Kv4.2 subunits into
cytoplasmic membrane. This effect was also mediated by the activation of NMDA receptors
[325].

K+ channels have also been shown to play a crucial role in inducing and controlling STDP-
LTP by influencing the amplitude of dendritic back-propagating action potentials. Typi-
cally dendritic back-propagating action potentials are small and do not cause a significant
Ca2+ influx. However during STDP, when EPSPs and back-propagating action potentials
are paired within a critical time window the EPSP-mediated depolarization inactivates the
A-current and thereby prevents a K+ channel-mediated dampening of the bAPs. Conse-
quently, voltage-gated Ca2+ channels can be activated, which leads to Ca2+ influx through
these channels. This induces large membrane depolarization which serves to unblock NMDA
receptors allowing further influx of Ca2+ through NMDA receptors leading to long-term
potentiation at those synapses [383, 241]. In addition to contributing to the induction of
LTP and STDP-LTP, dendritic A-type K+ current is also involved in maintenance of the
plasticity by locally increasing dendritic excitability at the synapses where LTP has been
induced. This increase of excitability is spatially limited to the vicinity of the stimulated
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synapses, and is related to a negative shift of the inactivation curve of A-type K+ currents
[122] . Recently in addition to processes on cellular level, Kv4.2 channels have been directly
associated with spatial memory in rats performing radial maze task [360].

The alterations of dendritic excitability, such as those observed after and during induc-
tion of LTP and STDP-LTP are typically regulated by either by alterations of density of
potassium channels on the membrane surface or alterations of conductance of individual
channels. This can be achieved by phosphorylation or by modulating influence of β subunits
or other channel-associated proteins [208].

The conductance of A-type K+ currents can be regulated by phosphorylation. Activation of
either PKA or PKC through ERK/MEKspecific MAPK (mitogen-activated protein kinase)
pathway decreases the probability of A-type K+ channel opening and increases the dendritic
excitability and hence the amplitude of back-propagating action potentials in distal dendrites.
However, direct phosphorylation of the Kv4.2 α-subunit by PKA was not sufficient to mod-
ulate channel function and the effects of phosphorylation require the presence of the KChIP
ancillary subunit [397]. MEK is known to regulate Kv4.2 phosphorylation by activating ERK
which can then directly phosphorylate Kv4.2 at T602, T607, and S616 leading to increased
channel conductance and decreased excitability [354]. However MEK can also phosphorylate
CamKII [130, 189] which can then directly phosphorylate Kv4.2. CamKII phosphorylates
Kv4.2 at Ser438. This type of phosphorylation leads to increase in local cellular Kv4.2 and
potentiation of A-type current [368] and hence decreases dendritic excitability by approx-
imately 12%. It has been hypothesized that CaMKII is responsible for the integration of
channels into the membrane surface while protein kinease A regulates their internalization.
The direct importance of Kv4.2 phosphorylation and excitability changes is underscored by
the fact that inhibition of MEK interferes with LTP and STDP-LTP induction by reducing
the boosting of the action potential [383, 303]. Moreover the Kv4.2 internalization in hip-
pocampal spines and dendrites is induced rapidly upon glutamate receptor stimulation [193].

Kv4.2 channels can also be modulated by interactions with multiple modulatory and scaf-
folding proteins, which influence their conductivity and kinetics as well as their transport and
sub-cellular localization. One of those are cytosolic Kv channel-interacting proteins- KChIPs
- which belong to a family of calcium binding proteins that form a natural complex with the
Kv4 subunit and their specific binding with the N-terminus of Kv4 subunit influences the
gating properties of the channels, surface location and structural composition [208]. Specifi-
cally they have been shown to increase the density of the potassium A-current and decrease
the activation threshold and resistance to inactivation causing more rapid restoration of the
active state of the channels, which can be explained by either more active integration of chan-
nels or more effective stabilization of the channels within the membrane [16]. A second major
class of auxiliary subunits that play distinct roles in modulating the biophysical properties of
Kv4.2 are dipeptidyl-peptidase-like type II transmembrane proteins typified by DPPX [269].
DPPX also affects activation of Kv4.2 channel integration into membrane surface [399, 178]
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and plays a critical role in regulating membrane excitability in hippocampal CA1 pyrami-
dal neurons [194]. Additionally KvB may interact with Kv4.2 channels. KvB1 and KvB2
contribute to an increase in channel density without any effect on their biophysical properties.

The translocation may be mechanistically achieved by interaction of Kv4.2 with cytoskele-
ton. It has been shown that Kv4.2 interacts with filamin, a member of the α-actinin family
of actin-binding proteins and integrins which are hypothesized to be responsible for Kv4.2
localization to somatodendritic compartments of neurons and their removal results in altered
clustering and spatial distribution of Kv4.2 expression [381, 289].

Kv4.2 channels play an important role in both learning and memory as well as dendritic
information and processing and disruption of their correct function can lead to serious disease
states. The K+ channel blocker 4-aminopyridine (4-AP) induces epileptiform activity in
vitro and seizures in vivo. Mutations in some K+ channel-associated proteins have also been
linked to an epilepsy phenotype. Decrease in Kv4.2 expression is seen in several animal
models of epilepsy especially after seizures. Kv4.2 channels have also been implicated in a
number of hyperexcitability and neurodegenerative diseases such as epilepsy [363, 58, 222],
ischemia [70, 407] and Fragile X mental retardation [142, 219]. Thus understanding the role
of changes in dendritic excitability in the processing of the incoming information would allow
to more deeply understand the principles of the organization and training of neural networks
under normal and pathological conditions.

4.2 Methods

Cell Culture and Transfection

Animal euthanasia procedures were conducted according to guidelines approved by the Office
of Laboratory Animal Care (OLAC) at the University of California, Berkeley. Hippocampi
were dissected from P1-2 Sprague Dawley rats, and kept in ice-cold HEPES buffered Hanks’
Balanced Salt Solution (HBSS, GIBCO) at all times. Cells were dissociated with trypsin for
10 min at 37C, followed by gentle trituration. The dissociated cells were then transfected
with EYFP-ChR2 construct using Nucleofector-II (Amaxa Biosystems) in accordance with
manufacturers protocol (Rat Neuron Nucleofector For Primary Rat Hippocampal or Cortical
Neurons) and plated at a density of 25,00050,000/cm2 on poly-l-lysine-coated glass coverslips.
Dissociated neurons were cultured in Neurobasal medium (GIBCO) supplemented with B-
27 (Invitrogen) and penicillin-streptomycin (10U/ml, GIBCO). Experiments were done on
morphologically identified pyramidal neurons 1418 d in vitro (DIV).

Electrophysiology

Individual coverslips were placed in a recording chamber (Biosciences) and submerged in
room temperature ACSF (145 mM NaCl, 3 mM KCl, 10 mM HEPES, 20 mM glucose, 2
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Figure 4.1: Experimental setup to achieve decoupling of synaptic and dendritic processes.
(A)EYFP-ChR2 expressing hippocampal neuron is stimulated with 28 um light spot (blue
circle) applied on the proximal dendrites coupled with somatically induced spike. (C) The
stimulation protocol where 2s photostimulation of proximal dendrite is coupled with a spike
(C) Schematics of the optical setup. Patterned ChR2 stimulation is achieved by a 470nm
LED is collimated by a lens (CL) and directed using a mirror (M) to Digital Micromirror
Device (DMD). The light reflected from DMD is collimated and scaled using a lens system
(L) and coupled into the microscope via a beam splitter (BS).

CaCl2 and 1 MgCl2) supplemented with 0.1mM picrotoxin (Sigma), 0.01mM DNQX (Sigma)
at 322 mOsm, pH 7.4. Voltage or current clamp recordings were performed in the perforated
patch-clamp configuration. Electrodes (2-5 MΩ) were pulled from borosilicate glass tubing
(World Precision Instruments) using a laser based micropipette puller (Sutter Instrument
P-2000). The pipette tip was dipped in an intracellular solution containing (in mM) 68
K-gluconate, 68mM KCl, 0.2mM EGTA, 2 MgSO4, 20 HEPES, 3 ATP, 0.2mM GTP (322
mOsm, pH 7.4) and then backfilled with the same solution but containing 0.12 mg/ml
amphotericin B (Sigma); final osmolarity was about 290 mOsm/kg H2O and open pipette
resistance when filled was 2 - 5 MΩ. Currents were recorded using patch-clamp amplifier
Axopatch 200B-2 in conjunction with Digitizer 1440A, sampled at 10 kHz. The holding
potential in voltage-clamp mode was 70 mV (Fig. 4.1A), uncorrected for any liquid junction
potential between internal and external solutions. Recordings were analyzed using pClamp
v10 software or custom written Matlab code. For pharmacological experiments all drugs were
obtained from Sigma-Aldrich with an exception of Stromatotoxin-II which was obtained
from Alome Labs. All drugs were bath applied and handled according to manufacturer
recommendations. Dendritic excitability decrease was achieved by coupling thirty 2s sub-
threshold ChR2 photodepolarizations with thirty APs which were delivered somatically 20ms
after the onset of light (Fig. 4.1B).
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Optical Setup for Optogenetic Stimulation

Hippocampal neurons were placed in a perfusion chamber and visualized using inverted Nikon
TE-2000E microscope and Andor EM-CCD (Andor). The cell plane was illuminated with
X-Cite 120 lamp (Lumen Dynamics) and only neurons, which expressed EYFP, were chosen
for experiments. To generate patterned illumination, a 470nm LED (Phillips) was expanded,
collimated and reflected directly from digital mirror device (DMD, InFocus LP435Z) coupled
into the microscope. The diode was synchronized with electrical stimulation through a
TTL signal and DMD was controlled using VGA signal from a computer. DMD patterns
were generated via custom written MATLAB (Mathworks) software, which allowed user to
position an arbitrary light pattern over the displayed cell image (Fig. 4.1C). For a majority
of the experiments, a circular pattern of 28µm in diameter was positioned over the imaged
proximal section of the dendrite. A set of previously determined affine transformations were
applied to the pattern, so that after passing though the optical path of the microscope, it
would be correctly positioned with respect to the cell. To stimulate the cell we paired thirty
2s photocurrent injections (or 100ms in case of data presented in Figure 4.4) into proximal
dendritic compartment, with APs (20ms after the onset of the light).

Immunofluorescence Staining

Dendritic excitability decrease was induced as described previously with the exception that
10ms 70mV action potentials were delivered using Iso Flex Unit Stimulator (A.M.P.I) rather
than patch pipette. Cells were fixed immediately after stimulation with 4% paraformalde-
hyde (Sigma) in PBS for 20 minutes before being permeabilized (1% Triton-X, Sigma) and
blocked in block solution (PBS containing 5% BSA). Then cells were incubated for 4h with
anti-pKv4.2 Ser 438 monoclonal antibodies (Santa Cruz Biotechnology) and then Alexa
Fluor 568 secondary antibodies (Invitrogen). Coverslips were mounted using Fluoromount-
G (SouthernBiotech) and sealed with nail polish. Cells were visualized using a Nikon TE-
2000 inverted epifluorescence microscope through 60x 0.8 NA Nikon or 100x 1.3NA Zeiss
objective. Images were digitally captured using EMCCD Andor. Excitation was via X-Cite
lamp with appropriate filter cubes. Images were analyzed using ImageJ and custom written
Matlab (Mathworks) software.

Live Cell Imaging

Dendritic excitability decrease was induced as described previously with the exception that
2ms stimulations at 70V were delivered using Iso Flex Unit Stimulator (A.M.P.I). This
stimulation protocol was sufficient to induce a single action potential in the hippocampal
neurons, reliably and without affecting cell viability as confirmed by electrical recordings.
Cells were transfected with mCherry-Kv4.2 plasmid (kind gift from Prof. Manuel Covar-
rubias) as described before and visualized immediatelly before and after stimulation using
a Nikon TE-2000 inverted epifluorescence microscope through 60x 0.8 NA Nikon or 100x
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1.3NA Zeiss objective. Images were obtained using an X-Cite lamp with appropriate filter
cubes and digitally captured using Andor EMC-CD. Images were analyzed using custom
written Matlab (Mathworks) software. For each cell, we obtained the ChR2 distribution
(YFP fluorescence), the Kv4.2 distribution, and the stimulation pattern and registered all
these images with each other to ensure accurate comparison. The images were corrected
for bleaching and dendritic clusters were manually identified and counted. By comparing
the positions of the clusters before and after the simulation the direction of the movement
was assessed. The re-distribution of Kv 4.2 clusters on the soma was visualized by com-
paring images before and after the stimulation as well as by calculating differential images:
Kv4.2before-Kv4.2after and Kv4.2after-Kv4.2before.

4.3 Results

Demonstration of dendritic excitability decrease (DED)

To study the relationship between dendritic excitation and synaptic memory and eluci-
date their interdependence, we developed a technique to decouple the dendritic excitability
changes from synaptic strength changes by stimulating dendrites with a protocol similar
to spike timing dependent plasticity (STDP) substituting presynaptic cell stimulation with
localized photostimulation of ChR2 using a digital micromirror device (DMD). The use of
a DMD allowed us to photostimulate multiple sub-cellular locations simultaneously and to
vary the locations of the depolarizations with millisecond resolution (Fig. 4.1) [379]. Synap-
tic transmission was completely blocked by 2-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid (AMPA) and gamma-aminobutyric acid (GABA) receptor antagonists (10µM DNQX
and 100µM PTX).

We observed that even in the absence of synaptic inputs, pairing thirty 2s photocurrent
injections into proximal dendritic compartment, with APs (20ms after the onset of the light)
resulted in a persistent (>15min) decrease in dendritic excitability as indicated by the de-
crease of amplitude of evoked current at the soma (Fig. 4.2 A-B), DED=13%±1.7% p<0.001,
n=12/12, no stimulation = 0.74%±2.0% p=0.14 n=6/6). We will refer to this phenomenon
as dendritic excitability depression (DED). DED requires a coincident interaction of den-
dritic stimulation and neither APs alone (DED=0.2%±2.8% p=0.35, n=7/7) nor dendritic
stimulation alone (DED=0.0%±1.9%, p=0.43, n=6/6) induced DED (Fig. 4.3A) . Similarly
no stimulation of any kind also does not result in a change of excitability (0.74%±2.0%
p=0.14 n=6/6, Fig. 4.3A). This suggests that dendrites can detect coincident dendritic
stimulation and APs independently of synaptic AMPA and GABA receptors. We observed
no change in intrinsic, whole-cell excitability accompanying DED, as indicated by unchanged
Spike-Current relationship ( (Fig. 4.2B), two tailed t-test p=0.49 between before and after
stimulation, p=0.49 between APs only stimulation and no stimulation n=3/3). This suggests
that DED was the result of localized dendritic excitability modulation.
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Figure 4.2: Persistent decrease in dendritic excitability following paired stimulation. (A)
An example trace for 2s photo depolarization before (black trace) and after (blue trace)
the treatment. When no stimulation was applied (top) no change in dendritic excitability
is observed, however after paired stimulation (bottom) excitability decreased (B) Dendritic
excitability prior to paired stimulation, shows a steady basal level of dendritic excitability
as assessed by measuring the peak magnitude of the ChR2-induced photo current. After
paired stimulation the current decreases by 13% for 2s report as compared to 0.74% for no
stimulation.

Spatial dependence of DED

To investigate how different sub-cellular compartments respond to DED we induced DED
at one of the proximal sites and measured the excitabilities at other dendrites, soma and
integrated over the entire cell. Since 2s photo-stimulation, which we previously used to de-
termine dendritic excitability before and after stimulation and to induce DED, injected too
much current when applied on the cell body or over the entire cell we used 100ms stimu-
lation in this experiment. First we stimulated a proximal dendrite and observed a change
of excitability on that dendrite, just as before, but using 100ms photo-stimulation. DED
was smaller in magnitude but still robustly induced (Fig. 4.4A, DED=2.65%±2%, p<0.05).
When the whole cell was photo-stimulated the excitability was not affected (DED=1.6%±1.9,
n=6/6, Fig. 4.4D), supporting the observation that intrinsic excitability does not change
and somatic current increased (Fig. 4.4B increase of 6.3%±2.1 n=6/6). Finally unstim-
ulated dendritic branches were unaffected by the stimulation of another branch (Fig 2b.
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Figure 4.3: Persistent decrease in dendritic excitability following paired stimulation. (A)
Only stimulation by paired APs and dendritic depolarization causes DED= 12.6% (p<0.05)).
Controls, where no stimulation takes place or either APs or light alone are delivered show
no significant DED (p>0.05 in all cases). (B) There is no change in spike-current relation-
ship between stimulated (blue square) and unstimulated neurons (open circle) or neurons
stimulated only with APs (black filled rhombus) indicating no change in intrinsic excitability.

%DED=0.26%±2.16%, p=0.07, n=7/7). Taken together, these results show that DED is
confined to a stimulated dendrite and coupled with modulation of somatic excitability, en-
suring that overall neuronal excitability remains unchanged, akin to homeostatic plasticity
mechanism observed in other systems [364].

Mechanism

Since voltage-gated channels regulate dendritic processing by dynamically modulating mem-
brane excitability in a spatially restricted manner as well as play a key role in induction
of long term plasticity including STDP [36, 398], we tested their involvement in DED. Ap-
plication of non-selective voltage-gated potassium channel inhibitor (20mM TEA) elimi-
nated most of the DED (DED=1.7%±1.1%, p<0.05, n=10/10, Fig. 4.5A and C). Stromato-
toxin (100 nM), which specifically inhibits delayed rectifier and A-type potassium channels
[108] (Kv2.1, Kv4.2, Kv2.2 and Kv2.1/9.3), significantly reduced DED (Fig. 4.5A and C,
DED=1.6%±1.0%, p<0.01, n=5/5). To distinguish between Kv2.1 and Kv4.2 channels, we
bath-applied Heteropodatoxin-2 (Hptx, 100nM) which specifically blocks Kv4.2, Kv4.1 and
Kv4.3 but not Kv2.1[400]. Hptx completely eliminated DED (Fig. 4.5A and C. DED=-
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Figure 4.4: DED is spatially localized. (A, B, C and D) Top panels display the dendritic
location used for dendritic stimulation (blue circle) and the range of possible report lo-
cations (white dotted lines). Bottom panels show example current measurements before
(black) and after stimulation (grey or blue) as well normalized current before and after stim-
ulation. Following proximal dendritic stimulation, (A) proximal dendritic current decreases
(DED=2.65%, p<0.05) (B) somatic current shows increase in excitability by 6.2%±2.1%. (C)
Un-stimulated dendrites dont show DED (DED= 0.28%±3.4%, p=0.84) and (D) Current re-
sulting from whole cell photo-stimulation does not change significantly (increase=1.6%±1.9).

0.2%±2.9%, p=0.45, n=10/10). This data indicates that decrease of dendritic excitability
is conferred by changes in A-type potassium currents mediated by Kv4.2 channels.
Since Kv4.2 channels also control bAPs [404], we further investigated whether bAPs are
essential for induction of DED. If an interaction between bAPs and dendritic stimulation is
required for DED, then it is reasonable to assume that abolishing spikes by bath application
of sodium channel blockers should reduce DED [350, 241]. Application of 1µM tetrodotoxin
(TTX) precluded induction of DED (Fig. 4.5A,C. DED=2.2%±1.5%, p=0.18, n=5/5), sug-
gesting that DED requires coincident interaction of bAPs and dendritic depolarization, which
would be consistent with the proposed mechanism of involvement of Kv4.2 in STDP.
Subsequently we wanted to investigate if calcium, which is essential for many neurological
processes and plays a key part in controlling STDP, is necessary for DED. To determine
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Figure 4.5: Kv4.2 channels are responsible for DED and the process requires Ca2+ and MEK.
(A-D) Example current measurements before (black) and after stimulation (grey) showing
that DED is blocked by HpTx (A) and TTX (B). Moreover DED does not happen in the
absence of Ca2+ (C) and is blocked by MEK inhibitor U0126 (D). (E) Time trace showing
the effect of chelating calcium (by EGTA) and MEK by (U0126) showing that blocking
their action clearly abolished DED as compared to its normal magnitude (blue circles). (F)
Bar graph summarizing effect of different drugs. When no drugs are applied 10% DED is
observed. Application of TTX (1µM), TEA (20mM) and Stromatotoxin-II (100nM) reduced
the amount of DED to 3% while application of Hptx (100mM) or U0126 (10µM) or removal
of calcium from external solution completely abolishes DED.

this we attempted to induce DED in 0 Ca2+ with 2mM EGTA. Dendritic excitability didn’t
change in the absence of calcium (DED=0.48% ±1.2%, p=0.56, Fig. 4.5B,C) indicating that
it does in fact play a key part in induction of DED.
Since translocation and conductance of Kv4.2 channels is tightly controlled by phosphory-
lation to gain more insight about the mechanism of DED we turned our attention to MEK,
which is a key component of Kv4.2 phosphorylation cascade and has been previously im-
plicated in learning and memory in behaving animals and shown to be necessary for many
forms of synaptic plasticity although its precise role is unknown. Blocking MEK using 10µM
of U0126 abolished induction of DED (DED=0.07±0.3, p=0.28, Fig. 4.5B,C).

Finally, to ensure that DED is not a result of synaptic process where NMDA receptors
are activated by local depolarization and Glu released from synapses or ambient Glu in the
cleft we induced DED in the presence of NMDA blocker 5APV (50uM). Dendritic excitability
decreased 8.3%±3.4% (p<0.001) indicating that NMDA receptors are not involved in DED
and that the process is independent of synaptic receptors.

Taken together this data suggest DED stimulation induces interaction of bAP with local
dendritic depolarization leading to an increase in intracellular calcium. Elevated calcium
activates a signaling cascade involving MEK, which then affects the Kv4.2 channels leading
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Figure 4.6: Kv4.2 phosphorylation is enhanced along the stimulated dendrite. (A) Im-
munostaining against Kv4.2 phosphoylated at Ser 438 shows enhanced phosphorylation at
the stimulated dendrite as compared with the un-stimulated dendrite of the same cell. The
dendrites have comparable amounts of ChR-YFP. Dendrites from two representative cells
are shown (top and bottom). (B) Mean immunofluorescence of pKv4.2 along the stimulated
dendrite is much higher (mean fluorescence = 36.5±2.84) than along the non-stimulated
dendrite (mean fluorescence = 19.8±3.17), p=0.01.

to an increased A-type current and decreased excitability.

To gain further insight into the physical mechanism, that allows Kv4.2 channels to modulate
dendritic excitability dynamically, we performed immunostaining against Ser 438 phospho-
rylated Kv4.2. The density of phosphorylated Kv4.2 along the stimulated dendrite was sig-
nificantly higher (increased 16.7%, p=0.01) than along a comparable, unstimulated dendrite
on the same cell (Fig. 4.6). This suggests that DED is associated with differentia phos-
phorylation of Kv4.2. This phosphorylation increases Kv4.2 current [368] and also affects
translocation direction and turnover rate of Kv4.2 [274, 306].

We observed that DED is associated with increased Kv4.2 phosphorylation which in-
creases the conductance of Kv4.2 channel leading to increased A-type current and decreased
excitability [368]. Phosphorylation of Kv4.2 was also shown to affect translocation direction
and turnover rate [274, 306] so to gain further insight into the physical mechanism of DED,
we investigated their translocation using mCherry-Kv4.2 (Fig. 4.7). We tracked 251 clusters
taken from n=16 cells. Kv4.2 clusters on stimulated dendrites (n=118) either stayed station-
ary (61%) or moved distally (33%) while clusters on unstimulated dendrites (n=133) mostly
moved towards the soma (38%) or remained in place (45%), Fig. 4.6A-B. The clusters that
did move, moved on average at 0.16±0.04 µm/min and moved a total of 1.3±0.3um. The
total displacement of clusters that were classified as non-moving was on average 0.12µm,
which is close to the resolution limit of our microscope. This slow translocation dynamics is
consistent with previous studies [193, 274]. Additionally, rearrangements of somatic Kv4.2
distribution were visible; resulting in increased somatic Kv4.2 clustering (Fig. 4.7C).
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Figure 4.7: : Kv4.2 channels are responsible for DED. (A) Example time trace showing
clusters on unstimulated dendrite moving somatically and ones on stimulated dendrites not
moving (B) Summary of cluster movement on stimulated and unstimulated dendrites. Clus-
ters on stimulated dendrites preferentially move distally (33%) or remain in place (61%)
with only 5% moving somatically. Clusters on unstimulated dendrites preferentially move
somatically (38%) or remain in place (45%) with only 17% moving distally (C) Example
images of showing clustering of somatic Kv4.2 channels.
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Figure 4.8: Possible Mechanism behind DED. MEK regulates Kv4.2 phosphorylation by acti-
vating CamKII which can then directly phosphorylate Kv4.2. CamKII phosphorylates Kv4.2
at Ser438 which increases the inactivating A-type potassium current and hence decreased
dendritic excitability.

Activity dependent modulations in dendritic excitability are central to information pro-
cessing and storage but so far have only been seen in addition to synaptic plasticity. Here
we show that localized depression of dendritic excitability can be decoupled from synaptic
processing and can be induced in response to stimulatory activity only. This process of den-
dritic excitability decrease (DED) is confined to the stimulated dendrite and brought about
by interaction of bAPs with dendritic depolarization. This interaction induced increase in
intracellular calcium, which results in MEK-regulated phosphorylation of Kv4.2 at Ser 438
residue.

MEK is known to regulate Kv4.2 phosphorylation by activating either ERK [354] or CamKII
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[130, 189] which can then directly phosphorylate Kv4.2. CamKII phosphorylates Kv4.2
at Ser438 while ERK phosphorylates Kv4.2 at T602, T607, and S616. DED leads to in-
creased levels of Kv4.2 phosphorylated at Ser438 at the stimulated dendrite, suggesting that
increased calcium causes MEK activation, which in turn activates CamKII which directly
phosphorylates Kv4.2. Ser438 Kv4.2 phosphorylation leads to increase in local cellular Kv4.2
and potentiation of A-type current [368] and hence decreased dendritic excitability.

While previously redistribution of A-type potassium channels was shown to accompany var-
ious forms of LTP [36, 222, 368] here we show, for the first time, that Kv4.2 channels are
responsible for localized DED in the absence of any synaptic potentiation. Since A-type
K+ currents are the major modulator of back-propagating action potentials (bAP) [404]
increase in A-type current, such as one caused by DED, decreases both the bAP [404, 18, 64]
and forward propagating sub-threshold photocurrent. This leads to depression of dendritic
current reaching the soma but also limits further development of DED by decreasing the
magnitude of bAPs. Such compartmentalized and active excitability modulation may be a
general feature of dendritic information storage and would greatly increase neuronal storage
capacity [220, 133]. Moreover altering Kv4.2 levels leads to a rapid, bidirectional remodel-
ing of CA1 synapses by altering synaptic NR2B/NR2A subunit composition which in turn
affects LTP induction. This synaptic remodeling was mimicked in experiments manipulat-
ing intracellular Ca2+ and dependent on spontaneous activation of NMDA receptors and
CaMKII activity [182].

Take together these findings suggests that dendrites can play a far more crucial and in-
dependent role than previously believed by self-organizing in response to activity rather
than being synaptically controlled and might themselves play a role in controlling synapses.
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Chapter 5

Conclusions and Outlook

The work done in this thesis was largely motivated by the desire to extend the current imag-
ing and light actuation methodologies by utilizing principles from plasmonics and photonics.
In this dissertation I present a development and applications of two novel, plasmonic-aided
imaging techniques (BOM and BEAST) and describe discovery of a new activity driven plas-
tic alteration of dendritic excitability, which was made possible by utilizing new dynamic
light modulation scheme for controlling ChR2 inside cells.

The first technique described here is a novel single molecule super-resolution technique
termed Brownian Emitter Adsorbtion Superresolution Technique (BEAST). We used used it
to conduct the first-time mapping of electromagnetic field within single hotspots of 15nm on
a metal surface with a resolution of 1.2 nm. We discovered that the field distribution in this
nanometer scale hotspot follows an exponential decay - a strong experimental evidence for
Anderson localization mechanism of the hotspots, which has been extensively debated over
last decades. The hotspots are localized optical modes on the surface of noble metals exhibit-
ing giant enhancement effect, which have attracted a broad interest from understanding their
mechanism to developing practical applications. However, characterizing these hotspots has
been difficult, due to the limited resolution of current imaging techniques including NSOM
(near-field-scanning-optical-microscopy), EELS (electron-energy-loss-spectroscopy), and CL
(cathode-luminescence imaging). Our method improves the resolution significantly to single
nanometer level, which enables imaging the EM field inside single hotspots for the first time.
Besides, this approach is significantly more efficient, simpler to operate, perturbation-free,
and therefore appealing to a broad audience including chemists, physicists and engineers
interested in nanoscopic light matter interactions. In the future we envision that other
imaging modalities can be integrated with BEAST to expand its imaging capabilities to
spectroscopic as well as fluorescence lifetime measurement. Then this approach will be per-
fectly suited to investigate the strong- coupling regime such as occurs with resonant nano-
antennas, since in the strong-coupling regime, the distributed dipoles in the antenna could
significantly affect the fluorescence of the molecules, and the strength of the coupling cannot
be directly measured from the intensity of the fluorescence signals, but some insight can be
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gained from measuring fluorescence lifetime. Furthermore, BEAST’s performance including
the spatiotemporal resolution and S/N will be improved with the development of brighter
fluorophores and better photo-bleaching suppression methods. Additionally, it would be
fascinating to make a more detailed three dimensional profile of a hot spot and attempt to
correlate the EM field profile to the exact material features creating it.

The second imaging technique described here - Brownian Optical Microscopy (BOM) -
is the first technique to offer true three dimensional imaging with nano-resolution, which
we strongly believe is critical to advancing our understanding of nano-materials and com-
plex biological and physical systems. Currently there is no technique that would offer such
capabilities. Scanning probe microscopy (SPM) is a primary way to image topology of nano-
structures. While SPM offers nanoscopic resolution the use of the tip and slow scanning
speed limits its throughput and makes it unable to image high aspect ratio or complex
overhung samples. Optical tomography is able to image complex three-dimensional shapes
but its resolution is limited to the micron range, while electron microscopy offers higher
resolution but often requires imaging in stringent conditions such as vacuum. On the other
hand BOM does not suffer from those limitations. It is an all-optical imaging technique,
which relies on Brownian motion of gold nanoparticles to sample the shape of the object
akin to scanning the sample in parallel by millions of small, freely diffusing SPM tips. In
BOM an object of arbitrary shape is placed in solution of randomly diffusing nanoparticles,
which are illuminated with an evanescent field so that the scattering intensity of resonant
NPs correlates with their vertical position. We demonstrate that BOM is capable of imaging
complex shapes with 30nm resolution in all three dimensions, including overhang samples,
which cannot be imaged with any other technique. We believe that this major development
of BOM will impact our imaging capabilities and will provide a flexible platform, which
can be further extended. It has a potential to profoundly impact our fundamental under-
standing of complex materials. In the future we hope to both incrementally improve BOM’s
spatiotemporal resolution by engineering a better optical system and fundamentally extend
it to include additional imaging modalities such as fluorescence or EM field.

The last chapter of this thesis uses optogenetics combined with dynamics light modula-
tion to explore plasticity of dendritic excitability. It was long believed that that plasticity,
which plays a crucial role in formation of neural circuits, is based on alteration of synaptic
weights. Recent studies indicate that modulations of dendritic excitability may contribute
the other part of the engram and critically impact the emergence of complex network behav-
ior. However, a fundamental question remained whether dendritic excitability is controlled
by synaptic inputs or arises independently of any synaptic modifications, purely as a result
of activity. We used a novel optical system which offers high spatiotemporal control over
neural stimulation to observe for the first time the plasticity of local dendritic excitability,
which is autonomous from synaptic plasticity and arises only as a result of local activity.
This persistent change in dendritic excitability is as a result of a back propagating action
potential interacting with simultaneous dendritic deploarization. We identified a number of



67

mechanistic steps in the process and showed that MEK-regulated phosphorylation Kv4.2 by
CamKII is responsible for this local decrease in dendritic excitability. This major discovery
of activity dependent dendritic plasticity sheds a new light on the role of dendrites in memory
formation and storage. Our research suggests that through reshaping subcellular excitability
upon local activity, dendrites may play a far more important and independent role in neu-
ronal plasticity and circuitry than previously thought and might autonomously contribute
to forming physical representation of memory. This scientific breakthrough may profoundly
impact our fundamental understanding of neural plasticity and memory and might have
impact on understanding basis of neural networks and neurodevelopmental and neurodegen-
erative diseases where Kv4.2 channel deregulation is thought to play a crucial role. While
this experiments answer many questions they also pose many. It would be fascinating to
further elucidate the molecular interactions underlining the reaction as well as explore in
details changes in excitability in different cellular compartments.

In the history of science, developements of new instruments resulted in new understand-
ing of nature, opened up new fields and allowed scientists to push the frontier of unknown
a little bit. I believe that new interdisciplinary approaches merging classical photonics with
other fields have a great potential to provide novel techniques to advance medicine, biology,
physics, chemistry and engineering. In particular I believe that neurophotonics is posed
to drive remarkable advances in minimally invasive brain stimulation and monitoring, laser
therapies, restore vision and reverse damage to sensitive neural tissues, and improve sur-
gical accuracy. These advances will not only help researchers understand the functioning
of the brain, but they will act more broadly to help reduce health care costs by providing
better methods for patient management that minimize costly procedures and extended hos-
pital stays. On the other hand nanophotonics will help provide microscopes that rival the
resolution only thought possible using electrons or x rays a few short years ago, enabling
study of material surfaces, physics of nanostractures as well as early detection and efficacious
treatment of disease.
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