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Abstract

A Multiscale Analysis of Dynamic Wetting

by

Hiroyuki Minaki

Doctor of Philosophy in Mechanical Engineering

University of California, Berkeley

Professor Tarek Zohdi, Chair

A computational multiscale Finite Element Method on dynamic wetting and droplet
spreading on various substrates at micron scale is proposed. The model is formulated in the
framework of large deformation continuum mechanics, and two different implementations
are proposed to maintain the strain dependence of the surface stress.

We set forth a multiscale soft contact model and its Finite Element Method formulation
for dynamic wetting, which includes an atomistic-based Coarse Grained Contact Model be-
tween the liquid and solid without using Molecular Dynamics, and the surface tension model
along the contact interface allows droplet spreading due to the surface energy difference.

By employing the proposed method, we have successfully simulated droplet spreading,
and our results compare well with the theoretical, experimental and Molecular Dynamics
results. The results of the numerical simulation show that the proposed method is an effi-
cient and viable computational tool for simulation of dynamic wetting, and it successfully
removes the singularity problems that plague in most of macroscale hydrodynamics analysis
of dynamic wetting and droplet spreading in the past.
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Chapter 1

Introduction

1.1 Motivation

Wetting and droplet spreading of a liquid on a solid substrate is an interesting and
important chemical physics phenomenon, which has many important applications in the fields
of nanotechnology, semiconductor and hard disk drives, oil and petroleum, transportation,
rubbers, polymers and plastics, chemicals such as insecticides and detergents, pharmaceutical
and biotechnology, among many others.

Wetting is the process of a liquid or liquid and gas phases concurrently interacting with
the surface of a solid substrate, resulting from intermolecular interactions when the three are
brought together. The degree of wetting is referred to as wettability, which is determined
by the intermolecular force balance between adhesive, cohesive, or contact forces. Wetting
has scientific importance when studying contact, bonding, or adherence of two materials.
Wetting and the surface tension or surface energy that control wetting are also responsible
for other related physical phenomena, such as droplet spreading, capillary rise, surfactant
assembly, and wet friction, etc.

There are three types of molecular interactions at atomic scale in determining the equilib-
rium shape of a liquid droplet on a solid substrate: the liquid-gas interaction, the liquid-solid
interaction, and the solid-gas interaction. The corresponding interaction energy, i.e. γLG,
γLS and γSG, are called surface energy. In principle, the droplet will remain a droplet when
the solid-gas interaction is weak compared to the liquid-solid interaction. On the other hand,
the droplet spreads when the solid-gas interaction is strong, in order to maximize the con-
tact area between the liquid so that the potential energy of the system is minimum. These
relationships are expressed as the Young Equation in the equilibrium state [97],

cos θ =
γSG − γLS

γLG
, (1.1)

where θ is called the contact angle that is defined as the angle between a solid surface and
liquid-gas interface, shown in Figure 1.1.
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Figure 1.1: Wetting and droplet spreading: (a) Hydrophobic, (b) Hydrophilic.

One can see that the liquid droplet completely spreads out on the solid surface when
the contact angle is equal to zero. The solid surface is considered as hydrophillic when the
contact angle is smaller than 90◦, and the solid surface is considered as hydrophobic when
the contact angle is larger than 90◦. In particular, the solid surface whose contact angle is
larger than 150◦ is called superhydrophobic surface, which is extremely difficult to wet.

From a microscopic standpoint, wetting is due to the fact that molecular interaction
between two different fluids on the free surface, or interface, which is a different environment
than the same molecules within one fluid. Molecules of liquid considerably below the surface
interact with each other by forces that are equal in all different directions. However, molecules
near the surface have a greater attraction for each other than they do for molecules below
the surface. This makes the liquid surface acting like a stretched membrane. Because of this
membrane effect, each portion of the liquid surface exerts tension on adjacent portions of
the surface or on objects that are in contact with the liquid surface. This tension force acts
in the surface tangent plane of both the liquid and the solid, and its magnitude per unit
length is defined as the surface tension [13], [72], [79], [83].

Molecular Dynamics [1], [14], [33], [69] has been used extensively as a simulation tool to
study wetting and droplet spreading, and various simulations and modifications have been
reported in the literature. Swol et al. [90] investigated a wetting transition at a fluid-
wall interface for a system with strictly finite-range interactions by a constant-temperature
Molecular Dynamics model. Sikkenk et al. [81] carried out computer simulations of a
fluid adsorbed at a structured solid substrate with the Delft Molecular Dynamics Processor.
Hautman et al. [35] show that two different surfaces exhibit qualitatively different wetting
behavior which is characterized by a microscopic analog of the contact angle. Fan et al. [24]
calculated the instantaneous contact angle from the microscopic structures of the droplet and
the surface. Blake et al. [7] show that Molecular Dynamics allows a complete study of the
dynamics of droplet spreading at the microscopic scale, for both complete and partial wetting
regimes. However, most of these simulations focus on the scientific principles rather than
engineering applications, because Molecular Dynamics is difficult to be applied to practical
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applications in engineering design due to the computational expense, the time and size
limitations.

For practical uses in engineering design, the Finite Element Method [4], [5], [36], [40]
has also been applied to solve the wetting and droplet spreading problems. Fukai et al.
[28] performed a theoretical study of the process of deformation of a spherical liquid droplet
impinging upon a flat surface utilizing deforming finite elements and grid generation to sim-
ulate accurately the large deformations, as well as the domain nonuniformities characteristic
of the spreading process. Madasu et al. [54] used the Arbitrary Lagrangian-Eulerian Finite
Element Method and adaptive mesh motion to solve the problem of dynamic wetting on
flexible substrates. Most hydrodynamics models of a moving contact line, which is defined
as the intersection of the liquid-gas interface with the solid substrate, employ the non-slip
boundary condition that leads to a singularity at the moving contact line, which forces the
interface slip that in turn against the prior assumption. A number of theoretical investi-
gations have been conducted to understand the number of the singularity and the contact
line movement associated contact angle phenomena [18], [21], [22], [41], [59], [68], [89], [95].
The presence of this singularity poses great challenge in macroscale simulation of dynamic
wetting and droplet spreading.

In this work, we present and study a systematic multiscale Finite Element Method on
dynamic wetting and droplet spreading on various substrates. We set forth a multiscale
soft contact model and its Finite Element Method formulation for dynamic wetting, which
includes an atomistic-based Coarse Grained Contact Model [73], [74], [75], [76], [77] between
the liquid and solid, and the surface tension model along the contact interface allows droplet
spreading due to the surface energy difference. We develop a new multiscale method for
wetting analysis, in which an accurate and efficient Coarse Grained Contact Model is adopted
for studying the droplet spreading. By employing the proposed method, we have successfully
simulated droplet spreading on a solid substrate, and our results compare well with the
experiment, Molecular Dynamics and theoretical solutions. The results of the numerical
simulation show that the proposed method is an efficient and viable computational tool for
simulation of dynamic wetting at the macroscale, and it successfully removes the singularity
problems that plague most previous macroscale hydrodynamics analyse of dynamic wetting
and droplet spreading.

1.2 Examples

A wide variety of applications are concerned with wetting and droplet spreading. In
engineering design, waterproofing is widely investigated in connection with coating based on
hydrophobicity, for example, as shown in Figure 1.2 (a). Hydrophobicity creates a barrier of
air on the surface, and it keeps clean the surface.

Superhydrophilicity is also commercialized in the engineering design, for example, the
door mirror for cars, shown in Figure 1.2 (b). The coating spreads out rain droplets on the
mirror surface into a thin film of water by a photo catalytic hydrophilic effect [34].
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Figure 1.2: (a) Waterproofing 1, (b) A door mirror: The left side is hydrophilic coating, and
the right side is non-coating 2.

In bioengineering and the pharmaceutical industry, using wetting agent surfactants has
become an effective approach to developing advanced or bio-inspired materials in drug de-
livery and targeting [99]. In fact, there are many other wetting phenomena in biology. An
example of hydrophobicity in biology is the water strider, as shown in Figure 1.3 (a). Wa-
ter striders are types of insects with the remarkable ability to stand effortlessly and walk
quickly on water. The contact angle of water strider legs is grater than 120◦ [62]. Feng et al.
[25] reported the watter repellency mechanism of water strider legs. Also, Suhr et al. [84]
designed a robot that mimics the movement of the water strider.

Another example in biology and bioengineering involves the stem cell contact and spread-
ing. Results with drug treatments of various cells on soft, stiff, and rigid matrices show a
broad range of possible matrix-dependent drug responses, and cells on soft gels might be rel-
atively unaffected in cell spreading or apoptosis induction, whereas cells on stiff substrates
seem more sensitive to diverse drugs in terms of spreading [51], [52], [71], [99].

The ultimate objective of this research is to improve tire performance on wet and ice/snow
roads, shown in Figure 1.4. In order to improve the tire performances, consideration of precise
road conditions is required. In addition to the popular asphalt-paved road, there are various
road conditions such as gravel, water, snow or ice covered conditions. The friction and
adhesion between the tires and the road are strongly influenced by the wetting characteristic
of the road and the tire. Cho et al. [10] reported the braking distance on the wet road is
longer than the one on the dry road by 20%, and thus dynamic wetting has a strong influence
on the friction between the wet surface and the tire. To understand the wetting phenomenon
and its relation to wet friction and the hydrophobic property of tires, we can gain insight

1Image source: http://www.gadgetreview.com/2012/12/10-of-the-best-waterproof-iphone-5-cases.html
2Image source: http://item.rakuten.co.jp/auto-craft/10151997/
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on vehicle/road wet friction in order to improve the tire performance on rainy days or other
wet road conditions. In fact, contact on ice or snow covered roads is an important subject
for the tire performance, because the road behaves both as a solid and as a liquid material
depending on the temperature, pressure or other state variables. Since tire deformation is
a macro-scale behavior, and the roughness of the road surfaces or the liquid-solid phase
transition has nano-scale characteristics, the analysis of the interaction problem between the
tire and the road requires a multi-scale analysis.

Figure 1.3: (a) A water strider 3, (b) A stem cell [99].

Figure 1.4: A tire 4.

3Image source: http://www.fcps.edu/islandcreekes/ecology/common water strider.htm
4Image source: http://www.gregoryhyundai.com/bridgestone-tires.cfm
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1.3 Scope of the Dissertation

The next Chapter of this dissertation outlines a new surface tension model based on the
definition of surface tension in the macroscopic regime, that is: the surface tension is the
force along a line of unit length, where the force is parallel to the surface but perpendicular to
the line. In particular, we focus on developing a finite element-based surface tension model.

In Chapter 3, we formulate and solve the wetting and droplet spreading problems on
the rigid substrate based on the proposed surface tension model. Results for problems in
equilibrium are consistent with the Young equation [97]. The implementations of the Finite
Element Method in both two and three dimensions are also discussed.

In Chapter 4, we present a Galerkin weak formulation of the surface tension model based
on the surface stress and surface deformation. Because the above method considers only the
surface energy, it can be applied to only the rigid substrate. To simulate various deformable
substrate, we construct a Galerkin weak form that takes into account the surface stress.

In Chapter 5, several constitutive models are illustrated, Here we first discuss the Cauchy-
Born rule, [3], [23], [86], [98], which relates the stress state of a uniformly deformed crystalline
solid to the change of lattice vectors. As the mesoscale constitutive models of the surface
stress, we shall discuss the Gurtin-Murdoch surface elasticity model and the Surface Cauchy-
Born rule [61], [63], [64], [65].

In Chapter 6, we introduce the Coarse Grained Contact Model as the contact method be-
tween the liquid and solid, and the efficient and high accuracy method which is the analytical
integration method of the master body is investigated.

The last task, addressed in Chapter 7, is the validation of the proposed methods by
numerical analysis compared with the experiment, Molecular Dynamics and theoretical so-
lution. Also, the restrictions of the proposed method are investigated.

Finally, conclusions are drawn in Chapter 8.
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Chapter 2

Surface Tension Models

In this chapter, we introduce a surface tension model for the Finite Element Method
(FEM). In continuum mechanics, surface traction, which is a force vector on a cross-section
divided by cross-section area, is applied to surfaces [26], [55], [87]. In this dissertation, we
call this method as the surface traction method. To develop a multiscale computational
method to solve dynamic wetting and droplet spreading problems at macroscale, a surface
tension model for the Finite Element Method is proposed.

2.1 A Galerkin Finite Element Method Formulation

in Continuum Mechanics

Before we discuss the FEM surface tension model, we briefly present the theory of a
Galerkin Finite Element Method formulation in continuum mechanics [4], [5], [36], [40].
Consider a smooth deformable continuum body, as shown in Figure 2.1, that occupies the
region Ω, with the boundary ∂Ω = Γu ∪ Γq of the region Ω, where Γu is the Dirichlet
boundary, and Γq is the Neumann boundary. The strong form of the equation of motion can

Figure 2.1: A smooth deformable continuum body that occupies the region Ω, with the
boundary ∂Ω = Γu ∪ Γq of the region Ω, where Γu is the Dirichlet boundary, and Γq is the
Neumann boundary.
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be expressed as

divσ + ρb = ρü in Ω,
σ · n = t̄ on Γq,

u = ū on Γu,
u (0) = u0 in Ω,
v (0) = v0 in Ω,

(2.1)

where σ is the Cauchy stress, ρ is the mass density, b is the body force, u is the displacement,
n is the normal vector, t̄ and ū are the prescribed surface traction and displacement fields,
and u0 and v0 are the prescribed initial displacement and velocity.

The weak form of Equation (2.1) can be written as∫
Ω0

w · ρ0üdΩ0 = −
∫
Ω0

Divw : PdΩ0 +

∫
Ω0

w · ρ0bdΩ0 +

∫
Γ0q

w · T̄dΓ0, (2.2)

where w is a vector test function, which belongs the Hilbert space H1 (Ω) and satisfies
homogeneous boundary condition on the Dirichlet boundary Γu, ρ0 is the density in the
reference configuration, P = JσF−T is the first Piola-Kirchhoff stress, and T̄ is the pull-
back traction vector on the reference boundary. This formulation is the so-called Galerkin
weak formulation. Here, we define the single, double and triple contraction as

a · b =
∑
i

aibi, (2.3)

A : B =
∑
i

∑
j

AijBij, (2.4)

and

C...D =
∑
i

∑
j

∑
k

CijkDijk, (2.5)

where a and b are vectors, A and B second order tensors, C and D third order tensors.
Both the displacement and the test function are given in terms of FEM interpolation

functions by

u (X) =
nnode∑
i=1

N i (X)di (2.6)

and

w (X) =
nnode∑
i=1

N i (X)wi, (2.7)

where nnode is the total number of element nodes, N i is the FEM shape function for the
i-th node, di and wi are the nodal displacement and virtual displacement for the i-th node.
If the FEM shape functions N i for u and w are chosen to be the same, this approximation is
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called as the Bubnov-Galerkin formulation. Applying Equation (2.6) and (2.7) to Equation
(2.2), the preceding weak form becomes

nelem∑
e=1

nnode∑
i=1

nnode∑
j=1

wi ·
∫
Ω0e

ρ0N
iN jd̈jdΩ0 = −

nelem∑
e=1

nnode∑
i=1

wi ·
∫
Ω0e

P
∂N i

∂X
dΩ0

+
nelem∑
e=1

nnode∑
i=1

wi ·
∫
Ω0e

ρ0N
ibdΩ0

+
nelem∑
e=1

nnode∑
i=1

wi ·
∫
Γ0eq

N iT̄dΓ0, (2.8)

where nelem is the total number of elements, and Ω0e is the volume of element e in the
reference configuration. Due to the arbitrariness of the virtual displacement wi, Equation
(2.8) can be cast into the following equation,

Md̈ = Fext − Fint, (2.9)

where

M =
nelem∑
e=1

nnode∑
i=1

nnode∑
j=1

∫
Ω0e

ρ0N
iN jdΩ0, (2.10)

Fint =
nelem∑
e=1

nnode∑
i=1

∫
Ω0e

P
∂N i

∂X
dΩ0, (2.11)

Fext =
nelem∑
e=1

nnode∑
i=1

∫
Ω0e

ρ0N
ibdΩ0 +

nelem∑
e=1

nnode∑
i=1

∫
Γ0eq

N iT̄dΓ0. (2.12)

Equation (2.9) is the Lagrangian Finite Element Method formulation of continuum dynamics
problems. The staggered leap-frog method is applied in the FEM time integration,

d̈n = M−1
(
Fext
n − Fint

n

)
, (2.13)

ḋn+1/2 = ḋn−1/2 +∆td̈n, (2.14)

dn+1 = dn +∆tḋn+1/2, (2.15)

where n is the time step, and ∆t is the time increment.

2.2 The Surface Traction Method

Generally, the surface traction, which is a force vector on a cross-section divided by
cross-section area, is applied to surfaces [26], [55], [87]. Here this method is called the
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Figure 2.2: A patch of surface.

surface traction method in this dissertation. Consider a patch of surface of a fluid with
radius r1 and r2. The surface tension γ acts on the circumference. The inner and outer
pressure are denoted as pi and po respectively. Then, the force balance equation of the patch
of surface can be written as

pi − po = γ∇ · n (2.16)

where n is the unit normal vector of the surface. The unsigned total curvature κ of the
surface is equal to the divergence of the normal vector [67],

κ =
1

r1
+

1

r2
= |∇ · n| . (2.17)

Then, the force balance equation becomes

pi − po = γκ (2.18)

Equation (2.18) is called the Young-Laplace equation. It states that the inner pressure
is always greater than the outer pressure, since the surface energy and the curvature are
positive, and the pressure difference is zero only if the curvature is zero, i.e. when the
surface is flat.

The surface traction vector t is defined as

t = σ · n, (2.19)

where σ is the Cauchy stress, and n is the normal vector of the surface. Here, we consider
only hydrostatic pressure as the inner and outer stress, i.e. σ = −pI. Then, the surface
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traction vector becomes
t = − (pi − po)n. (2.20)

By substituting Equation (2.18) into Equation (2.20), we obtain the relation between the
surface energy and the surface traction vector,

t = −γκn. (2.21)

Once we obtain the curvature and the normal vectors, we can compute the surface traction
vector. By applying Equation (2.21) as the prescribed surface traction to the Finite Element
Method formulation, Equation (2.9), the surface tension can be incorporated into the Finite
Element Method formulation. Equation (2.21) can be modified to viscous fluid [9], [48], [49],

Figure 2.3: The surface traction which is equivalent to the surface tension.

t = −γκn+∇Sγ, (2.22)

where ∇s = ∇γ −n (n · ∇γ) is the surface gradient. However, Equation (2.21) is often used
for viscous fluid as an approximation due to its simplicity.

In case that the normal vector in the reference configuration N is known, Nanson’s
formula can be used to compute the normal vector,

nda = JF−TNdA, (2.23)

where da and dA are the area in the current and reference configurations respectively, F is
the deformation gradient tensor, and J = detF is the volume ratio. From Nanson’s formula,
the following relationship between the normal vector in the current and that of the reference
configuration is obtained as

n =
√
N ·C−1NF−TN, (2.24)

where C is the right Cauchy-Green tensor, which is defined as

C = FTF. (2.25)
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By substituting Equation (2.24) into Equation (2.17), the following equation is obtained,
see Appendix A,

κ =
FTG... (C−1N⊗C−1N⊗C−1N)−∇XN : (C−1N⊗C−1N)

(N ·C−1N)3/2

−
(
nTG

)
: C−1 +

√
N ·C−1NC−1 : ∇XN, (2.26)

where G is the second order deformation gradient tensor, defined as

G =
∂2x

∂X⊗ ∂X
. (2.27)

The computational method of the higher order deformation gradient tensors in the Finite
Element Method is discussed in Appendix B.

2.3 The Finite Element Method Based Surface

Tension Model

The surface traction method requires the normal vector and the curvature in the cur-
rent configuration. To compute these values analytically, it is necessary to compute the
deformation gradient tensor and the derivatives of the deformation gradient tensor. These
processes are computationally expensive. To improve computational efficiency and to extend
to dynamic wetting model, here a new simple surface tension model for the Finite Element
Method is introduced.

Surface tension is defined as the force along a line of unit length, where the force is
parallel to the surface but perpendicular to the line [56], shown in Figure 2.4. Note that the

Figure 2.4: Surface tension acts on a surface patch in three dimensions.

direction of the surface tension is depicted as an internal force in Figure 2.4. Based on this
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definition, we apply the surface tension as the nodal external force to the surface patch of
the Lagrangian Finite Element Method. Equation (2.9) is modified to

Md̈ = Fext − Fint + Fsrf , (2.28)

where Fsrf are the additional nodal forces which come from the surface tension, called the
surface tension force. Note that the direction of the surface tension force in Equation (2.29)
must be in the opposite direction from Figure 2.4, since the surface tension force is applied
as an external force to the Finite Element Method formulation.

Consider a plane body of unit thickness, the surface tension [N/m] is simply the force
[N ]. Thus, we apply the surface tension as the external force to each node of the surface
patch, and the direction is parallel to the edge of the surface patch, shown in Figure 2.5. By

Figure 2.5: The proposed FEM surface tension model in two dimensions.

taking the summation of surface tension forces at each node, we obtain the resultant forces.
Because two surface tension forces act in the opposite directions when the surface is flat,
the resultant force is zero on a flat surface, shown in Figure 2.6. It is consistent with the
surface traction method, and the proposed FEM surface tension model needs to calculate the
tangential direction of a surface patch and take the summation of the surface tension forces
in two dimensions. When the positions of two nodes of the surface patch are x1 and x2, the
direction of the surface tension forces at node x1 and x2 are give by (x2 − x1) / |x2 − x1| and
(x1 − x2) / |x2 − x1|. For example, in case of Figure 2.6, surface tension forces at node 1 and
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Figure 2.6: Resultant surface tension forces on a flat surface.

2 are given by

Fsrf,1 = γ
x2 − x1

|x2 − x1|
+ γ

x5 − x1

|x5 − x1|
(2.29)

= γ

(
1
0

)
+ γ

(
0
1

)
(2.30)

= γ

(
1
1

)
, (2.31)

and

Fsrf,2 = γ
x1 − x2

|x2 − x1|
+ γ

x3 − x2

|x3 − x2|
(2.32)

= γ

(
−1
0

)
+ γ

(
1
0

)
(2.33)

=

(
0
0

)
. (2.34)

In three dimensions, it is necessary to multiply the half of the edge length, since the unit
of the surface tension is the force per length [N/m], and there are two nodes in each edge
for linear elements. The direction of surface tension forces can be obtained by following way.
First, we compute normal vector of the patch at node x1 by the cross product. In the case
of Figure 2.7, the normal vector is obtained as

n =
(x2 − x1)

|x2 − x1|
× (x4 − x1)

|x4 − x1|
. (2.35)
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Figure 2.7: The direction of surface tension forces in three dimensions.

Equation (2.36) can be replaced by Equation (2.24) when the normal vector in the reference
configuration is known. Then, the inner product of the direction of the surface tension force
e and vector x2 − x1 is zero, because the surface tension is perpendicular to the line. In
addition, the cross product of (x2 − x1) / |x2 − x1| and e is n, since the surface tension is
parallel to the surface. Thus, the direction of the surface tension force e can be obtained by
computing the cross product of n and (x2 − x1) / |x2 − x1|,

e = n× (x2 − x1)

|x2 − x1|
. (2.36)

When there is no torsion in a surface patch, the direction of the surface tension at each
node in an edge are the same. However, since there may exist torsion after the deformation,
we should compute the direction of the surface tension at each node in an edge for consistency
with the neighbor surface patch. Finally, in three dimensions, the proposed FEM surface
tension model needs to calculate the normal vector of a surface patch at each node, the
direction of the surface tension and the length of the edge.
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Chapter 3

A Dynamic Wetting Model

In this chapter, an overview of a dynamic wetting model based on the proposed FEM
surface tension model is presented. First, we discuss the resultant force at the contact
line (the intersection of the liquid-gas interface with the solid substrate), which leads to
the same result as that of the Young Equation [97] in equilibrium state. Also, we discuss
implementations of the dynamic wetting model.

3.1 The Resultant Force at the Contact Line

Distributed forces at the contact line are illustrated in Figure 3.1. In figure 3.1, γLLG is

Figure 3.1: Illustration of distributed forces at the contact line.

the surface tension of the liquid between the liquid and gas, γLLS is the surface tension of
the liquid between the liquid and solid, γSLS is the surface tension of the solid between the
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liquid and solid, γSSG is the surface tension of the solid between the solid and gas, γGLG is the
surface tension of the gas between the liquid and gas, γGSG is the surface tension of the gas
between the solid and gas, θ is the contact angle, F F is the friction force between the liquid
and solid, and T and N denote the tangential and normal direction of the solid surface.

On the liquid surface, the resultant force at the contact line in the tangential direction
FL
T is given by

FL
T = −γLLS − γLLG cos θ − F F . (3.1)

Similarly, the resultant forces at the contact line in the tangential direction on the solid
surface F S

T and the gas surface FG
T are given by

F S
T = −γSLS + γLSG + F F , (3.2)

and
FG
T = −γGLG cos θ + γGSG. (3.3)

Thus, the resultant force at the contact line in the tangential direction is

FT = FL
T + F S

T + FG
T (3.4)

=
(
γSSG + γGSG

)
−
(
γLLG + γGLG

)
cos θ −

(
γLLS + γSLS

)
(3.5)

= γSG − γLG cos θ − γLS, (3.6)

where

γLG = γLLG + γGLG, (3.7)

γLS = γLLS + γSLS, (3.8)

γSG = γSSG + γGSG. (3.9)

Since the friction forces on the liquid and solid surface are of the same magnitude but in the
opposite direction, the friction forces are balanced to be zero. Equation (3.6) is exactly the
same as the Young equation γSG−γLG cos θ−γLS = 0 [97] when the system is at equilibrium
state, i.e. the resultant force FT is zero.

On the other hand, the resultant force at the contact line in the normal direction on the
liquid surface FL

N , the solid surface F S
N , and the gas surface FG

N are given by

FL
N = γLLG sin θ, (3.10)

F S
N = 0, (3.11)

and
FG
N = γGLG sin θ. (3.12)

Thus, the resultant force at the contact line in the normal direction is given by

FN = FL
N + F S

N + FG
N (3.13)

=
(
γLLG + γGLG

)
sin θ (3.14)

= γLG sin θ. (3.15)
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3.2 Implementations of the Dynamic Wetting Model

Figure 3.2 illustrates surface patches at the contact line in a setting of the two dimensional
Finite Element Method that is introduced in Chapter 2. Dynamic wetting analysis by

Figure 3.2: Surface patches at the contact line in the two dimensional Finite Element Method.

Molecular Dynamics is often used to model the gas. However, we do not model the gas due
to the following reasons. First, the deformation of the gas is quite large, because the density
of the gas is very small compared to the liquid and the solid. To capture the deformation of
the gas is too difficult for the Lagrangian Finite Element Method. Second, the effect of the
deformation of the gas to the deformation of the liquid and the solid is quite small because
the liquid and the solid are very stiff compared to the gas.

The surface energy between the liquid and gas γLG is applied to surface patches of the
liquid which are in contact with the gas based on the proposed FEM surface tension model,
see Section 2.3. The surface tension between the liquid and gas at the contact line γLG is
given by

γLG =

(
−γLG cos θ
γLG sin θ

)
, (3.16)

where the coordinate system is the tangential and normal vector of the solid surface. Sim-
ilarly, the surface energy between the liquid and solid γLS is applied to surface patches of
the liquid which are in contact with the solid based on the proposed FEM surface tension
model. The surface tension between the liquid and solid at the contact line γLS is given by

γLS =

(
−γLS
0

)
. (3.17)

Since the stiffness (unit Pa) of the solid is several orders of magnitude greater than the
surface energy per unit length (unit Pa), the solid deformation due to the surface energy may
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be assumed to be negligible. Under such approximation, the surface energy is not applied
to the solid surface, i.e. the deformation of the solid due to the surface energy is neglected.

To satisfy Equation (3.6), the surface energy between the solid and gas γSG must be
applied to the contact line. We simply apply the surface energy between the solid and gas
γSG to the edge node at the contact line in the tangential direction of the solid surface.
Subsequently the surface tension γSG is given by

γSG =

(
γSG
0

)
. (3.18)

Finally, the resultant force at the contact line Fsrf is given by

Fsrf = γSG + γLG + γLS (3.19)

=

(
γSG − γLG cos θ − γLS

γLG sin θ

)
. (3.20)

Equation (3.20) is consistent with Equation (3.6) and (3.15).

Implementations of the Dynamic Wetting Model in Two
Dimensions

In the case of the two dimensional Finite Element Method, a linear surface patch is
constructed by two Finite Element Method nodes. Figure 3.3 shows three cases of the
surface patch of the liquid in the two dimensional Finite Element Method.

• Case a, Figure 3.3 (a): Neither of two nodes are in contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the surface patch,
because the surface patch is fully in contact with the gas.

• Case b, Figure 3.3 (b): One of the nodes is in contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the surface patch. In
addition, the surface energy between the solid and gas γSG is applied to the node which
is in contact with the solid surface in the tangential direction of the solid surface.

• Case c, Figure 3.3 (c): Both of the nodes are in contact with the solid surface.
The surface energy between the liquid and solid γLS is applied to the surface patch,
because this surface patch is fully in contact with the solid surface.

Implementations of the Dynamic Wetting Model in Three
Dimensions

Figure 3.4 show triangular surface patches of the liquid in the three dimensional Finite
Element Method. For a triangular surface patch, we need to consider four cases.
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Figure 3.3: Three cases of the surface patch of the liquid in the two dimensional Finite
Element Method: (a) Neither of two nodes are in contact with the solid surface, (b) One of
the nodes is in contact with the solid surface, (c) Both of the nodes are in contact with the
solid surface.

• Case a, Figure 3.4 (a): None of the three nodes are in contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the all edges a, b
and c based on the proposed FEM surface tension model (see Chapter 2), because the
surface patch is fully in contact with the gas.

• Case b, Figure 3.4 (b): Only one of the nodes is in contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the all edges, the same
as Case a.

• Case c, Figure 3.4 (c): Two nodes are in contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the all edges. In
addition, the surface energy between the solid and gas γSG is applied to the edge a.
The direction of γSG is shown in Figure 3.5, where n is the normal vector of the solid
surface, and xa is the unit vector of the edge a, and x is the direction of γSG. The
direction of the surface energy between the solid and gas e can be obtained by the
cross product,

e = xa × n. (3.21)

• Case d, Figure 3.4 (d): All nodes are in contact with the solid surface.
The surface energy between the liquid and solid γLS is applied to the all edges, because
the surface patch is fully in contact with the solid surface.
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Figure 3.4: Triangular surface patches of the liquid in the three dimensional Finite Element
Method: (a) None of the three nodes are in contact with the solid surface, (b) Only one of
the nodes is in contact with the solid surface, (c) Two nodes are in contact with the solid
surface, (d) All nodes are in contact with the solid surface.

Figure 3.6 show rectangular surface patches in the three dimensional Finite Element
Method. For a rectangular surface patch, there are five cases.

• Case a, Figure 3.6 (a): None of the nodes are in contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the all edges a, b, c
and d based on the proposed FEM surface tension model (see Chapter 2), because the
surface patch is fully in contact with the gas.

• Case b, Figure 3.6 (b): Only one of the nodes is in contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the all edges, the same
as Case a.

• Case c, Figure 3.6 (c): Two nodes are contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the all edges. In
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Figure 3.5: The direction of the surface tension between the solid and gas.

addition, the surface energy between the solid and gas γSG is applied to the edge a.
The direction of γSG can be obtained by Equation (3.21).

• Case d, Figure 3.6 (d): Three nodes are in contact with the solid surface.
The surface energy between the liquid and gas γLG is applied to the all edges. In
addition, the surface energy between the solid and gas γSG is applied to the edge a and
b. The direction of γSG can be obtained by Equation (3.21).

• Case e, Figure 3.6 (e): All nodes are in contact with the solid surface.
The surface energy between the liquid and solid γLS is applied to the all edges, because
the surface patch is fully in contact with the solid surface.
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Figure 3.6: Rectangular surface patches of the liquid in the three dimensional Finite Element
Method: (a) None of the nodes are in contact with the solid surface, (b) Only one of the
nodes is in contact with the solid surface, (c) Two nodes are in contact with the solid surface,
(d) Three nodes are in contact with the solid surface, (e) All nodes are in contact with the
solid surface.
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Chapter 4

A Galerkin Weak Formulation of
Dynamic Wetting

In the previous chapter, we have presented the dynamic wetting model based on the
proposed FEM surface tension model. Since the model is based on the surface tension
model, only the surface energy is considered. To take into account the effect of the surface
stress that is a function of both surface stress as well as the surface and bulk strains, in
this chapter, we present a Galerkin weak formulation of the surface, and we apply it to
solve the dynamic wetting problems. Moreover, Finite Element Method implementations
are discussed for both two and three dimensions.

4.1 A Galerkin Weak Formulation of the Surface of a

Liquid

The contact line in two dimensions is shown in Figure 4.1. The governing equation of
the surface may be found in [80], and here it is modified to a special case as shown in Figure
4.1. In this case, the governing equation of the solid surface is

fS,S = divσS + fF , (4.1)

where fS,S is the surface inertia force ([N/m2]), σS is the surface stress ([N/m]), fF is the
friction force ([N/m2]). Because the solid is assumed to be sufficiently stiff, there is essentially
no deformation cased by the surface stress and friction force. Under this assumption, the
surface inertia force can be neglected, i.e. fS,S = 0. Hence, Equation (4.1) becomes

0 = divσS + fF . (4.2)

The Galerkin weak formulation is obtained by the virtual work principle via the virtual
displacement δu = w,

0 =

∫
∂ΩS

w · divσSds+

∫
∂ΩS

w · fFds, (4.3)
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Figure 4.1: Illustration of the contact line.

where ∂ΩS denotes the solid surface. Via integration by parts, we obtain the following
equation,

0 = −
∫
∂ΩS

divw : σSds+

∫
∂ΩS

w · fFds, (4.4)

where σSn = 0 on ∂2ΩS is assumed, in which n is the normal vector. Note that ∂ΩS = ΓSG∪
ΓS, where ΓSG and ΓS are the solid surface in contact with the gas and liquid, respectively.
Thus, Equation (4.4) becomes

0 = −
∫
ΓSG

divw : σS,SGds−
∫
ΓS

divw : σS,Sds+

∫
ΓS

w · fFds, (4.5)

where σS,SG is the surface stress between the solid and gas, σS,S is the surface stress between
the solid and liquid, and the friction force on the solid surface between the solid and gas is
zero is applied.

On the other hand, the governing equation of the liquid surface is given by

fS,L = divσS − fF , (4.6)

where fS,L is the surface inertia force ([N/m2]). The friction force on the liquid surface is
in opposite direction from the friction force on the solid surface, but the magnitude is the
same. The Galerkin weak formulation is obtained by using the virtual displacement w,∫

∂ΩL

w · fS,Lds =
∫
∂ΩL

w · divσLds−
∫
∂ΩL

w · fFds. (4.7)
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Similar to the solid surface, the following equation can be obtained by integration by parts,∫
∂ΩL

w · fS,Lds = −
∫
∂ΩL

divw : σSds−
∫
∂ΩL

w · fFds. (4.8)

Using the fact that ∂ΩL = ΓLG ∪ ΓL, where ΓLG and ΓL are the liquid surface in contact
with the gas and solid respectively,∫

∂ΩL

w · fS,Lds = −
∫
ΓLG

divw : σS,LGds−
∫
ΓL

divw : σS,Lds−
∫
ΓL

w · fFds, (4.9)

where σSn = 0 on ∂2ΩL is assumed. The following equation is obtained by using the
summation Equation (4.5) and (4.9),∫

∂ΩL

w · fS,Lds = −
∫
ΓSG

divw : σS,SGds−
∫
ΓLG

divw : σS,LGds

−
∫
ΓL

divw : σS,Lds−
∫
ΓS

divw : σS,Sds

−
∫
ΓL

w · fFds+
∫
ΓS

w · fFds. (4.10)

Since the contact areas ΓL = ΓS, we have∫
∂ΩL

w · fS,Lds = −
∫
ΓSG

divw : σS,SGds−
∫
ΓLS

divw : σS,LSds

−
∫
ΓLG

divw : σS,LGds, (4.11)

where ΓLS = ΓL = ΓS, and σS,LS = σS,L + σS,S. Equation (4.11) is the Galerkin weak
formulation of the dynamic wetting model for the surface elements.

4.2 A Finite Element Formulation of the Galerkin

Weak Formulation of Dynamic Wetting

Consider the following FEM interpolation,

w =
nnode∑
i=1

N iwi, (4.12)

where nnode is the number of nodes, N i is the FEM shape function for the i-th node, and wi

is the nodal virtual displacement. The following equation can be obtained by substituting
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Equation (4.12) into Equation (4.11),

nnode∑
i=1

wi ·
∫
∂ΩL

N ifS,Lds = −
nnode∑
i=1

wi ·
∫
ΓSG

σS,SG∂N
i

∂x
ds−

nnode∑
i=1

wi ·
∫
ΓLS

σS,LS ∂N
i

∂x
ds

−
nnode∑
i=1

wi ·
∫
ΓLG

σS,LG∂N
i

∂x
ds. (4.13)

Since the nodal virtual displacement, wi, is arbitrary, Equation (4.13) becomes

FS,L = −
nnode∑
i=1

∫
ΓSG

σS,SG∂N
i

∂x
ds−

nnode∑
i=1

∫
ΓLS

σS,LS ∂N
i

∂x
ds

−
nnode∑
i=1

∫
ΓLG

σS,LG∂N
i

∂x
ds, (4.14)

where

FS,L =
nnode∑
i=1

∫
∂ΩL

N ifS,Lds (4.15)

is the surface inertia force. Equation (4.15) is the Finite Element Method formulation of
dynamic wetting on the liquid surface. Similar to the previous model in Chapter 3, we apply
the surface inertia force to the bulk Finite Element Method formulation,

Md̈ = Fext − Fint + FS,L. (4.16)

4.3 A Virtual Solid Surface

In the derivation of the Galerkin weak formulation, it is assumed that ΓS = ΓL. However,
in the Finite Element Method, positions of liquid and solid nodes are generally different,
because we do not prescribe non-slip boundary condition between the liquid and solid, thus,
ΓS 6= ΓL. To solve this dilemma, a virtual solid surface is introduced. The two dimensional
case of the virtual solid surface is illustrated in Figure 4.2. The positions of solid nodes on
the virtual solid surface are exactly the same as that of liquid nodes on the liquid surface.
The variables of solid nodes on the virtual solid surface are obtained from that of solid nodes
on the solid surface by using the isoparametric interpolation and FEM shape functions.

The basic idea of the isoparametric interpolation is to construct the FEM shape functions
of an irregular shape element in the physical domain by mapping it from an element of
same kind with a regular domain, so that FEM interpolation has at least satisfied linear
consistency. The interpolation can be expressed as

x = Φ(ξ) , (4.17)



CHAPTER 4. A GALERKIN WEAK FORMULATION OF DYNAMIC WETTING 28

Figure 4.2: Virtual solid surface in two dimensions.

where x and ξ are the coordinates in the physical and natural domain respectively. A
surface patch is an one dimensional element in two dimensional simulations, and it is a two
dimensional element in three dimensional simulations. The variable inside the domain is
interpolated as

f =
nnode∑
i

N i (ξ) f i, (4.18)

where nnode is the number of nodes, N i(x) is the FEM shape function of the i-th node, and
f i is the nodal variable.

By using Equation (4.18), the natural coordinate can be obtained by inverting the fol-
lowing equation,

0 =
nnode∑
i

N i (ξ)xi − x. (4.19)

In one dimensional elements, Equation (4.19) is a linear equation, and it can be solved
directly,

0 = N1 (ξ) x1 +N2 (ξ)x2 (4.20)

ξ = 2
x− x1
x2 − x1

− 1. (4.21)
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Figure 4.3: The isoparametric interpolation: (a) The natural domain in an one dimensional
element, (b) The physical domain in an one dimensional element, (c) The natural domain in
a two dimensional element, (d) The physical domain in a two dimensional element.

In general, Equation (4.19) cannot be solved directly for two dimensional quadrilateral ele-
ments, because it is a non-linear equation due to the bilinear term. The standard Newton-
Raphson method can be applied to invert Equation (4.19),

F (ξI) ≈ F (ξI−1) + F′ (ξI−1) (ξI − ξI−1) (4.22)

ξI ≈ ξI−1 − F′−1
(ξI−1)F (ξI) , (4.23)

where

F (ξ) =
nnode∑
i

N i (ξ)xi − x, (4.24)

and

F′ (ξ) =
nnode∑
i

∂N i

∂ξ
(ξ)xi, (4.25)
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and I = 1, 2, ..., N denotes the iteration number of the Newton-Raphson method. Since the
Newton-Raphson method is the second order convergence, normally, the convergence takes
only a few steps.

4.4 Finite Element Method Implementations of the

Galerkin Weak Formulation of Dynamic Wetting

in Two Dimensions

In this section, we discuss implementations of Equation (4.15) for the two dimensional
Finite Element Method. The calculation of the surface stress will be discussed in Chapter
5. Here a surface patch is an one dimensional element for two dimensional simulations as
shown in Figure 4.4. In Figure 4.4, x denotes the global coordinate, x′ denotes the local

Figure 4.4: A surface patch in the two dimensional Finite Element Method.

coordinate that x′ axis and y′ axis are parallel and normal to the surface patch, and θ is the
angle between x axis and x′ axis. Then, the relationship between x-axis and x′-axis is given
by

x′ = Rx, (4.26)

where

R =

(
cos θ − sin θ
sin θ cos θ

)
(4.27)

=
1

L

(
x2 − x1 y1 − y2
y2 − y1 x2 − x1

)
, (4.28)

where L = |x2 − x1| is the length of the surface patch. The local coordinates of node i are
given by

x′
i = RTxi, (4.29)
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where i = 1, 2. Here, one dimensional FEM shape functions are used to compute the

derivatives of FEM shape functions with respect to x′,
[
∂N i

∂x′

]T
=
[

∂N i

∂x′
0
]
, because y′

components of x′
1 and x′

2 are zero. The derivatives of FEM shape functions with respect to

x,
[
∂N i

∂x

]T
=
[

∂N i

∂x
∂N i

∂y

]
, can be obtained by using the chain rule,

∂N i

∂x

T

=
∂N i

∂x′

T
∂x′

∂x
. (4.30)

From equation (4.26), we have
∂x′

∂x
= R. (4.31)

Thus, we obtain

∂N i

∂x

T

=
∂N i

∂x′

T

R (4.32)

∂N i

∂x
= RT ∂N

i

∂x′ . (4.33)

Once the surface stress is obtained, the ΓLG and ΓLS terms of Equation (4.14) can be then
computed.

For the ΓSG term of Equation (4.14), the solid-gas interface element is introduced. Figure
4.5 shows the solid-gas interface element in the two dimensional Finite Element Method. We

Figure 4.5: The solid-gas interface element in the two dimensional Finite Element Method.
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only need the nodal force at node 1 in Figure 4.5, and the FEM shape function at node 1 is
given by

N1 (x′) =
1

L
(L− x′) , (4.34)

where L is the length of the solid-gas interface element, and x′ is the local coordinate, x′ = 0
at node 1 and x′ = L at node 2. The derivative of the FEM shape function with respect to
x′ is given by

∂N1

∂x′ =
1

L

(
−1
0

)
. (4.35)

Thus, the term ΓSG in Equation (4.14) can be written as∫
ΓSG

σS,SG∂N
i

∂x
ds =

∫
ΓSG

σS,SGRT 1

L

(
−1
0

)
ds (4.36)

≈ 1

2

{
σS,SG (x1) + σS,SG (x2)

}
RT

(
−1
0

)
, (4.37)

where the trapezoidal rule is used for the surface integration. In the case that L ≈ 0,
σS,SG (x1) ≈ σS,SG (x2). Finally, the term ΓSG in Equation (4.15) is given by∫

ΓSG

σS,SG∂N
1

∂x
ds ≈ σS,SG (x1)R

T

(
−1
0

)
(4.38)

≈ σS,SG (x1)

(
− cos θ
sin θ

)
. (4.39)

4.5 Finite Element Method Implementations of the

Galerkin Weak Formulation of Dynamic Wetting

in Three Dimensions

A surface patch is a two dimensional element for the three dimensional Finite Element
Method, shown in Figure 4.6. In Figure 4.6, x denotes the global coordinate, x′ denotes the
local coordinate that x′ is parallel to the unit vector x21 = (x2 − x1) / |x2 − x1|, x′-y′ plain
is parallel to the surface patch, and z′ axis is parallel to the normal vector of the surface
patch n. The unit vector of y′ axis, y1, is obtained by

y1 =
1

|n× x21|
n× x21, (4.40)

Then, the relationship between x-axis and x′-axis is given by

x′ = Rx, (4.41)
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Figure 4.6: A surface patch in the three dimensional Finite Element Method.

where
R =

(
x21 y1 n

)
. (4.42)

The local coordinates of node i, i = 1, 2, 3, 4, are given by

x′
i = RTxi. (4.43)

Two dimensional FEM shape functions can be applied to compute the derivatives of FEM

shape functions with respect to x
′
,
[
∂N i

∂x′

]T
=
[

∂N i

∂x′
∂N i

∂y′
0
]
, since z′ components of x′

i is

zero. The derivatives of FEM shape functions with respect to x,
[
∂N i

∂x

]T
=
[

∂N i

∂x
∂N i

∂y
∂N i

∂z

]
,

can be obtained by using the chain rule, the same as the implementation in the two dimen-
sional case.

The solid-gas interface element in the three dimensional Finite Element Method is shown
in Figure 4.7. In Figure 4.7, L1 is the length between node 1 and node 2, L2 is the length
between node 2 and node 3, and the shape of the solid-gas interface element is rectangular.
We only need nodal forces at node 1 and 2 in Figure 4.7. FEM shape function at node 1 is
given by

N1 (x′, y′) =
1

L1L2

(L1 − x′) (L2 − y′) . (4.44)

The derivative of the FEM shape function with respect to x′ is given by

∂N1

∂x′ (x′, y′) =
1

L1L2

 − (L2 − y′)
− (L1 − x′)

0

 . (4.45)
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Figure 4.7: The solid-gas interface element in the three dimensional Finite Element Method.

Thus, the term ΓSG in Equation (4.15) can be written as∫
ΓSG

σS,SG∂N
i

∂x
ds =

∫
ΓSG

σS,SGRT ∂N
1

∂x′ (x′, y′) ds (4.46)

≈ L1L2

4

{
σS,SG (x1)R

T ∂N
1

∂x′ (0, 0) + σS,SG (x2)R
T ∂N

1

∂x′ (L1, 0)

σS,SG (x3)R
T ∂N

1

∂x′ (L1, L2) + σS,SG (x4)R
T ∂N

1

∂x′ (0, L2)

}
(4.47)

≈ −1

4

σS,SG (x1)R
T

 L2

L1

0

+ σS,SG (x2)R
T

 L2

0
0


+σS,SG (x4)R

T

 0
L1

0

 . (4.48)

where the trapezoidal rule is applied to the surface integration. In the case that L2 ≈ 0,
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σS,SG (x1) ≈ σS,SG (x4). Finally, the term ΓSG in Equation (4.15) at node 1 is obtained as

∫
ΓSG

σS,SG∂N
1

∂x
ds ≈ −L1

2
σS,SG (x1)R

T

 0
1
0

 (4.49)

≈ −L1

2
σS,SG (x1)

 x21y
y1y
ny

 . (4.50)

Similarly, the term ΓSG in Equation (4.15) at node 2 is given by

∫
ΓSG

σS,SG∂N
2

∂x
ds ≈ −L1

2
σS,SG (x2)R

T

 0
1
0

 (4.51)

≈ −L1

2
σS,SG (x2)

 x21y
y1y
ny

 . (4.52)
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Chapter 5

Constitutive Models

5.1 The Newtonian Fluid Model

The Newtonian fluid is a fluid that the viscous stress is proportional to the shear strain
rate. The formulation of the Newtonian fluid can be found in many references, for example,
[2], [47], [60], [70], [78].

For viscous incompressible fluids, the Cauchy stress tensor σ can be decomposed into
hydrostatic part and viscous part,

σ = −pI+ τ , (5.1)

where p is the hydrostatic pressure, and τ is the viscous stress tensor. For the Newtonian
fluids, the viscous stress tensor is related to the rate of deformation tensor D,

τ = C : D, (5.2)

where C is the forth order tensor of fluid properties.
For an isotropic fluid, the forth order tensor C can be expressed in terms of Lamé con-

stants λ and µ,
C = λI⊗ I+ 2µI, (5.3)

where I is the symmetric forth order identity tensor. Then, the viscous stress tensor is given
by

τ = λ (trD) + 2µD. (5.4)

Because trD = 0 for an incompressible fluid, we obtain

τ = 2µD. (5.5)

The bulk modulus κ is defined as

κ = −V dp

dV
, (5.6)
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where V is the volume. Alternatively, we can obtain the following expression by using density
ρ,

κ = −V ∂p
∂ρ

∂ρ

∂V

= ρ
∂p

∂ρ
. (5.7)

After taking the integration, we have

p = κ ln
ρ

ρ0
, (5.8)

where ρ0 is the density in the reference configuration, and the pressure in the reference
configuration is assumed to be zero. By using ρ0 = ρJ , where J is the determinant of the
deformation gradient tensor and can represent the volume ratio, we obtain the relationship
between the pressure and the volume ratio,

p = −κ ln J. (5.9)

By substituting Equation (5.4) and (5.9) into Equation (5.1), we obtain the following con-
stitutive model for the Newtonian fluid,

σ = κ (ln J) I+ 2µD. (5.10)

5.2 The Cauchy-Born Rule

The Cauchy-Born rule (see [3], [23], [86], and [98]) is suitable to model the uniform
deformation of crystalline solid, and it links to the change of the lattice vectors.

Consider a crystalline solid that is consisting of n interacting atoms. The kinematics are
represented by the vectors between two atoms i and j, which are Rij and rij in the reference
and current configuration,

Rij = Ri −Rj, (5.11)

and
rij = ri − rj. (5.12)

The Cauchy-Born rule assumes that the deformation is locally homogeneous, i.e. the vectors
rij resulting from the corresponding Rij by the multiplication of the deformation gradient
tensor F,

rij = F ·Rij. (5.13)

Equation (5.13) is the first order Cauchy-Born rule. The higher order Cauchy-Born rule,
e.g. [29], [85], can be obtained by using Taylor series expansion. The second and third order
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Figure 5.1: Locally homogeneous deformation in the atomic scale.

Cauchy-Born rules are given by

rij = F ·Rij +
1

2
G : (Rij ⊗Rij) , (5.14)

and

rij = F ·Rij +
1

2
G : (Rij ⊗Rij) +

1

6
H... (Rij ⊗Rij ⊗Rij) , (5.15)

where G and H are the higher order deformation gradient tensors,

G =
∂2x

∂X⊗ ∂X
, (5.16)

and

H =
∂3x

∂X⊗ ∂X⊗ ∂X
. (5.17)

The calculation of the higher order deformation gradient tensor in the Finite Element Method
is discussed in Appendix C.



CHAPTER 5. CONSTITUTIVE MODELS 39

The Pairwise Potential

It is useful to assume that the total energy E takes the form of a sum over pair bonds,
like the Lennard-Jones potential,

E =
1

2

n∑
i

n∑
j 6=i

φ (rij) , (5.18)

where rij = |rij| is the distance between atom i and j, and φ (rij) is the pairwise potential
energy. Hence, the energy contribution of atom i is given by

Ei =
1

2

n∑
j 6=i

φ (rij) . (5.19)

For pair potential, the bonds between atoms are independent of each other.
The first Piola-Kirchhoff stress P can be obtained as the derivative of strain energy

density W with respect to deformation gradient tensor,

P =
∂W

∂F
(5.20)

=
1

Ω0

∂Ei
∂F

, (5.21)

where Ω0 is a representative volume in the reference configuration. The following expression
can be obtained by substituting Equation (5.13) and (5.19) into Equation (5.21),

P =
1

2Ω0

n∑
j 6=i

φ′ (rij)
rij ⊗Rij

rij
. (5.22)

The higher order stresses can be expressed as follows,

Q =
1

4Ω0

n∑
j 6=i

φ′ (rij)
rij ⊗Rij ⊗Rij

rij
, (5.23)

and

T =
1

12Ω0

n∑
j 6=i

φ′ (rij)
rij ⊗Rij ⊗Rij ⊗Rij

rij
. (5.24)

The Cauchy stress is given as

σ =
1

J
P · FT (5.25)

=
1

2Ω

n∑
j 6=i

φ′ (rij)
rij ⊗ rij
rij

. (5.26)
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The elastic tensor in the reference configuration is obtained as

C =
∂S

∂E
(5.27)

=
1

2Ω0

n∑
j 6=i

(
φ′′ (rij)−

1

rij
φ′ (rij)

)
Rij ⊗Rij ⊗Rij ⊗Rij

r2ij
. (5.28)

In Equation (5.28), one may find that the elastic tensor obtained by using the pair potential
and the Cauchy-Born rule yields the following relation, C1122 = C1212, which is called the
Cauchy relation. In fact, rare gases have C1122 : C1212 closer to 1, but for metallic FCC
crystals the ratio C1122 : C1212 is usually between 2 and 4, which indicates a strong presence
of many-atom interactions, and this is supported by the experimental results [17].

The Embedded Atom Method

Daw and Baskes [15], [16], [17], [27] proposed the Embedded Atom Method as a many-
atom potential for FCC metals. In this approach, the energy of the metal is viewed as
the energy obtained by embedding an atom into the local electron density provided by the
remaining atoms of the system. In addition, there is an electrostatic interaction. The total
energy is given by

E =
1

2

n∑
i

n∑
j 6=i

φ (rij) +
n∑
i

F (ρi) , (5.29)

where φ (rij) is an electrostatic, pairwise interaction, F (ρi) is the embedding energy, and ρi
is the atomic electron density,

ρi =
n∑
j 6=i

ρ (rij) . (5.30)

The embedding energy is defined as the interaction of the atom with the background electron
gas. The background density for each atom is determined by evaluating or superposing the
electron density tails of the other atoms at its nucleus site. Each atom is embedded in a
host electron gas cloud created by its neighboring atoms. Hence, the energy contribution of
atom i is given by

Ei =
1

2

n∑
j 6=i

φ (rij) + F (ρi) . (5.31)

The first Piola-Kirchhoff stress for the Embedded Atom Method can be expressed by

P =
1

Ω0

{
n∑
j 6=i

(
1

2
φ′ (rij) + F ′

i (ρi) ρ
′ (rij)

)
rij ⊗Rij

rij

}
. (5.32)
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The higher order stresses are given by

Q =
1

2Ω0

{
n∑
j 6=i

(
1

2
φ′ (rij) + F ′

i (ρi) ρ
′ (rij)

)
rij ⊗Rij ⊗Rij

rij

}
, (5.33)

and

T =
1

6Ω0

{
n∑
j 6=i

(
1

2
φ′ (rij) + F ′

i (ρi) ρ
′ (rij)

)
rij ⊗Rij ⊗Rij ⊗Rij

rij

}
. (5.34)

The Cauchy stress is given by

σ =
1

Ω

{
n∑
j 6=i

(
1

2
φ′ (rij) + F ′

i (ρi) ρ
′ (rij)

)
rij ⊗ rij
rij

}
, (5.35)

where Ω is a representative volume in the current configuration.
The elastic tensor in the reference configuration is given by

C =
1

Ω0

{
1

2

∑
j 6=i

(
φ′′ (rij)−

1

rij
φ′ (rij)

)
Rij ⊗Rij ⊗Rij ⊗Rij

r2ij

+ F ′′
i (ρi)

(∑
j 6=i

ρ′ (rij)
Rij ⊗Rij

rij

)
⊗

(∑
j 6=i

ρ′ (rij)
Rij ⊗Rij

rij

)

+F ′
i (ρi)

∑
j 6=i

(
ρ′′ (rij)−

1

rij
ρ′ (rij)

)
Rij ⊗Rij ⊗Rij ⊗Rij

r2ij

}
. (5.36)

For the Embedded Atom Method, C1122 is not equal to C1212 due to the existence of the
second term on the right hand side in Equation (5.36). Several models of the pairwise
interaction and embedding energy function are proposed, for example, Mishin et al. [45],
[57], [58], Wadley et al. [92], [93], [101], [102], and Holian et al. [38], [39], [94]. These models
are discussed in Appendix D.

5.3 The Gurtin-Murdoch Surface Elasticity Model

In this section, we discuss a constitutive model on the surface. One of few continuum
surface mechanics models is the Gurtin-Murdoch surface elasticity model [30], [31], [32]. This
model is widely discussed, and the following discussion mainly follows references [50] and
[80].

Before the discussion of the constitutive model, construct the surface operators. A pro-
jection operator P which maps tensor fields from bulk to surface is defined as

P = I− n⊗ n, (5.37)
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where I is a unit second order tensor, n is the normal vector of the surface, and thus the
projection tensor P is symmetric. A surface second order unit tensor is defined as the result
of the projection of a unit second order tensor,

IS = P · I ·P (5.38)

= P. (5.39)

Thus, a surface second order unit tensor IS is exactly the same as the projection tensor
P. We now construct an interface differentiation operator or a gradient operator ∇S. It is
defined as

∇S = P · ∇ (5.40)

= ∇− n (n · ∇) . (5.41)

The surface strain is defined as the projection of bulk strain field to the surface,

εS = P · ε ·P, (5.42)

where εS is the surface strain, and ε is the bulk strain. On the other hand, the Cauchy stress
is not continuous across the surface. In addition, the unit of the surface stress [N/m] and the
bulk stress [N/m2] are different. Therefore, one cannot link the surface stress with the bulk
stress by the projection operator. They have to be related with surface constitutive relations,
which are different from the bulk material properties, or they are not the projection of bulk
material properties either. The surface stress is related with the surface energy,

σS = γIS +
∂Γ

∂εS
+ γ∇Su, (5.43)

where σS is the surface stress tensor, γ is the (deformation-independent) surface energy, and
Γ is the deformation-dependent surface energy. In the Gurtin-Murdoch theory, the surface
energy may be understood as the residual surface stress due to the surface relaxation. For
infinitesimal deformation cases, Gurtin and Murdoch proposed the following quadratic form
of the surface energy,

Γ =
1

2
εS : CS : εS, (5.44)

where CS is the forth order surface elastic tensor. It is related to the (deformation-independent)
surface energy γ and the surface lamé constants λS and µS,

CS =
(
λS + γ

)
I⊗ I+ 2

(
µS − γ

)
I, (5.45)

where I is the symmetric forth order identity tensor,

I =
1

2
(δikδjl + δilδjk) . (5.46)

Thus, the surface stress is given by

σS = γIS +
(
λS + γ

) (
trεS

)
IS + 2

(
µS − γ

)
εS + γ∇Su. (5.47)



CHAPTER 5. CONSTITUTIVE MODELS 43

5.4 The Surface Cauchy-Born Rule

In this section, we discuss the surface Cauchy-Born rule [61], [64], [65] that the total
atomistic potential energy of a body is represented by continuum energy densities with
appropriate representations for surface energy densities. The total energy of the body is
approximated as

E =

∫
Ω

φ (rij) dΩ +

∫
Γ

γ (rij) dΓ, (5.48)

where γ (rij) is the surface energy density, Γ denotes the surface area. Not only the surface
layer, but also the non-bulk layer do not have a full complement of atomic neighbors, shown
in Figure 5.2. Hence, the surface energy density can be written as

Figure 5.2: Illustration of the surface Cauchy-Born rule.

∫
Γ

γ (rij) dΓ =

∫
Γsurface

γ (rij) dΓ +

∫
Γnon−bulk

γ (rij) dΓ. (5.49)

The surface energy density can be expressed as

γ (rij) =
1

2Γ

n∑
i

nbi∑
j 6=i

φ (rij) , (5.50)

where nbi is the number of bonds for surface atom i. The surface first Piola-Kirchhoff
and Cauchy stress can be obtained by applying the Cauchy-Born rule, Equation (5.13), to
Equation (5.50),

Ps =
1

2Γ0

nbi∑
j 6=i

φ′ (rij)
rij ⊗Rij

rij
, (5.51)
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and

σs =
1

2Γ

nbi∑
j 6=i

φ′ (rij)
rij ⊗ rij
rij

. (5.52)

Due to the un-even presence of atom distribution on the surface and non-bulk layer, the
residual surface stress exists in the undeformed state. This residual surface stress is the
surface energy in the Surface Cauchy-Born rule. The number of non-bulk layers depends on
the cutoff distance, i.e. the number of non-bulk layers is two when the atom consider the
third nearest neighbors. Hence, at least the second nearest neighbors must be considered to
compute the surface stress in the surface Cauchy-Born rule. The surface stress in the surface
Cauchy-Born rule has the normal components, and it allows the surface relaxation due to
under co-ordinated atoms lying on material surfaces [65].

The Embedded Atom Method is applied to the surface Cauchy-Born rule for FCC metals
[63], and the surface first Piola-Kirchhoff and Cauchy stress are given by

Ps =
1

Γ0

{
nbi∑
j 6=i

(
1

2
φ′ (rij) + F ′

i (ρi) ρ
′ (rij)

)
rij ⊗Rij

rij

}
, (5.53)

and

σs =
1

Γ

{
nbi∑
j 6=i

(
1

2
φ′ (rij) + F ′

i (ρi) ρ
′ (rij)

)
rij ⊗ rij
rij

}
. (5.54)
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Chapter 6

The Coarse Grained Contact Model

This section provides an overview of the Finite Element Method based Coarse Grained
Contact Model developed by R. Sauer and S. Li [73], [74], [75], [76], [77]. Small scale contact
phenomena is modelled by Johnson, Kendall and Roberts, JKR theory [44], and Derjaguin,
Muller and Toporov, DMT theory [20]. These models have been successfully applied to study
many areas, but they are restricted to infinitesimal deformations [43].

The objective of the Coarse Grained Contact Model is to describe repulsive and adhesive
interactions based on atomic physics between bodies. The model is related to Molecular
Dynamics and the continuum contact mechanics.

Figure 6.1: An overview of the Coarse Grained Contact Model.

At the atomic scale the behavior is governed by interactions among individual atoms.
Molecular Dynamics is a discrete model, which describes the interaction of an assembly of
point masses, molecules or atoms. The particle interaction is modelled by intermolecular
interaction potentials. The inter-solid potential is often weak but long-range, for example,
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the van der Waals interaction. The Molecular Dynamics simulations are less useful for large
length and time scales because of the computational cost.

On the other hand, at large scale interactions between two bodies are described by
continuum approach. Continuum mechanics offers a formulation which is well established for
macroscale problems, and the contact of two bodies is often modelled as a global constrained
problem. The classical continuum approaches to nanoscale problems are typically based on
phenomenological models and lack the atomistic physics.

The basic idea of the Coarse Grained Contact Model is to enrich the continuum formula-
tion with atomistic information. This is achieved by the coarse-graining, or homogenization,
of the Molecular Dynamics model. The inter-solid interaction is homogenized so it may be
represented by a continuum interaction energy. By the homogenization of the inter-solid
potential, a continuous interaction energy that is surrounding each body is obtained.

The van der Waals force is a general name for three different dipole interactions: (1)
the Keesom interaction based on the mutual alignment of permanent dipoles, (2) the Debye
interaction for the coupling between the permanent dipole and the molecular polarizability at
zero frequency, and (3) the London interaction for the correlation between inducible dipoles,
occurring at all frequencies, all of which are attractive in vacuum and proportional to 1/r6

[42], [66]. In contrast to covalent, ionic or metallic bonds, which are short range and are the
predominant interaction within solids, the van der Waals interactions are long range, and
a suitable model for inter-solid interactions. Due to its proportionally to 1/r6, the van der
Waals interaction is often modelled by the Lennard-Jones potential,

φ (r) = ε
(r0
r

)12
− 2ε

(r0
r

)6
, (6.1)

where the first term is the repulsion when two atoms become close, the second term is
the contribution of the van der Waals force, ε is the depth of the potential well, r0 is the
equilibrium distance, and r is the distance between two atoms.

6.1 A Weak Form of the Coarse Grained Contact

Model

Figure 6.2 shows the kinematics of two interacting bodies in the framework of continuum
mechanics. The bodies are denoted by x1 ∈ Ω1 and x2 ∈ Ω2 in the current configuration, β1
and β2 are the atomic densities, and r is the distance between two points. Interaction over
all points leads to the interaction energy ΠC for the two interacting bodies may be written
as

ΠC =

∫
Ω1

∫
Ω2

β1β2φ (r) dv2dv1, (6.2)

where φ (r) is the inter-atomic potential, here we use the Lennard-Jones potential as the
inter-atomic potential.
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Figure 6.2: The kinematics of two interacting bodies.

Consider conservative systems. The total Lagrange of the system is given as

L =
2∑
I=1

[
TI − (Πint

I − Πext
I )
]
− ΠC , (6.3)

where I = 1, 2 denotes the two bodies, TI are the kinetic energy, Π
int
I are the internal energy,

and Πext
I are the external energy.

Consider the stationary condition δL = 0. We have

δL =
2∑
I=1

[
δTI − (δΠint

I − δΠext
I )
]
− δΠC = 0, ∀δu1, δu2 ∈ H1 (Ω1) ∪H1 (Ω2) , (6.4)

where δu1 and δu2 are the variation of displacements. The variation of the kinetic energy is
given by

δTI = −
∫
ΩI

1

2
ρvI · δu̇IdvI , (6.5)

where ρ is the density in the current configuration, and v is the velocity. The variation of
the internal energy is given by

δΠint
I =

∫
ΩI

σI :
∂δuI
∂xI

dvI . (6.6)

The variation of the external energy is expressed as

δΠext
I =

∫
ΩI

ρIbI · δuIdvI +
∫
∂ΩI

ρItI · δuIdsI , (6.7)

where b is the body force, and t is the surface traction. The variation of the interaction
energy is given by

δΠC =

∫
Ω1

∫
Ω2

β1β2

(
∂φ (r)

∂x1

· δu1 +
∂φ (r)

∂x2

· δu2

)
dv2dv1. (6.8)
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Finally we obtain the following variational equation,

2∑
I=1

[∫
ΩI

1

2
ρIvI · δu̇IdvI +

∫
ΩI

σI :
∂δuI
∂xI

dvI −
∫
ΩI

ρIbI · δuIdvI −
∫
∂ΩI

ρItI · δuIdsI
]

+

∫
Ω1

∫
Ω2

β1β2

(
∂φ (r)

∂x1

· δu1 +
∂φ (r)

∂x2

· δu2

)
dv2dv1 = 0, ∀δu1, δu2. (6.9)

This is the basic weak formulation of the Coarse Grained Contact Model. Two of the main
features of the Coarse Grained Contact Model are: (1) there is always a finite gap between
the two contact surfaces because of repulsive forces, and (2) the Coarse Grained Contact
Model theory is established for general nonlinear deformable solids. Therefore, even though
there is stress concentration at the corner of contact line, there is no stress singularity at
the corner of contact line as shown in Figure 6.3, which provide a potential remedy for the
dilemma of previous hydrodynamic contact line theory.

Figure 6.3: The Coarse Grained Contact Model simulation of adhesive contact [77].
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6.2 A Finite Element Method Formulation of the

Coarse Grained Contact Model

This section discusses the discretization of weak form of the Coarse Grained Contact
Model into the Finite Element Method. The FEM interpolations are

u =
nnode∑
i=1

N idi, (6.10)

and

δu =
nnode∑
i=1

N iδdi, (6.11)

where nnode is the number of nodes, N i are FEM shape functions of the i-th node, and di

and δdi are the displacement of node i and its variation. We apply the FEM interpolations
to weak form of the Coarse Grained Contact Model,

0 =
2∑
I=1

nelem∑
e=1

nnode∑
i=1

nnode∑
j=1

δdiI ·
∫
Ω0eI

ρ0IN
iN jajIdVI +

2∑
I=1

nelem∑
e=1

nnode∑
i=1

δdiI ·
∫
Ω0eI

PI
∂N i

∂XI

dVI

−
2∑
I=1

nelem∑
e=1

nnode∑
i=1

δdiI ·
∫
Ω0eI

ρ0IN
ibIdVI −

2∑
I=1

nelem∑
e=1

nnode∑
i=1

δdiI ·
∫
∂Ω0eI

ρ0IN
iTIdSI

+
2∑
I=1

nelem∑
e1=1

nelem∑
e2=1

nnode∑
i=1

δdiI · f
C,i
I , ∀δd1, δd2, (6.12)

where

fC,i1 =

∫
Ωe1

∫
Ωe2

β1β2N
i
1

∂φ (r)

∂x1

dv2dv1, (6.13)

and

fC,i2 =

∫
Ωe1

∫
Ωe2

β1β2N
i
2

∂φ (r)

∂x2

dv2dv1, (6.14)

where

∂φ (r)

∂x1

=
∂φ (r)

∂r

∂r

∂x1

(6.15)

=
∂φ (r)

∂r

x1 − x2

r
, (6.16)

and

∂φ (r)

∂x2

=
∂φ (r)

∂r

∂r

∂x2

(6.17)

=
∂φ (r)

∂r

x2 − x1

r
. (6.18)
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Since δdI is arbitrary, we can obtain the following equation,

MId̈ = Fext
I − Fint

I − Fcnt
I , (6.19)

where

MI =
nelem∑
e=1

nnode∑
i=1

nnode∑
j=1

∫
Ω0eI

ρ0IN
iN jajIdVI , (6.20)

Fint
I =

nelem∑
e=1

nnode∑
i=1

∫
Ω0eI

PI
∂N i

∂XI

dVI , (6.21)

Fext
I =

nelem∑
e=1

nnode∑
i=1

∫
Ω0eI

ρ0IN
ibIdVI +

nelem∑
e=1

nnode∑
i=1

∫
∂Ω0eI

ρ0IN
iTIdSI , (6.22)

Fcnt
I =

nelem∑
e1=1

nelem∑
e2=1

nnode∑
i=1

fC,iI , (6.23)

and I = 1, 2. This is the Finite Element Method formulation for the Coarse Grained Contact
Model. As a characteristic of the Finite Element Method, the volume integration is carried
out by the summation over small sub domains, i.e. the summation over elements.

6.3 The Numerical Integration of Two Bodies

In this section, we discuss the numerical integration to Equation (6.13) and (6.14). Since
there are spatial integrations that involve two continuum bodies, for simplicity, we call this
method body-body interaction method.

The Gaussian Quadrature Rule

The Gaussian quadrature rule is generally used as the numerical integration scheme in
the Finite Element Method due to the high accuracy, which is 2n−1, where n is the number
of quadrature points. The Gaussian quadrature rule is stated as∫ 1

−1

f (x) ≈
n∑
i=1

wif (xi) , (6.24)

where wi and xi are the weight and position of quadrature point i. For n = 2, the weights are
w1 = w2 = 1, and the positions are x1 = −1/

√
3 and x2 = 1/

√
3. Also, for n = 3, the weights

are w1 = w3 = 5/9 and w2 = 8/9, and the positions are x1 = −
√
3/5, x2 = 0 and x3 =√

3/5. Multi-dimensional integrals over product domains can be evaluated numerically using
multiple summations. Figure 6.4 show the quadrature points of the Gaussian quadrature
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Figure 6.4: The quadrature points of the Gaussian quadrature rule in a two dimensional
quadrilateral element: (a) n = 2, (b) n = 3.

rule for n = 2, 3 of a two dimensional quadrilateral element. Based on Equation (6.24),
the function is evaluated at each quadrature point. Thus, the distance r in Equation (6.13)
and (6.14) means the distance between quadrature points of two different elements in the
body 1 and the body 2. For n = 2 of a two dimensional quadrilateral element case, we need

Figure 6.5: Volume integration of two bodies.

to evaluate 4 × 4 = 16 times, since there are two volume integrations, as shown in Figure
6.5. Thus, this body-body interaction method is actually law efficiency, and also there is
an element size problem. Since the quadrature points of the Gaussian quadrature rule are
inside of elements, elements of the body 1 and the body 2 penetrate when the element size
is large compared to the equilibrium distance. Because the equilibrium distance r0 of the
Lennard-Jones potential is generally at the order of the angstrom [10−10m], the corresponding
element size should also be at the order of the angstrom. Increasing the quadrature points
can achieve accuracy, but it will increase the computational cost.
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The Newton-Cotes Quadrature Rule

On the other hand, the Newton-Cotes quadrature rule is hardly used as the numerical
volume integration in the Finite Element method, since the accuracy is only at the order
of n − 1, where n is the number of quadrature points. However, when the Newton-Cotes
quadrature is used for the Coarse Grained Contact Model, it may provide computational
efficiency. For n = 2, called the trapezoidal rule, the weights are w1 = w2 = 1/2, and the
positions are x1 = −1 and x2 = 1. Also, for n = 3, called the Simpson’s rule, the weights
are w1 = w3 = 1/3 and w2 = 4/3, and the positions are x1 = −1, x2 = 0 and x3 = 1.

Figure 6.6: The quadrature points of the Newton-Cotes quadrature rule in a two dimensional
quadrilateral element: (a) n = 2, (b) n = 3.

6.4 The Analytical Integration of the Master Body

In addition to the element size problem, there is an error which comes from the unbal-
ance of the distance between quadrature points for both the Gaussian and Newton-Cotes
quadrature rule. For simplicity, here we consider only the attraction force, the van der Waals
force, of the Lennard-Jones potential in Figure 6.7. In case the surface of the master body
is infinite flat surface, the force which acts on the slave quadrature point in the parallel
direction must be zero analytically. Since the quadrature point b in Figure 6.7 is the closest
to the slave quadrature point, the slave quadrature point attract to the quadrature point b
strongly, and there exist the force in the parallel direction of the master body surface. This
error comes from the unbalance of the distance between quadrature points.

To solve these problems, we developed the new method which we perform the analytical
integration to the master body. In Equation (6.12), the body 2 is the master body from the
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Figure 6.7: The unbalance of the distance between quadrature points.

view of the body 1, thus,

fC,i1 =

∫
Ω1

∫
Ω2

β1β2N
i
1

∂φ (r)

∂r

x1 − x2

r
dv2dv1

=

∫
Ω1

β1N
i
1f̃
C
2 dv1, (6.25)

where

f̃C2 =

∫
Ω2

β2
∂φ (r)

∂r

x1 − x2

r
dv2. (6.26)

We apply the numerical integration to Equation (6.13) and the analytical integration to
Equation (6.14). Similarly, in Equation (6.12), the body 1 is the master body from the view
of the body 2, thus,

fC,i2 =

∫
Ω1

∫
Ω2

β1β2N
i
2

∂φ (r)

∂r

x2 − x1

r
dv2dv1

=

∫
Ω2

β2N
i
2f̃
C
1 dv2, (6.27)

where

f̃C1 =

∫
Ω1

β1
∂φ (r)

∂r

x2 − x1

r
dv1. (6.28)

Since the integration methods of the slave and master body are different, the force comes
from the body 2 to the body 1 and from the body 1 to the body 2 may not be the same, but
here we neglect this difference.
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In case the master body is large enough, or infinity, compared to the equilibrium distance
of the Lennard-Jones potential, shown in Figure 6.8, the analytical integration of Equation
(6.14) can be written as

f̃C2 = −R

∫ ∞

h

∫ L2

−L1

β2
∂φ (r)

∂r

ξ

r
dξdη, (6.29)

where R is the rotation matrix from ξ - η axis to x - y axis, and the quadrature point of the
slave body is assumed to be the origin. In case that the atomic density can be assumed to

Figure 6.8: The analytical integration of the master body in two dimensions.

be constant in the master body,

f̃C2 = −β2R
(
−
∫ ∞

h

∫ L1

0

∂φ (r)

∂r

ξ

r
dξdη +

∫ ∞

h

∫ L2

0

∂φ (r)

∂r

ξ

r
dξdη

)
(6.30)

= −β2R
(
−f̂C (L1, h) + f̂C (L2, h)

)
, (6.31)

where

f̂C (L, h) =

∫ ∞

h

∫ L

0

∂φ (r)

∂r

ξ

r
dξdη. (6.32)

Similarly, Equation (6.25) is given by

f̃C1 = −β1R
(
−f̂C (L1, h) + f̂C (L2, h)

)
. (6.33)
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In case the inter-solid potential is the Lennard-Jones potential,

f̂Cx (L, h) = εr120

{
1

11h11
− 63atan (L/h)

256L11

+h
965L8 + 2370h2L6 + 2688h4L4 + 1470h6L2 + 315h8

1280L10 (L2 + h2)5

}
+ 2εr60

{
3atan (L/h)

8L5
− 1

5h5
− h (5L2 + 3h2)

8L4 (L2 + h2)2

}
, (6.34)

and

f̂Cy (L, h) =
εr120
h11

{
63atan(L/h)

256

+hL
315L8 + 1470h2L6 + 2688h4L4 + 2370h6L2 + 965h8

1280 (L2 + h2)5

}
− εr60

4h5

{
3atan (L/h) + hL

3L2 + 5h2

(L2 + h2)2

}
. (6.35)

This method would be applied to larger scale, since there are no penetration between slave
and master bodies. In addition, this method is computationally efficient, because the inte-
gration of master body is already done.
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Chapter 7

Numerical Analysis

7.1 A Validation of the Proposed FEM Surface

Tension Model

In this section, the proposed FEM surface tension model is validated. A two dimensional
model of a water drop is shown in Figure 7.1. The shape of the water drop is an ellipse, and

Figure 7.1: A two dimensional model for a validation of the proposed FEM surface tension
model.

the radius are 100 [nm] and 50 [nm]. The constitutive relation of the water drop is modelled
by the Newtonian fluid, and the ambient space is modelled as the air. The bulk modulus
and the viscosity of water are chosen as κ = 2.2 [GPa] and µ = 0.6 [mPa · s]. The surface
energy of water-air interface is γ = 72.75 [mN/m] (see [91]).
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Figure 7.2 shows the time evolution of the distances between the center of the water drop
and the points A, B on the surface of the water drop, as shown in Figure 7.1, by using the
surface traction method and the proposed FEM surface tension method. The surface of a

Figure 7.2: The time evolution of the distance between the points A, B and the center by
the surface traction method and the proposed FEM surface tension method.

liquid drop tends to contract in order to have the smallest possible surface area, behaving
as though its surface were a stretched elastic membrane. Small drops of liquid in a spray
become spherical, since a sphere has the smallest surface area for a given volume [82]. Thus,
the distance between point A and the center decreases, the distance between point B and the
center increases, and finally these distances become the same, i.e. the body becomes a circle.
Because the surface traction method and the proposed FEM surface tension method show
completely the same results, the proposed method is validated here. The same validation
in three dimensions is also peformed. Figure 7.3 and 7.4 show the deformation of an ellipse
and an ellipsoid.
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Figure 7.3: The deformation of an ellipse due to the surface tension: (a) 0 [ns], (b) 20 [ns],
(c) 40 [ns], (d) 60 [ns], (e) 80 [ns], (f) 500 [ns].
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Figure 7.4: The deformation of an ellipsoid due to the surface tension: (a) 0 [ns], (b) 20 [ns],
(c) 40 [ns], (d) 60 [ns], (e) 80 [ns], (f) 500 [ns].
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7.2 A Restriction of the Coarse Grained Contact

Model

It should be mentioned that the numerical integration carried out in Chapter 6 are using
different quadrature rules, i.e. the Gaussian quadrature, the Newton-Cotes quadrature, or
the analytical integration in the interacting body. Here, we discuss the differences of these
methods and clarify the restriction of the Coarse Grained Contact Model imposed by the
numerical integration.

Consider two bodies shown in Figure 7.5. Here, we use the Lennard-Jones potential

Figure 7.5: An analysis model for investigation of the Coarse Grained Contact Model.

as the interatomic potential. In Figure 7.5, r0 is the equilibrium distance of the Lennard-
Jones potential. Since the distance between two bodies is the equilibrium distance, only the
attraction force, i.e. the van der Waals force, acts between two bodies.

Figure 7.6 shows the relationship between the attraction force of body A and the element
size with the body-body interaction method, in which is the numerical integration is used to
assess the interaction force of two bodies. In Figure 7.6, n × n means n quadrature points
in both x and y directions. Note that the units of length and the energy are r0 and ε, which
is the depth of the potential well of the Lennard-Jones potential. The significance of the
mesh size dependence is demonstrated in Figure 7.6. When the mesh size is around ten
times of the equilibrium distance, the contact force cannot be computed by the body-body
interaction method. To compute the contact force accurately, the element size must be less
than two times of the equilibrium distance. Although increasing quadrature points reduces
the restriction of the element size problem, the computational cost increases to the forth
power of the number of quadrature points in two dimensions and to the ninth power of
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Figure 7.6: Element size dependence by the body-body interaction method.

the number of quadrature points in three dimensions in the numerical integration of two
body interaction. Also, the Gaussian quadrature rule show better accuracy than that of
the Newton-Cotes quadrature rule, even though the Newton-Cotes quadrature rule have
quadrature points on the surface. Higher order quadrature integration may be considered,
because the Lennard-Jones potential is the high order polynomial equation.

We show Figure 7.7 that shows the contact force calculated by using different depth
of body B in Figure 7.5, i.e. we changed the depth from 200r0 to 1 ∼ 10r0, in order to
investigate the possibility to apply the body-surface interaction method that integrates the
master body analytically but the slave body numerically. In this case, accodring to Figure

Figure 7.7: Contact force at different depth of body B.

7.7, the contact force is almost saturated at 3r0. Hence, the body-surface interaction method
can be applied when the depth of body B is larger than about 3r0. Because the depth of
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body B of the analysis model is large enough compared to 3r0, the body-surface interaction
method can be applied.

Figure 7.8 shows the comparison between the body-body and body-surface interaction
method for the Gaussian quadrature rule (3 × 3). Although the body-surface interaction

Figure 7.8: The comparison between the body-body and body-surface interaction method
for the Gaussian quadrature rule (3× 3).

method shows better accuracy than that of the body-body interaction method, the restric-
tion of the mesh size is still significant. However, the calculation of the body-surface inter-
action method is much more efficient than that of the body-body interaction method, this
is because the body-surface interaction method needs only one body integration. Hence,
the number of quadrature points can be increased in the body-surface integration method
without significantly increse of computational cost.

Figure 7.9 shows the comparison of quadrature points in the body-surface interaction
method, and Table 7.1 shows the required mesh size in order to have the contact force error
within 5%, where the result of quadrature points 8 × 8 and the element size r0 is used
as reference. In Table 7.1, the efficiency is defined as the element size per the number of
quadrature points in one direction, and a higher value means more efficient. According to
Table 7.1, increasing quadrature points is more efficient than decreasing element size.



CHAPTER 7. NUMERICAL ANALYSIS 63

Figure 7.9: Comparison of quadrature points in the body-surface interaction method.

Number of quadrature points Element size [r0] Efficiency

2× 2 1.29 0.65
3× 3 2.63 0.88
4× 4 4.35 1.09
5× 5 6.67 1.33
6× 6 9.09 1.52
7× 7 11.8 1.69
8× 8 15.4 1.93

Table 7.1: Required element size to compute the contact force error within 5%.
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7.3 Nanoindentation Analysis

In this section, we present an example of simulation of nanoindentation between a spher-
ical rigid indenter and a flat substrate, which is usually performed to qualify the dislocation
in single crystal copper. In this simulation, we employ the Cauchy-Born rule and the Coarse
Grained Contact Model. This had been studied in the numerical simulations by using both
Molecular Dynamics and the multiscale Finite Element Method, e.g. [100], [103].

The EAM potential developed by Mishin et al. [45], [57], [58] is used in combination with
the Cauchy-Born rule (see Appendix D) to model the substrate of the nanoindentation. The
nanoindentation test is carried out on a 20 [nm] × 10 [nm] plane strain substrate, whose x
and y axis are along [1 1 2̄] and [1 1 1] direction. The radius of the frictionless rigid indenter
is 5 [nm], shown in Figure 7.10. The contact between the indenter and substrate is modelled
by the Coarse Grained Contact Model.

Figure 7.10: A nanoindentation analysis model.

We introduce the first and second order process zone as shown in Figure 7.10, as a finite
thickness interphase zone, in which the deformation, stress and strain fields are non-linear.
Material failure is no longer defined solely as cleavage surface or interface separation, but it
is due to a general atomistic debonding and lattice defect evolution in a finite volume. In
a single crystal, the bulk crystal element is modelled by the first order Cauchy-Born rule,
and the process zone elements are modelled by the higher order Cauchy-Born rule, i.e. the
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first and second order process zone are modelled by the second and third order Cauchy-Born
rules respectively. This will induce specific length scale in the specific process zone according
to the specific order of the strain gradients. The higher order element should be applied to
compute the higher order derivatives of shape functions. However, we don’t want to add
nodes on the edge of the process zone elements, because the bulk crystal element should be
a linear element. Hence, we applied the enriched element [37], shown in Figure 7.11, which
adds a node at the center of the element. Shape functions at each node are given by

Figure 7.11: The enriched element [37] for the process zone elements.

N1 (ξ, η) =
1

4
(1− ξ) (1− η)− 1

4

(
1− ξ2

) (
1− η2

)
, (7.1)

N2 (ξ, η) =
1

4
(1 + ξ) (1− η)− 1

4

(
1− ξ2

) (
1− η2

)
, (7.2)

N3 (ξ, η) =
1

4
(1 + ξ) (1 + η)− 1

4

(
1− ξ2

) (
1− η2

)
, (7.3)

N4 (ξ, η) =
1

4
(1− ξ) (1 + η)− 1

4

(
1− ξ2

) (
1− η2

)
, (7.4)

N5 (ξ, η) =
(
1− ξ2

) (
1− η2

)
. (7.5)

This enriched element obviously satisfies the partition of unity
∑5

I NI = 1.
Figure 7.12 shows load-deflection curve during indentation. Before dislocation, the ma-

terial response is predicted by Molecular Dynamics [103], the interatomic potential Finite
Element Method [103] and the proposed method are in good agreements. The Molecular
Dynamics simulation shows that the load drops sharply at the indentation depth between
u = 6 and 7, but the interatomic potential Finite Element Method cannot captured it. On
the other hand, the proposed method can accurately predict dislocation nucleation induced
elastic instability just like the Molecular Dynamics simulation. Also, the proposed method
can capture the surface roughness of the substrate during the indentation, which is the man-
ifestation of surface displacement burst caused by dislocation nucleation, and it is a distinct
feature of nanoscale indentation. The deformation and surface roughness are shown in Figure
7.13.
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Figure 7.12: Load-deflection curve during indentation.
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Figure 7.13: The deformation and surface roughness of the nanoindentation analysis: (a)
0 [ns], (b) 0.03 [ns], (c) 0.035 [ns], (d) 0.04 [ns], (e) 0.045 [ns], (f) 0.05 [ns].
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7.4 Capillary Rise Analysis

In this section, the simulation of the capillary rise is performed. The analytical solution
of the capillary rise in a tube is known as the Lucas-Washburn equation [53], [96],

h (t) =

√
Rγ cos θ

2µ
t, (7.6)

where h (t) is the equilibrium hight, R is the radius of a tube, γ is the surface tension between
the liquid and gas, θ is the contact angle, µ is the dynamic viscosity of the liquid, and t is
the time. The equilibrium height is a function of time and proportional to the square root
of time. In this section, two dimensional analysis is performed, and the analytical solution
of the capillary rise between parallel walls is given by following equation, see Appendix E,

h (t) =

√
2Rγ cos θ

3µ
t. (7.7)

The equilibrium height is also proportional to the square root of time, and only the factor
of proportionality is different from Equation (7.6). The symmetric model is used, because

Figure 7.14: Illustration of the capillary rise between two walls.

the inflow condition or the construction of the water reservoir is difficult for the Lagrangian
Finite Element Method. A FEM model is shown in Figure 7.15. The distance between two

Figure 7.15: A FEM model of the capillary rise between two walls.
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walls is 2R = 8 [nm], the surface energy between the liquid and gas is γ = 72.75 [mN/m],
the contact angle is θ = 50◦, the dynamic viscosity is µ = 1 [mPa · s], and the solid is rigid
body. The body-surface interaction method of the Coarse Grained Contact Model is applied
to the interaction between the liquid and solid.

When the Coarse Grained Contact Model is used in simulation, there is a gap between two
contacting bodies. To check whether or not a node of liquid surface node is in contact with
the solid surface, the following contact detection algorithm is applied in the computation:
In case of two dimensional simulations, the solid surface equation may be represented as a
linear equation ax+ by+ c = 0, where a, b and c are the coefficients, and the position of the
liquid node is x0 = (x0, y0), then, the distance between the liquid node and the solid surface
D is given by

D =
|ax0 + by0 + c|√

a2 + b2
. (7.8)

If D < ε, where ε is the contact tolerance, the liquid node is in contact with the solid surface.
In case of three dimensional simulations, the solid surface equation is ax+ by + cz + d = 0,
where a, b, c and d are the coefficients, and the position of the liquid node is x0 = (x0, y0, z0),
then, the distance between the liquid node and the solid surface D is given by

D =
|ax0 + by0 + cz0 + d|√

a2 + b2 + c2
. (7.9)

If D < ε, the liquid node is in contact with the solid surface.
The comparison between the analytical solution and the numerical solution of the equi-

librium height is shown in Figure 7.16. In Figure 7.16, Method 1 and 2 denote the proposed

Figure 7.16: The analytical solution and the numerical solution of the equilibrium height.

dynamic wetting models based on the proposed FEM surface tension model and the FEM
weak formulation of dynamic wetting. Both method 1 and 2 give the same results, but they
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are different from the analytical solution at the begining of the simulation. The analyti-
cal solution, Equation (7.7), assumes the constant contact angle during the simulation, and
this is the reason why the equilibrium height of the analytical solution sharply rises at the
begining of the simulation. On the other hand, the contact angle is dynamically changed
in the proposed dynamic wetting model. Hence, the analytical solution and the proposed
method are different at the begining of the simulation. In addition, the equilibrium height
of the analytical solution keeps increasing, because Equation (7.7) is simply a proportional
expression, but the equilibrium height of the proposed method is saturated after 0.1 [ns].

Figure 7.17 shows the relationship between the equilibrium height and the square root
of time. The factor of proportionality of the analytical solution is 11.167 [nm/

√
ns], and

Figure 7.17: The relationship between the equilibrium height and the square root of time.

the slope of the approximation line of the numerical simulation result is 11.035 [nm/
√
ns].

Hence, the analytical solution and the proposed method are in good agreement at the middle
of the simulation. The deformation at 0.1 [ns] is shown in Figure 7.18.

Figure 7.18: The deformation of the capillary rise at 0.1 [ns].
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7.5 Droplet Spreading Analysis

In this section, the simulation of droplet spreading is performed. A two dimensional
simulation model is shown in Figure 7.19. The liquid is water, and it is modelled as the

Figure 7.19: A simulation model of droplet spreading in two dimensions.

Newtonian fluid, the solid is copper, and it is modelled by the Embedded Atom Method, i.e.
the EAM-Holian potential [38], [39], [94], in combination with the Cauchy-Born rule. The gas
phase is taken as the air. The bulk modulus and the viscosity of water are κ = 2.2 [GPa] and
µ = 0.6 [mPa · s]. The material parameters of the EAM-Holian/Cauchy-Born rule are shown
in Appendix D. The surface energy between the water and air is γLG = 72.75 [mN/m] [91], the
surface energy between the copper and air is γSG = 1780 [mN/m] [88]. The surface energy
between the water and copper is derived from the Young equation and the experimental
contact angle which is about 40◦ [46],

γLS = 1780− 72.75 cos 40 = 1724 [mN/m] . (7.10)

In this analysis, we applied Method 2, i.e. the proposed dynamic wetting Finite Element
Method to solve the problem, however the solution appears to be independent from the
surface strain, this agrees with the results in Section 7.4, in which we have showed that
the results obtained via Method 1, which is based on the FEM surface tension model, and
Method 2 are the same.

The parameters of the Lennard-Jones potential for the Coarse Grained Contact Model
can be computed from the arithmetic and geometric mean,

εcw =
√
εcεw, (7.11)

and

rcw0 =
1

2
(rc0 + rw0 ) . (7.12)
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The parameters of the Lennard-Jones potential for water are obtained from [6], εw =
0.0067 [eV ] and rw0 = 0.355 [nm]. The parameters of the Lennard-Jones potential for copper
are εc = 0.073 [eV ] and rc0 = 0.260 [nm]. Hence, from these equation, εcw = 0.022 [eV ] and
rcw0 = 0.3075 [nm].

The history of the dynamic contact angle is shown in Figure 7.20. In this figure, the
experimental contact angle shows the equilibrium contact angle. FEM results have many

Figure 7.20: The history of the dynamic contact angle.

jumps, this is because the liquid elements makes contact with the solid surface one by one at
time along the contact line at spreading front, which cause numerical fluctuation. The body-
surface interaction method converges to 41◦, which is almost the same as the experimental
contact angle. On the other hand, the body-body interaction method converges to 35◦.
Figure 7.21 shows the contact force in the parallel direction of the solid surface at the
contact line. Since copper is very stiff in comparison to water, the deformation of the copper
substrate is almost negligible. In addition, since the solid surface is large enough, the contact
force in the horizontal direction must be zero. Indeed, the body-surface interaction method
shows zero horizontal force, but the body-body interaction method shows large horizontal
force compared to the surface energy. Due to the existance of this unbalance force, the
contact angle of the body-body interaction method converges to the different angle from the
experiment. The spreading sequence of the water drop are shown in Figure 7.22.



CHAPTER 7. NUMERICAL ANALYSIS 73

Figure 7.21: The contact force in the parallel direction of the solid surface at the contact
line

In addition to the two dimensional analysis, three dimensional analysis is also performed.
The simulation conditions of the three dimensional analysis are the same as the two dimen-
sional analysis. The spreading sequence of the water drop in three dimensions are shown in
Figure 7.23.
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Figure 7.22: The deformation: (a) 0 [ns], (b) 0.01 [ns], (c) 0.03 [ns], (d) 0.06 [ns], (e) 0.10 [ns],
(f) 0.15 [ns], (g) 0.20 [ns], (h) 1.00 [ns].



CHAPTER 7. NUMERICAL ANALYSIS 75

Figure 7.23: The deformation: (a) 0 [ns], (b) 0.005 [ns], (c) 0.01 [ns], (d) 0.02 [ns], (e)
0.04 [ns], (f) 0.06 [ns], (g) 0.08 [ns], (h) 0.10 [ns].
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Secondly, the proposed method is compared with Molecular Dynamics which Blake et
al. [7] [8] [19] simulated spreading of liquid droplets. The simulation model is the same as
Figure 7.19. The liquid is assumed to be hexadecane, and the parameters of the Lennard-
Jones potential between the liquid and solid are εls = 0.0259 [eV ] and rls0 = 0.39 [nm]. The
viscosity of the liquid is µ = 5.82 [mPa · s], and the surface energy between the liquid and
gas is 27.5 [mN/m]. Since the solid is not specified in [19], we assumed to be copper, γSG =
1780 [mN/m] [88]. In the case that the equilibrium contact angle is 120◦, the surface energy
between the liquid and gas is γLS = 1794.25 [mN/m] which is obtained from the Young
equation. Similarly, in the case that the equilibrium contact angle are 90◦ and 50◦, the surface
energy between the liquid and gas are γLS = 1780 [mN/m] and γLS = 1761.68 [mN/m]
respectively. In this simulation, the contact angle is defined as the average angle of three
elements along the contact line, shown in Figure 7.24. The dynamic contact angle history

Figure 7.24: The contact angle is defined as the average angle of three elements along the
contact line.

simulated by using the proposed method is displayed in Figure 7.25. Although the results
obtained via the proposed method have several jumps due to the discrete nature of the
Lagrangian Finite Element Method, the dynamic contact angle of the proposed method are
in good agreement with the results obtained by using Molecular Dynamics.
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Figure 7.25: The dynamic contact angle history.
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7.6 Comparison of the Surface Stresses

In this section, the surface stresses are calculated by using both the Gurtin-Murdoch
surface elasticity model and the Surface Cauchy-Born rule. The crystallographic orientation
of the substrate crystal lattice is shown in Figure 7.26.

Figure 7.26: The crystallographic orientation of the substrate crystal lattice.

Table 7.2 shows the surface energy of copper by using several constitutive models. Since
experimental measurements of the surface energy for the solid interface is difficult to perform,
Tyson et al. [88] provide the estimation of the surface energy based on the surface energy
of liquids. In this dissertation, material parameters used in the Gurtin-Murdoch model are
obtained from [11], which are calculated by using Molecular Dynamics. Material parameters
of atomic potentials are in Appendix D. The surface energy obtained by using the Lennard-

Surface energy [mN/m]

Estimation [91] 1780
The Gurtin-Murdoch [11] 1507

The surface Cauchy-Born Lennard-Jones -50
The surface Cauchy-Born EAM-Mishin 2308
The surface Cauchy-Born EAM-Wadley 2470
The surface Cauchy-Born EAM-Holian 1909

Table 7.2: The surface energy of copper.

Jones potential with the surface Cauchy-Born rule is −50, and it is completely different from
the estimation of the surface energy. On the other hand, the surface energy obtained by using
the Embedded AtomMethod, especially the EAM-Holian, are close to the estimation. Hence,
we must apply the EAM potential to simulate FCC metals’ surface energy in addition to the
elasticity tensor simulation.
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Figure 7.27 shows the relationship between the surface strain and surface energy, in which
one may find the surface strain change with the increasing of the surface energy. The results

Figure 7.27: The relationship between the surface strain and the increasing of the surface
energy.

obtained by using the surface Cauchy-Born rule are almost linear relations, and the slopes of
the surface strain/surface energy relation obtained by the surface Cauchy-Born rule are close
to that of the Gurtin-Murdoch elasticty model, especially when the EAM-Holian potential is
used. According to these results, the EAM-Holian potential is good to describe the surface
energy and stress. Table 7.3 shows the surface energy of several FCC metals. Material
parameters are shown in Appendix D. Although the EAM-Holian overestimates the surface

Estimation [91] [mN/m] EAM-Holian [mN/m]

Ag 1240 1556
Al 1140 1214
Au 1500 2393
Ni 2370 2637

Table 7.3: The surface energy of FCC metals.

energy, the rank order of the surface energy are the same as the estimation. Although
we showed the possibility of fully numerical simulation by applying the surface Cauchy-
Born rule, both the surface Cauchy-Born rule and the Gurtin-Murdoch surface elasticity
model cannot be applied in the proposed dynamic wetting model based on the Galerkin
weak formulation, because the surface Cauchy-Born rule cannot be applied to compute the
surface stress between the liquid and solid.
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Chapter 8

Conclusions

In this work we have presented, derived and studied a large deformation, computational,
multiscale dynamic wetting and droplet spreading. The Finite Element Method based surface
tension models is introduced, and two different implementations of the dynamic wetting
model are proposed, the dynamic wetting model based on the proposed FEM surface tension
model and the Galerkin weak formulation of dynamic wetting.

As outlined in Section 2, the FEM surface tension model is developed based on the
definition of the surface tension in the macroscopic, which the surface tension is the force
along a line of unit length, where the force is parallel to the surface but perpendicular to
the line. The proposed method is more computationally efficient than the surface traction
method that the surface traction, which is equivalent to the surface tension, is applied to
surfaces.

In Chapter 3, the wetting and droplet spreading problems on the rigid substrate based
on the proposed FEM surface tension model are formulated. This result in equilibrium state
is consistent with the Young equation. The implementations of the Finite Element Method
in both two and three dimensions are also discussed.

In Chapter 4, a Galerkin weak formulation of the surface tension model based on the
surface stress and surface deformation is presented. Because the above method considers
only the surface energy, it can be applied to only the rigid substrate. To simulate various
deformable substrate, a Galerkin weak formulation that takes into account the surface stress
is constructed. For the Finite Element Method, the virtual solid surface is introduced in
order to solve the dilemma which the positions of the liquid and solid nodes are generally
different, because we don’t prescribe non-slip boundary condition between the liquid and
solid. The solid-gas interface element is introduced to take into account the surface stress
between the solid and gas.

In Chapter 5, several constitutive models are illustrated. The Cauchy-Born rule, which
relates the stress state of a uniformly deformed crystalline solid to the change of lattice
vectors, is discussed, and formulated for the pair potential and Embedded Atom Method.
As the mesoscale constitutive models of the surface stress, the Gurtin-Murdoch surface
elasticity model and the Surface Cauchy-Born rule are discussed.
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In Chapter 6, the Coarse Grained Contact Model as the contact method is introduced be-
tween the liquid and solid, and the efficient and high accuracy method which is the analytical
integration method of the master body is investigated.

In Chapter 7, the proposed FEM surface tension model is validated by a water droplet
problem, and the restrictions of the Coarse Grained Contact Model is investigated carefully.
An example of simulation of nanoindentation between a spherical rigid indenter and a flat
substrate is presented, and the proposed method can accurately predict dislocation nucle-
ation induced elastic instability just like the Molecular Dynamics simulation. In addition, the
proposed method can capture the surface roughness of the substrate during the indentation,
which is the manifestation of surface displacement burst caused by dislocation nucleation,
and it is a distinct feature of nanoscale indentation. The proposed dynamic wetting Finite
Element Method model is validated by numerical analysis compared with the experiment,
Molecular Dynamics and theoretical solution. Although the time history of dynamic con-
tact angle by using the proposed model have oscillation due to the Lagrangian method but
are in good agreement with that of Molecular Dynamics, and the equilibrium contact angle
compare well with that of the experiment.
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Appendix A

The Total Curvature

A.1 A Relationship Between the Total Curvature and

the Normal Vector

Here, we discuss a relationship between the total curvature and the normal vector. Con-
sider an infinitesimal part of a curve, shown in Figure A.1. If ab is an arc, ∆s can be

Figure A.1: An infinitesimal part of a curve.

approximated as ∆s = R∆θ. ∆s and ∆θ can be whiten as

∆s =
√

∆x2 +∆y2, (A.1)
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and

∆θ = β − α (A.2)

≈ tan (β − α) (A.3)

=
tan β − tanα

1 + tan β tanα
(A.4)

=

dy

dx
(b)− dy

dx
(a)

1 +
dy

dx
(b)

dy

dx
(a)

. (A.5)

Thus, the radius R is given by

R =

{
1 +

dy

dx
(b)

dy

dx
(a)

}√
1 +

(
∆y

∆x

)2

dy

dx
(b)− dy

dx
(a)

∆x

. (A.6)

Taking the limit ∆ → 0, we have

lim
∆→0

R =

(
1 +

d2y

dx2

)3/2

d2y

dx2

(A.7)

= −

(
1 +

(
−f,x
f,y

)2
)3/2

− ∂

∂x

f,x
f,y

+
∂

∂y

f,x
f,y

dy

dx

(A.8)

= −
(
f 2
,x + f 2

,y

)3/2
f 2
,xf,yy − 2f,xf,yf,xy + f 2

,yf,xx
, (A.9)

where the implicit function theorem is applied. Since the total curvature κ is defined as
κ = 1

R
,

κ =
f 2
,xf,yy − 2f,xf,yf,xy + f 2

,yf,xx(
f 2
,x + f 2

,y

)3/2 . (A.10)

On the other hand, the normal vector is given by

n =
1√

f 2
,x + f 2

,y

(
f,x
f,y

)
. (A.11)
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Thus, the divergence of the normal vector can be obtained as

∇ · n =
f 2
,xf,yy − 2f,xf,yf,xy + f 2

,yf,xx(
f 2
,x + f 2

,y

)3/2 . (A.12)

Comparing Equation (A.10) and (A.12), we obtain the relationship between the curvature
and the normal vector,

κ = |∇ · n| . (A.13)

A.2 An Analytical Formulation of the Total

Curvature Based on Nanson’s Formula

The normal vector in the current configuration can be obtained by Nanson’s formula,
and its index notation is given by

ni =
√
NAC

−1
ABNBF

−1
Ci NC . (A.14)

The total curvature is given by

∂ni
∂xi

= −

(
∂NA

∂xi
C−1
ABNB +NA

∂C−1
AB

∂xi
NB +NAC

−1
AB

∂NB

∂xi

)
F−1
Ci NC

2
(
NAC

−1
ABNB

)3/2
+
√
NAC

−1
ABNB

∂F−1
Ci

∂xi
NC +

√
NAC

−1
ABNBF

−1
Ci

∂NC

∂xi
(A.15)

= −

(
∂NA

∂XD
F−1
Di C

−1
ABNB +NA

∂C−1
AB

∂XD
F−1
Di NB +NAC

−1
AB

∂NB

∂XD
F−1
Di

)
F−1
Ci NC

2
(
NAC

−1
ABNB

)3/2
+
√
NAC

−1
ABNB

∂F−1
Ci

∂XD

F−1
Di NC +

√
NAC

−1
ABNBF

−1
Ci

∂NC

∂XD

F−1
Di (A.16)

= −

(
NA

∂C−1
AB

∂XD
NB + 2NAC

−1
AB

∂NB

∂XD

)
C−1
DCNC

2
(
NAC

−1
ABNB

)3/2
+
√
NAC

−1
ABNB

∂F−1
Ci

∂XD

F−1
Di NC +

√
NAC

−1
ABNBC

−1
CD

∂NC

∂XD

. (A.17)

The derivative of the inverse of the deformation gradient tensor can be obtained as

F−1
Ci FiB = δCB (A.18)

∂F−1
Ci

∂XD

FiB + F−1
Cj

∂FjB
∂XD

= 0 (A.19)

= −F−1
Cj GjBDF

−1
Bi , (A.20)



APPENDIX A. THE TOTAL CURVATURE 93

where

GiAB =
∂FiA
∂XB

. (A.21)

Similarly, the derivative of the inverse of the Right-Cauchy Green tensor is given by

C−1
ABCBC = δAC (A.22)

∂C−1
AB

∂XD

CBC + C−1
AE

∂CEC
∂XD

= 0 (A.23)

∂C−1
AB

∂XD

= −C−1
AE

∂CEC
∂XD

C−1
CB (A.24)

= −C−1
AE

(
∂FiE
∂XD

FiC + FiE
∂FiC
∂XD

)
C−1
CB (A.25)

= −2C−1
AEGiEDFiCC

−1
CB. (A.26)

Thus, the total curvature is given by

∂ni
∂xi

=

(
NAC

−1
AEGiEDFiCC

−1
CBNB −NAC

−1
AB

∂NB

∂XD

)
C−1
DCNC(

NAC
−1
ABNB

)3/2
− njGjBDC

−1
BD +

√
NAC

−1
ABNBC

−1
CD

∂NC

∂XD

. (A.27)

In vector notation, the total curvature is given by

∇ · n =
FTG... (C−1N⊗C−1N⊗C−1N)−∇XN : (C−1N⊗C−1N)

(N ·C−1N)3/2

−
(
nTG

)
: C−1 +

√
N ·C−1NC−1 : ∇XN. (A.28)
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Appendix B

A Validation of the Galerkin Weak
Formulation of Dynamic Wetting

Consider a two dimensional wettability problem shown in Figure B.1. There are three

Figure B.1: A two dimensional wettability problem.

elements, between the liquid and gas, between the liquid and gas, and between the solid and
gas, ΓLG, ΓLS and ΓSG. The surface stresses are assumed to be only the first term of the
Gurtin-Murdoch surface elasticity model,

σS,LG = γLGPLG (B.1)

=

(
γLG cos2 θ −γLG cos θ sin θ

−γLG cos θ sin θ γLG sin2 θ

)
, (B.2)
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and

σS,LS = γLSPLS (B.3)

=

(
γLS 0
0 0

)
, (B.4)

and

σS,SG = γSGPSG (B.5)

=

(
γSG 0
0 0

)
. (B.6)

One dimensional shape functions, which are functions of the local coordinate x′, are given
by

N1 (x
′) =

1

Γ
(Γ− x′) , (B.7)

and

N2 (x
′) =

1

Γ
x′, (B.8)

where Γ is the length, and x′ = 0 at node 1 and x′ = Γ at node 2. The derivatives of shape
functions with respect to the local coordinate are given by

∂N1

∂x′
= − 1

Γ
, (B.9)

and
∂N2

∂x′
=

1

Γ
. (B.10)

First, consider the element between the liquid and solid. Since the rotation matrix is the
unit matrix R = I, the derivatives of shape functions with respect to the global and local
coordinate are the same. The nodal surface inertia force at node 2 which comes from the
element between the liquid and solid is given by

FS,LS,2 = −
∫
ΓLS

σS,LS ∂N
i

∂x
ds (B.11)

= −Γ

(
γLS 0
0 0

)( 1

Γ
0

)
(B.12)

= −
(
γLS

0

)
. (B.13)

Second, consider the element between the liquid and gas. The rotation matrix is given
by

R =

(
− cos θ − sin θ
sin θ − cos θ

)
, (B.14)
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where θ is the contact angle. Hence, the derivatives of shape functions with respect to the
global coordinate at node 1 are given by ∂N1

∂x
∂N1

∂y

 = R ·

(
∂N1

∂x′
0

)
(B.15)

=

 1

Γ
cos θ

− 1

Γ
sin θ

 . (B.16)

Thus, the nodal surface inertia force at node 1 which comes from the element between the
liquid and gas is given by

FS,LG,1 = −
∫
ΓLG

σS,LG∂N
i

∂x
ds (B.17)

= −ΓLG
(

γLG cos2 θ −γLG cos θ sin θ
−γLG cos θ sin θ γLG sin2 θ

) 1

ΓLG
cos θ

− 1

ΓLG
sin θ

 (B.18)

=

(
−γLG cos θ
γLG sin θ

)
. (B.19)

Third, the rotation matrix of the solid gas interaction element is the unit matrix. The
nodal surface inertia force at node 1 which comes from the solid gas interaction is given by

FS,SG,1 = −σS,SGRT

(
−1
1

)
(B.20)

= −
(
γSG 0
0 0

)(
1 0
0 1

)(
−1
0

)
(B.21)

=

(
γSG

0

)
. (B.22)

Thus, the resultant force at the contact line is given by

FS,LS,2 + FS,LG,1 + FS,SG,1 =

(
γSG − γLG cos θ − γLS

γLG sin θ

)
. (B.23)

Since this result is completely the same as Equation, Galerkin weak formulation is validated.
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Appendix C

Higher Order Deformation Gradient
Tensors

In this appendix, the computational method of the curvature and the higher order
Cauchy-Born rule in the Finite Element Method is discussed. The second and third or-
der deformation gradient tensors are defined as

G =
∂2x

∂X⊗ ∂X
, (C.1)

and

H =
∂3x

∂X⊗ ∂X⊗ ∂X
. (C.2)

The higher order deformation gradient tensors can be computed by using FEM shape func-
tions,

G =
nnode∑
I

∂2N I

∂X⊗ ∂X
xI , (C.3)

and

H =
nnode∑
I

∂3N I

∂X⊗ ∂X⊗ ∂X
xI , (C.4)

where nnode is the total number of nodes, N I is FEM shape function for the I-th node,
and xI is nodal coordinate in the current configuration. Hence, the derivatives of shape
functions with respect to the coordinates in the reference configuration X are necessary.
Here, shape functions are assumed to be the function of the natural coordinates ξ in the
following sections.

Note that a four node linear quadrilateral element can be applied to compute the higher
order deformation gradient tensor, because it has a bilinear term ξη. Since the second order
derivatives of shape functions with respect to the same variable are zero, the element can
compute the higher order deformation gradient tensor when only the higher order shear
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deformation exist. Thus, the higher order element should be applied to compute the higher
order derivatives accurately.

C.1 The First Order Derivatives of Shape Functions

By using the chain rule, the first order derivatives of shape functions with respect to the
natural coordinates ξ in index notation can be written as

∂N I

∂ξi
=
∂N I

∂Xj

∂Xj

∂ξi
. (C.5)

Thus,
∂N I

∂Xj

=
∂N I

∂ξi

∂ξi
∂Xj

, (C.6)

where

∂ξi
∂Xj

=

(
∂Xj

∂ξi

)−1

(C.7)

=

(
nnode∑
J

∂NJ

∂ξi
XJ
j

)−1

. (C.8)

C.2 The Second Order Derivatives of Shape Functions

By using the chain rule and the first order derivatives of shape functions, the second
order derivatives of shape functions with respect to the natural coordinates ξ are given by

∂2N I

∂ξi∂ξj
=

∂2N I

∂Xm∂Xk

∂Xm

∂ξi

∂Xk

∂ξj
+
∂N I

∂X`

∂2X`

∂ξi∂ξj
. (C.9)

Thus,
∂2N I

∂Xm∂Xk

=

(
∂2N I

∂ξi∂ξj
− ∂N I

∂X`

∂2X`

∂ξi∂ξj

)
∂ξi
∂Xm

∂ξj
∂Xk

, (C.10)

where
∂2X`

∂ξi∂ξj
=

nnode∑
J

∂2NJ

∂ξi∂ξj
XJ
` . (C.11)

C.3 The Third Order Derivatives of Shape Functions

By using the chain rule, and the first and second order derivatives of shape functions,
the second order derivatives of shape functions with respect to the natural coordinates ξ are
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given by

∂3N I

∂ξi∂ξj∂ξk
=

∂3N I

∂Xn∂Xm∂X`

∂Xn

∂ξi

∂Xm

∂ξj

∂X`

∂ξk
+

∂2N I

∂Xm∂X`

∂2Xm

∂ξi∂ξj

∂X`

∂ξk
+

∂2N I

∂Xm∂X`

∂Xm

∂ξj

∂2X`

∂ξi∂ξk

+
∂2N I

∂Xn∂Xm

∂Xn

∂ξi

∂2Xm

∂ξj∂ξk
+
∂N I

∂Xm

∂3Xm

∂ξi∂ξj∂ξk
. (C.12)

Thus,

∂3N I

∂Xi∂Xj∂Xk

=
∂3N I

∂ξn∂ξm∂ξ`

∂ξn
∂Xi

∂ξm
∂Xj

∂ξ`
∂Xk

− ∂2N I

∂X`∂Xk

∂2X`

∂ξn∂ξm

∂ξn
∂Xi

∂ξm
∂Xj

− ∂2N I

∂Xj∂Xm

∂2Xm

∂ξn∂ξ`

∂ξn
∂Xi

∂ξ`
∂Xk

− ∂2N I

∂Xi∂Xn

∂2Xn

∂ξm∂ξ`

∂ξm
∂Xj

∂ξ`
∂Xk

− ∂N I

∂Xo

∂3Xo

∂ξn∂ξm∂ξ`

∂ξn
∂Xi

∂ξm
∂Xj

∂ξ`
∂Xk

, (C.13)

where
∂3Xo

∂ξn∂ξm∂ξ`
=

nnode∑
J

∂3NJ

∂ξn∂ξm∂ξ`
XJ
o . (C.14)
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Appendix D

The Embedded Atom Method

D.1 The Embedded Atom Method: Mishin et al.

In this section, the Embedded Atom Method developed by Mishin et al. [57] [58] is
introduced, and it is called EAM-Mishin in this dissertation. In this scheme, the potential
is generated directly in the effective pair format [45]. The pairwise interaction function is
parametrized as

φ (r) =
[
E1M

(
r, r

(1)
0 , α1

)
+ E2M

(
r, r

(2)
0 , α2

)
+ δ
]
ψ

(
r − rc
h

)
−

3∑
n=1

H
(
r(n)s − r

)
Sn

(
r
(n)
S − r

)4
, (D.1)

where

M (r, r0, α) = exp [−2α (r − r0)]− 2 exp [−α (r − r0)] (D.2)

is the Morse function, and

ψ (x) =

 0 x ≥ 0
x4

1 + x4
x < 0

(D.3)

is the cutoff function, and H (x) is the unit step function. The last term in Equation (D.1) is
added to control the strength of pairwise repulsion between atoms at short distances. Here,
E1, E2, r

(1)
0 , r

(2)
0 , α1, α2, δ, rc, h, r

(1)
s , r

(2)
s , r

(3)
s , S1, S2, and S3 are the material parameters.



APPENDIX D. THE EMBEDDED ATOM METHOD 101

The derivatives of each function are followings,

∂φ (r)

∂r
=

[
E1
∂M

∂r

(
r, r

(1)
0

)
+ E2

∂M

∂r

(
r, r

(2)
0

)]
ψ

(
r − rc
h

)
+
[
E1M

(
r, r

(1)
0

)
+ E2M

(
r, r

(2)
0

)
+ δ
] ∂ψ
∂r

(
r − rc
h

)
+

3∑
n=1

{
4H (rns − r)Sn

(
r
(n)
S − r

)3}
, (D.4)

and
∂M

∂r
(r, r0, α) = −2α exp [−2α (r − r0)] + 2α exp [−α (r − r0)], (D.5)

and

∂ψ

∂x
(x) =


0 x ≥ 0

4x3

(1 + x4)2
x < 0

. (D.6)

The electron density function is taken in the form,

ρ (r) =

[
a exp

(
−β1

(
r − r

(3)
0

)2)
+ exp

(
−β2

(
r − r

(4)
0

))]
ψ

(
r − rc
h

)
, (D.7)

and a, r
(3)
0 , r

(4)
0 , β1 and β2 are the additional material parameters. The derivative of the

electron density function is given by

∂ρ (r)

∂r
= −

[
2aβ1

(
r − r

(3)
0

)
exp

(
−β1

(
r − r

(3)
0

)2)
+ β2 exp

(
−β2

(
r − r

(4)
0

))]
ψ

(
r − rc
h

)
+

[
a exp

(
−β1

(
r − r

(3)
0

)2)
+ exp

(
−β2

(
r − r

(4)
0

))] ∂ψ
∂r

(
r − rc
h

)
. (D.8)

The embedding energy function is represented by a polynomial,

F (ρ+ 1) =


F (0) +

1

2
F (2)ρ2 +

4∑
n=1

qnρ
n+2 ρ ≤ 0

F (0) + 1
2
F (2)ρ2 + q1ρ

3 +Q1ρ
4

1 +Q2ρ3
ρ > 0

, (D.9)

where F (0), F (2), q1, q2, q3, q4, Q1 and Q2 are the additional material parameters. The
derivative of the embedding energy function is given by

∂F

∂ρ
(ρ+ 1) =


F (2)ρ+

4∑
n=1

(n+ 2) qnρ
n+1 ρ ≤ 0

F (2) + 3q1ρ
2 + 4Q1ρ

3

1 +Q2ρ3
− 3Q2ρ

2F
(0) + 1

2
F (2)ρ2 + q1ρ

3 +Q1ρ
4

(1 +Q2ρ3)
2 ρ > 0

.

(D.10)
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Finally, there are twenty eight material parameters. Table D.1 shows the material parameters
of the EAM-Mishin for copper [57].

Parameter Value Parameter Value

rc
[
Å
]

5.50679 S3

[
eV/Å4

]
1.15000× 103

h
[
Å
]

0.50037 a 3.80362

E1 [eV ] 2.01458× 102 r
(3)
0

[
Å
]

−2.19885

E2 [eV ] 6.59288× 10−3 r
(4)
0

[
Å
]

−2.61984× 102

r
(1)
0

[
Å
]

0.83591 β1
[
Å−2

]
0.17394

r
(2)
0

[
Å
]

4.46867 β2
[
Å−1

]
5.35661× 102

α1

[
Å−1

]
2.97758 F (0) [eV ] −2.28235

α2

[
Å−1

]
1.54927 F (2) [eV ] 1.35535

δ [eV ] 0.86225× 10−2 q1 [eV ] −1.27775

r
(1)
s

[
Å
]

2.24000 q2 [eV ] −0.86074

r
(2)
s

[
Å
]

1.80000 q3 [eV ] 1.78804

r
(3)
s

[
Å
]

1.20000 q4 [eV ] 2.97571
S1

[
eV/Å4

]
4.00000 Q1 0.40000

S2

[
eV/Å4

]
40.0000 Q2 0.30000

Table D.1: The material parameters of the EAM-Mishin for copper [57].

Figure D.1, D.2 and D.3 show the pairwise interaction, electron density and embedding
energy function of copper for the EAM-Mishin.

Figure D.1: The pairwise interaction function of copper for the EAM-Mishin.
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Figure D.2: The electron density function of copper for the EAM-Mishin.

Figure D.3: The embedding energy function of copper for the EAM-Mishin.
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D.2 The Embedded Atom Method: Wadley et al.

Model

In this section, the Embedded Atom Method developed by Wadley et al. [93], [101], [102]
is introduced. This method is called EAM-Wadley in this dissertation.

The alloy Embedded Atom Mothod can be constructed from the elemental Embedded
Atom Method if the potentials are normalized [92], and unified cutoff functions are used.
To fit the Embedded Atom Method set, the generalized pairwise interaction function for a
given element is chosen to have the form,

φ (r) =

A exp

[
−α
(
r

re
− 1

)]
1 +

(
r

re
− κ

)20 −
B exp

[
−β
(
r

re
− 1

)]
1 +

(
r

re
− λ

)20 , (D.11)

where re is the equilibrium distance between nearest neighbors, A, B, α and β are four
adjustable parameters, and κ and λ are two additional parameters for the cutoff. The
derivative of the pairwise interaction function is given by

∂φ

∂r
(r) = −20

(
r

re
− κ

)19 A exp

[
−α
(
r

re
− 1

)]
re

(
1 +

(
r

re
− κ

)20
)2 −

αA exp

[
−α
(
r

re
− 1

)]
re

(
1 +

(
r

re
− κ

)20
)

+ 20

(
r

re
− λ

)19 B exp

[
−β
(
r

re
− 1

)]
re

(
1 +

(
r

re
− λ

)20
)2 +

βB exp

[
−β
(
r

re
− 1

)]
re

(
1 +

(
r

re
− λ

)20
) . (D.12)

The electron density function is taken with the same form as the attractive term in the
pair potential with the same values of β and λ,

ρ (r) =

fe exp

[
−β
(
r

re
− 1

)]
1 +

(
r

re
− λ

)20 . (D.13)

The derivative of the electron density is given by

∂ρ

∂r
(r) = −20

(
r

re
− λ

)19 fe exp

[
−β
(
r

re
− 1

)]
re

(
1 +

(
r

re
− λ

)20
)2 −

βfe exp

[
−β
(
r

re
− 1

)]
re

(
1 +

(
r

re
− λ

)20
) . (D.14)
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To have embedding energy functions that can work well over a wide range of electron
density, three equations are used to separately fit to different electron density ranges. For
a smooth variation of the embedding energy, these equations are required to match values
and slopes at their junctions. These equations are listed in the following,

F (ρ) =



3∑
i=0

Fni

(
ρ

ρn
− 1

)i
ρ < ρn

3∑
i=0

Fi

(
ρ

ρe
− 1

)i
ρn ≤ ρ < ρ0

Fe

[
1− ln

(
ρ

ρs

)η](
ρ

ρs

)η
ρ0 ≤ ρ

, (D.15)

where ρn = 0.85ρe and ρ0 = 1.15ρe. The derivative of the embedding energy function is
given by

∂F

∂ρ
(ρ) =



3∑
i=1

i
Fni
ρn

(
ρ

ρn
− 1

)i−1

ρ < ρn

3∑
i=0

i
Fi
ρe

(
ρ

ρe
− 1

)i−1

ρn ≤ ρ < ρ0

η
Fe
ρ

[
1− η ln

(
ρ

ρs

)](
ρ

ρs

)η
− η

Fe
ρ

(
ρ

ρs

)η
ρ0 ≤ ρ

. (D.16)

Finally, there are twenty material parameters.
Table D.2 shows the material parameters of the EAM-Wadley for copper [101].

Parameter Valiue Parameter Value

re
[
Å
]

2.556162 fe 1.554485
ρe 21.175871 ρs 21.175395
α 8.127620 β 4.334731
A [eV ] 0.396620 B [eV ] 0.548085
κ 0.308782 λ 0.756515
Fn0 [eV ] −2.170269 Fn1 [eV ] −0.263788
Fn2 [eV ] 1.088878 Fn3 [eV ] −0.817603
F0 [eV ] −2.19 F1 [eV ] 0.0
F2 [eV ] 0.561830 F3 [eV ] −2.100595
η 0.310490 Fe [eV ] −2.186568

Table D.2: The material parameters of the EAM-Wadley for copper [101].

Figure D.4, D.5 and D.6 show the pairwise interaction, electron density and embedding
energy function of copper for the EAM-Wadley.
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Figure D.4: The pairwise interaction function of copper for the EAM-Wadley.

Figure D.5: The electron density function of copper for the EAM-Wadley.

Figure D.6: The embedding energy function of copper for the EAM-Wadley.
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D.3 The Embedded Atom Method: Holian et al.

Model

In this section, the Embedded Atom Method developed by Holian et al. [38], [39], [94] is
introduced. This method is called EAM-Holian in this dissertation.

The pairwise interaction function has the cutoff form,

φ (r) =


χψ (r) r < rspl

χ

{
ψ (rspl) +

∂ψ

∂r
(rspl) (r − rspl)−

1

6
A (r − rspl)

3

}
rspl ≤ r < rmax

0 rmax ≤ r

, (D.17)

where χ is a weighting parameter between zero and one, the parameter value χ = 1/3 is
taken for the Embedded Atom Method, rspl is the inflection point in the potential, rmax is
the cutoff distance,

ψ (r) = ε

{(r0
r

)12
− 2

(r0
r

)6}
, (D.18)

and

A =

8

(
∂ψ

∂r
(rspl)

)3

9 (ψ (rspl))
2 , (D.19)

where ε is the depth of the potential well, r0 is the equilibrium distance. The inflection point
rspl can be obtained by

∂2ψ

∂r2
(rspl) = 0, (D.20)

and the value is rspl = 1.244455r0. The cutoff distance is given by

rmax = rspl −
3ψ (rspl)

2∂ψ
∂r

(rspl)
, (D.21)

and the value is rmax = 1.547537r0. For r < rspl, the pairwise interaction function is the
exactly same as the Lennard-Jones potential, and the intermediate-range cubic spline [39]
for rspl ≤ r ≤ rmax. The derivative of the pairwise interaction function is

φ (r) =


χ
∂ψ

∂r
(r) r < rspl

χ

{
∂ψ

∂r
(rspl)−

1

2
A (r − rspl)

2

}
rspl ≤ r < rmax

0 rmax ≤ r

, (D.22)

where
∂ψ

∂r
(r) = −12

ε

r

{(r0
r

)12
−
(r0
r

)6}
. (D.23)
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The electron density function is given by

ρ (r) =

 1

d (d+ 1)

(
r2max − r2

r2max − r20

)2

r < rmax

0 rmax ≤ r

, (D.24)

where d is the dimensionality. The derivative of the electron density is given by

∂ρ

∂r
(r) =

 − 4

d (d+ 1)

r (r2max − r2)

(r2max − r20)
2 r < rmax

0 rmax ≤ r

. (D.25)

The embedding energy function is chosen to be a nonlinear function of the form,

F (ρ) = (1− χ) ε
d (d+ 1)

2
eρ ln ρ, (D.26)

where e is the base of the natural logarithms. Clearly, at normal density, where the local
embedding energy is ρ = 1/e, the embedding energy contributes a fraction 1−χ to the total
cohesive energy. The derivative of the embedding energy function is given by

∂F

∂ρ
(ρ) = (1− χ) ε

d (d+ 1)

2
e (ln ρ+ 1) . (D.27)

Finally, there are only two material parameters, the depth of the potential well ε and the
equilibrium distance r0. These parameters are not shown in references and are obtained by
following way in this dissertation. First, the equilibrium distance r0 is determined as σ = 0
when there is no deformation, F = I. The Cauchy stress is computed from the Cauchy-Born
rule. In this calculation, ε is taken to be unity, ε = 1, and up to the third nearest neighbors
on FCC lattice are considered. Second, the depth of the potential well ε is obtained by least
squares method,(

Cexp
1111 − εCCB

1111

)2
+
(
Cexp

1122 − εCCB
1122

)2
+
(
Cexp

1212 − εCCB
1212

)2
=Min, (D.28)

where Cexp
1111, C

exp
112 and Cexp

1212 are the experimental values, and CCB
1111, C

CB
112 and CCB

1212 are
obtained from the Cauchy-Born rule. By taking the derivative with respect to ε, we have

ε =
Cexp

1111C
CB
1111 + Cexp

1122C
CB
1122 + Cexp

1212C
CB
1212

(CCB
1111)

2
+ (CCB

1122)
2
+ (CCB

1212)
2 . (D.29)

Table D.3 shows the fitting results and the material parameters. The experimental data are
obtained from [12].

Figure D.7, D.8 and D.9 show the pairwise interaction, electron density and embedding
energy function of copper for the EAM-Holian.
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Parameter Experiment EAM-Holian

C1111 [GPa] 169 168.2
C1122 [GPa] 122 117.5

Cu C1212 [GPa] 75.3 83.2
ε [eV ] 0.43894774
r0

[
Å
]

2.57110688
C1111 [GPa] 123 121.0
C1122 [GPa] 92 84.5

Ag C1212 [GPa] 45.3 59.8
ε [eV ] 0.45921505
r0

[
Å
]

2.91297151
C1111 [GPa] 108 95.4
C1122 [GPa] 62 66.7

Al C1212 [GPa] 28.3 47.2
ε [eV ] 0.35153936
r0

[
Å
]

2.88448279
C1111 [GPa] 190 186.7
C1122 [GPa] 161 130.4

Au C1212 [GPa] 42.3 92.3
ε [eV ] 0.70311064
r0

[
Å
]

2.90584933
C1111 [GPa] 247 239.1
C1122 [GPa] 153 167.0

Ni C1212 [GPa] 122 119.2
ε [eV ] 0.58932496
r0

[
Å
]

2.47623650

Table D.3: The material parameters of the EAM-Holian. The experimental data are obtained
from [12].

.
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Figure D.7: The pairwise interaction function of copper for the EAM-Holian.

Figure D.8: The electron density function of copper for the EAM-Holian.

Figure D.9: The embedding energy function of copper for the EAM-Holian.
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Appendix E

Analytical Solutions of Capillary Rise

Figure E.1 shows that plane Poiseuille flow between parallel walls. The Navier-Stokes

Figure E.1: Plane Poiseuille flow between parallel walls.

equation in x direction is given by

∂Vx
∂t

+ Vx
∂Vx
∂x

+ Vy
∂Vx
∂y

= −∂p
∂x

+ µ

(
∂2Vx
∂x2

+
∂2Vx
∂y2

)
, (E.1)

where Vx and Vy are the velocity in x and y direction respectively, p is the pressure, and µ
is the dynamic viscosity of a fluid.

Here, assume steady flow, i.e. ∂Vx
∂t

= 0, ∂Vx
∂x

= 0, and Vy = 0. Then, the Navier-Stokes
equation can be simplified to

∂2Vx
∂y2

=
1

µ

dp

dx
, (E.2)

where ∂p
∂x

is replaced by dp
dx

since pressure is distributed only in x direction. By taking the
integral with respect to y and applying the boundary condition, i.e.

∂Vx
∂y

= 0 at y = 0, (E.3)



APPENDIX E. ANALYTICAL SOLUTIONS OF CAPILLARY RISE 112

and
Vx = 0 at y = ±R. (E.4)

The velocity distribution is obtained by

Vx =
1

2µ

dp

dx

(
y2 −R2

)
. (E.5)

The volumetric flow rate Q is obtained by integrating the velocity distribution,

Q =

∫ R

−R
Vxdy (E.6)

= − 2

3µ

dp

dx
R3. (E.7)

The volumetric flow rate is defined by the cross sectional area times velocity,

Q = 2Rh′, (E.8)

where h′ is the velocity. Pressure can be obtained by substituting Equation (E.8) into (E.7),

dp

dx
= −3µ

R2
h′, (E.9)

and

p = −3µ

R2
hh′, (E.10)

where dp
dx

is approximated by
dp

dx
≈ p

h
, (E.11)

and h is the displacement in x direction.

Figure E.2: Illustration of capillary rise between parallel walls.

There is the surface tension γ at the contact line, and the force in x direction is given by
2γ cos θ, where θ is the contact angle. The pressure is the force divided by the area 2R,

p =
γ cos θ

R
. (E.12)
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Since Equation (E.10) and (E.12) are balanced, the balance equation is

3µ

R2
hh′ =

γ cos θ

R
(E.13)

h =

√
2Rγ cos θ

3µ
t. (E.14)

This is the analytical solution of capillary rise between parallel walls. The analytical solution
of capillary rise in a tube is known as Lucas-Washburn equation [53], [96],

h =

√
Rγ cos θ

2µ
t. (E.15)

Both Equation (E.14) and (E.15) state capillary rise h is in proportion to the square root of
time, and the factor of proportionality depends on only the radius, surface tension, contact
angle and viscosity.




