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Internet traffic has been growing exponentially due to the increasing popularity of bandwidth-

hungry applications among mobile and cloud platforms, as well as the increased penetration

of broadband technologies. The advancements in fiber optic communication technology has

enabled the scaling of data rates to very high bandwidths to support the increasing global

data traffic growth. This has come at the cost of making the optical network infrastructure

too rigid to changes in demand, difficult to service and maintain, and energy inefficient.

The next-generation of optical networks needs to be more agile so that it can dynamically

scale network resources based on demand, identify and locate impairments in the network

automatically, be resilient to network disaster and cybersecurity attacks, and be more energy

efficient. This necessitates the development of software-defined networking at the physical

layer of optical networks with rapid optical performance monitoring capabilities to be able to

dynamically modify the network and its parameters to ensure high quality of service and en-

ergy efficiency. Rapid optical performance monitoring requires high-throughput instruments

that can analyze high-speed optical signals accurately with low power consumption.
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The increasing demand for higher data bandwidth is leading the communication indus-

try to increase the operating frequency of components and systems. Performing accurate

and rapid measurements of the various characteristics of electronic, electro-optic, and opto-

electronic devices, modules, and systems at these high bandwidths is very challenging. With

increasing operating frequencies, the conventional test equipment cost, size and power con-

sumption also scales up proportionately. Longer test times to achieve increased accuracy

would result in significantly higher test costs, hence innovations in faster testing of high

bandwidth components and systems is a breakthrough that the test engineering community

is anxiously awaiting for.

Electronic digitizers are an integral part of modern digital instrumentation systems. The

resolution and speed limits of analog-to-digital converters presents the bottleneck in the

development of high-throughput, high bandwidth instruments. Photonic time-stretch tech-

nology boosts effective bandwidth and sampling rate of the conventional electronic digitizers

by 50 to 100 times by slowing down the high bandwidth signals prior to digitization and

signal processing. Time-stretch technology is a fundamentally different approach to broad-

band digitization technology. Instead of increasing the speed of back-end analog-to-digital

converters and digital signal processors to keep up with ever accelerating data rates, time-

stretch slows down incoming signals before digitization, reducing the analog bandwidth of

the signal. By employing this technique, lower speed, higher resolution, more energy efficient

digitizers and signal processors can be used to capture and process full wide-band signals in

real-time. In addition, the time-stretch architecture scales with digitizer and signal processor

technology, continually improving in resolution, speed, and energy efficiency as the electronic

back-end technology progresses.

In the first part of this dissertation, I discuss my work in the development of a novel

photonic time-stretch accelerated processor for in-service, real-time burst-mode optical per-

formance monitoring to enable the implementation of agile optical networks. This instrument

with an equivalent 2 Terabit/s burst mode processing capability measures the bit-error rate,

an important metric for the quality of transmission, of 40 Gigabit/s data with a 28 mi-

crosecond acquisition time. With a low power consumption of 50 W, this instrument has a
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real-time burst sampling throughput of 250 Giga-samples/s using an electronic digitizer with

only 2.5 Giga-samples/s sampling rate at 2 GHz analog bandwidth. The measured bit-error

rate is transmitted as a feedback to the software-defined networking controller to automati-

cally take corrective actions in case of impairments or network disasters. I also discuss the

various demonstrations using this instrument such as in-service analysis of streaming video

packets at 10 Gigabit/s on a commercial optical networking platform, characterization of var-

ious non-linear effects in optical fiber networks, and an ultra-fast instantaneous frequency

measurement system.

In the second part of this dissertation, I discuss the development of an innovative high-

performance single-shot network analyzer employing photonic time-stretch for extremely fast

frequency response measurement of high bandwidth electronic, opto-electronic, and electro-

optic devices, modules, and systems. This single-shot network analyzer has an effective

sampling throughput of 2.5 Tera-samples/s at 40 GHz analog bandwidth. This instrument

also features an extremely fast acquisition time of 27 nanosecond, a measurement jitter of

5.4 femtosecond, and a power consumption of 50 W.
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CHAPTER 1

Introduction

The global data traffic has been growth exponentially due to the rapid increase in the pop-

ularity of bandwidth-hungry applications among mobile phone users and the adoption of

cloud computing platforms. As shown in Figure 1.1, the Ethernet Alliance predicts deploy-

ment of 400 Gigabit Ethernet (GbE) links in hyperscale data centers by 2020, with 800 GbE

and 1.6 Terabit Ethernet (TbE) connectivity being achieved in the next five years or so [1].

The mobile data traffic has grown 18-fold over the past 5 years [2]. The growth in data

traffic is caused by the ever-increasing insatiable demand for higher bandwidth for various

applications and the increased penetration of broadband technologies among users.

Figure 1.1: Ethernet Roadmap 2018 by the Ethernet Alliance. Courtesy of [1].

The annual global Internet Protocol (IP) traffic is expected to reach 3.3 zettabytes (ZB)

per year by 2021, or 278 exabytes (EB) per month [3]. The major sources for the increased
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traffic are bandwidth-intensive applications such as streaming video and audio, cloud based

web-services, social media, gaming, etc. Additionally, the 5G mobile network technologies is

expected to provide 30 to 50 times faster speeds than 4G and is expected to utilize a mobile

backhaul network based on fiber optics. The advancements in fiber optic communication

technology over the last two decades has enabled the global data traffic to grow exponentially,

as predicted by Keck’s Law [4].

1.1 Recent Developments in Fiber Optic Communications

The fiber optic communication networks have also evolved to meet the enormous bandwidth

requirements, for example, the adoption of advanced modulation formats using digital co-

herent receivers and Wavelength Division Multiplexing (WDM) for achieving high spectral

efficiency [5, 6]. The fiber transmission speeds have been further increased by combining

quadrature amplitude modulation with polarization multiplexing on the transmitter side

and coherent detection, digital signal processing, and high performance Forward Error Cor-

rection (FEC) [7] on the receiver side, and also by Faster-than-Nyquist (FTN) modulation

and demodulation [8]. With the introduction of super-channels employing techniques such

as Orthogonal Frequency-Division Multiplexing (OFDM), the bit-rates rates have been in-

creased beyond Terabit/s [9, 10]. Numerous demonstrations of long-haul, ultra-high fiber

transmission speeds exceeding many Terabit/s have been reported by both academic re-

search community [11–13] and industry [14–17]. Combined with the aforementioned ad-

vanced modulation and detection schemes and WDM, the development of newer complex

network architectures employing Re-configurable Optical Add-Drop Multiplexers (ROADM)

with flexible grids have enabled the development of a dynamic, flexible/elastic optical net-

work with a better utilization of the available transmission capacity [18].

The increase in data bit-rates is not just limited to long-haul fiber communication. The

global intra-data center IP traffic is expected to grow at a Compound Annual Growth Rate

(CAGR) of 23.4 percent from 2016 to 2021 [19]. This growth is driven by the increasing

Machine-to-Machine (M2M) traffic as well as the demand for higher bandwidth for cloud
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services, big data applications, increasing digitization, mobility, and the Internet of Things

(IoT). Such increased growth in intra-data center traffic is driving the higher bandwidth

capabilities for the Data Center Interconnects (DCI) with bit rates extending to 400G with

four-level pulse amplitude modulation (PAM4). These demands have increased the interest in

the development of integrated photonic systems [20,21] employing silicon-photonics [22–26],

III-V compound semiconductor [27–30] as well as hybrid [31–34] and heterogeneous integra-

tion [35–37], and packaging technologies [38–41]. The data-center interconnect bottlenecks

for networking and computing also creates opportunities to closely integrate optical commu-

nication systems with computing and switching silicon circuits [42]. Space-domain multi-

plexing (SDM) is also being proposed as a promising technology for enabling high-capacity

transmissions with the scaling potential to meet future capacity demands [43–46].

While the aforementioned advancements in the optical network elements and systems

have enabled the development of high bandwidth communication networks, there is an in-

creasing need for making the network agile or flexible. Agility or flexibility in the next-

generation optical networks enable it to dynamically scale based on demand, identify and

locate impairments in the network automatically, be resilient to network disaster and cy-

bersecurity attacks, and be more energy efficient. This requires software-defined optical

networking at the physical layer with faster instrumentation systems for performing high-

speed network signal analysis so that the network packets and/or the quality of transmission

can be monitored rapidly to take automated corrective actions. Additionally, the increased

bandwidths of opto-electronic, electro-optic and radio-frequency (RF) and microwave devices

and systems also demand the need for faster and accurate instrumentation and measurement

techniques.

1.2 Optical Performance Monitoring

Optical performance monitoring (OPM) is a set of measurements performed on optical signals

at the intermediate network nodes or inside the receiver itself to estimate the performance

of a transmission network such as optical signal to noise ratio (OSNR), bit error rate (BER),
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Q-factor, etc. Network monitoring is the ability to measure the network infrastructure

and resources in real-time. To enable robust, self-managed, and smart operation, OPM

techniques should be able to accurately measure and rapidly reflect the physical states of

network elements, optical paths, and the quality of propagating data signals. The ability to

measure both the data quality and the physical state of the network path in real-time has

traditionally been challenging due to the large number of possible impairments, the variety

of data modulation formats, the variety of data rates, and the continuous growth and change

of the network structure. Therefore, multiple impairments that cause the alarms must be

isolated, localized, and compensated, requiring real-time monitoring and dynamic feedback

control [47].

Optical performance monitoring techniques are employed to implement software-defined

optical networks that are smart, robust, resilient, highly programmable or reconfigurable, and

secure [48–54]. Rapid optical performance monitoring provides important information about

mean time to repair and mean time to failure of network elements and can be used to ensure

high Quality of Transmission (QoT). Important performance metrics, bit error rate, Q-factor,

rise-fall times, eye-opening, and jitter, can be determined from the eye diagrams of the data

signals [55]. Estimating these parameters, especially BER and Q-factor, quickly is important

for active performance monitoring in high-speed networks to enable next-generation agile

optical networking.

In Chapter 2, I give a brief introduction to the photonic time-stretch technology which

enables real-time continuous and burst sampling of high-speed data by slowing down analog

signals so that one or more low speed analog-to-digital converters (ADC) can capture long

time segments of the signal continuously or in bursts. This technology is enables ultra-fast

monitoring of the various parameters of the eye diagrams of high-speed signals as well as

faster characterization of high bandwidth optical and electronic devices, all of which are

described in the subsequent chapters.
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1.3 High-Speed Signal Analysis

Bit-error rate is the ultimate metric for the quality of data transmission among all the optical

performance monitoring measurements. The ability to perform high speed BER analysis of

the optical signal through a network while in service can enable development of agile optical

networks that are impairment aware and resilient to network disasters. Bit error rate testers

(BERT) and equivalent-time sampling oscilloscopes are the most common techniques for

analyzing high-speed signals. While these equipment are used for research and bench-top

characterization of signals and testing the performance of optical network elements, they

are not effective for in-service analysis of communication links. BERTs cannot be used for

in-service signal analysis as it generates the test pattern data to be transmitted through

the device under test. Equivalent-time sampling oscilloscopes are extremely slow, bulky

and high power consuming. Real-time oscilloscopes and digitizers with high sampling rates

cannot provide high resolution for the high frequency signals and are very power hungry.

BER based optical performance monitoring techniques for enabling agile optical networks

and for providing a feedback signal to a software-defined networking controller is expected to

have a high-speed measurement time, high accuracy, low power consumption, and a compact

form factor.

In Chapter 3, I introduce a time-stretch accelerated instrumentation system for perform-

ing ultra-fast BER analysis of 10 and 40 Gigabit/s non-return-to-zero (NRZ) on-off-keying

(OOK) data from its eye diagrams with minimal hardware and power consumption compared

to existing techniques [56]. The measurement time for producing eye diagrams of in-service

signals and BER estimation for the time-stretch accelerated instrumentation system is ∼28

microseconds with an equivalent 2 Terabit/s burst mode processing capability.

1.4 Agile Optical Networks and Software-Defined Networking

The exponential traffic growth has led to unprecedented scaling of optical networks and has

driven ever higher bit rates: from 100G to 400G. The demand for dynamic, cloud-based
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services has created new challenges that require improved network agility, resilience to im-

pairments and disasters, and automation in order for the network resources to become more

readily consumable and elastic in their response to demand from higher network layers.

Agile optical networking technologies enables telecommunication service providers to meet

these challenges and significantly improve the delivery of cloud, mobile broadband and other

bandwidth hungry services. Modern data center networks are also expected to scale, auto-

mate, and optimize different types of DCI network systems from intra-data center campus,

enterprise to data center, disaster recovery, Metro DCI and long-haul data centers connect-

ing globally. The exponentially increasing bandwidth requirements for various applications

and highly dynamic services in mobile, cloud, intra-data center, 5G wireless, and Internet of

Things (IoT) platforms needs agile optical networks.

Conventional dense wavelength division multiplexing (DWDM) technique has been used

to establish rigid optical network connections employing a fixed modulation scheme such

as OOK, quadrature phase-shift keying (QPSK), or differential phase-shift keying (DPSK)

at fixed bit rate of up to 100 Gigabit/s with a fixed or flexible channel-channel spacing of

0.8 nm (100 GHz grid) or 0.4 nm (50 GHz grid) [57]. Optical switching has been used to

provide limited reconfigurability when signals are being provisioned or restored. However,the

use of active optical switching to address variations in network conditions and changing

traffic behavior is yet to be adopted by service providers [58]. The availability of frequency

tunable lasers also provide limited flexibility in terms of wavelength assignment to respective

transponders [59]. This limited flexibility of current rigid optical networks makes it very

challenging to upgrade or modify the network parameters to adapt to fluctuating network

conditions and traffic patterns [60].

The energy consumption in optical networks is also increasing alarmingly as data networks

grow in terms of traffic volume and end user data transaction size [61]. The exhaustion of

scaling benefits from wavelength division multiplexing (WDM) and the slowing down of

power efficiency of gains of RF and microwave components at higher frequencies have led

to high thermal densities in central office equipment [62]. The engineering challenges of

managing the power consumption in large switching centers and especially data centers are
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increasingly becoming a matter of serious concern [63–65]. Many agile optical networking

architectures and technologies have been proposed to improve energy efficiency of the network

systems [66–68].

Software-defined networking (SDN) is a control framework that separates control and

data planes to support programmability of network functions using well-defined interfaces

[69]. SDN has become an important control and management framework for communication

networks, especially in electrical circuit and packet switching systems. SDN protocols such

as OpenFlow has recently been updated to include optical system compatibility [70]. Many

approaches to extending SDN to support optical transport and elastic optical networks have

also been proposed [71–75]. These proposed SDN extensions aims to enable a data center

infrastructure that will enable automated, quality of service (QoS) aware, mapping of traffic

flows into packet transport layers for intra and inter-data center links. In-service optical

performance monitoring can provide the optical signal parameters such as BER as a feed-

back to the SDN control plane to dynamically take corrective actions based on impairments

occurring in the network paths.

In Chapter 4, I discuss the various applications of TiSAP for in-service optical perfor-

mance monitoring of agile optical networks. In particular, the experimental demonstrations

performed in the testbed at the College of Optical Sciences at the University of Arizona for

real-time feedback of the BER to the SDN control plane to switch wavelengths and routes

to implement an agile network that recovers from disasters is presented. In addition, the

characterization of various non-linear effects namely, amplified spontaneous emission and self

phase modulation; burst-mode real-time, in-service, optical performance monitoring using

eye diagrams on a 10 Gigabit/s NRZ OOK streaming video packets on a commercial opti-

cal network platform consisting of two Fujitsu Flashwave 9500 nodes [56]; and an ultra-fast

time-stretch instantaneous frequency measurement receiver based on TiSAP which allows

for both amplitude and frequency measurements for a wide bandwidth of 5-45 GHz are also

discussed in this chapter [76].
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1.5 Ultra-fast Device Characterization

The ever increasing demand for higher data bandwidth is pushing the communication in-

dustry to augment the operating frequency of components and systems. To implement very

high-speed optical telecommunication systems and interconnects, it is necessary to develop

wide-band devices such as photo-diodes (PD), electro-optic modulators (EOM), and radio fre-

quency (RF) electronic circuits. The recent developments in the design of high performance

photo diodes [77–79] and electro-optic modulators [80–82] have taken device bandwidths to

well beyond 100 GHz. Performing accurate instrumentation and measurements of the var-

ious characteristics of electronic and optical devices/circuits/subsystems/systems/materials

at these high bandwidths becomes very challenging. Longer test times for performing accu-

rate measurements result in higher test costs during the production phase. To be able to

perform faster testing of components is a key feature that is expected by the instrumenta-

tion and measurement community [83, 84]. With increasing frequencies, conventional test

equipment cost, size, and power consumption also scale up proportionately.

In Chapter 5, I will introduce a new instrument for performing extremely fast measure-

ments of frequency response of high bandwidth optical and electronic devices. This new

approach combines an ultra-short mode-locked laser pulse used as excitation for the device

under test and photonic time-stretch to achieve very fast impulse response measurements

of the device under test, leading to its frequency response estimation. An extremely fast

measurement time of 27 ns and an ultra-low intra-pulse jitter of 5.4 fs is reported for the

proposed instrument [85, 86].
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CHAPTER 2

Photonic Time-Stretch Technology

In this chapter, I introduce the photonic time-stretch technology, its performance, and review

the existing research work that has been done. Real-time, high-throughput instrumentation

at high bandwidth is an essential technology for studying high speed signals and rare events.

Such instrumentation systems are employed for a wide range of medical, scientific, and in-

dustrial applications. The resolution of the analog-to-digital converters at high analog band-

widths limits the performance of such instrumentation and measurement systems. Photonic

time-stretch technology slows down analog signals before digitization to enable real-time

continuous and burst sampling of high-speed data by so that one or more low speed analog-

to-digital converters can capture long time segments of the signal continuously or in bursts.

The broadband signal of interest is modulated onto a pre-chirped optical pulse and stretched

inside of a dispersion compensating fiber. Upon photo-detection, a slowed down copy of the

original signal can be digitized and analyzed with lower speed, higher resolution electronic

components.

Time-stretch technology has been used for implementing various high-throughput, real-

time instruments developed for science, medicine and engineering applications. The band-

width of a time-stretch system is limited by dispersion penalty and the electro-optic modu-

lator (EOM) used. However, the bandwidth limit set by dispersion penalty can be mitigated

by techniques such as phase diversity, coherent detection, and single side-band modulation.

Additionally, the non-linearity in the time-stretch system can be mitigated by various tech-

niques such as differential operation, back propagation and linearization.
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2.1 Introduction

High-speed signals and high bandwidth devices pose many challenges to the instrumentation

and measurement community as they are difficult to measure and characterize. One of the

major limiting factor for high-speed signal analysis is the resolution limit at high frequen-

cies for the analog-to-digital converters used in real-time oscilloscopes. An analog-to-digital

converter or digitizer uses a sample and hold (S/H) circuit to sample a continuous analog

signal at regular intervals of time based on an accurately generated clock signal and quan-

tizes it to the nearest digital values by comparing the sampled analog voltage to a discrete

set of digital levels. An electronic ADC, based on its architecture, can employ many S/H

circuits, clock generators with different phases and duty cycles, quantizers, comparators,

reference voltage circuits, and digital signal processing (DSP) for correcting distortions and

mismatches. The sampling rate of the ADC has to be at least twice the largest frequency of

the input analog signal, also called analog bandwidth, for adequately reproducing the analog

signal from its digitized samples. This is called the Nyquist sampling criterion and is critical

for high-resolution digitization. Therefore, to capture high-speed signals, very high sampling

rates are required.

Figure 2.1: (a) Time-interleaved ADC, (b) Sampling edges of sub-ADC clocks. Courtesy

of [87].

Time-interleaved digitizer architecture, as shown in Figure 2.1 employs many low band-

width identical sub-ADCs operating concurrently to achieve very high sampling rates. If N
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is the number of sub-ADCs used, each sub-ADC samples the same analog signal at a fraction

(1/N) of the Nyquist rate. But each sub-ADC samples the same signal at a different time

by using sampling clock signals that are offset in time by Ts [87]. The sub-ADC outputs

are multiplexed to effectively result in a very high sampling rate of N × Fs, where Fs is

the sampling rate of a sub-ADC. Although time-interleaved digitizer architecture improves

the sampling rate and resolution of ADCs, the mismatches across the individual sub-ADCs

and the jitter associated with the clock distributed to all the sub-ADCs contributes to its

resolution limits [88, 89].

Quantization noise in an ADC originates from the ambiguity in approximating and analog

voltage to a fixed number of discrete levels. An N-bit ADC quantizes the full scale magnitude

of the input analog signal to 2N discrete levels, where N is the nominal number of bits of the

ADC, also called resolution. For an ideal ADC, the quantization noise sets the upper limit

to its signal-to-noise ratio (SNR) and is given by [90],

SNR(dB) = 6.02N + 1.76 (2.1)

In real-world ADC devices, there are additional noise sources present. Thermal noise, shot

noise, and aperture jitter noise due to the jitter in the sampling clock, contribute to reducing

the SNR of the ADC. The non-linear effects in S/H circuits, amplifiers, mismatches among

comparators, offsets errors, gain errors and timing mismatches in the clock distribution

results in distortions in the digitized signal. Signal-to-noise-and-distortion-ratio (SNDR) is

an important metric representing the ADC resolution that takes into account both the effects

of noise and distortion and is given by,

SNDR(dB) = 20 log

(

Signal

Noise +Distortion

)

(2.2)

The combined effect of noise and distortion reduces the effective number of bits (ENOB)

of the ADC, which is one of the most important metric of an ADC. ENOB is defined as,

ENOB =
SNDR(dB)− 1.76

6.02
(2.3)
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Figure 2.2: A modified Walden plot of ENOB vs analog bandwidth for the state-of-the-art

ADCs. Courtesy of [90, 91]. The fundamental limits due to thermal noise, aperture jitter,

and comparator ambiguity are indicated on the plot. The quantum limit due to Heisenberg’s

uncertainty is also plotted. The data point representing an ENOB ≥ 8 at 10 GHz by the

latest implementation of photonic time-stretch ADC shows that it can help overcome the

limitations of electronic ADCs [92, 93].

The ENOB of ADCs exhibits an inverse relationship with analog bandwidth due to the

increasing effects of noise and distortion at higher frequencies. Figure 2.2 shows a modified

Walden plot of ENOB vs analog bandwidth for the state-of-the-art ADCs [90, 91]. The

fundamental limits due to thermal noise, aperture jitter, and comparator ambiguity are

indicated on the plot. The quantum limit due to Heisenberg’s uncertainty is also plotted.

The data point representing an ENOB ≥ 8 at 10 GHz by the latest implementation of

photonic time-stretch ADC shows that it can help overcome the limitations of electronic

ADCs [92, 93] at higher analog bandwidths. High performance ADCs used in real-time

12



oscilloscopes that support very high analog bandwidths are also very power hungry and

require expensive process technologies [90, 91, 94, 95].

In addition to resolution of the ADC, shorter test times for production-level testing of high

bandwidth devices is also important. Longer test times result in higher test costs during the

production phase. Vector network analyzers (VNA) are used to measure complex scattering

parameters (S-parameter) of high bandwidth devices during production-level testing and

also for post-production debugging and maintenance. Conventional VNAs utilize frequency

sweeping employing a harmonic mixer to perform frequency domain measurements [96–98].

It becomes difficult, for example due to increased parasitic effects, to accurately measure the

frequency responses of photo-diodes and electro-optic modulators using conventional swept-

frequency technique as the bandwidths increase [99]. Also, swept-frequency techniques are

slower which would increase test time.

Time domain network analysis (TDNA) has been used to measure frequency-domain net-

work parameters [100, 101]. TDNA technique typically applies the test stimulus (a voltage

step signal) to the device under test periodically for many cycles and uses an equivalent-

time digitizer (or digital sampling oscilloscope) to sample the response every cycle. The

sampling rate of the digitizer is very low (typically 100 kHz to 10 MHz) and the signal

waveform is reconstructed digitally provided the signal analyzed is periodic or clock syn-

chronous. Equivalent-time sampling oscilloscopes need several cycles of sampled data to be

able to digitally reconstruct the original signal with high fidelity followed by digital signal

processing to analyze the signal to measure the network parameters of the device under test

(DUT). Large signal network analyzers (LSNA) are widely used to perform time domain

non-linear device characterization [102,103]. LSNAs down-convert high frequency signals to

intermediate frequency (IF) using harmonic sampling followed by digitization to yield time

domain data. However, the microwave signal to be analyzed using LSNA has to be periodic

and its period must be known. Timing jitter and time base distortion significantly affects

the performance of TDNA techniques [101,104,105]. In addition, TDNA techniques are also

slower compared to real-time digitizers and suffer in terms of accuracy to capture dynamics

that occur at nanosecond level.
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Network analyzers are also used for measuring the complex permittivity of different ma-

terials which has paved way for new non-invasive bio-medical applications [106–109]. But

the higher measurement time of both the conventional frequency-domain and time-domain

network analyzers would render them ineffective for high throughput applications, such as

real-time particle flow analysis for biological sample analysis. Such high-throughput appli-

cations demand very fast frequency dependent permittivity measurement techniques.

Photonic time-stretch is a technology that can fill the functional and performance gaps

of both real-time digitizers, equivalent-time sampling oscilloscopes, and network analyzers.

2.2 Photonic Time-Stretch

Figure 2.3: Photonic time-stretch linearly stretches the signal in time reducing its analog

bandwidth significantly, allowing the analysis of ultra-fast data using slow but high resolution

ADCs way below the required Nyquist rate. 45 Gigabit/s NRZ OOK data is analyzed using

a digitizer with 1.5 GHz analog bandwidth directly and after photonic time-stretch. Adapted

from [110].

Time-stretch technology is a fundamentally different approach to broadband digital receiver

technology. Instead of increasing the speed of back-end ADCs and DSPs to keep up with ever

accelerating data rates, time-stretch slows down incoming signals before digitization [110–
14



113]. This reduces the analog bandwidth of the signal much below the Nyquist bandwidth of

the ADCs. By employing this technique, lower speed, higher resolution, more energy efficient

ADCs and DSPs can be used to capture and process full wide-band signals in real-time. As

shown in Figure 2.3, time-stretch technology was used to capture high-speed data using a

much lower speed digitizer. The front-end time-stretcher effectively boosts the performance

of the back-end ADC and DSP much more significantly and efficiently than can purely

electronic techniques alone. In addition, the time-stretch architecture scales with ADC and

DSP technology, continually improving in resolution and speed as the electronic back-end

technology progresses.

Figure 2.4: Conceptual diagram of the continuous-time photonic time-stretch ADC. Courtesy

of [113].

Photonic time-stretch ADC (TS-ADC) uses an optical front-end to slow down analog

signals before digitization by low speed, high resolution ADCs that are used concurrently

[111, 112, 114, 115]. As shown in Figure 2.4, an optical front-end stretches and segments

the analog input signal using a wavelength division multiplexer into four wavelengths. The

stretched segments are digitized by the ADCs and the digitized segments are combined using

DSP to obtain a digital copy of the analog signal.
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Figure 2.5: An implementation of two-channel time-stretch ADC. SC: Supercontinuum;

EDFA: Erbium-Doped Fiber Amplifier; High pass filter: 1570 nm above; Passband filter

1: 1576 nm with 20-nm bandwidth; Passband filter 2: 1594 nm with 20-nm bandwidth.

Courtesy of [116].

An implementation of a two-channel time-stretch ADC employing virtual gating [116]

is shown in Figure 2.5. The optical front-end for this implementation consists of a super-

continuum source using a mode-locked laser, dispersive medium to chirp the pulse prior to

transmitting to an intensity modulator, such as a Mach-Zehnder modulator which also re-

ceives the electrical analog signal to be stretched. The electro-optic modulator modulates

the electrical signal onto the chirped laser pulses which undergoes amplification and are

transmitted through another dispersive medium which stretches the laser pulses as well as

the electrical signal superimposed onto it. The stretched optical signals are power-split using

a 3-dB power splitter and the two channels are filtered by band-pass filters. In a TS-ADC

system with more channels, a wavelength division multiplexer would be employed to avoid

power by using a splitter. The two channels are subsequently photo-detected and digitized

concurrently by two channels of a real-time oscilloscope. The digitized samples from both

channels are combined using DSP.

The effective aperture jitter is reduced by the slowing down of the analog signals in

TS-ADC. Since oversampling the signal reduces the quantization noise power, TS-ADC can

overstretch the analog signals to increase sampling rates and thereby improve resolution. TS-

ADCs with an ENOB of 7.2 GHz at 10 GHz analog bandwidth have been demonstrated [117].

An extremely high sampling rate of 10 Tera-samples/s was achieved by another implemen-
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tation [118]. The record for the highest resolution ADC performance at 10 GHz analog

bandwidth has been set by TS-ADC implementations with an ENOB of 8 [92] and ≥ 8 [93],

which can be seen in the Walden plot shown in Figure 2.2.

2.3 Time Stretch Enhanced Recording Oscilloscope

Figure 2.6: Time-stretch enhanced recording oscilloscope. MLL: Mode-locked laser; HNLF:

Highly non-linear fiber; PD: Photo-detector. Courtesy of [113].

A single-channel implementation of TS-ADC enables it to be used in equivalent-time sam-

pling mode but with much superior sampling throughput than a conventional equivalent-time

sampling oscilloscope. Such a single channel implementation is called time-stretch enhanced

recording (TiSER) oscilloscope [113,119–121]. TiSER is implemented using commercial-off-

the-shelf fiber optic components. It consists of a chirped optical pulse source, an electro-optic

modulator which receives the RF signal as input, a dispersive medium to stretch the modu-

lated optical pulse, a photo-detector, and a digitizer and DSP (not shown in the figure). The

optical source is typically a 1550 nm mode-locked laser (MLL) that produces ultra-short

(< 1 ps in length) optical supercontinuum pulses followed by a group velocity dispersive
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(GVD) medium such as a dispersion compensating fiber (DCF) or chirped fiber Bragg grat-

ing (CFBG), or a chromo-modal dispersion device (CMD) [110, 122]. A supercontinuum

pulse is generated using a highly non-linear fiber (HNLF) which results in spectral broaden-

ing of a high power narrow linewidth laser pulse through the non-linear interactions such as

self-phase modulation, stimulated Raman scattering, modulation instability, etc [123, 124].

Figure 2.7: A graphical representation of the time–wavelength transformation. (a) Input

signal. (b) Time–wavelength transfer function associated with nonlinear dispersion in the

first dispersive fiber. (c) Input signal in the wavelength domain after time-to-wavelength

mapping. (d) Wavelength–time transfer function of the second dispersive fiber. (e) Output

time-stretched signal. The time-stretch process is linear (uniform) despite the non-linear

fiber dispersion. Courtesy of [114].

The supercontinuum pulse is chirped by propagation through a dispersive medium such

as a DCF fiber with a group velocity dispersion value of D1. This is also referred to as

pre-stretching. The chirping of the pulse results in time-to-wavelength mapping in the pre-

stretched pulse since different wavelengths propagate with velocities due to GVD [114,125].

The instantaneous frequency of the chirped pulse varies with time over a time window (aper-

ture) that represents the sampling window for single-shot measurements. The analog RF

input to be analyzed is modulated onto this chirped pulse using a Mach-Zehnder modulator,

which maps the time-scale of the input signal into the optical frequency. The modulated

chirped optical pulse, with the analog input signal superimposed on it, is further stretched by
18



propagation through a second DCF fiber with a GVD value of D2. This time-stretch process

in the second dispersive fiber results in wavelength-to-time mapping. Although the time-

wavelength mapping process in D1 is not linear and has a positive concavity, the time-stretch

process is linear (uniform) due to the opposite curvature of the wavelength-time mapping in

the second dispersive fiber as depicted in Figure 2.7.

The time-stretched signal from the output of the second dispersive fiber is band-pass

filtered using a WDM (not shown in the figure) with 18 nm bandwidth and then applied to

a photo-detector. Upon photo-detection using a photo-diode (PD), a slowed down copy of

the original high bandwidth signal can be digitized in real-time bursts and analyzed using

lower speed, higher resolution ADC and DSP. The stretch factor of TiSER is given by,

Stretch− factor,M =
Temporal pulse width after time− stretch

Temporal pulse width after pre− stretch

=
D1 +D2

D1

= 1 +
D2

D1

(2.4)

The equivalent real-time burst sampling (RBS) rate of TiSER, fs,T iSER, is therefore given

by [119],

fs,T iSER = M × fs,ADC

=

(

1 +
D2

D1

)

× fs,ADC

(2.5)

where fs,ADC is the sampling rate of the back-end ADC.

2.3.1 Real-time Burst Sampling

Conventional electronic digitizers can be broadly classified into equivalent-time digitizers or

sampling oscilloscopes and real-time digitizers such as a real-time oscilloscope. The operation

of a sampling oscilloscope relies on the periodic/repetitive or clock synchronous nature of the

signals to reconstruct them in time after collecting a lot of samples. A sampling oscilloscope

is typically operated at sampling frequencies less than or up to 10 MHz. After collecting

many sample points over a long time, the original signal can be digitally reconstructed, as
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shown in Figure 2.8(a). Although sampling oscilloscopes are available for operation above 100

GHz, this technique is incapable of capturing non-repetitive signals or single-event dynamics

within a repetitive signal which occur at rates faster than a few MHz. Real-time digitizers on

the other hand continually sample at regular intervals, but have limited analog bandwidths

as shown in Figure 2.8(b). Even though the real-time oscilloscopes commercially available

today can have very high analog bandwidths of over 80 GHz, the effective number of bits

reduce significantly as frequencies increase [90, 91].

Figure 2.8: A comparison of different sampling techniques. (a) An equivalent-time oscillo-

scope samples signals at slow rates and can only reproduce signals that either clock syn-

chronous or repetitive. (b) A real-time digitizer samples continuously at regular intervals

but has limited bandwidth and resolution. (c) TiSER oscilloscope can capture very high

speed segments in real-time bursts and quickly reproduce them on equivalent time scales.

Courtesy of [119].

In contrast with an equivalent-time oscilloscope, which captures only a single sample

at a time, TiSER captures many segments of the analog signal within the real-time burst

window or the aperture time. TiSER can capture ultra-fast non-repetitive dynamics that

occur within the real-time burst window as shown in Figure 2.8(c). Ultra-fast events cannot
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be observed by a sampling oscilloscope because of its lack of real-time capture capability, or

by a real-time digitizer because of its limited bandwidth and resolution. TiSER bridges the

performance gap between sampling oscilloscopes and real-time digitizers

2.3.2 Eye Diagram Measurements using TiSER

Figure 2.9: Comparison of eye diagram capture by sampling oscilloscope and TiSER. (a)

Serial digital data waveform (in blue) can be captured by real-time digitizers at lower data

rates. (b) Eye diagram captured by a sampling oscilloscope. (c) Eye diagram captured by

TiSER oscilloscope, which can potentially capture non-repetitive dynamics such as spikes.

Courtesy of [119].

An eye diagram is a way to represent the effect of amplitude noise and timing jitter present

in data communication signals. In an eye diagram, many data voltage levels and edge

transitions are superimposed over one unit interval (UI) range. The vertical eye opening

indicates the margin for bit errors due to noise and the horizontal eye opening of the eye

indicates the margin for timing errors due to an imperfectly recovered clock or jitter in the

data. An eye diagram provides an overall statistical qualitative view of the quality of the

signal under test [126]. This is vital information about the signal integrity in a serial data
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communication link. Measurement of jitter using pseudorandom data patterns required for

ensuring very high BER (10−12) consumes a lot of time [127]. Eye diagram measurements

using BER tester can take hours to more than a day to collect all the data needed for ensuring

very high confidence levels in the testing. The eye diagram analysis can be done faster by

statistically analyzing the eyes from a sampling oscilloscope. But a sampling scope also is

very slow as only a fraction of the recorded samples lie close to the zero crossings for jitter

measurements as shown in Figure 2.9.

TiSER on the other hand captures a continuous set of samples within the aperture

time. The signal amplitudes within sample-to-sample time intervals can be obtained by

interpolation since the samples are connected. The acquisition time for TiSER is three

to four orders of magnitude better than the fastest sampling oscilloscopes. As shown in

Figure 2.9, TiSER can also capture ultra-fast rare events and their dynamics in high data

rate communication signals which is impossible using sampling oscilloscopes due to their

limited sampling rates. TiSER has demonstrated very high sampling throughput that is two

orders of magnitude better than the state-of-the-art sampling (equivalent-time) oscilloscopes

[119–121,128].

2.4 Measurement Jitter

Clock jitter or aperture uncertainty error generated by the clock source is the main limiting

factor of resolution in a high-speed ADCs [90,91,94]. Clock jitter causes an inaccuracy in the

sampling time window of the digitizer resulting in an inaccurately sampled voltage as shown

in Figure 2.10. This sampling inaccuracy gets worse at higher frequencies of the sampled

signal. The clock jitter limited signal-to-noise ratio (SNRjitter) of a high-speed ADC for a

root mean square (rms) jitter, τj has been statistically estimated to be [90]:

SNRjitter(dB) = −20 log(2πfRF τj) ≡
1

8π2f 2
RF τ

2
j

(2.6)

where fRF is the analog bandwidth of the signal.
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Figure 2.10: Comparison of the sampling a signal with and without time-stretch and its

impact on clock aperture jitter. When time-stretch technique is used, the noise due to clock

jitter becomes insignificant, and noise due to the mode-locked laser jitter dominates, which is

typically much less than the electronic clock jitter (Vn represents the noise voltage). Courtesy

of [113].

In an electronic ADC, the noise added due to sampling jitter increases with signal fre-

quency as it is proportional to the square of the signal frequency and the clock jitter, based

on equation 2.6. As can be seen from Figure 2.10, for faster signals, even a small amount of

clock jitter can result in a significant error in the sampled voltage. In the case of time-stretch,

the effective signal frequency is reduced, which in turn decreases the effect of electronic clock

jitter by the stretch factor.

In a time-stretch system, there are two sources of timing jitters: inter-pulse optical

jitter in the mode-locked laser and electronic jitter in the back-end ADC sampling clock.

This laser timing jitter in the time-stretch system has the same effect as the clock jitter in

ADCs [95]. But mode-locked lasers have much lower timing jitter than electronic clocks. A

fiber laser with only 70 as (attosecond) timing jitter has recently been reported [129]. The

best clock jitter achieved in state-of-the-art electronic ADCs are of the order of 110-fs [130],
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which is more than three orders of magnitude compared to MLL laser jitter. Therefore, the

noise limitation due to clock sampling jitter in high-speed ADCs can clearly be overcome

by applying time-stretch. Since time-stretching of the signal reduces the effective signal

frequency by the stretch-factor, M , the noise added to the system due to electronic jitter is

reduced by a factor of M2. The total effective jitter for a time-stretch system can be then

be expressed as [114]:

τj,eff =

√

τ 2j,laser +
(τj,clock

M

)2

(2.7)

For high stretch factors, the MLL timing jitter dominates as the electronic ADC jitter

is scaled down by the reciprocal of the stretch factor (τ 2j,laser ≫
( τj,clock

M

)2) resulting in the

effective timing jitter given by,

τj,eff ≈ τj,laser (2.8)

If a single-shot time-stretch measurement is performed using only one laser pulse, the

inter-pulse optical jitter in the MLL is absent. Therefore from equation 2.7, the effective

intra-pulse jitter for single-shot time-stretch instrumentation is given by:

τj,single−shot =
(τj,clock

M

)

(2.9)

Therefore, single-shot measurements using time-stretch are much more accurate than

without time-stretch as time-stretch scales down the clock jitter in ADC by the reciprocal

of the stretch factor. This enables very accurate single-shot time-domain measurements

compared to conventional real-time and equivalent-time oscilloscopes and network analyzers,

where the jitter added by the instrument has to be very accurately estimated and corrected.

2.5 Non-linearity

Time-stretch pre-processor is analogous to an analog optical link consisting of an optical

source, an electro-optic modulator making up the transmitter, an optical fiber link, and
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a receiver consisting of a photo-diode and back-end electronics. Time-stretch techniques

also suffer from distortion due to non-linearity, like in any analog communication links.

The sources of these distortions include non-linear transfer function of the electro-optic

modulator, additional non-linearity when the modulation sidebands are dispersed during

time-stretch, saturation at the photo-diode, optical non-linearities, and non-linearities of

back-end electronics.

When an optical carrier is modulated by an electrical signal using an intensity modulator,

it results in double sideband (DSB) modulation with the optical carrier and the upper and

lower sidebands at the fundamental frequency. At the photo-diode these sidebands interfere

with the optical carrier and with each other to generate the electrical signal and its harmonics.

For an EOM biased at the quadrature point and without dispersion, all even-order harmonic

components would cancel each other. However, either due to bias fluctuations or dispersion,

the even-order harmonic components do not cancel each other due to asymmetry in the

phase and amplitudes of sidebands introduced by dispersion. These distortion components

can be suppressed by either differential or arcsine operations [131], or back-propagation

algorithm [132,133], and/or broadband linearization [134–136].

The non-linear effects in photo-diodes and electronics are important for high dynamic

range applications. The non-linear squaring of the electric fields at the back-end photo-

diode prior to the ADC also results in addition of distortions to the measured signal. To

reduce photo-diode non-linearity, the optical input power must be significantly lower than

the saturation power of the photo-diode. The second-order distortions added by the photo-

detector can be suppressed by using differential operation. The odd-order components can

be digitally suppressed using DSP or tunable electronic hardware [137, 138]. The optical

non-linearities can be minimized by keeping the optical power levels below the non-linear

threshold. If long dispersive fibers are used, the optical power at the output of the second

dispersive fiber might not have enough SNR. In such cases, distributed Raman amplification

has been employed successfully to improve the SNR significantly [139, 140].

Finite mismatches between the dispersion coefficients (D1 and D2) of the two dispersive

fibers used can cause the stretch factor to be wavelength dependent and therefore, time

25



dependent due to the wavelength-time mapping, which results in a time-warping distortion.

Optical non-linearity in the fiber can also be a source of time-warp distortion. Self-phase

modulation effects in the first dispersive fiber with group velocity dispersion can distort the

desired wavelength-time mapping resulting in time-warp distortions. Additionally, for the

continuous-time TS-ADC implementation, the stitching of the signal segments from parallel

wavelength channels requires them to be properly aligned in time, which is very challenging

to achieve using optical hardware. Fortunately, all the time-warp effects and the channel

misalignment issues are static over time and deterministic and has been corrected digitally

after characterizing it [117].

2.6 Power Scaling of Time-Stretch ADC

Even though the bandwidth of analog circuits have improved with CMOS technology scaling,

power dissipation for the same functionality does not always scale because of lower intrinsic

gains in shorter channel CMOS transistors [141]. Most improvements in power efficiency of

analog circuits can be attributed to architectural improvements and scaled voltages. Ther-

mal noise
(

kT
C

)

limitations prevent arbitrary reductions in analog full-scale voltages of ADCs.

Therefore, technology scaling has not significantly resulted in decreased analog power dissi-

pation, and increased speed of digital circuits has allowed extensive use of digital correction

and calibration techniques, which have led to significant improvements in performance. The

most commonly used figure of merit (FOM) for ADC efficiency is the energy required per

conversion step and is defined as,

FOM =
Pdiss

2ENOB × 2× ERBW
(2.10)

where Pdiss is the power dissipation, ENOB is the effective number of bits, and ERBW is the

effective resolution bandwidth of the ADC, which defined as the frequency at which SNDR

of the ADC degrades by 3-dB [90].
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Figure 2.11: Energy per conversion step versus performance for state-of-the-art high-speed

ADCs with moderate to high resolution. Courtesy of [95].

The plot in Figure 2.11 clearly shows that above 100-MHz, energy per conversion step

for the best ADCs increases rapidly with bandwidth. It has been estimated that the power

dissipation in high-speed ADCs increases quadratically with sampling frequency with Nyquist

rate sampling [95]. This work also shows that with time-stretch technology, one can obtain

linear power scaling of future ADCs to much higher frequencies.

As discussed in Section 2.4, in high-speed ADCs, aperture jitter is a significant source

of noise and time-stretch reduces the effective sampling jitter in the system. This makes

the time-stretch digitizer architecture very well suited for high frequency applications, where

aperture jitter is the dominant source of noise. Additionally, when employing time-stretch,

none of the back-end digitizers “see” the original high frequency signal since the signal fre-

quency scales down upon stretching. Time-stretch therefore, also allows for the use of low

power, high resolution, slow ADCs with much lesser power dissipation. As a result, the

power scales linearly with the sampling frequency of the ADC.

2.7 Dispersion Penalty

In the conventional TS-ADC, when double-sideband modulation is used to modulate radio

frequency signals onto the optical pre-chirped carrier, a frequency-fading phenomenon due
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to dispersion occurs [114]. This is due to the fact that dispersion introduces different phase

shifts to the sidebands and leads to constructive and destructive interference beating of

the sidebands with the carrier at the photo-detector as illustrated in Figure 2.12(a). The

destructive interference results in nulls in the RF transfer function of the time-stretch system

as shown in Figure 2.12(b), which is a simulation of the effect without any attenuation. The

overall effect known as dispersion penalty is to limit the 3-dB RF bandwidth of time-stretch

system, which is given by [142],

∆f =

√

1

8π|β2|L1

(2.11)

where β2 is the GVD parameter and L1 is the length of the first dispersive fiber.
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Figure 2.12: (a) Destructive interference caused by the beating of the optical carrier with

the upper and lower sidebands at the photo-detector results in dispersion penalty. Courtesy

of [143]. (b) A simulation of the effect of dispersion penalty on the RF transfer function

assuming no attenuation in the fiber.

The 3-dB RF bandwidth is proportional to the inverse square root of the initial dispersion

fiber length. Therefore, for the same stretch factor, the 3-dB RF bandwidth decreases with

time aperture resulting in a trade-off between between the RF bandwidth and the aperture

length. This time-bandwidth product (TBP) increase with optical bandwidth. There are

various techniques to overcome the effects of dispersion penalty and extend the bandwidth of

the time-stretch based instrumentation systems. Three such techniques are phase diversity,
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single sideband modulation, and coherent detection.

2.7.1 Phase Diversity

The dispersive fading phenomenon seen in the RF transfer function of the time-stretch in-

strumentation system is similar to the channel fading effects in wireless communication due

multipath propagation or weather (particularly rain), or shadowing from obstacles [144].

The effects of channel fading in wireless systems can be combated by spatial diversity em-

ploying multiple antennae. To overcome RF fading in time-stretch systems, phase diversity

employing a single-arm dual-output Mach-Zehnder (MZ) modulator is used [145], as shown

in Figure 2.13(a). The fading in time-stretch systems being deterministic allows for very

simplified system design and signal processing for employing phase diversity, unlike channel

fading in wireless communication which is stochastic in nature.

Figure 2.13: (a) Single-arm dual-output Mach-Zehnder modulator. (b) Calculated dispersion

penalty for two outputs of the modulator. Courtesy of [145].

The output optical fields Eout,1 and Eout,2 at the two output ports of the single-arm

dual-output modulator are given by,

Eout,1 = jEinexp

(

j
πV

2Vπ

)

cos

(

πV

2Vπ

)

(2.12)
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and

Eout,2 = jEinexp

(

j
πV

2Vπ

)

sin

(

πV

2Vπ

)

(2.13)

where Ein is the input optical field.

The optical signals from the two output ports of the MZ modulator differ in phase by

90◦ in the phase and therefore their fading characteristics will also be different as shown in

Figure 2.13(b). The RF power spectrum of the two outputs is given by [114,142],

H1 (f) = cos2
(

φDIP −
π

4

)

(2.14)

and

H2 (f) = cos2
(

φDIP +
π

4

)

(2.15)

where the dispersion induced phase (DIP) is given by,

φDIP =
2π2β2L2f

2

M
(2.16)

where f is the signal frequency, L2 is the length of the second dispersion compensating fiber

(D2), β2 is the the fiber group velocity dispersion parameter, and M =
(

1 + L2

L1

)

is the

stretch factor where L1 is the length of the first dispersion compensating fiber (D1).

As shown in Figure 2.13(b), when the frequency response at one of the output port

experiences a minimum or a null, the other output port experiences a maximum. The

dispersive RF fading effect can be overcome by exploiting this complementary diversity

behavior when the outputs from both the ports are captured. Analytically,

H1 (f) +H2 (f) = cos2
(

φDIP −
π

4

)

+ cos2
(

φDIP +
π

4

)

= 1 (2.17)

which is free of any fading.

Antennae combining algorithms that are utilized to maximize the signal-to-noise ratio of

the signal in a wireless system is applied to combine the outputs from the two ports. The

maximum ratio combining (MRC) algorithm can be used to add the outputs from the two

MZ modulator ports with a weight proportional to the voltage SNR of the channel. The
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weights used for phase diversity time-stretch system are such that,

W1 = cos
(

φDIP −
π

4

)

(2.18)

and

W2 = cos
(

φDIP +
π

4

)

(2.19)

such that,

W1cos
(

φDIP −
π

4

)

+W2cos
(

φDIP +
π

4

)

= 1 (2.20)

The complementary characteristics of the two output ports ensure that the combined

output is independent of frequency, thereby eliminating the RF fading effects. Phase diversity

with maximum ratio combining successfully demonstrated the digitization of a 26 GHz signal

in a time-stretch system which had a dispersion null at 26 GHz [145].

2.7.2 Single Side-band Modulation

(a) (b)

Figure 2.14: (a) Single sideband modulation implemented using a filter profile to reject the

lower sideband component; (b) Mitigated dispersion penalty in red curve. Courtesy of [143].

Single-sideband (SSB) modulation before time-stretching can also mitigate the effects of

dispersion penalty as it eliminates one of the sidebands resulting in [143, 146]. This can be

performed by using an optical bandpass filter to suppress one of the optical sidebands as
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shown in Figure 2.14(a). In order to demonstrate mitigation of dispersion penalty using

SSB modulation conversion, a programmable optical processor, Finisar WaveShaper 100,

was used to implement the desired filter profile [143]. As shown in Figure 2.14(b), the RF

fading due to dispersion penalty is mitigated (red curve). Also, complete sideband rejection

is not necessary as even a partial rejection of one of the sidebands will eliminate the null.

The remaining “soft” roll-off in the frequency response can be equalized digitally.

2.7.3 Coherent Detection

(a) (b)

Figure 2.15: (a) Single sideband modulation implemented using a filter profile to reject the

lower sideband component; (b) Mitigated dispersion penalty in red curve. Courtesy [121,147].

In optical communication links, two detection schemes can be employed: direct detection

and coherent detection. In direct detection, a photo-detector (PD) captures an optical signal

and the power, proportional to the amplitude squared of the electric field, is converted to a

current. Direct detection is the most straightforward receiver system and has been exclusively

employed in TiSER thus far. Along with simplicity, however, come drawbacks. All phase

information of the signal is lost and the output signal lies at baseband where it is susceptible

to interference from low frequency noise. In coherent detection receivers, the optical signal

is mixed with a reference beam, termed the local oscillator (LO), before detection. The LO

is designed to be stable and at a higher power than the signal. Since the PD responds to
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the optical electric field squared, a cross term is generated which is linearly proportional to

the electric field of the signal and LO. Although more complicated to implement, coherent

detection offers many advantages over direct detection. Amplitude and phase information

can be extracted, the cross term can be up-shifted away from low frequency noise, and the

signal is effectively amplified by the strength of the LO. All of these benefits result in a

receiver with up to 20 dB greater sensitivity [121, 147].

2.8 Technologies Enabled by Time-Stretch

Photonic time-stretch was originally developed to overcome the speed and resolution limi-

tations of high-speed ADCs. The time-stretch technology is at the heart of various high-

throughput, real-time instruments developed for science, medicine, and engineering appli-

cations, as shown in Figure 2.16. Time-stretch has been employed for the characteriza-

tion of “rare events” such as the discovery of optical rogue waves [148] and soliton explo-

sions [149,150]. Time-stretch has enabled the study of the buildup of mode-locking in mode-

locked laser [151] and internal dynamics of soliton molecules [152] and has transformed the

understanding of the mechanisms behind these phenomena. Time-stretch was used to di-

rectly observe the electron bunch microstructures with sub-picosecond resolution in a storage

ring accelerator [153–155]. It has enabled the record throughput of instruments such as serial

time-encoded amplified microscopes (STEAM) [156,157]. This technology enabled the detec-

tion of cancer cells in blood with sensitivity of one cell in a million [157–159]. Record-breaking

instruments for vibrometry and velocimetry were implemented using time-stretch [160].
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Figure 2.16: A time-line of the various applications enabled by time-stretch. Courtesy

of [110].

Various research groups across the world have adopted time-stretch as a technique for

characterization of ultra-fast phenomena. “We also stress the simplicity of the dispersive

time-stretch technique and the straightforward way in which the statistical and correlation

metrics can be extracted from experimental data. We suggest that this technique of real-

time spectral noise characterisation should now become the standard approach to analysing

noise effects in nonlinear fibre propagation as it provides a powerful means of allowing rapid

experimental optimization, and generating large data sets from experiment in this way is

orders of magnitude more efficient than stochastic simulations. Indeed, we anticipate wide
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application of this technique for detailed studies of noise in broadband pulse propagation,

the characterization of quantum-optical intensity-correlations in soliton dynamics, and in

the study of spectral instabilities in ultrafast nonlinear optics in general” [161].

A time-stretch accelerated processor (TiSAP) was implemented for BER based optical

performance monitoring to implement agile optical networks. This system relays the BER

information of the signals in the network as a feedback to the software-defined networking

controller to perform rapid corrective actions for network disasters. This technology was

also used to perform real-time, in-service signal integrity analysis of 10 Gbit/s streaming

video packets for the first time on a commercial optical networking platform [56]. Time-

stretch technology was also used to implement an extremely fast, ultra wide-band instanta-

neous frequency measurement instrument [76]. A single-shot network analyzer for ultra-fast

characterization of the frequency response of high-bandwidth electronic, electro-optic and

opto-electronic devices/modules/systems was developed using time-stretch [86]. These tech-

nologies will be discussed in detail in the subsequent chapters.

We have developed an intuitive web based calculator tool for quickly designing time-

stretch systems by characterizing dispersion penalty, the time-bandwidth product, spectral

resolution, and time-wavelength mapping for a set of system parameters [162, 163]. The

website based tools were released publicly and can be used anyone online.
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CHAPTER 3

Time-Stretch Accelerated Processor (TiSAP)

TiSER can capture high-speed data with high-throughput and apply digital signal process-

ing to recover the original signal. All the previous TiSER demonstrations have performed

this DSP in software on a PC after manually transferring the digitized data from a real-

time oscilloscope. In this chapter, I introduce the development of time-stretch accelerated

processor for in-service signal analysis which uses a custom developed digitizer board with

a powerful field programmable gate array capable of real-time processing of time-stretched

digitized data streams from the ADC. We report an in-service, digital signal analysis of up to

40 Gigabit/s data using an up to 2 Terabit/s (equivalent) burst-mode processor for enabling

agile optical networks. The processor comprises a time-stretch front-end and a custom data

acquisition and real-time signal processing back-end. Experimental demonstration of real-

time, in-service, signal integrity analysis of streaming video packets at 10 and 12.5 Gbit/s

is also presented. The measurement of parameters such as jitter, rise and fall times, based

on the eye diagrams reported by the time-stretch systems is compared with equivalent-time

sampling and real-time oscilloscopes.

3.1 Introduction

The rapidly increasing demand for higher data rates in Internet data communication demands

better network performance. This in turn requires the implementation of faster ways to

monitor degradation/faults in the system and to perform efficient, automated corrective

actions to the affected unit in the optical fiber communication network [47,164]. Burst-mode

real-time, in-service, signal analysis for degradation/fault detection can meet these challenge
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and help improve quality of transmission of the optical network. It also can benefit radio

frequency communication technology by enabling adaptive modulation schemes based on

the ultra-fast estimated in-service bit-error rate [165]. Real-time, in-service, eye diagram

generation and BER estimation has always been a challenging problem. Prior art utilizing

a front-end analog-to-digital converter [166] to digitize the data signal in real-time and then

perform BER estimation on in-service data has considerable limitations. Performing real-

time signal analysis on high-speed data (> 5 Gbit/s) requires very high bandwidth digitizers

with very high resolution, which is difficult to achieve [90] and also a real-time processing

platform that could handle the huge amount of data that is being generated by sampling

at a rate much higher than the bandwidth of the signal. High performance ADCs that

support very high analog bandwidths are also very power hungry and require expensive

process technologies [90, 91, 94, 95].

Bit error rate testers have been a popular instrument for BER measurements of devices,

channels, and systems. Although BERTs can take very high accurate measurements, it can

only be used for out-of-service measurements and cannot test the performance of a device

while in service. A sampling oscilloscope performs signal integrity measurements by relying

on the repetitive or clock synchronous nature of the input signal for digital reconstruction.

An equivalent-time oscilloscope samples signals at megahertz frequencies (up to 10 MHz) and

then reconstructs the signals digitally, which requires a long time for accurate measurements.

Real-time oscilloscopes and digitizer are gaining popularity for use in signal integrity mea-

surements due to the availability of ADCs with high analog bandwidth and high sampling

rates. However, these oscilloscopes are very expensive, suffer from high power consumption

and have very limited resolution at high signal bandwidths.

As opposed to traditional approaches, the time-stretched enhanced recording (TiSER)

digitizer [95, 110–115, 119–121, 147] enables ultra-high throughput and precision capture of

wide-band analog signals by slowing them down so they can be digitized in real-time with

a slower, higher-resolution, more energy efficient analog-to-digital converter. By contrast, a

sampling or equivalent-time oscilloscope performs signal integrity measurements by relying

on the repetitive or clock synchronous nature of the input signal for digital reconstruction.
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An equivalent-time oscilloscope samples signals at megahertz frequencies (up to 10 MHz) and

then reconstructs the signals digitally, which requires a long time for accurate measurements.

Even though it can achieve equivalent-time bandwidths of up to 110 GHz, it cannot capture

single, rare and non-repetitive signal events. The TiSER oscilloscope, on the other hand,

features an extremely fast acquisition time and employs real-time burst sampling modality to

achieve much higher sampling throughput compared to conventional communication signal

analyzers. It can also record ultra-fast, non-repetitive dynamics that occur within the burst

period, which is impossible to achieve in a conventional sampling oscilloscope [119].

We report a 2 Terabit/s burst-mode time-stretch accelerated processor (TiSAP) for opti-

cal performance monitoring and RF signal integrity analysis for enabling the development of

next-generation software-defined networks for optical and RF communication. The TiSAP

combines the time-stretch pre-processing, analog-to-digital conversion, clock recovery from

the data and digital processing on a single physical platform [56]. The system eliminates

read/write transfer bottlenecks and software processing latencies, using parallel digital signal

processing. The in-service, captured time-stretched data is digitally processed in real-time,

using a field programmable gate array (FPGA) with a large local random access memory

(RAM) bank. It can also be streamed to a host PC or to a remote computer via network

for post-processing and additional analysis.

We demonstrate real-time digitization and processing of 10 Gigabit/s and 40 Gigabit/s

RF signals generated by a pseudo-random bit sequence (PRBS) generator to generate real-

time eye diagrams. The recovered data, along with synchronization information, is streamed

to a computer, where eye diagrams are analyzed in software to estimate the BER.
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3.2 TiSAP System Design

Figure 3.1: Block diagram of the time-stretch accelerated processor (TiSAP) for high-speed

signal analysis. [56]

The TiSAP prototype system developed includes a photonic time-stretch front-end and a

custom designed high-speed electronic back-end with an on-board 3 Giga-samples/s ADC, a

clock and data recovery (CDR) module for in-service mode of operation, an FPGA (Xilinx

Virtex 6, XC6VLX240T), a high-speed RAM bank, and high-speed PC interfaces as shown

in Figure 3.1 [56].

3.2.1 Time-Stretch Front-end System

The photonic time-stretch front-end, as shown in Figure 3.2, consists of a femto-second mode

locked laser (MLL) operating at ∼36.7 MHz with 30 mW output power, and < 1 ps pulse

width. A linearly chirped optical signal, obtained by dispersing the pulses in a dispersion
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compensating fiber (DCF), D1, is modulated by the incoming electrical data, using a Mach-

Zehnder modulator, EOM, which supports up to 40 Gbit/s. As a second step, the data

signal is stretched in time by the propagation through a second dispersive fiber (D2), which

reduces its analog bandwidth to fit within that of the 2.5 Giga-samples/s digitizer. The

stretch factor, M, is given by equation 2.4.

Figure 3.2: A detailed block diagram of the time-stretch front-end referred to as Time-

Stretcher in Figure 3.1. Courtesy of [121].

With this approach, fast data can be captured in real-time by using a slow, high-resolution

ADC. The effective temporal resolution of real-time TiSER after time-stretch, however, scales

with the stretch factor, which results in an effective sampling rate of stretch factor times the

sampling rate of the back-end digitizer. The dispersion for D1 and D2 was chosen to have a

stretch factor of 100 for testing 40 Gigabit/s data and the sampling rate of the digitizer was

selected to be 2.5 Giga-samples/s, therefore the effective sampling rate of the system is 250

Giga-samples/s (100*2.5 Giga-samples/s).

The time-stretched signal after propagation through D2, is sliced by an optical bandpass

filter with 18 nm to center the optical spectrum at 1571 nm. The optical signal from the

bandpass filter is converted to an electrical signal by a photo-diode (PD) with 0.85 A/W

responsivity and transimpedance gain of 500Ω. The output of the photo-diode is amplified,

DC shifted and fed as an analog input to the electronic back-end board shown in Figure 3.4.
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3.2.2 Electronic Back-end System

Figure 3.3: The pulse shaping circuit for processing the trigger signal (SYNC) from the

mode-locked laser. Courtesy of [121].

A small fraction of the laser signal from the MLL is sent to a separate photo-detector (not

shown in Figure 3.2) and it’s impulse response is used to generate a synchronization (SYNC)

pulse train that is inputted to the general-purpose I/O terminals of the FPGA as the trigger

input to the system. Analog pulse conditioning as shown in Figure 3.3 is necessary in order

to appropriately trigger the FPGA, i.e., to comply with the FPGA input terminal logic levels

and the minimum pulse widths. To this end, the impulse response of the photo-detector with

a pulse width < 1 ns is broadened in time by using a 117 MHz analog low pass filter which

significantly attenuates the signal. The broadened pulse is inverted by using an inverting

amplifier to create a high duty cycle signal. The inverted signal is amplified using a 500

MHz low noise amplifier (LNA) with 25 dB gain and DC shifted using a bias tee to raise the
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logic HIGH signal level to appropriate voltage.

Figure 3.4: A block diagram of the custom designed 3 Giga-samples/s digitizer-FPGA board.

[56]

The custom digitizer-FPGA board shown in Figure 3.4 uses an 8-bit ADC (National Semi-

conductors ADC083000), which supports a maximum sampling rate of 3 Giga-samples/s.

The digitizer is operated in a mode that utilizes both the rising and falling edge of the in-

put clock, resulting in the overall sample rate being twice the input clock frequency [167].

The external clock frequency used is 1.25 GHz which results in a sampling rate of 2.5 Giga-

samples/s. The external clock is obtained by dividing the clock signal generated by either

a PRBS generator or a clock and data recovery module. The digitized outputs in the ADC

are demultiplexed to four 8-bit ports, each of which outputs four bytes of digitized sample

points at double the data rate (DDR) of the 312.5 MHz differential output clock. This dif-

ferential output clock is divided by two inside the FPGA, which consequently comprises the

main computation clock of 156.25 MHz. The total number of 8-bit digitized sample points

captured by FPGA in a computation clock cycle therefore is 16. The FPGA device on the

board is a Xilinx Virtex 6 XC6VLX240T device which has more than 240,000 logic blocks

with 768 DSP48E1 slices and over 14 Mb of integrated block RAM [168].
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Figure 3.5: A photograph of the custom designed 3 Giga-samples/s digitizer-FPGA board

with 2 GB of DDR-III SO-DIMM RAM module, support for USB 2.0, USB 3.0, SATA, and

Gigabit Ethernet interfaces to computer or network. Courtesy of [121].

The ADC and FPGA system are synchronized to the same clock signal. The digitizer

board has an on-board clock generator and an internal PLL to generate a 1.5 GHz clock signal

that can be used to operate the ADC at its maximum sampling rate of 3 Giga-samples/s.

However for the system described here, the digitizer-FPGA board was externally clocked.

An an appropriate clock divider circuit is used to generate a 1.25 GHz clock signal from

either the clock output of a PRBS generator or from a clock and data recovery module for

in-service operation of the system. When the system is used in in-service mode, i.e. to

analyze the signal integrity of a functioning network or a communication channel, a CDR

module is used to recover clock from the incoming data signal. When using the system in

out-of-service mode with a pseudo-random bit sequence generator, the clock output of the

generator can be used directly instead of employing the CDR module to recover clock from

data input.
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A photograph of the custom digitizer-FPGA board is shown in Figure 3.5. The FPGA can

be interfaced to a computer using any of the multiple types of interfaces available including

USB 2.0, USB 3.0, SATA, or Gigabit Ethernet. The Gigabit Ethernet interface to the FPGA

device enables transmission of collected digitized samples or processed data to a remote

computer or to the cloud network for additional analysis and archival. The digitizer-FPGA

board also has an interface to a 2 GB Micron DDR-III small outline dual in-line memory

module (SO-DIMM) RAM compatible with the FPGA device. A DDR controller intellectual

property (IP) core can be instantiated into the FPGA design for enabling buffering up to 2

GB of 3 Giga-samples/s sampled or digitally processed data.

3.3 FPGA Logic Implementation

Figure 3.6: A block diagram of the pipelined logic modules implemented on FPGA.

Digitally recovering the time-stretched data poses significant challenges, including dynami-

cally synchronizing the FPGA to the MLL pulse, determining the envelope of the time-stretch

carrier pulse, and removing the envelope from each captured modulated pulse. The custom

logic implemented on the FPGA consists of four modules which run concurrently and in a

pipeline and can be in seen in Figure 3.6. A pictorial representation of the data flow between

the pipelined modules can be found in Figure 3.7. The synchronization module counts the

laser pulses to precisely determine the laser repetition rate for synchronizing the FPGA to

the time-stretched pulses. The framing module uses the precisely computed laser repetition
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rate to synchronize the frames of time-stretch pulse data by performing a modulo operation

in the time-domain. This module also consists of a part of the FPGA logic, running at a

much higher clock rate compared to the rest of the logic in order to sample the incoming

trigger signal from the MLL and estimate the starting point of the frame data.

Figure 3.7: A pictorial representation of the pipelined logic implemented on FPGA. Each

block represents 1024 laser pulses ∼4403.2 clock cycles ≈ 28.18 µs.

The envelope recovery module performs averaging of every 1024 synchronized frames of

the data modulated, time-stretched pulses to estimate the envelope of the time-stretched

signal. The data recovery module divides the next incoming synchronized frames by the

previously computed envelope to recover the high-speed data signal to be analyzed. This

section is adapted from [56,121], for which I jointly developed the logic design described here

with Brandon Buckley.
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Table 3.1: A glossary of the variables used in the design description

Variable Description

Ctrig The fixed number of mode-locked laser trigger pulses to be counted in the synchro-

nization module to start synchronization.

Xtrig Trigger Counter: Counts the number of mode-locked laser trigger pulses.

Xsync Synchronization Counter: Counts the number of FPGA clock cycles at 156.25 MHz

corresponding to the fixed Ctrig MLL trigger pulse count. When Xtrig reaches the

fixed Ctrig count, the synchronization module stores the corresponding Xsync value

and resets the count.

Nsample Keeps a count of the number of digitized sample points from the ADC since the

first trigger pulse in the framing module and resets once 1024 frames have been

reached.

TMLL The number of sample points representing the mode-locked laser period.

Nclk Counts the number of FPGA clock cycles at 156.25 MHz within the framing module

to obtain the number of sample points given by, Nsample = 16 × Nclk.

Nframe Frame counter: Incremented every time a synchronized frame has been formed.

Rtrig Trigger Register Value

A glossary of the various variables used in the FPGA logic design element description

can be found in Table 3.1.

3.3.1 Synchronization Module

The purpose of synchronization module is to synchronize the digitized time-stretched data

modulated MLL pulse with the digital data, FPGA, and ADC clock domains. If we recall

Section 3.2.2, the FPGA and ADC are synchronized by the same clock derived from the

data signal. The synchronization module accomplishes this by computing the period of the

asynchronous MLL pulse very accurately in terms of the number of the digitized sample
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points, which are synchronized to the FPGA clock. The period of the MLL pulse can be

computed with respect to FPGA clock by counting a large number of input MLL trigger

pulses, Ctrig, and dividing it from the corresponding number of FPGA clock cycles, Xsync.

For any specified trigger count, the corresponding synchronization count specifies the average

MLL pulse period. If we can estimate this pulse period very accurately we can synchronize

the operations on the digitized laser pulses and the modulated data in all the subsequent

modules in the pipeline.

The synchronization module is implemented by concurrently operating two counters, one

counting the laser pulses via trigger signal, Xtrig, and the other counting the number of the

FPGA clock pulses, Xsync. Once the trigger counter reaches a fixed number, Ctrig (typically

= 221), the corresponding FPGA clock count is stored into a register, both counters are reset,

and it starts counting again. The mode-locked laser pulse period can therefore be given by,

TMLL(clock cycles) =
Xsync

Ctrig

(3.1)

TMLL(sample points) =
Xsync

Ctrig

× 16 (3.2)

A simple state diagram representation of the state machine is shown in Figure 3.8. Since

the MLL repetition rate is ∼36.7 MHz and the FPGA clock frequency is 156.25 MHz, the

MLL pulse period can be given by Xsync

Ctrig
≈ 4.25 clock cycles. To obviate the need for a

decimal divider implementation, Ctrig was chosen to be a power of two, which would enable

division by shifting the decimal point.
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Figure 3.8: State machine diagram for the synchronization module. Courtesy of [121].

Intuitively, using a larger trigger count would result in a more accurate determination of

the MLL pulse period. Quantitatively, the main cause for the inaccuracy in synchronization

can be attributed to the integer granularity of the synchronization counter, Xsync. Since 16

digitized sample points are received from the ADC at every FPGA clock cycle, the MLL pulse

period can also be given by TMLL = (Xsync / Ctrig) × 16 ≈ 69 sample points. For a maximum

error in Xsync of one clock cycle, the uncertainty in TMLL is given by 16/Ctrig. The accuracy

can be improved by using a larger trigger to obtain, Xsync, with slower synchronization

response time, which is given by Ctrig /36.7 MHz = Ctrig × 27 ns. But the MLL pulse

repetition rate slowly drifts over time. Therefore, to account for temperature fluctuations,

we selected a response time faster than 100 ms, which gives us Ctrig = 221 (as log 2Ctrig <

22).

3.3.2 Framing Module

The framing module receives the digitized data from the ADC and creates frames containing

48 sample points each of the time-stretched pulses. It was found that for the dispersive

fiber and optical bandwidth configuration used in the system, 48 samples from the ADC

corresponding to 3 FPGA clock cycles, is sufficient to collect the usable portion of the time-

stretched pulse.
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Figure 3.9: An example timing diagram for the 1-bit quantizer operating at 625 Mega-

sample/s enabled by the flip-flop synchronizer circuit running at four times the FPGA clock

frequency.

The framing module also has a special trigger pulse sampling logic implemented inside

the FPGA that runs at 625 MHz which is four times the FPGA clock frequency to accurately

determine an approximate start point of the trigger pulse. The I/O terminal of the FPGA

receiving the analog pulse shaped trigger (see Section 3.2.2) signal is synchronized by using

cascaded flip-flops running at 625 MHz. To this end we used the Xilinx Mixed-Mode Clock

Manager, employing integrated phase locked loops (PLL) [169], to generate a clock frequency

that is four times that the main FPGA clock frequency. The flip-flop based synchronizer

logic effectively function as 1-bit quantizer running at 625 Mega-sample/s producing four

sequentially sampled bits of the trigger pulse at the main FPGA clock frequency of 625/4 =

156.25 MHz. We combine two such nibbles (4- bits) from two consecutive FPGA clock cycles

in time to create a byte of trigger pulse sample bits which is stored to a trigger register, Rtrig,

as shown in an example timing diagram on Figure 3.9. Based on this sampling rate and the

duty cycle of the analog pulse shaped trigger shown in Figure 3.3 and the example timing

diagram shown in Figure 3.9, we can observe that there are only eight possible trigger

register values which can be seen in Table 3.2. Please note that only the flip-flop based

synchronizer logic for sampling the trigger pulse operates at 625 MHz clock, whereas all the

other computational logic operates at the main FPGA clock frequency of 156.25 MHz.
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Table 3.2: The only eight potential values of the trigger register, Rtrig, in binary and hex-

adecimal representation

Trigger Register Values

(Binary)

Trigger Register Values

(Hexadecimal)

0000 1111 0F

1000 1111 8F

1000 0111 87

1100 0111 C7

1100 0011 C3

1110 0011 E3

1110 0001 E1

1111 0000 F0

Each of the eight trigger register values has a corresponding sample point position closer

to the starting of the rising edge of the time-stretched pulse. The offset for the starting

sample point of the pulse for these eight possible trigger register values depends on the

delays of the RF cables used in the setup. Once the sample point offset is estimated for

these eight possible positions for a fixed experimental setup, the framing logic can use the

trigger register value to determine the approximate starting sampling point in time to begin

storing the data frames. But the analog pulse-shaped MLL trigger is only sampled at 1/4th

of the ADC sampling rate which would lead to an unacceptable jitter of 4 sample points.

Therefore we cannot use this approach alone for creating the data frames at the occurrence

of every trigger.

Instead of only using the trigger register value for every frame, we only use it for starting

the sample point of the first frame at the beginning of 1024 frame sequences. For the

subsequent starting sample points within the next 1023 frames, we make use of the FPGA

clock count stored previously by the synchronization module, Xsync. By performing a modulo

operation on the digitized samples count since the first MLL trigger, Nsample, with the MLL
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period in sample points, TMLL, the time to begin the next data frame is precisely estimated

with one sample point resolution. Modulo operation can be a very logic resource consuming

operation. We designed an optimized implementation of modulo computation logic with

significantly lesser resources than conventional approaches. The modulo operation to be

performed is given as,

Nsample (mod TMLL) = Nsample − TMLL × floor

(

Nsample

TMLL

)

(3.3)

We obviate the need for the divider in equation 3.3 by using a frame counter Nframe

which gets incremented every time a frame is formed, which is equivalent to the operation

of floor
(

Nsample

TMLL

)

. A second counter, Nclk, counts the number of the sample points and gets

incremented every clock cycle such that Nsample = 16 × Nclk. Therefore using equation 3.2,

3.3 can be written as [121],

Nsample (mod TMLL) = Nsample − TMLL × floor

(

Nsample

TMLL

)

= 16×Nclk −

(

Xsync

Ctrig

)

× 16×Nframe

= 24 ×Nclk −

(

Xsync

2log2Ctrig−4

)

×Nframe

=

(

2log2Ctrig ×Nclk −Xsync ×Nframe

2log2Ctrig−4

)

(3.4)

As seen in the final form of equation 3.4, the operation only a multiplication, subtraction,

and a division. The multiplication operation of Xsync×Nframe is implemented by increment-

ing another counter by the Xsync count for every frame. The division in the equation is by

a number that is a power of two which is accomplished by right shifting and decimal point

truncation. Whenever the modulo operation for equation 3.4 yields a value less than 16,

the framing module starts creating a new frame. The corresponding modulo value points to

starting sample point out of the 16 sample points in the current FPGA clock cycle. A state

diagram of the state machine implemented for this logic is shown in Figure 3.10.

51



Figure 3.10: State machine implemented for the framing module. Courtesy of [121].

Figure 3.11: The successful synchronization of 330 overlayed frames of unmodulated time-

stretched pulses with one sample point jitter.

The accuracy in the synchronization of the frames corresponding to the unmodulated

time-stretched mode-locked laser pulses can be visualized by overlaying synchronized con-
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secutive frames as shown in Figure 3.11. A source of jitter in the synchronized frames is

the error in the computation of Nclk. As the frames are being formed for 1024 pulses, the

deviation from the true starting point can accumulate and cause a walk-off of the frame

starting. Since we reset and find the new trigger position based on the trigger register every

1024 frames, we do reduce the walk-off jitter periodically. The average walk-off jitter is given

by 2−
(

log2Ctrig−14

)

, which for Ctrig = 221 to have sub-100 ms response time, is ∼0.008 sample

points, which is negligible. The truncation operation during division in the implemented

modulo logic, results in a minimum of one-sample point jitter as can be seen in Figure 3.11.

This limits the resolution with which the time-stretched pulse can be synchronized.

Figure 3.12: The successful synchronization of numerous overlayed frames of unmodulated

time-stretched pulses after interpolation resulting in extremely low jitter.

The resolution of synchronization of the time-stretched pulses can be significantly im-

proved by applying linear interpolation on the digitized samples. After performing linear

interpolation, we find that the jitter due to truncation of modulo is extremely low as can be

seen in Figure 3.12. Although the interpolation of synchronized frames was implemented on

the FPGA to prove that it can reduce the jitter due truncation, it was not implemented in
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the complete system design for generating eye diagrams and this work is to be done in the

future.

3.3.3 Envelope Recovery Module

The envelope recovery module averages each set of synchronized frames of time-stretched

pulses carrying the digital data to be analyzed to compute an envelope. The envelope of

the time-stretched pulse is used for recovering the modulated digital data by dividing the

synchronized modulated pulses with it. Each modulated laser pulse after time-stretching

can be represented by the following equation:

Pulse(t) = Env(t)[1 + Sig(t)] (3.5)

⇒ Sig(t) =
Pulse(t)

Env(t)
− 1 (3.6)

where Env(t) is the spectral envelope of the MLL pulse after dispersion and Sig(t) is the

time-stretched signal of interest [121].
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Figure 3.13: The RMS deviation of the envelope calculated after averaging a varying number

of synchronized pulses. The RMS deviation flattens out after increasing the number of frames

beyond 1000. Courtesy of [121].

To ensure an accurate envelope calculation, a sufficient number of pulses have to be
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averaged. To determine an appropriate number of frames averaged, we calculated the root

mean square (RMS) deviation from the reference envelope (generated by averaging > 3000

frames) for varying numbers of frames averaged. This analysis demonstrated that the RMS

deviation flattens out beyond 1000 Frames as seen in Figure 3.13. We consequently chose an

averaging over 1024 pulses to compute the envelope obviating the division operation which

reduces FPGA resource consumption.

3.3.4 Data Recovery Module

The data recovery from the time-stretched pulses is performed by dividing the synchronized

frames by the computed envelope using a single precision floating-point (SPFP) divider logic.

The fixed point data received from the ADC in bipolar offset binary (BOB) format is first

converted to signed twos-complement format. The two-complement format data is then

converted to IEEE 754 format for single-precision floating point representation in 32 bits,

consisting of a 24-bit mantissa and an 8-bit exponent [170]. We used the Xilinx floating point

IP core to divide each frame with the envelope computed from the previously synchronized

1024 pulses. The latency of the SPFP divider IP core was 28 clock cycles (mantissa bit

width, 24 + 4 clock cycles). The prototype logic with the divider core dropped three out of

every four pulses resulting in a throughput reduction by a factor of four. A carefully selected

and designed fixed point divider can be used in the future to reduce the logic resource

consumption as well the drop in throughput.
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3.3.5 FPGA Logic Resource Utilization

Table 3.3: FPGA Device Utilization Summary

Slice Logic Utilization Used Available Utilization

Number of slice

registers
20,762 301,440 6%

Number of slice

look-up tables (LUT)
25,445 150,720 16%

Number of occupied

slices
8,975 37,680 23%

Number of

RAMB18E1/FIFO18E1s
8 832 1%

Number of

ILOGICE1/ISERDES1s
38 720 5%

Number of

OLOGICE1/OSERDES1s
18 720 2%

The FPGA logic resource utilization summary can be found on Table 3.3. The implemented

FPGA logic utilized only 6% of the slice register and 16% of the slice look-up tables. The

FPGA outputs the mode-locked laser pulse period, TMLL, in term of sample points and each

of the 48 sample point frame of the recovered data using eight 18 bit wide first-in, first-out

(FIFO) buffers, outputting 2 bytes worth of data each. The logic resource utilization could

be further optimized by custom designing the right fixed point divider instead of using the

available Xilinx single-precision floating point divider IP core.
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3.4 Testing of PRBS Data

Figure 3.14: The setup for testing PRBS data. The stretch factor for 10 Gbit/s and 40

Gbit/s PRBS data setup were 50 and 100 respectively. The clock divider used for 10 Gbit/s

and 40 Gbit/s PRBS data setup were 8 and 16 respectively.

Figure 3.15: A photograph of the setup for testing PRBS data.

The setup for testing PRBS data at 10 Gbit/s and 40 Gbit/s is shown in Figure 3.14 and

in 3.15. The stretch factor for 10 Gbit/s and 40 Gbit/s PRBS data setup were 50 and 100

respectively. The clock divider used for 10 Gbit/s and 40 Gbit/s PRBS data setup were 8

and 16 respectively.
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Figure 3.16: A detailed block diagram of the time-stretch accelerated processor for analyzing

40 Gigabit/s PRBS data.

A detailed block diagram of the TiSAP system for analyzing 40 Gigabit/s PRBS data

is shown in Figure 3.16. The time-stretch front-end system is composed of TiSER which

receives a high-speed electrical signal, in this case 40 Gigabit/s PRBS data, and produces

two outputs: an optical output of the time-stretched laser pulse with the electrical signal

modulated on it, and an electrical SYNC output from an internal photo-detector. The

PRBS also outputs a clock signal at half it’s data rate, which is 20 GHz, which is divided

to produce the ADC sampling clock signal of 1.25 GHz, resulting in a sampling rate of 2.5

Giga-samples/s. For using the same system for 10 Gigabit/s PRBS data, the output clock

from the PRBS generator was 10 GHz. Therefore, we would divide this 10 GHz clock output

from the PRBS using a divide by 8 divider to generate the ADC sampling clock of 1.25 GHz.

The FPGA outputs the mode-locked laser pulse period, TMLL, in term of sample points

(see equation 3.2), and the 48 sample points corresponding to a frame to a local computer

via USB 2.0 or to a remote computer or cloud via Gigabit Ethernet. Since the PRBS clock

synchronizes both ADC and FPGA, the number of sample points that make up one unit

interval (UI) of the PRBS can be determined. A MATLAB code uses this synchronization
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count to generate the eye diagrams from the recovered data to measure the various signal

integrity parameters.

(a) Equivalent time sampling oscilloscope. (b) TiSAP.

Figure 3.17: Eye diagram of 10 Gigabit/s PRBS data

(a) Equivalent time sampling oscilloscope. (b) TiSAP. Courtesy of [121].

Figure 3.18: Eye diagram of 40 Gigabit/s PRBS data.

The eye diagrams obtained using TiSAP and the corresponding measurements employing

an equivalent time sampling oscilloscope can be found at Figures 3.17 and 3.18. The jitter

present in the eye diagrams in Figures 3.17(b) and 3.18(b) is primarily due to the one-

sample point jitter in the framing module (see Section 3.3.2). The one-sample point jitter
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corresponds to approximately less than one-tenth and one-sixth of a UI for 10 Gbit/s (stretch

factor = 50) and 40 Gbit/s data (stretch factor = 100), respectively. The PRBS source used

for 40 Gbit/s data had inherent rms jitter of 2.4 ps, the effect of which can be seen on the

eye diagrams in Figure 3.18(a) and 3.18(b). Implementing interpolation on sample points

can significantly reduce the jitter added by the framing module and thereby improving the

quality of the eye diagrams produced for a low jitter PRBS generator.

3.5 Eye Pattern Measurements

The real-time burst sampling modality of TiSAP allows us to capture real-time long segments

of the signal to be analyzed in a very short acquisition time of ∼28 µs. The captured samples

within the real-time burst window of TiSAP are effectively sampled with one hundred times

the sampling throughput of conventional techniques. This enables us to observe ultra-short

single-events, transient effects, etc., which cannot be captured by conventional oscilloscopes.

This section is adapted from [171], for which I jointly performed the experimental setups

and data collection with Daniel Lam.
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Figure 3.19: A sample eye diagram of 10 Gigabit/s data with the regions where statistical

analyses are performed to estimate bit-error rate, jitter, and rise and fall times. Courtesy

of [171].

The eye diagrams or otherwise called eye patterns of the modulated digital data generated

by TiSAP can be used to perform various measurements. These measurements include but

are not limited to bit-error rate (BER), jitter, rise and fall times, Q-factor, etc. Statistical

analyses are performed on the eye diagrams as depicted in Figure 3.19 to estimate all these

parameters representing the quality of transmission [171]. The measurements performed

with TiSAP on 10 Gigabit/s PRBS/BERT data is compared with that from a BERT for

BER and sampling oscilloscope for other parameters.
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3.5.1 Bit-Error Rate Measurement

(a) TiSAP (b) BERT

Figure 3.20: The test setups for measuring BER using TiSAP and BERT for the same PRBS

output.

The BER measurements performed using TiSAP on 10 Gigabit/s PRBS data generated

by the BERT was compared against that reported by the BERT in loop-back mode. The

BERT used was a Keysight Technologies’ Centellax TG1B1-A, which is a 10 Gigabit/s

pseudo-random bit sequence generator and bit error rate tester [172]. A bit error rate tester

essentially consists of a pattern generator, which transmits a fixed test pattern to the device

under test, an error detector connected to the output of the device under test counts the

errors, and a clock generator to synchronize the pattern generation and error detection

process. Some BERTs may have an optional communication analyzer to display the eye

diagrams or optical-electrical or electrical-optical converters for supporting optical signals.

The block diagram of the test setups using TiSAP and the BERT as the measurement

instrument are shown in Figures 3.20(a) and 3.20(b) respectively.
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(a) BERT

(b) TiSAP (c) Equivalent time sampling oscilloscope

Figure 3.21: The comparison of a BER measurement of 10 Gbit/s data using TiSAP and

BERT for the same PRBS output with noise as well the eye diagrams obtained using TiSAP

and an equivalent time sampling oscilloscope. Courtesy of [171].

We used a wideband avalanche diode noise generator, Agilent 346C, to add noise to the

PRBS output of the BERT to increase the bit error rate. This noise source produces an

output with a noise spectrum from 10 MHz to 26.5 GHz, when 28V is applied to it’s DC

power terminals [173]. The noise output combined with the signal was sent to the TiSAP and

also in a separate experiment, as seen in Figures 3.20(a) and 3.20(b), to the receiver and error

detector unit of the BERT where the bits were compared to the transmitted signal obtain the

BER. Experiments were conducted to sweep the signal BER values within the range of 10−3

to 10−12. For extremely small BER values, less than 10−12, the BER reported by TiSAP

were three orders of magnitude off from the BERT. This is due to the statistical nature of

BER estimation from eye diagrams as opposed to the deterministic error counting for every
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data symbol by the BERT. For larger BER conditions of the signal, the BER estimated by

the TiSAP matched within less than an order of magnitude of the BERT. More extensive

comparison of the BER for various test environments for optical fiber communication systems

is reported in Section 4.3.

3.5.2 Jitter, Rise, and Fall Time Measurement

Figure 3.22: The determination of the mean value of logic HIGH and LOW levels from the

eye diagram of 10 Gigabit/s data. Courtesy of [171].

Jitter is an important parameter of integrity of transmitted data and severely degrades the

signal-to-noise ratio. Jitter in the signal is assumed to be due to random noise following a

Gaussian distribution. Therefore the data jitter is estimated by generating a histogram of

the eye diagram and applying a Gaussian curve fit on the histogram at the crossing point

of the eye diagram. The mean value of the HIGH and the LOW levels of the signals are

determined from the histogram as shown in Figure 3.22 [171].
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(a) Rise time estimation (b) Fall time estimation

Figure 3.23: The rise and fall time estimation from the histograms of the rising and falling

edges in the eye diagram, respectively. The time interval between the purple lines gives the

rise and fall times from the respective histograms. Courtesy of [171]

The rise and fall times are also estimated from the histogram of the eye diagrams. The

rise time was measured by determining the time it takes for the signal level on the rising edge

to reach from 10% to 90% of the mean HIGH level and vice versa for fall time estimation as

shown in Figure 3.23 [171]. The time interval between the purple lines gives the rise and fall

times from the respective histograms.

Table 3.4: Comparison of TiSAP estimated jitter, rise and fall time for 10 Gigabit/s data

with that reported by 16 GHz analog bandwidth, 50 Giga-samples/s real-time oscilloscope,

Tektronix DPO71604C [171].

Parameter TiSAP Real-time Oscilloscope

Jitter (ps) 3.6 3.5

Rise time (ps) 39.3 42

Fall time (ps) 39.5 42.4

The statistically estimated jitter, rise, and fall times from the eye diagram measure-

ments obtained using TiSAP were compared to that from a real-time oscilloscope, Tektronix
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DPO71604C, which has an analog bandwidth of 16 GHz and 50 Giga-samples/s sampling

rate. A comparison of the estimated jitter, rise, and fall times by TiSAP with the mea-

surements observed on the real-time oscilloscope is shown on Table 3.4 [171]. We find that

the estimated signal integrity parameters by TiSAP is comparable to the measurements per-

formed using a real-time oscilloscope. The better rise and fall times reported by TiSAP over

the real-time oscilloscope can be attributed to the higher sampling throughput of TiSAP

(2.5 times) which results in having lot more sample points in the rising and falling edges of

the signal.

3.6 Discussion

Table 3.5: Comparison of the specifications of TiSAP with a sampling oscilloscope

Specification Sampling Oscilloscope TiSAP

Measurement time seconds to minutes.
28 µs for eye diagram

27 ns – single-shot

Equivalent sampling rate Several Mega-sample/s 250 GSps Burst sampling

throughput using time-stretch.

Maximum bandwidth 100 GHz 40 GHz (limited by modulator

which can go up to 110 GHz)

and dispersion penalty (can be

mitigated to extend to Tera-

hertz)

Jitter 1 ps RMS
150 fs;

5.5 fs RMS (single-shot)

Power 400–700 W 50 W

TiSAP is extremely power efficient, consuming only 50 W when used with a 3 GSps digitizer

and an FPGA to perform digitization and measurement analyses as compared to over 400
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W for a commercial bench-top equivalent-time sampling oscilloscope. A comparison of the

various features and specifications of TiSAP with a sampling oscilloscope can be found on

Table 3.5.

3.6.1 Acquisition Time

The MLL repetition rate was ∼27.2 ns, and real-time eye diagrams are generated for every

1024 laser pulses. Therefore, the acquisition time of TiSAP is ∼28 microseconds (1024*27.2

ns), which is significantly lower than that of equivalent-time oscilloscopes. For the eye di-

agrams shown in Figure 3.17(b) and 3.18(b), as mentioned earlier, the acquisition time for

real-time TiSAP is ∼28 microseconds, while the acquisition time for sampling oscilloscope ex-

ceeds two minutes. This makes TiSAP ideally suited for feedback control in optical networks

employing software-defined network (SDN) controllers. The effective burst-mode sampling

rate for TiSAP is 250 GSamples/s for 40 Gigabit/s data testing, which is considerably higher

than real-time oscilloscopes for the same degree of resolution, thereby implementing an equiv-

alent 2 Terabit/s (2.5*100*8) burst-mode processor for signal integrity measurements.

3.6.2 Bandwidth and Dispersion Penalty

The analog bandwidth of time-stretch techniques are limited by dispersion penalty [113,114].

There are various techniques to overcome the dispersion penalty limit on the bandwidth of

time-stretched ADC and are discussed in Section 2.7. Overcoming the dispersion penalty

would result in an intrinsic bandwidth of 16 GHz × 100 = 1.6 THz. However, the practical

bandwidth is limited by the electro-optic modulator used which is 40 GHz in the reported

implementation. EOM bandwidth well above 100 GHz has been reported [80–82] and there-

fore can be used to extend the TiSAP measurement bandwidth to beyond 100 GHz. Even

though commercial real-time oscilloscopes have attained analog bandwidths of over 80 GHz,

the resolution of ADCs at very high frequencies diminish due to reduction in the effective

number of bits [90, 91, 94].
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3.6.3 Measurement Jitter

The timing jitter for the mode-locked laser was 150 fs (rms). The aperture jitter of the

back-end digitizer used, National Instruments’ ADC083000, was 550 fs (rms) and the stretch

factor (M) of TiSAP implementations were ∼50 and ∼100 for 12.5/10 G-bit/s and 40 Gbit/s

PRBS data, respectively. Therefore, based on equation 2.8, the measurement jitter is ∼150

fs.

If TiSAP is used in single-shot mode, the intra-pulse jitter of TiSAP, based on equation

2.9, is therefore ∼11 fs (550/50) and ∼5.5 fs (550/100) for stretch factors of 50 and 100,

respectively, which is extremely low compared to the intrinsic jitter suffered in state-of-the-art

conventional electronic digitizers [130]. This results in very accurate single-shot time-domain

measurements compared to measurements by real-time oscilloscope, where the jitter added

by the instrument has to be very accurately estimated and corrected.

3.7 Future Work

Future work needs to be done to improve the throughput and performance of the TiSAP

system. Replacing the floating point divider IP core with a custom designed fixed point

divider with the sufficient precision can reduce the FPGA logic resource utilization and

increase the throughput of the system. Gigabit Ethernet can be employed to speed up the

transfer speed of processed data to the computing platform, which may be either locally or

remotely available. A PCI-Express 3.0 interface based digitizer FPGA board can be designed

to significantly increase the data transfer rate to a local PC.

Interpolation in the time-domain on the synchronized frames has shown to improve the

single-point jitter arising from the framing module. This interpolation step needs to be

integrated with the rest of the FPGA logic to significantly reduce the jitter caused by the

framing module. The post processing of the eye diagrams for signal integrity analysis are

performed on the computer in the presented system. These signal integrity measurements

on the generated eye diagrams could also be integrated within the FPGA without using
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the on-board RAM or software. An optical time-stretch system can be employed with a

coherent receiver and used at the front-end to enable a modulation format agnostic optical

performance monitoring system that avoids the need for optical to electrical conversions.

Such a system would also extend the usability of TiSAP to coherent optical communication

applications.

3.8 Conclusion

We have demonstrated in-service eye diagram generation and BER estimation of 40 Gbit/s

data using a 2 Terabit/s burst-mode processing TiSAP system, consisting of a time-stretch

front-end and a customized electronic back-end. TiSAP has an effective sampling rate of

250 GSamples/s, and a very fast acquisition time of ∼28 microseconds. The time-stretch

accelerated processor can perform BER estimation for data rates up to 40 Gbit/s, which is

limited by the bandwidth of the electro-optic modulator and dispersion penalty. This tech-

nology is well suited for and aimed at ultra-fast, in-service, digital performance monitoring

for optical networks such as degradation/fault detection, correlation and localization, reli-

able signaling to notify other nodes, efficient routing algorithms, bandwidth management,

fast network restoration schemes, and as a high bandwidth RF signal analysis tool. The pro-

posed burst-mode real-time, in-service, optical performance monitoring solution can provide

necessary feedback to the SDN control plane to implement agile optical transport networks.

Extension of the single channel time-stretch front-end to a parallel array can extend the

current burst-mode operation to continuous-time [115].
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CHAPTER 4

Applications of TiSAP

The applications of time-stretch accelerated systems for enabling ultra-fast monitoring of

optical and electrical signals and for production-level device testing in high bandwidth com-

munication systems are reported. The presented bit error rate based optical performance

monitoring system has an acquisition speed of ∼28 µs. The ultra-fast measurements by Ti-

SAP enables advanced device-level software-defined networking features to implement agile

optical networks. Integration of TiSAP to an optical test-bed to study the performance of op-

tical aggregation networking including the effects of amplified spontaneous emission noise and

self phase modulation is presented. The experimental demonstration of TiSAP implement-

ing an agile optical network which adapts based on the quality of transmission is reported.

Experimental demonstration of the first real-time, in-service, signal integrity analysis of 10

Gigabit/s non-return-to-zero on-off keying modulated streaming video packets in a commer-

cial platform is also presented. A TiSAP based production-level opto-electronic/electro-optic

device testing system is proposed. An instantaneous frequency measurement system based

on time-stretch is also reported.

4.1 Introduction

The goal to implement efficient agile optical networks is a multi-university collaboration in-

volving the University of Arizona (UA), Columbia University, University of California Los

Angeles (UCLA), University of Southern California (USC), and Cornell University. Testbed

for Optical Aggregation Network (TOAN) located in the College of Optical Sciences at the

University of Arizona, Tucson. TOAN testbed is part of the National Science Foundation
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(NSF) funded Engineering Research Center (REC), Center for Integrated Access Networks

(CIAN). CIAN is a multi-institutional research effort consisting of the University of Ari-

zona (Lead), University of California at Los Angeles, University of California at San Diego,

University of California at Berkeley, University of Southern California, Columbia Univer-

sity, California Institute of Technology, Cornell University, Norfolk State University, and

Tuskegee University.

Figure 4.1: Photograph of the Testbed for Optical Aggregation Network (TOAN) located in

the College of Optical Sciences at the University of Arizona. Courtesy of [171].

TOAN, shown in Figure 4.1, is a network emulation testbed for studying performance

of a non-ideal, metro-scale aggregation networks and for developing and testing agile op-

tical software-defined networks. TOAN testbed provides multiple programmable network

elements including microelectromechanical systems (MEMS) based optical space switches,

wavelength selective switches (WSS), reconfigurable optical add-drop multiplexers (ROADM),

etc., and a customizable control plane to enable implementation of dynamically reconfig-
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urable optical networks. The TOAN testbed has the capability of generating a variety of

optical traffic such as 1-10 Gigabit Ethernet, OOK, dual-polarization quadrature phase-shift

keying (DP-QPSK), orthogonal frequency-division multiplexing (OFDM), synchronous op-

tical networking (SONET)/synchronous digital hierarchy (SDH), etc. [174].

Figure 4.2: Block diagram of the TOAN testbed and its control and management protocols

employing an SDN controller

The testbed network topology shown in Figure 4.2 consist of four nodes which are con-

nected using distance emulators (DE), which enables generation of transmission impairments

to study the associated instability and uncertainty in a full-scale metro-area network. The

testbed includes over 20 WSS and more than 10 erbium-doped fiber amplifiers (EDFA) with

a total of 17 wavelengths injected into the network. Multiple 10 Gigabit/s OOK signals, an

OFDM signal, as well a 40 Gigabit/s dual-polarization QPSK signal are among the various

signals injected into the network. The testbed is also connected to a Fujitsu Flashwave

9500 optical networking platform utilizing a 10 Gigabit/s NRZ OOK transmission. The

testbed consists of a software-defined networking controller employing the OpenFlow proto-

col [70]. The interface connecting the various network elements to the control plane is either

using Ethernet or via Extensible Messaging and Presence Protocol (XMPP). This section,

especially the description of the distance emulator, is adapted from [175].
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Figure 4.3: Distance emulator setup and its operation. Courtesy of [175].

Distance emulator employed in the testbed, shown in Figure 4.3 allows for injecting

individual or multiple transmission impairments to study their impact and test the agility of

the implemented re-configurable network. The implemented distance emulator can produce

the effect of up to 20 hops of transmission. The various impairments introduced using

the distance emulator are: (i) Self-Phase Modulation (SPM), (ii) OSNR degradation, (iii)

Amplified Spontaneous Emission (ASE) noise, and (iv) Polarization Dependent Loss (PDL).

The quality of transmission in the distance emulator is limited by OSNR at low optical launch

powers and by non-linear effects at high launch powers. The distance emulator consists of

a 40 km single-mode fiber (SMF) spool with dispersion compensation, and a tightly coiled

polarization maintaining (PM) fiber to introduce PDL fluctuations in the signal. OSNR

of the input signal can be degraded by injecting ASE noise. The ASE noise added signal

is transmitted through a transient controlled EDFA in which the transients occur due to

dynamic channel add-drop and PDL fluctuations [175].
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4.2 Integration of TiSAP into TOAN Testbed

Figure 4.4: A detailed block diagram of CIAN Box used in the TOAN testbed. DE: Distance

Emulator, WSS: Wavelength Selective Switch, OADM: Optical Add/Drop Multiplexer, DLI:

Delay Line Interferometer, OSNR: Optical Signal-to-Noise Ratio, TiSAP: Time-Stretch Ac-

celerated Processor, OFDM: Orthogonal Frequency-Division Multiplexing, DP-QPSK: Dual-

Polarization Quadrature Phase Shift Keying, OOK: On/Off Keyed. Courtesy of [171].

Dynamic reconfiguration in the networking nodes is enabled by inserting into each node a

unique platform called, CIAN Box, developed by the teams from Columbia University and

University of Arizona. A detailed block diagram of the testbed with the CIAN Box architec-

ture can be found in Figure 4.4. The CIAN Box consists of switching plane utilizing a Calient

Technologies 260x260 fiber switch to implement a colorless, directionless, and contentionless

(CDC) ROADM architecture. An optical performance monitoring plane is necessary to de-

tect degradation in the quality of transmission due to impairments. Therefore, an OPM
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plane consisting of an optical signal-to-noise ratio (OSNR) measurement technique employ-

ing a delay-line interferometer (DLI) developed by the team from University of Southern

California, and a BER estimation employing TiSAP were integrated into the CIAN Box to

consistently monitor the quality of the optical signals. TiSAP performs ultra-fast measure-

ments on the optical signals to estimate signal integrity parameters such as BER, jitter, and

rise and fall times. The CIAN Box also consist of a control plane implemented using an

SDN controller, which receives the OPM measured data to perform appropriate dynamic

reconfiguration of the network parameters and topology.

4.3 Optical Performance Monitoring for Agile Networks

Next generation fiber optical communication networks are expected to have very low time to

repair in the presence of impairments. This would require such networks to be smart, robust,

re-configurable, flexible and secure [48]. The service protection in Dense Wavelength Division

Multiplexed (DWDM) networks require efficient and accurate degradation/fault detection,

correlation and localization, reliable signaling to notify other nodes, efficient routing algo-

rithms, bandwidth management, etc. Optical performance monitoring (OPM) techniques

that can execute fast measurements is necessary for implementing agile optical networks.

TiSAP can perform signal integrity analysis of in-service data with an ultra-fast acquisition

speed of ∼28 µs and provide feedback to the SDN control plane to initiate the corrective

action. As shown in Figure 4.4, TiSAP integrated into the CIAN box to perform in-service

BER measurements on a 10 Gigabit/s NRZ OOK optical data. TiSAP periodically sends

the estimated BER of the optical data via XMPP to the SDN controller for enabling it

to tune the network parameters appropriately to ensure high QoT. We demonstrated the

ability of the implemented agile network to recover from disaster by switching the affected

wavelengths to another route based on the OSNR and BER of the optical signals [175].
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4.4 Characterization of Amplified Spontaneous Emission Noise

Figure 4.5: The setup for studying the effect on BER of 10 Gigabit/s NRZ OOK opti-

cal signal due to ASE noise using TiSAP and comparison with a BERT. PC: Polarization

Controller, EDFA: Erbium Doped Fiber Amplifier, VOA: Variable Optical Attenuator, WSS:

Wavelength Selective Switch, PD: Photo-diode, TiSAP: Time-Stretch Accelerated Processor,

BERT: Bit-Error Rate Tester

The erbium-doped fiber amplifiers used in optical communication networks introduce ampli-

fied spontaneous emission noise. Amplification occurs in EDFAs when an input optical signal

photon arrives at an excited erbium (Er3+) ion along the optical fiber core and stimulates

its decay from the metastable level to the ground state. However, if the Er3+ ions that do

not interact with the input optical signal photon, it can decay to the ground state sponta-

neously, emitting photons in random phase and direction. These randomly emitted photons

after getting amplified results in amplified spontaneous emission degrading the OSNR of the

input optical signal [176]. ASE noise degrades the performance of intensity modulation di-

rect detection (IM/DD) as well as coherent receivers. The extent of degradation depends on

the number of amplifiers employed, which would be extremely severe for long-haul networks
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that use tens of EDFAs along the fiber link. Even for short-range fiber links with in-line

EDFAs, an optical pre-amplifier is often employed to amplify the signal or local oscillator [6].

Therefore it is very important to estimate the effect of ASE noise in the optical networks

and to design the links to minimize degradation in OSNR due to it.

The experimental setup for performing optical performance monitoring of a metro-scale

network subjected to ASE noise and SPM, shown in Figure 4.5, is implemented by modifying

the distance emulator shown in Figure 4.3. The optical signal from a node which includes

multiple wavelengths including the 10 Gigabit/s NRZ OOK data is amplified by EDFA 1

optical amplifier, and transmitted through a 25 km single-mode fiber spool with dispersion

compensation. The dispersion compensated optical signal is combined with the output of a

filtered and amplified (EDFA 4) ASE noise source with variable optical attenuation using a

50/50 optical coupler. The combined signal is further amplified using EDFA 2 before input

to a wavelength selective switch while performing ASE noise injected testing of the network.

While testing the for effect of SPM, the optical signal from the VOA(from ASE noise source)

to the coupler is turned OFF and the output power of EDFA 1 is increased to cause SPM.

The WSS at the output of EDFA 2 selects the wavelength corresponding to the 10 Gigabit

NRZ OOK signal to be analyzed and is further amplified (EDFA 3) and converted to an

electrical signal using a photo-diode. The output of the photo-diode is amplified electrically,

power-split, and input to both TiSAP and a BERT for comparing the BER measurements.

The ASE noise source signal path in the experimental setup shown in Figure 4.5 is

utilized to characterize the effect on signal BER to various OSNR degradation levels due to

the injected ASE noise. The launch power of the optical signal amplified by EDFA 1 has

to be low enough to ensure that no SPM is injected into the link. The filter and EDFA

4 are used in combination to boost the ASE noise around the wavelength of the signal of

interest, which is the 10 Gigabit/s NRZ OOK data. The noise is filtered to be within 5 nm

bandwidth around the signal wavelength. The received electrical signal is inputted to both

TiSAP and a BERT to compare the results. The OSNR of the signal can also be measured

using an optical spectrum analyzer (OSA) to analyze the signal at the output of the 50/50

optical coupler.
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Figure 4.6: The comparison of the BER measured for various levels of OSNR degradation

based on ASE noise injection. The BER estimated by TiSAP is comparable to that measured

by the BERT at high ASE noise levels, i.e., at lower BER. At very low or no ASE noise

injection to the system, the BER estimated using TiSAP will be higher than BERT. This is

due to the statistical nature of BER estimation from eye diagrams in TiSAP as opposed to

the deterministic error counting for every data symbol by the BERT.

The ASE noise source is first turned OFF with maximum attenuation setting for the

variable optical attenuator for ensuring the best quality of transmission and the correspond-

ing eye diagram are generated using TiSAP and the BER is estimated. The BER is also

measured using a BERT concurrently to compare with TiSAP. The ASE noise source is then

turned ON and the attenuation of the variable optical attenuator is gradually decreased and

the corresponding eye diagrams and BER measurements are performed until the BER falls

to 10−3. A comparison of the BERs for various levels of ASE noise injection measured by

TiSAP and a BERT can be found in the plots of BER vs delivered OSNR shown in Figure

4.6. The BER reported by TiSAP is comparable to that reported by the BERT at high ASE

noise levels, i.e., at lower BER. When there is extremely low or no ASE noise injected into

the system, the BER estimated using TiSAP will be higher than what is measured by the

BERT. This is due to the statistical nature of BER estimation from eye diagrams in TiSAP

as opposed to the deterministic error counting for every data symbol by the BERT as can
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be seen in Section 3.5.1.

4.5 Characterization of Self Phase Modulation

Figure 4.7: The setup for studying the effect on BER of 10 Gigabit/s NRZ OOK optical signal

due to self phase modulation in the link, using TiSAP and for comparing it with a BERT. PC:

Polarization Controller, EDFA: Erbium Doped Fiber Amplifier, WSS: Wavelength Selective

Switch, PD: Photo-diode, TiSAP: Time-Stretch Accelerated Processor, BERT: Bit-Error

Rate Tester

Self phase modulation is a non-linear optical effect that arises because of the refractive

index of the fiber having an intensity-dependent component. An ultra-short pulse of light

propagating through an optical fiber can induce a variation in the refractive index of the

fiber due to optical Kerr effect [177]. This nonlinear refractive index results in an induced

phase shift which is proportional to the intensity of the pulse. This gives rise to chirping of

the pulses which in turn increases the pulse-broadening effects due to chromatic dispersion.

The pulse chirping effect is also proportional to the transmitted signal power, therefore

optical networks suing high transmitted powers suffer from high SPM effects. High-bit-rate

systems have strict chromatic dispersion limitations and therefore SPM-induced chirp is a

very important impairment to be mitigated. For optical links employing transmission rates

of 10 Gigabit/s and beyond, or for lower-bit-rate systems that use high transmitted powers,
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SPM can significantly increase the pulse-broadening effects of chromatic dispersion [178].

Therefore, an accurate and fast method for optical performance monitoring that can detect

SPM based impairments in such optical networks will be very beneficial.

Figure 4.8: Characterization of SPM for the optical network. The required OSNR increases

at higher launch powers due to increased SPM effects. As can be seen from the plot the

effect of SPM increases significantly for fiber input powers higher than 12 dBm.

The experimental setup shown in Figure 4.7 is used to isolate the effects of SPM on the

BER of the signal of interest, 10 Gigabit/s NRZ OOK transmission. This setup is very

similar to the one shown in Figure 4.5, except for the absence of ASE noise injection signal

path and the associated 50/50 coupler. The amplifier, EDFA 1, allows launching of different

signal power into the long SMF fiber allowing us to control the injection of SPM into the

optical network. For higher launch power, the amount of injected SPM into the network will

be higher. Before studying the effect on BER, it is important to characterize the required

OSNR in the presence of SPM in the link for various launch powers and this is accomplished

by varying the gain of EDFA 1. The OSNR of the signal is measured by employing an

optical spectrum analyzer at the output of the wavelength selective switch. A plot of the

required OSNR vs. launch power is shown in Figure 4.8. As can be seen from the plot,

launch powers over 12 dBm into the fiber will inject high enough self phase modulation
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effects to significantly degrade the OSNR of the signal of interest. The effect of SPM on

the eye diagram can be seen as vertical shifts in the amplitude of the signal resulting in

an asymmetric eye diagram. Higher optical launch power into the fiber input induces an

asymmetrical eye at the receiver and degrades the eye-opening resulting in higher bit-error

rates [179, 180].

Figure 4.9: A comparison of the 10 Gigabit/s NRZ OOK eye diagrams captured by TiSAP

for various launch power levels and the corresponding BERs.

Once SPM characterization is performed, the input is set to the lowest for ensuring the

best quality of transmission with no SPM and the corresponding eye diagram are gener-

ated using TiSAP and the BER is estimated. The BER is also measured using a BERT

concurrently to compare with TiSAP. The launch power is gradually increased and the cor-

responding eye diagrams and BER measurements are performed until the BER falls to 10−3.

Figure 4.9 shows the degradation in the eye diagrams captured by TiSAP and the estimated

BER as the launch power is increased. These eye diagrams were recorded by TiSAP at a

fast acquisition time of ∼28 µs. As expected, the eye patterns at high launch powers become

asymmetric and degrade the quality of the signal.
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Figure 4.10: The comparison of the BER measured for various levels of OSNR degradation

based on SPM injection. The BER estimated by TiSAP is comparable to that measured by

the BERT at higher SPM injection, i.e., at lower BER. At very low or no SPM injection

to the system, the BER estimated using TiSAP will be higher than BERT. This is due to

the statistical nature of BER estimation from eye diagrams in TiSAP as opposed to the

deterministic error counting for every data symbol by the BERT.

A comparison of the BERs for various levels of SPM injection measured by TiSAP and

a BERT can be found in the plots of BER vs delivered OSNR shown in Figure 4.10. The

BER reported by TiSAP is comparable to that reported by the BERT at high SPM noise

levels, i.e., at lower BER. When there is extremely low or no SPM injected into the system,

the BER estimated using TiSAP will be higher than what is measured by the BERT. This

is due to the statistical nature of BER estimation from eye diagrams in TiSAP as opposed

to the deterministic error counting for every data symbol by the BERT as can be seen in

Section 3.5.1.
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4.5.1 Time Traces of Optical Data Subjected to SPM

Figure 4.11: The time traces of the 10 Gigabit/s symbols captured by TiSAP in ∼28 µs.

This cannot be achieved using conventional equivalent-time sampling oscilloscopes or real-

time digitizers with limited sampling throughput.

A single time-stretched laser pulse contains multiple data symbols modulated on it depending

on the pulse aperture time or the real-time burst window of TiSAP, which in turn depends

on the dispersion value of the first dispersion compensating fiber (D1). The high sampling

throughput (up to 250 Giga-samples/s) within this real-time burst window of TiSAP allows

us to plot time traces of adjacent symbols in the data stream being analyzed. This is a

very unique feature enabled by TiSAP which is impossible to achieve using equivalent-time

sampling oscilloscopes. Real-time oscilloscopes on the other hand do not have high enough

sampling rates to produce accurate time traces of very high-speed data. Figure 4.11 shows

the real-time capture of the effects of SPM, at higher launch power, on 10 Gigabit/s NRZ

OOK data transmission. As expected, the vertical shifts in the amplitudes of the adjacent

symbols in time can be seen from the time traces of adjacent symbols captured in real-time

within the aperture time window of TiSAP, which is impossible to capture or not accurate
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enough using conventional techniques. The effect of SPM on the eye diagram of the received

data can be captured using an equivalent time sampling oscilloscope, but after collecting

data over long time periods of up to many minutes, whereas TiSAP only takes ∼28 µs. This

unique feature of TiSAP enables the observation and study of ultra-fast events occurring in

the signal due to non-linearity or even single-events if it is within the aperture time.

4.6 In-service Optical Performance Monitoring on a Commercial

Platform

(a) (b)

Figure 4.12: Two Fujitsu Flashwave 9500 nodes at the TOAN laboratory.

Fujitsu Flashwave 9500 Packet Optical Networking Platform (ONP), shown in Figure 4.12(a),

is a commercial optical networking platform by Fujitsu that can support up to 100 Gbit/s

transponder and muxponder line cards. This platform can implement optical transport net-

works (OTN), 100G coherent optics, 88-channel pluggable ROADM, MEF-certified Carrier

Ethernet, SONET, SDH, and Layer 1/2 traffic interworking [181]. This commercial platform

is used by Internet and mobile service providers for mobile backhaul networks and residen-

tial broadband backhaul as well as various regional and metro-scale applications such as
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enterprise networking services, flexible mesh optical networks etc.

Figure 4.13: The experimental setup for real-time, in-service eye diagram analysis of 10

Gigabit/s NRZ OOK streaming video packets between two Fujitsu Flashwave 9500 nodes [56].

For the real-time, in-service, optical performance measurement, two such Fujitsu Flash-

wave 9500 nodes at the TOAN laboratory in the College of Optical Sciences, University of

Arizona were used. Each node used a 10 Gigabit/s NRZ OOK modulation based transpon-

der line card. From node 1, a high definition (HD) video was streamed to node 2 using User

Datagram Protocol (UDP) packets as shown in Figure 4.12(b). As shown in Figure 4.13, the

optical power going from node 1 to node 2 is tapped using a power divider and amplified by

an Erbium Doped Fiber Amplifier (EDFA). There are three wavelengths present in the link

that connect node 1 to node 2: the data channel at 1558.17 nm, another data channel at

1551.72 nm and a service channel at 1511 nm. The data channel wavelength, which has the

video data, i.e., 1558.17 nm is filtered to remove the service channel wavelength and is then

provided as input to a photo-diode receiver to obtain the electrical RF signal. The output

of the photo-detector is power-divided and provided as an input to both the TiSER and the
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CDR module. This is done in order to recover the data rate clock, which subsequently un-

dergoes frequency division to generate the ADC clock frequency, which is half of its sampling

rate [56].

(a) Equivalent time sampling oscilloscope. (b) TiSAP.

Figure 4.14: Eye diagram of 10 Gigabit/s NRZ OOK streaming video packets between two

Fujitsu Flashwave 9500 nodes. TiSAP generates the eye diagram of the 10 Gigabit/s NRZ

OOK streaming video packets in an ultra-fast acquisition speed of ∼28 µs, whereas the

equivalent time sampling oscilloscope takes a couple of minutes [56].

The eye diagrams captured by both the the equivalent time sampling oscilloscope and

time-stretch accelerated processor are shown in Figure 4.14(a) and 4.14(b), respectively. As

seen before, TiSAP generates the eye diagram of the 10 Gigabit/s NRZ OOK streaming video

packets in an ultra-fast acquisition speed of ∼28 µs, whereas the equivalent time sampling

oscilloscope takes a couple of minutes [56]. The experimental demonstration of real-time,

in-service, optical performance monitoring on 10 Gbit/s video packets on the commercial

platform exhibits the capability of real-time TiSER to be used as a feedback signal to the

software-defined networking control plane to enable agility in the optical network to perform

automated network restoration, disaster recovery, efficient routing, and bandwidth manage-

ment, etc.
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4.7 Ultra-wideband Instantaneous Frequency Measurement

Instantaneous frequency measurement (IFM) receivers have been used extensively for wide-

band monitoring of radar signals in naval, airborne, and ground-based electronic support

measures (ESM) systems as well as for radio astronomy applications for over 60 years [182].

IFM receivers are used to measure RF frequency, amplitude, phase, pulse width and time of

arrival (ToA) also known as time of flight (ToF) for radar applications, electronic warfare,

and signal intelligence. A wideband IFM receiver will have high probability of frequency

interception over wide instantaneous RF bandwidths and high dynamic range. Such a wide-

band IFM receiver should also have high sensitivity, and frequency measurement accuracy

to be useful for most applications. A time-stretch based high-speed, ultra-wideband IFM

technique is presented here. This section is adapted from [76, 121, 171], for which I jointly

performed the experimental setups and data collection with Daniel Lam and Brandon Buck-

ley.

4.7.1 Introduction to IFM Techniques

A typical IFM receiver consists of power divider, RF couplers and delay lines to perform

electrical delay line interferometry to measure the rate of change of phase of the signal

which is the instantaneous frequency of the signal of interest [183]. However, such an in-

terferometer has limited RF bandwidth and can only intercept one frequency at a time. It

would require many such interferometers operated concurrently to enable multiple frequency

measurements. There are also IFM receivers which use multiple frequency discriminators

operated in parallel [184] to enable amplitude and frequency measurements. Such receivers

measure the largest RF signal in the band and must be above other signals by several dB in

power. Also if there are multiple signals present in this receiver, two signals cannot be too

close in frequency as it would result in amplitude and frequency estimation errors [185]. But

such IFM receivers are also limited in bandwidth due to frequency limits of the components

used and have increased hardware complexity.

Digital IFM (DIFM) receivers can perform wideband instantaneous frequency measure-
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ments for multiple frequencies, measure complicated signals, and do not rely on delay lines.

Instead, DIFM systems use a digital filter bank with multiple channels having detectors at

the output of each channel to convert the signal into a video signal and a digital encoder

converts the video signal into signal parameters such as frequency, pulse width, and ampli-

tude. [186]. The availability of high bandwidth digitizers have increased the popularity of

DIFM receivers in the recent years. However, the DIFM receiver performance is limited by

the sampling rate and resolution of the ADC, which reduces as the input signal frequency

increases.

A number of photonics based IFM techniques have been proposed in the recent years.

One such technique employs frequency-to-intensity mapping to generate a signal detected by

a low bandwidth photo-diode, the amplitude of which corresponds to the RF frequency of the

input signal [187,188]. But this technique suffers from limited bandwidth of up to 10 GHz due

to losses in RF delay line used. Some of the other photonic IFM techniques proposed includes

employing polarization-domain interferometry [189], frequency-to-time mapping [190], multi-

channel spectral multiplexing [191], and four-wave mixing (FWM) in a highly non-linear fiber

(HNLF) [192]. Although these techniques can perform frequency measurements, they are

incapable of measuring both frequency and amplitude.

The spectrally cluttered environments of today demand an IFM system that can perform

ultra-fast measurements across wider bandwidths and also detect the frequencies of interest

efficiently. The time-stretch instantaneous frequency measurement (TS-IFM) receiver pre-

sented here overcomes these challenges to provide an ultra-fast solution for performing RF

frequency and power measurements across a wide bandwidth of input signals.

4.7.2 Time-Stretch Instantaneous Frequency Measurement Receiver

We implement an ultra-fast, wideband time-stretch instantaneous frequency measurement

(TS-IFM) receiver using TiSER described in Section 2.3. Photonic time-stretch compresses

the signal analog bandwidth which allows for ultra-fast single-shot measurement across a very

high bandwidth using a slow, high resolution ADC. We apply Fast Fourier Transform (FFT)
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on the digitized segment of time-domain data captured by TS-IFM to analyze the signal in the

spectral domain which allows us to perform multiple frequency and amplitude measurements

over an ultra-wide bandwidth. We demonstrate TS-IFM frequency measurement capabilities

by performing frequency measurements across a wide bandwidth and simultaneous multiple

frequency measurements without requiring additional hardware or cascading filter designs.

The TS-IFM combines time-stretch enhanced recorder and digital signal processing that

performs windowing on time-domain sampled data and frequency interpolation on the signal

peaks. The combination of the two creates a high-resolution, wideband, and low power

instantaneous frequency measurement receiver [76, 121, 171].

Figure 4.15: TS-IFM frequency estimation simulation, which shows using windowing with

quadratic interpolation, reduces the frequency error from ±1.6 GHz to ±125 MHz. Courtesy

of [121].

From each time-stretched pulse, we are able to digitize a short real-time segment of the

signal due to real-time burst sampling, which allows us to perform analysis in the spectral

domain. When performing an FFT of this short time segment of sampled data, the time

aperture of TiSER limits the narrowest frequency resolution to resolve two signals, and

the number of digitized sample points limits the spectrum frequency resolution prior to

computing the FFT. However, the capture time window can be adjusted which allows for

frequency resolution tuning. Windowing the sampled signal data and performing quadratic
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interpolation on the signal peaks in the frequency-domain further improves the accuracy of

frequency estimates [193–197]. This powerful technique is extended to improve the frequency

and amplitude estimation from time-stretch measurements.

The time-stretch IFM system was simulated assuming experimental system parameters

for single frequency estimation from 5 to 45 GHz [121]. To show the effectiveness of the

windowing and quadratic interpolation technique, the signal frequency was estimated with

and without this technique. The frequency error was calculated using a rectangular window

function and a Hann window function with quadratic interpolation. As seen in Figure 4.15,

with Hann windowing and interpolation, the frequency estimation error significantly reduced

from ±1.6 GHz to ±125 MHz [76, 121].

To evaluate our system performance, we built TiSER using a chirped super-continuum

source with ∆λ = 18 nm, a first dispersive fiber with dispersion of -20 ps/nm, a 40 Gigabit/s

EO modulator, a second dispersive fiber with dispersion of -984 ps/nm, and a 10 GHz

photo-diode. A 3 Giga-samples/s ADC is used to digitize the signal. Using these dispersion

parameters, we get a stretch factor of 50, giving an effective sampling rate of 150 Giga-

samples/s. For tuning the frequency resolution by changing the time aperture, the first

dispersive fiber was changed to -40 ps/nm and -100 ps/nm for stretch factors of 25 and 10,

respectively. The EO modulator loses 6 dB over 30 GHz and limits the power sensitivity.

Since each laser pulse captures a short window of the signal in time, we effectively are

sweeping over a wideband spectrum. The laser pulse repetition rate of 36.6 MHz gives us

a sweep time of 27 ns and the real-time burst sampling modality of TiSER would allow for

detection of transient signals that could be missed by conventional IFMs.

4.7.3 Results

We performed a single frequency tone estimation experiment from 5 to 45 GHz. The signal

was then digitized, a windowing function was applied to the digitized samples of the time-

stretch signal, and quadratic interpolation was performed on the peaks in the frequency

domain. Figure 4.16(a) shows that we are able to closely estimate the input frequency using

90



the TS-IFM, and Figure 4.16(b) shows the frequency estimation error.

(a) (b)

Figure 4.16: The experimental results for the single tone input measurements: (a) frequency

estimation for a single tone input was swept from 5 GHz to 45 GHz; (b) the estimated

frequency error of 97 MHz rms is achieved using the TS-IFM receiver. Courtesy of [76, 121,

171].

(a) (b)

Figure 4.17: Results for the double tone frequency measurements: (a) TS-IFM receiver

can resolve two tones close together and with similar amplitudes simultaneously which is a

challenge for current IFM receivers; (b) dual tones input at 8 GHz and 9 GHz with high and

low amplitudes. Courtesy of [76, 121, 171].

Across 45 GHz, we achieve an average root-mean-square (rms) error of 97 MHz. For

multiple frequency estimation, we demonstrate the capability of the TS-IFM to measure

multiple tones simultaneously, given that the frequency spacing of the two tones is greater
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than the FFT frequency resolution. We performed a two tone test using the TS-IFM for

10 GHz and 30 GHz with similar input RF powers, and the TS-IFM receiver estimated

the tones simultaneously at 9.96 GHz and 30.01 GHz. Figure 4.17(a) shows how quadratic

interpolation is applied to the peak for improved frequency estimation. We also demonstrate

the flexibility of the system in tuning the bandwidth and frequency resolution by modifying

the dispersion for the first dispersive fiber to provide a narrower frequency resolution.

Table 4.1: Tuning TS-IFM for bandwidth and resolution [76, 171]

∆λ

(GHz)

DCF1

(ps/nm)

Time Aperture

(ns)

Stretch

Factor

Nyquist

Frequency (GHz)

3.31 -20 0.3 50 75

1.69 -40 0.6 25 37.5

0.72 -100 1.5 10 15

Table 4.1 shows the tested scenarios where altering the first dispersive fiber changes the

time aperture and thus the frequency resolution. By changing the frequency resolution, the

TS-IFM receiver can better resolve two tones closer together. As demonstrated in Figure

4.17(b), two frequencies at 8 GHz and 9 GHz were inputted to TS-IFM. The first dispersive

fiber was modified to obtain a stretch factor of 10, thus increasing the time aperture. The

frequencies were estimated to be at 8.09 GHz and 9.15 GHz.

The time-stretch IFM receiver has several key advantages compared to commercial sys-

tems. TS-IFM has the ability to perform frequency measurements across an ultra-wide

instantaneous bandwidth with increased accuracy through windowing and quadratic inter-

polation. The fast sweep time allows for rapid spectral measurements across enormous band-

widths. Additionally, it is possible to estimate multiple frequencies simultaneously without

any additional filtering or cascading stages, whereas current commercial systems do not

have this capability. This makes the TS-IFM receiver very effective in spectrally cluttered

environments and for quickly detecting transient signals. Moreover, the effective sampling

throughput of TS-IFM is significantly higher, allowing it to capture signals with high tem-
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poral resolution due to its real-time burst sampling and uses less power than high speed

real-time ADCs with similar throughput, thus reducing the electronic hardware complexity

and cost. The back-end digital signal processing of the TS-IFM can be implemented in

real-time using field programmable gate arrays. It could also be used as a wideband cueing

receiver for finer resolution systems. Further work in calibrating the system for amplitude

measurements and also implementing continuous time-stretch digitization architecture for

longer collection times will result in better frequency resolution [76, 171].

4.8 Future Work - Production-Level Device Testing

Figure 4.18: Proposed implementation of the hybrid coherent time-stretch oscilloscope with

ability to capture and analyze both optical and electrical inputs simultaneously. Courtesy

of [198].

Time-stretch enhanced recording oscilloscope has overcome the limitations of electronic

ADCs, BERTs and sampling oscilloscopes for high-speed signal characterization. However,

TiSER is limited in bandwidth due to electrical-to-optical (E/O) and optical-to-electrical
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(O/E) conversions. The proposed system addresses these limitations and overcomes the

deficiencies of previously developed methods and also enables analysis of advanced signal

modulation formats such as coherent and pulse amplitude modulation schemes. The pro-

posed system combines TiSAP [56] and all-optical photonic time-stretch digitizer [143] with

coherent receivers to implement a hybrid time-stretch system that can enable ultra-fast

production-level testing.

A block diagram of the proposed hybrid coherent time-stretch oscilloscope for measur-

ing/testing both optical and electrical input signals simultaneously for a full-loop charac-

terization of transmitters and receivers, can be seen in Figure 4.18. The hybrid coherent

time-stretch oscilloscope modulates the signal under test onto a chirped mode-locked laser

pulse using either an optical mixer based on four-wave mixing process for optical signals

or an electro-optic modulator for electrical signals. The modulated signal undergoes time-

stretch to compress the signal bandwidth and the stretched modulated signal is input to

a coherent optical detector to recover the in-phase (I) and quadrature (Q) signals for the

coherent optical signals. The electrical signals from the coherent detectors are digitized by

slow, high resolution analog-to-digital converters. The digitized data is processed using an

FPGA in real-time. A computer is used to visualize the signals under test using eye-diagrams

or constellation diagrams and perform analysis to estimate the performance characteristics

of the signal under test. [198].

The proposed system can analyze high-speed optical signals enabling fast characteriza-

tion of optical/opto-electronic/electro-optic devices and also modulation format agnostic,

in-service analysis of optical data in a communication system. A time-stretch accelerated

processor for signal analysis is designed such that it can accommodate both optical data as

well as electrical data (hybrid) with coherent (complex field) signal formats. Signal process-

ing methods are used for recovering the phase of the signal and removal of distortion in a

signal that was digitized using time-stretch enhanced recording oscilloscope. The coherent

time-stretch accelerated processor described herein also offer a unique method to measure

eye diagrams for serial data and to measure bit error rates in far less time than is required

by existing technologies enabling faster testing of optical and opto-electronic devices.

94



4.9 Conclusion

We integrated TiSAP into the Testbed for Optical Aggregation Networks at the College

of Optical Sciences, University of Arizona, Tucson. TiSAP was used to demonstrate in-

service optical performance monitoring of 10 Gigabit/s NRZ OOK signal in a metro-scale

network with real-time feedback of BER to the SDN control plane to switch wavelengths and

routes to implement an agile network that recovers from disasters. We also characterized

the BER of the network using TiSAP in the presence on non-linear effects namely, amplified

spontaneous emission and self phase modulation and calibrated the measurements with a

BERT. We also demonstrated for the first time, burst-mode real-time, in-service, optical

performance monitoring using eye diagrams on a 10 Gbit/s NRZ OOK streaming video

packets on a commercial optical network platform, consisting of two Fujitsu Flashwave 9500

nodes. The burst-mode real-time TiSAP implementation has an effective sampling rate of

125 GSamples/s, and a very fast acquisition time of ∼28 microseconds. We also report

an ultra-fast time-stretch instantaneous frequency measurement receiver based on TiSAP

which allows for both amplitude and frequency measurements for a wide bandwidth of 5-45

GHz. We also proposed a new instrumentation system based on a hybrid coherent TiSAP

for analyzing high-speed optical and electrical signals enabling ultra-fast production-level

characterization of optical/opto-electronic/electro-optic devices and for in-service analysis

of optical and electrical data in a communication system.
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CHAPTER 5

Single-shot Network Analyzer for Extremely Fast

Measurements

A new instrument for fast measurement of frequency response of high bandwidth optical

and electronic devices is reported. Single shot frequency spectrum measurements are en-

abled by the time-stretch technology. An extremely fast measurement time of 27 ns is

reported for the instrument. The reported instrument enables single-shot impulse response

measurements with 40 GHz bandwidth, which could be extended to beyond 100 GHz by

using a faster electro-optic modulator. An ultra-low intra-pulse jitter of 5.4 fs is reported

for the proposed instrument. The impulse responses measured using this technique are

shown to correspond consistently with the manufacturer’s specifications for the device under

test. The reported instrument makes possible high-speed network parameter measurements

thereby enabling high-speed production-level testing of high bandwidth opto-electronic de-

vices/circuits/subsystems/systems and complex permittivity measurement of dielectric ma-

terials at a much reduced test time lowering the test costs in a production environment. A

new instrument for extremely fast measurement of Terahertz signals is proposed.

5.1 Introduction

Many frequency response measurement techniques have been proposed for high-speed electro-

optic modulators [199–203] and photo-diodes [204–209]. Equivalent-time sampling oscillo-

scopes have very high bandwidth capabilities, but requires a long time for accurate measure-

ments. All these techniques are time consuming and would increase the production test time

for the device under test. Also, it becomes difficult, for example due to increased parasitic
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effects at higher frequencies, to accurately measure the frequency response of photo-diodes

and electro-optic modulators using conventional swept-frequency techniques [99].

Time-domain based techniques have reported faster measurement times. A time-domain

measurement technique for high bandwidth device characterization using optical-microwave

phase locking using a mode-locked laser (MLL) and photo-conductive mixers and sam-

plers [210] reports a measurement time of 40 µs. Small signal power measuring techniques to

measure the frequency responses of LiNbO3 modulators [211] and electro-absorption modula-

tors [212] have also been proposed. The small signal power measurement technique also takes

long measurement time of up to 10–15 seconds for taking one frequency measurement [212].

Real-time oscilloscopes have also been used to perform fast network analysis [213], which

could enable faster frequency response measurements. Even though the real-time oscillo-

scopes commercially available today can have very high analog bandwidths of over 80 GHz,

the effective number of bits reduce significantly as frequencies increase [90, 91, 94]. Clock

jitter in the sampling clock of ADC also contributes to its reducing resolution. The best

clock jitter achieved in state-of-the-art ADCs are of the order of 110-fs [130]. Since real-time

oscilloscopes are the fastest technique available, the proposed system would be compared

against a real-time oscilloscope.

We report a single-shot network analyzer (SiNA) which uses time-stretch technology

to compress the signal bandwidth [111–114, 125], employing a slower ADC to digitize the

time-stretched signal, and utilizing a field programmable gate array (FPGA) to perform

the necessary digital signal processing (DSP) in real-time. The proposed system has an

extremely high-speed, single-shot measurement time of 27 ns with a very low jitter of 5.4 fs.

5.2 Single-shot Network Analyzer (SiNA)

The SiNA, as shown in Figure 5.1, consists of the time-stretch enhanced recording oscillo-

scope with a high-bandwidth ADC and a reconfigurable FPGA to perform real-time digi-

tal signal processing on the digitized data [85, 86]. The ultra-short mode-locked laser pulse

(width < 1 ps), prior to undergoing pre-chirping, is used as test stimulus for impulse response

97



analysis of the (DUT). The response signal from the DUT is captured by an electro-optic

modulator (EOM) in a single-shot by modulating it onto the chirped laser pulse.

Figure 5.1: Block diagram of the Single-shot Network Analyzer (SiNA) [86].

Figure 5.2: A photograph of the experimental setup for photo-diode testing.

A calibration delay line with a delay of τ , is used to adjust the delay of the impulse

signal to synchronize the transient response of the DUT with its intensity modulation of

chirped laser pulse. Alternatively, the SYNC output of the MLL can be used to trigger

an arbitrary waveform generator (AWG) to generate the desired type of test stimuli, based

on the optimum bandwidth considerations, for the device under test, for example, a sharp
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rising edge to perform step response analysis or providing the highest resolution for a given

bandwidth. A photograph of the experimental setup can be seen in Figure 5.2.

The time stretched response signal of the device under test is converted to an electrical

signal by a photo-detector which is first digitized by a fast ADC and then processed in real-

time using the massively parallel hardware implemented on the FPGA or by a computational

software running on a computer. The output of the DUT is captured in real-time bursts by

digitization of the corresponding time stretched modulated laser pulse. The pulse repetition

rate of the MLL laser is 36.9 MHz and so the single-shot measurement acquisition time is

∼27 ns.

5.3 Photo-diode Test

5.3.1 Low Bandwidth Photo-diode

Figure 5.3: The test setup for measuring the impulse response of photo-detector [86].

The test setup for measuring the impulse response of photo-diodes is shown in Figure 5.3.

The impulse response produced by the photo-diode under test is modulated onto the pre-

chirped laser pulse using a 40 GHz EOM before time-stretching it by a stretch-factor of ∼8.57

(using equation 2.4 for D1 = –130 ps/nm and D2 = –984 ps/nm) and subsequently digitizing
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it using a 50 Giga-samples/s (GSps) real-time oscilloscope at 16 GHz analog bandwidth.

The synchronized time domain representation of the time-stretched un-modulated pre-

chirped laser pulse envelope, e(n), and the impulse response of the photo-diode under test

modulated onto the pre-chirped laser pulse after time-stretching, m(n) are shown in Figure

5.4. The time-domain impulse response of the photo-diode under test, h(n) is given by,

h(n) =
m(n)

e(n)
(5.1)
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Impulse Response of PD Modulated on the Laser Pulse

Figure 5.4: The laser envelope without any modulation and the laser pulse modulated by

the impulse response of the photo-detector.

The time-domain impulse response of the photo-diode under test obtained from a single

measurement by SiNA and also from a 50 GSps real-time oscilloscope without a time-stretch

front-end is plotted in Figure 5.5. The temporal resolution of SiNA is 8.57 times better

than the 50 GSps digitizer due to time-stretch, using equation 2.4. The impulse response

of the photo-diode under test obtained from SiNA matches with the device manufacturer’s

datasheet [214]. The frequency response of the photo-diode is obtained by taking Fast Fourier

Transform (FFT) of the impulse response estimated from the single shot measurement, h(n).
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Figure 5.5: The time-domain impulse response of the photo-detector under test.
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Figure 5.6: The single-sided amplitude spectrum of the impulse response of the photo-

detector under test captured by SiNA and 50 GSample/s real-time oscilloscope in a single

measurement.

The amplitude and phase spectrum of the photo-detector under test is shown in Figure 5.6
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and Figure 5.7, respectively. Comparing the amplitude and phase spectrum from single-shot

measurements of both SiNA and real-time oscilloscope, SiNA clearly has higher bandwidth

and resolution due to time stretching (effective sampling rate of 428.5 GSps = 8.57×50

GSps).
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SiNA (at428.46 GSample/s)

50 GSample/s Oscilloscope

Figure 5.7: The phase spectrum of the impulse response of the photo-detector under test

captured by SiNA and 50 GSample/s real-time oscilloscope in a single measurement.

At higher frequencies, the frequency response measured using the real-time oscilloscope

becomes erroneous due to its lower temporal resolution and bandwidth limitation of 16 GHz.

5.3.2 High Bandwidth Photo-diode

We used the same test setup for measuring the impulse response of photo-diodes as shown

in Figure 5.3 for a photo-diode with an RF bandwidth of 30 GHz. The impulse response

produced by the high-bandwidth photo-diode under test is modulated onto the pre-chirped

laser pulse using a 40 GHz EOM before time-stretching it by a stretch-factor of ∼50 (using

equation 2.4 for D1 = –50 ps/nm and D2 = –984 ps/nm) and subsequently digitizing it using

a 50 GSample/s (GSps) real-time oscilloscope at 16 GHz analog bandwidth.
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Envelope Without any Modulation

Impulse Response of 30 GHz PD Modulated on the Laser Pulse

Figure 5.8: The laser envelope without any modulation and the laser pulse modulated by

the impulse response of the photo-detector.

The synchronized time domain representation of the time-stretched un-modulated pre-

chirped laser pulse envelope, e(n), and the impulse response of the high bandwidth photo-

diode under test modulated onto the pre-chirped laser pulse after time-stretching, m(n) are

shown in Figure 5.8. The time-domain impulse response of the photo-diode under test, h(n)

is given by equation 5.1.
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SiNA (at 2.5 Tera−sample/s)

Figure 5.9: The time-domain impulse response of the photo-detector under test.

Figure 5.10: The time-domain impulse response of the 30 GHz photo-detector under test

captured using a sampling scope.

The time-domain impulse response of the 30 GHz photo-diode under test obtained from a

single measurement by SiNA is plotted in Figure 5.9. A real-time oscilloscope measurement

for this device for comparison with SiNA was not performed due to the 16 GHz analog
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bandwidth limitation of the oscilloscope. However the time-domain trace of the photo-diode

impulse was measured using a sampling scope and is plotted in 5.10 for comparison with the

measurement by SiNA.
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Figure 5.11: The single-sided amplitude spectrum of the impulse response of the photo-

detector under test captured by SiNA and 50 GSample/s real-time oscilloscope in a single

measurement.

The temporal resolution of the measurements taken using SiNA is extremely high due to

the effective real-time burst sampling rate of 50×50 GSps = 2.5 Tera-samples/s (TSps). The

frequency response of the photo-diode is obtained by taking Fast Fourier Transform (FFT)

of the impulse response estimated from the single shot measurement, h(n).
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SiNA (at 2.5 Tera−sample/s)

Figure 5.12: The phase spectrum of the impulse response of the photo-detector under test

captured by SiNA and 50 GSample/s real-time oscilloscope in a single measurement.

The amplitude and phase spectrum of the photo-detector under test is shown in Figure

5.11 and Figure 5.12, respectively. Comparing the amplitude and phase spectrum from single-

shot measurements of both SiNA and real-time oscilloscope, SiNA clearly has higher band-

width and resolution due to time stretching (effective sampling rate of 2.5 Tera-samples/s =

50×50 GSps).
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5.4 Electro-optic Modulator Test Setup

Figure 5.13: The test setup for measuring the impulse response of electro-optic modulator,

EOM.

The test setup for characterizing the frequency response of an electro-optic modulator, is

shown in Figure 5.13. The SYNC output from the mode locked laser of SiNA is converted to

an electrical signal using a high bandwidth photo-diode, PD1. The electrical output signal of

PD1 is the test pulse signal applied to the RF input port of the modulator. The electro-optic

modulator under test, EOM, receives the optical input from a pre-chirped mode-locked laser

and modulates it with the applied test impulse signal.

The impulse response of the modulator modulated on the pre-chirped laser pulse under-

goes time stretching by the second dispersion compensating fiber. The time-stretched signal

is then converted into an electrical signal by photo-diode PD2 and then digitized to perform

the measurements of the frequency response of the EOM under test. The impulse response

measurement of the EOM under test can be performed in a single-shot measurement time

of 27 ns.
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Figure 5.14: The laser envelope without any modulation and the laser pulse modulated by

the impulse response of the electro-optic modulator.

The EOM under test was a 15 GHz LiNbO3 modulator. The stretch-factor for this

implementation of SiNA for measuring the frequency response of EOM under test was 50

as the the dispersion of the DCFs were selected such that D1 = –20 ps/nm and D2 =

–984 ps/nm. The time-stretched un-modulated pre-chirped laser pulse envelope, and the

impulse response of the EOM under test modulated onto the pre-chirped laser pulse after

time-stretching, are shown in Figure 5.14.
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Figure 5.15: The time-domain impulse response of the electro-optic modulator under test

captured at 2.5 Tera-samples/s by SiNA and 50 GSample/s real-time oscilloscope in a single

measurement.

The time-domain impulse response of the EOM under test obtained from a single mea-

surement by SiNA and also from a 50 GSps real-time oscilloscope without a time-stretch

front-end is plotted in Figure 5.15. The temporal resolution of SiNA is 50 times better than

the 50 GSps digitizer with a sampling rate of 2.5 Tera-samples/s, which is also evident from

the faster rise-time observed in the impulse response captured by SiNA over the 50 GSps

digitizer.
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Figure 5.16: The single-sided amplitude spectrum of the impulse response of the electro-optic

modulator under test captured at 2.5 Tera-samples/s by SiNA and 50 GSample/s real-time

oscilloscope in a single measurement.

The amplitude and phase spectrum of the EOM under test is shown in Figure 5.16 and

Figure 5.17, respectively. Comparing the amplitude and phase spectrum from single-shot

measurements of both SiNA and real-time oscilloscope, SiNA clearly has higher bandwidth

and resolution due to time stretching (effective sampling rate of 2.5 Tera-samples/s = 50×50

GSps). At higher frequencies, the frequency response measured using real-time oscilloscope

becomes erroneous due to its lower temporal resolution and bandwidth limitation.
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SiNA (at 2.5 Tera−sample/s)
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Figure 5.17: The phase spectrum of the impulse response of the electro-optic modulator

under test captured at 2.5 Tera-samples/s by SiNA and 50 GSample/s real-time oscilloscope

in a single measurement.

The bandwidth of photo-diode, PD1 has to be at least twice the bandwidth of the EOM

under test. For the 15 GHz EOM testing, the bandwidth of the photo-diode PD1 was 30

GHz.
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5.5 Broadband Electronic Amplifier Test Setup

Figure 5.18: The test setup for measuring the impulse response of an electrical device under

test such as an electrical broadband RF amplifier, modulator driver, etc.

The test setup for performing single-shot frequency response measurements of broadband

electronic devices is shown in Figure 5.18. The ultra-short < 1 ps optical pulse signal from

the mode-locked laser output is power divided and inputted to a high-speed photo-diode,

PD1, through a calibrated delay line to generate an electrical impulse signal. The high

bandwidth electrical impulse signal is used as the stimulus to test the wide-band electrical

device under test. The impulse response of the electrical device under test is applied to the

RF input port of the 40 GHz electro-optic modulator, EOM. The electro-optic modulator

receives the optical input from a pre-chirped mode-locked laser and modulates it with the

applied impulse response of the electrical device under test.

The impulse response of the electrical device under test modulated on the pre-chirped

laser pulse undergoes time stretching by the second dispersion compensating fiber. The
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time-stretched signal is then converted into an electrical signal by photo-diode, PD2, and

then digitized to perform the measurements of the frequency response of the electrical device

under test. The impulse response measurement of the electrical device under test can be

performed in a single-shot measurement time of 27 ns.
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Figure 5.19: The laser envelope without any modulation and the laser pulse modulated by

the impulse response of the electrical broadband RF amplifier under test.

The electrical broadband RF amplifier under test had a bandwidth of 9.5 GHz. The

stretch-factor for this implementation of SiNA for measuring the frequency response of the

broadband RF amplifier under test was 50 as the the dispersion of the DCFs were selected

such that D1 = –20 ps/nm and D2 = –984 ps/nm. The time-stretched un-modulated pre-

chirped laser pulse envelope, and the impulse response of the broadband RF amplifier under

test modulated onto the pre-chirped laser pulse after time-stretching, are shown in Figure

5.19.
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SiNA (at 2.5 Tera−sample/s)
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Figure 5.20: The time-domain impulse response of the electrical broadband RF amplifier

under test captured at 2.5 Tera-samples/s by SiNA and 50 GSample/s real-time oscilloscope

in a single measurement.

The time-domain impulse response of a 9.5 GHz electrical broadband RF amplifier under

test obtained from a single measurement by SiNA and also from a 50 Giga-samples/s real-

time oscilloscope is plotted in Figure 5.20. The temporal resolution of the measurements

taken using SiNA is 50 times better than a 50 Giga-samples/s real-time oscilloscope due to

the effective real-time burst sampling rate of 50×50 GSps = 2.5 Tera-samples/s.
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Figure 5.21: The single-sided amplitude spectrum of the impulse response of the electrical

broadband RF amplifier under test captured at 2.5 Tera-samples/s by SiNA and 50 GSam-

ple/s real-time oscilloscope in a single measurement.

The amplitude and phase spectrum of the broadband RF amplifier under test is shown

in Figure 5.21 and Figure 5.22, respectively.
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SiNA (at 2.5 Tera−sample/s)
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Figure 5.22: The phase spectrum of the impulse response of the electrical broadband RF

amplifier under test captured at 2.5 Tera-samples/s by SiNA and 50 GSample/s real-time

oscilloscope in a single measurement.

The bandwidth of photo-diode, PD1, and the electro-optic modulator, EOM, has to be

at least twice the bandwidth of the electronic device under test. For the 9.5 GHz electrical

broadband RF amplifier testing, the RF bandwidth of the Mach-Zehnder modulator, EOM,

was 40 GHz. The photo-diode used had an RF bandwidth of 30 GHz, and its impulse and

frequency response characteristics were measured using SiNA and can be found in section

5.3.2.

5.6 Discussion

SiNA is extremely power efficient, consuming only 50 W when used with a 3 GSps digitizer

and an FPGA to perform digitization and measurement analyses as compared to over 670

W for a commercial bench-top VNA. SiNA is also very compact compared to a commercial

bench-top VNA.
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Table 5.1: Comparison of specifications of SiNA with a network analyzer

Specification Network Analyzer SiNA

Measurement time µs to ms. Multiple sweeps re-

quired and is very slow for ap-

plications such as s-parameter

measurements (can even take

hours).

27 ns - single-shot

Equivalent

sampling rate
Signal is down-converted and

digitized or a sampling oscillo-

scope is used.

2.5 Tera-samples/s burst

sampling throughput us-

ing time-stretch.

Operational bandwidth 300 kHz to 110 GHz for

Keysight N5251A

800 MHz to 40 GHz. Lim-

ited by modulator (can go

up to 110 GHz) and dis-

persion (can be tuned)

Jitter in single-shot

measurements
Not available 5.4 fs

Power 670 W for Keysight N5251A 50 W

5.6.1 Acquisition Time

Table 5.1 shows a comparison of the specifications of SiNA with a bench-top commercial

vector network analyzer. The acquisition time of SiNA is 27 ns which is much faster than any

commercial VNA and is due to the unique high-speed, single-shot measurements capability

of SiNA. The equivalent sampling rate of SiNA in a single-shot due to time-stretching is 2.5

TSps whereas in commercial VNAs, the signal is down-converted and digitized using a lower

sampling rate ADC.
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5.6.2 Non-linearity

Every device used in the proposed instrumentation system has to be operated in its linear

region, especially the electro-optic modulator. Although automatic bias control systems can

be employed to bias the modulators within a desired linear region, MZMs are inherently

a non-linear device and can add distortions to the time-stretched signal. Many techniques

have been developed to suppress non-linear effects and have been discussed in Section 2.5.

5.6.3 Bandwidth and Dispersion Penalty

When performing frequency response measurements of high speed opto-electronic devices,

every component that follows the DUT must able to maintain the device bandwidth. In

a conventional instrument, this would require all the cables, connectors, amplifiers, and

digitizers used to have very high bandwidths for testing high-speed devices. When using

SiNA to perform the high bandwidth device testing, the bandwidth requirements of the

components used after the time-stretching stage is greatly relaxed and also the effective

resolution of the measurement is improved significantly.

The analog bandwidth of time-stretch techniques are limited by dispersion penalty [113,

114]. There are various techniques to overcome the dispersion penalty limit on the bandwidth

of time-stretched ADC and are discussed in Section 2.7. Overcoming the dispersion penalty

would result in an intrinsic bandwidth of 16 GHz × 50 = 800 GHz. However, the practical

bandwidth is limited by the electro-optic modulator used which is 40 GHz in the reported

implementation. EOM bandwidths well above 100 GHz have been reported [80–82] and

therefore can be used to extend the SiNA measurement bandwidth to beyond 100 GHz. Even

though commercial real-time oscilloscopes have attained analog bandwidths of over 80 GHz,

the resolution of ADCs at very high frequencies diminish due to reduction in the effective

number of bits [90,94]. Impulse response based measurements using SiNA is consistent with

frequency response measurements performed using conventional frequency swept network

analyzers or digital sampling oscilloscopes, but of course with much reduced test time.

Commercial VNAs such as Keysight N5251A provide an operational bandwidth of 300
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kHz to 110 GHz. The operational bandwidth of SiNA is 800 MHz to 40 GHz based on the

current EOM used. The upper limit of bandwidth of SiNA is limited by the bandwidth of the

electro-optic modulator used, which can be well over 100 GHz [80–82] and is commercially

available. The lower limit of the operational bandwidth of SiNA is dependent on the laser

repetition rate, dispersion of DCFs and the MLL chirped pulse width. However, SiNA is ca-

pable of testing opto-electronic devices/circuits/subsystems/systems within the operational

bandwidth orders of magnitude faster than commercial VNAs which would enable shorter

test time reducing the test cost in production testing applications.

5.6.4 Measurement Jitter

Jitter in SiNA due to the intra-pulse jitter is significantly reduced from the back-end ADC

aperture jitter due to time-stretch as explained in section 2.4. The aperture jitter of the back-

end digitizer used was 270 fs (rms) and the stretch factor (M) of SiNA implementations were

8.57 for low bandwidth photo-diode testing and 50 for both high bandwidth photo-diode and

electrical broadband RF amplifier testing. Based on equation 2.9, the intra-pulse jitter of

SiNA is therefore ∼31.5 fs (270/8.57) for low bandwidth photo-diode test setup and ∼5.4 fs

(270/50) for both high bandwidth photo-diode and electrical broadband RF amplifier test

setups, which is extremely low compared to the intrinsic jitter suffered in state-of-the-art

conventional electronic digitizers [130]. This results in very accurate single-shot time-domain

measurements compared to conventional network analyzers, where the jitter added by the

instrument has to be very accurately estimated and corrected.

5.6.5 Digital Signal Processing

The digital signal processing for the reported implementation was done on the digitized data

using MATLAB. The digitized data is captured using a 16 GHz analog bandwidth real-time

digital phosphor oscilloscope at a vertical scale with the highest dynamic range possible and

at the sampling rate of 50 Giga-samples/s. The number of sample points collected was 20

mega-samples. The following are the processing steps performed to measure the impulse and
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frequency responses:

1. Measure time-stretched laser pulse Envelope without any modulation;

2. Measure the DUT Response modulated on the time-stretched Envelope;

3. Apply a low pass filter to all the collected data for filtering out high frequency noise;

4. Apply moving average filter (30 filter points) to all the collected data to reduce noise

by lowering the sampling rate;((50*50 GSps)/30);

5. Add a DC shift to the data to avoid division by zero and normalize the data;

6. Manually identify the start and end sample points of the Envelope and DUT Response;

7. Divide the DUT Response by the Envelope to get the envelope-corrected time-domain

DUT impulse response;

8. Manually identify the start and end sample points of the the envelope-corrected time-

domain DUT impulse response;

9. Perform FFT to get magnitude and phase spectrum of DUT frequency response.

De-embedding of the system response from the DUT response especially for the testing of

electronic devices will be implemented in the future by de-convolution in frequency domain.

Also windowing and zero-padding can be applied to increase the frequency resolution in the

estimated magnitude and phase spectrum of the DUT frequency response. Automation in

the identification of the start and end point of the envelope and impulse response would also

be implemented in the future work.

5.7 Future Work - Single-shot Terahertz Characterization

The accurate measurement of terahertz signals has always been very challenging due to ex-

tremely high bandwidth requirements for the instrumentation system. Performing accurate
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instrumentation and measurement of terahertz signals can enable a wide variety of appli-

cations from quality measurement of medicine and integrated circuits, tissue imaging, to

particle accelerator measurements.

Terahertz waveforms have been generated by illuminating photo-conducting structures

with femtosecond laser pulses. Such structures include Hertzian dipoles [215], resonant

dipoles [216], dipoles with dielectric lenses [217], large aperture photo-conductive antennae

[218], large-aperture silicon p-i-n diode [219], optical rectification in nonlinear optical crystals

[220, 221], etc.

Terahertz waveforms can be detected by photo-conductive antennae [222], far-infrared

interferometric techniques [218, 223], and electro-optical (EO) sampling [224]. Although

photo-conductive antennae have superior detection responsivity, the resonant behavior of

their Hertzian dipole structure limits the accuracy of the measurement. Far-infrared inter-

ferometric techniques result in losing of the phase information which is crucial for certain

applications. Electro-optic sampling is based on the Pockels effect, in which the refractive

index of a medium is modified in proportion to the applied electric field strength. In electro-

optical sampling technique, the terahertz electric field is measured by modulating a probe

optical pulse inside an EO crystal by changing the polarization ellipticity of the optical pulse.

The polarization ellipticity modulation of the optical pulse can be analyzed to obtain the

amplitude and phase of the terahertz electric field.

Time-stretch based instrumentation systems have been used for analyzing the terahertz

radiation emitted by electron-bunches in a synchrotron particle accelerator [153–155]. In

these implementations, electro-optic sampling technique is employed to modulate the Tera-

hertz radiation onto the polarization of an ultra-short optical pulse of 1060 nm wavelength

inside a GaP EO crystal. The Terahertz modulated optical pulse is time-stretched, con-

verted to an electrical signal, digitized using a real-time digitizer and applied digital signal

processing to recover the signal and characterize it. We propose a single-shot Terahertz mea-

surement system using SiNA, employing phase diversity technique to mitigate the dispersive

RF fading effects associated with time-stretch systems [225].
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Figure 5.23: The test setup for measuring the Terahertz signals for applications such as

quality measurement of medicine and integrated circuits, tissue imaging, THz device testing,

etc [225].

A block diagram of the single-shot Terahertz signal measurement system can be found in

Figure 5.23. The Terahertz time-stretch oscilloscope modulates the Terahertz signal under

test onto a chirped mode-locked laser pulse using an electro-optic modulator comprising a

Kerr crystal such as GaP or GaAs. The chirped laser pulse and the Terahertz signal are

combined within the Kerr crystal which modulates the rotation of optical polarization of

the chirped pulse in response to the Terahertz electric field. A quarter wave plate is used

to bias the polarization of the optical signal carrying the Terahertz signal. The polarization

modulation of the optical pulse is converted to intensity modulation by propagating the

optical signal through a polarizing beam splitter, producing s and p polarization components.

Time-stretch is applied to both the intensity modulated optical signals to compress the signal

bandwidth using the same dispersion compensating fiber. The difference in the s and p

polarization components is measured using a balanced photo-detector.
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The balanced detector should produce no signal in the absence of a Terahertz electric

field as the s and p-polarization components will have the same intensity. But the balanced

detector will produce an electrical output signal in the presence of a Terahertz electric field

which changes polarization of the chirped optical pulse. The resulting electrical signal from

the balanced detector is digitized using an ADC. The digitized signal is analyzed using a

real-time digital signal processor such as a field programmable gate array. All the digital

signal processing, including Terahertz signal recovery and measurement, maximization of

the signal-to-noise ratio by employing maximum ratio combining (MRC) algorithm, and

distortion suppression by optical back propagation algorithm [133], are performed in real-

time. A computer is used to visualize the Terahertz signals under test after the signal

processing.

5.8 Conclusion

We have demonstrated an extremely fast, single-shot network analyzer for performing fre-

quency response analysis of photo-detectors and electro-optic modulators. SiNA features

an extremely fast single-shot acquisition time of 27 ns, an effective sampling rate of up to

2.5 Tera-samples/s, and an intra-pulse jitter of 5.4 fs. Frequency-domain analysis for the

DUT can also be performed by applying Fourier transform on the time-domain measurement,

thereby obviating the need for a wide-band frequency synthesizer, unlike conventional VNAs.

The reported instrument can be modified to perform high-speed time domain reflectometry

(TDR), two-port network analyses generating bode plots, transfer function analysis, pulsed

s-parameter measurements and transient, non-repetitive, non-linear response analyses for

high bandwidth electronic and opto-electronic devices/circuits/subsystems/systems. SiNA

can also be modified to enable characterization of Terahertz signals. The instrument can

also be configured to measure complex permittivity of dielectric materials at an extremely

fast measurement rate, enabling its usage in high-throughput, real-time applications such as

a particle flow analyzer.
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CHAPTER 6

Conclusion

Time-stretch has enabled development of high-throughput, high bandwidth instruments for

the real-time capture and analysis of ultra-fast signals, rare and/or single-events. In this

dissertation, I employed time-stretch to design and develop ultra-fast instruments for ana-

lyzing high-bandwidth electrical and optical signals to enable the development of agile opti-

cal networks and for performing rapid frequency response measurements of high-bandwidth

electrical, opto-electronic, and electro-optic devices, circuits, modules, and systems.

We developed a 2 Tera-bit/s burst-mode time-stretch accelerated processor with a real-

time electronic processing back-end for analyzing bit-error rate of data rates up to 40 Giga-

bit/s at an an effective sampling rate of 250 GSamples/s using an electronic digitizer of only

2.5 Giga-samples/s sampling rate with a 2 GHz analog bandwidth. This instrument avoids

the manual post-processing previously used for TiSER, and thereby reduced its latency and

increased its data handling capability. The burst-mode real-time time-stretch accelerated

processor has a very fast acquisition time of ∼28 microseconds. Additionally, I enabled the

communication of the estimated bit-error rate of the analyzed data signal to be provided

as a feedback to a software-defined networking controller to implement flexible/agile optical

communication networks.

We demonstrated in-service optical performance monitoring of 10 Giga-bit/s non-return-

to-zero on-off-keying signal in a metro-scale network with real-time feedback of the bit-error

rate to the software-defined networking control plane to implement an agile network that

recovers from disasters. We also demonstrated for the first time, burst-mode real-time, in-

service, optical performance monitoring using eye diagrams on a 10 Gbit/s non-return-to-zero

on-off-keying modulated streaming video packets on a commercial optical network platform.
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We characterized the bit-error rate of 10 Gigabit/s non-return-to-zero on-off-keying sig-

nals in the presence on non-linear effects namely, amplified spontaneous emission and self

phase modulation using TiSAP and calibrated the measurements with a bit-error rate tester.

We also report an ultra-fast time-stretch instantaneous frequency measurement receiver

based on TiSER which allows for both amplitude and frequency measurements for a wide

bandwidth range of 5 to 45 GHz. We also proposed a new hybrid instrumentation sys-

tem based on TiSAP for analyzing both high-speed optical and electrical signals enabling

ultra-fast production-level characterization of optical/opto-electronic/electro-optic devices

and also modulation format agnostic, in-service analysis of optical and electrical data in a

communication system.

We have demonstrated a new extremely fast, single-shot network analyzer for performing

frequency response analysis of electronic, opto-electronic and electro-optic devices. SiNA

features an extremely fast single-shot acquisition time of 27 ns, an effective sampling rate

of 2.5 Tera-samples/s, and a measurement jitter of 5.4 fs (rms). SiNA obviates the need

for a wide-band frequency synthesizer, needed in conventional vector network analyzers, by

performing Fourier transform on the time-domain measurement. SiNA can be modified to

enable characterization of Terahertz signals as well as for measuring complex permittivity

of dielectric materials at an extremely fast measurement rate, enabling its usage in high-

throughput, real-time applications such as a particle flow analyzer.
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