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ABSTRACT OF THE DISSERTATION 

 

Navigating a seascape: physiological and environmental motivations behind juvenile 

North Pacific albacore movement patterns 

 

by 

 

Stephanie Snyder 

 

Doctor of Philosophy in Marine Biology 

 

University of California, San Diego 2016 

 

Professor Peter J.S. Franks, Chair 

 

 

Characterization of an animal’s movement patterns and the motivations behind 

those movements can allow us to predict their response to changes in the environment 

or ecosystem. In my thesis, I use biotelemetry data and mechanistic models to 

investigate the movements of albacore tuna within the context of their thermal biology 

as they move through a dynamic and heterogeneous thermal environment. My results 
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indicate that albacore have thermal habitat constraints dictated by their inability to 

maintain a functional body temperature in SST below 11 °C, and high behavioral and 

physiological costs at SST above 20 °C. I show that albacore migrations are longer and 

have more consistent phenology and direction when fish are migrating between habitats 

whose sea surface temperatures trend below 13ºC and above 20 ºC. Albacore time their 

migrations with annual changes in the temperatures of their origins and destinations. I 

also show that thermal fronts serve as a dual resource to albacore. I characterize the 

movement of four tunas as they utilize sub-mesoscale features associated with a thermal 

front. For two weeks, the tunas swam between the warmest and coldest available waters, 

making on average 50 trips across the front per day, with 85% of these occurring during 

daytime. The use of the warm side of the front resulted in an increase in body 

temperature, and the strength of the front was directly correlated with foraging success. 

This work provides the necessary parameters to model albacore movement and a 

mechanistic understanding of the limits to albacore distribution. 
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CHAPTER 1 

Introduction 

 

Animal movement shapes the ecosystems and biodiversity patterns of our planet. 

The paths, extents and timings of animal movement influence predator/prey dynamics 

(Lampert 1989; Abrams 2007; Sims et al. 2005), species distributions (Parmesan et al. 

1999), and population dynamics (Fiksen et al. 2007). The vast implications of animal 

movement have led to a wealth of studies that have provided empirical observations 

(Payne et al. 2014; Costa, Breed, and Robinson 2012; Rutz and Hays 2009) as well as 

mathematical and theoretical frameworks (Sainmont, Thygesen, and Visser 2013; 

Pedersen et al. 2011; McClintock et al. 2012; Singh et al. 2012; Jachowski and Singh 

2015; Morales et al. 2004; Nathan et al. 2008; Holyoak et al. 2008; Bauer et al. 2009). 

In my thesis, I investigate the movement of juvenile albacore tuna within the context of 

their thermal physiology as they migrate through a heterogeneous and rapidly changing 

thermal environment. 

Albacore tuna (Thunnus alalunga) is a globally distributed, temperate tuna 

species comprising 6 percent of the global tuna catch (FAO, 2016). North Pacific 

albacore are highly migratory, with migrations spanning the entirety of the North Pacific 

Ocean throughout their life cycle (Otsu and Uchida 1963; Laurs and Lynn 1977; 

Childers, Snyder, and Kohin 2011). Their migration patterns are ontogenetically 

defined, with largest migrations observed in juveniles, ages 2-5 years. Migration routes 

have been well described (Childers, Snyder and Kohin, 2011; Laurs and Lynn 1977) 

and their paths have been correlated with the North Pacific transition zone (Zainuddin 
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et al. 2006). Albacore, like many organisms in the world’s marine ecosystems maintain 

portions of their bodies at temperatures above ambient temperatures (Graham and 

Dickson 1981). Their thermoregulation is hypothesized to increase swimming speed 

and efficiency (Altringham and Block 1997; Dewar and Graham 1994; Brill 1996; 

Bernal et al. 2001), enhanced vision (Fritsches, Brill, and Warrant 2005), increased 

digestion rates (Newton, Wraith, and Dickson 2015), and larger thermal niches 

(Dickson and Graham 2014; Block et al. 1993). However, this trait comes at a 

physiological cost of increased metabolic rate (Dickson and Graham 2014), and has 

been shown to incur elevated metabolic rates at both low and high temperatures – a 

metabolic rate curve characteristic of endotherms – in bluefin tuna (Blank et al. 2007). 

Thus, regional endothermy is a trade-off between the physiological costs of metabolic 

heat production and the benefits of niche expansion and predatory capabilities.  

I examine the influence of the thermal habitat on albacore thermoregulation. 

Characterizations of thermoregulation can be used to determine habitat availability 

(Magnuson et al. 1979; Porter and Kearney 2009), behavior (Huey 1974;  Angilletta 

2009), and vulnerability to climate change (Helmuth, Kingsolver, and Carrington 2005; 

Huey et al. 2012). Our understanding of thermoregulation relies on accurate measures 

of body temperature and the rates at which body temperature changes given different 

thermal environments. There are many challenges to obtaining these measurements 

(McCafferty, Gallon, and Nord 2015), not the least of which is sensor thermal inertia, 

i.e. the ability of the sensor to resist changes in temperature. While researchers 

acknowledge that sensor thermal inertia exists, the significance of its effect on body 

temperature measurements is under debate (Schaefer and Fuller 2006; Roznik and 
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Alford 2012). In Chapter 2, I provide methods to quantify and correct for sensor 

thermal inertia, and investigate the thermal inertia of the temperature sensors on 

Wildlife Computer’s Mk9 data logger. I characterize the influence of the sensor thermal 

inertia on simulated and measured body temperature measurements over a range of 

species and organism size.  

In Chapter 3, I explore how the thermal environment influences the behavioral 

and physiological aspects of thermoregulation in juvenile albacore tuna, a regional 

endotherm. Regional endotherms exhibit a mix of behavioral and physiological 

strategies to thermoregulate (Holland and Sibert 1994; Holland et al. 1992; Casey, 

James, and Williard 2014). As exhibited in ectotherms, behavioral thermoregulation can 

consist of selecting a preferred temperature or shuttling between temperature extremes 

(Huey 1974). Behavioral thermoregulation in regional endotherms has been 

demonstrated in their diving behavior – which consists of a trade-off between foraging 

in cold waters at depth and warming in food-poor waters at the surface (Holland et al. 

1992; Dizon and Brill 1979; Casey, James, and Williard 2014). Similar to endotherms, 

regional endotherms can also physiologically thermoregulate by increasing their 

metabolic output – as seen in the captive bluefin (Blank et al. 2007) and albacore 

(Graham and Dickson 1981) tuna – or by decreasing their rates of heat loss to the 

environment. Bigeye (Holland and Sibert 1994) and yellowfin (Dewar, Graham, and 

Brill 1994) tuna have been shown to change their rates of heat loss and heat gain 

depending on the ambient temperature, and bluefin tuna have been shown to alter their 

rates by season (Teo et al. 2007). I use decades of biotelemetry data coupled with 

mechanistic models to examine both thermal habitat use and the thermal rates of body 
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temperature change associated with the albacore’s level of insulation and metabolic 

activity. I examine the costs and thermoregulatory outcomes of the tuna that generated 

these data, using sea surface temperature as an environmental descriptor. 

In Chapter 4, I build upon the results of Chapter 3 by examining whether 

migrations were driven by seasonal changes in habitat suitability. One of the ways to 

explore the reasons behind movement, and furthermore to understand the adaptability 

of migration, is to place the variability in observed behavior within a framework of 

testable hypotheses (Rutz and Hays 2009; Kirby 2001). Biotelemetry data provide 

measures of the propensity (i.e., the probability to migrate and/or the migratory 

distances), the residential areas (i.e., the origins and destinations of migration), and the 

phenology (i.e., the departure and arrival dates) of migration. By coupling this 

information with large-scale environmental data (e.g., satellite data on abiotic and biotic 

factors in the environment) and examining the variability among individual behaviors, 

we can test the importance of different drivers of movement. Chapter 4 uses empirical 

observations of both albacore movement and their environment to test the hypothesis 

that habitat suitability drives migration in juvenile albacore tuna. Albacore distributions 

have been linked to sea surface temperature (Laurs and Lynn 1985; Laurs, Fiedler, and 

Montgomery 1984; Kimura, Nakai, and Sugimoto 1997) and thermal fronts (Xu et al. 

2015). The depth of the thermocline (Childers, Snyder, and Kohin 2011) and the 

turbidity of the water column (Murphy 1959) have been shown to influence their vertical 

distributions and foraging capabilities.  Thus, I examine both the vertical and the 

horizontal habitat by assessing the gradients in light and temperature with depth, and 

sea surface temperature. To test the hypothesis that habitat selection drives migratory 
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behavior, I made the following predictions: (i) the propensity to migrate would be 

positively correlated with the annual amplitude of environmental fluctuations at the 

outbound origins, (ii) the phenology of migration aligns with the fluctuations of 

environmental conditions at the origin of the migratory segments, and (iii) the 

destinations of migratory segments at the time of migration would have significantly 

different environmental conditions than the origins, and that these differences will 

always be in the direction of the median environmental conditions observed across all 

fish.  

In Chapter 5, I examine albacore use of thermal fronts. We are at the frontier 

of understanding the dynamics of how fronts alter pelagic ecosystems, and why 

organisms accumulate (in the case of drifters) or aggregate (in the case of swimmers) at 

fronts (Block 2005; Franks 1992; Olson et al. 1994). With increased spatial and 

temporal sampling of our oceans, we are discovering that sub-mesoscale features (Levy 

et al. 2012), such as the ones featured here, change the community structure, abundance 

and distributions of a wide spectrum of organisms including bacteria (Landry et al. 

2012; Floodgate et al. 1981), planktonic organisms (Landry et al. 2012; Olson and 

Backus 1985; Powell and Ohman 2015), the migrating organisms of the deep scattering 

layer (Landry et al. 2012), and charismatic megafauna such as the tunas (Xu et al. 2015; 

Sund, Blackburn, and Williams 1981b; Humphries et al. 2010), sharks (Queiroz et al. 

2012; Sims and Quayle 1998; Humphries et al. 2010), turtles (Polovina et al. 2000), 

marine mammals (Baumgartner et al. 2001; Bost et al. 2009), and birds (Hunt, Harrison, 

and Piatt 1993; Scheffer, Bost, and Trathan 2012; Nel et al. 2001). It is thought that 

large predators are drawn to these areas to take advantage of the accumulation of prey 
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(Costa, Breed, and Robinson 2012; Block 2005; Olson et al. 1994; Sims and Quayle  

1998; Humphries et al. 2010), and that regional endotherms, such as tunas, also take 

advantage of the warm waters of the front to assist in thermoregulation (Olson et al. 

1994; Kirby and Hart 2000; Kirby 2001; Queiroz et al. 2012). Warmer temperatures for 

these organisms translates into faster swimming speeds, better visual acuity, and 

increased digestion rates (Dickson and Graham 2014); thus fronts increase foraging 

performance in addition to prey abundance. Theoretical work has been done to model 

the optimal behavior at fronts, and to test if this behavior would lead to thermoregulatory 

advantages, with mixed results (Kirby and Hart 2000). To investigate this ‘dual 

resource’ theory, I used in situ behavior and environmental sampling from electronic 

tags deployed on four juvenile albacore tuna and high-resolution remote sensing 

imagery. 
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CHAPTER 2   

 

Quantifying the effects of sensor coatings on body temperature measurements. 

 

 

2.1 Abstract 

Background: A characterization of an organism’s thermoregulatory ability 

informs our understanding of its physiology, ecology and behavior. Biotelemetry 

studies on thermoregulation increasingly rely on in situ body temperature measurements 

from surgically implanted data loggers. To protect the organism and the instrument, the 

electronics and the temperature sensor are often encased in non-conductive materials 

prior to insertion into the organism. These materials thermally insulate the sensor, thus 

potentially biasing temperature measurements to suggest a greater degree of 

thermoregulation than is actually the case. Results: Here we present methodology to 

quantify and correct for the effect of sensor coatings on temperature measurements by 

data recording tags. We illustrate these methods using Wildlife Computer’s Mk9 

archival tag, field data from the peritoneal cavity of a juvenile albacore tuna (Thunnus 

alalunga) and simulated data of several species of ectotherms (fish: Hemitripterus 

americanus, Catostomus commersoni and Maxostoma macrolepidotum; reptiles: 

Macroclemys temminckii, Varanus spp.), ranging in size from 10 to 1000 g. Mk9 tags 

had rate constants (measures of the sensor’s ability to respond to changes in 

temperature) of 1.79 ± 0.06 min-1 and 0.81 ± 0.07 min-1 for the external and internal 

sensors, respectively. The higher rate constant of the external sensor produced smaller 

errors than the internal sensor. Yet, both sensors produced instantaneous errors of over 

1°C for all species tested, with the exception of T. alalunga. Conclusions: The effect of 
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sensor coatings on body temperature measurements is shown to depend on the relative 

values of the sensor’s and the organism’s rate constant and the rate of change of 

environmental temperature. If the sensor’s rate constant is lower than that of the 

organism, the temperature measurements will reflect the thermal properties of the sensor 

rather than the organism. 

 

2.2  Introduction 

Over the past few decades, biotelemetry studies have generated in situ 

measurements of body temperature response to environmental temperatures ( Block 

2005; Payne et al. 2014), providing insights into thermoregulatory abilities (Block et al. 

2001; Bush, Brown, and Downs 2008), mechanisms (Fitzgerald and Nelson 2011; 

Hetem et al. 2009) and strategies (Jackson et al. 2009; Dzal and Brigham 2013). 

Characterizations of thermoregulation can be used to determine habitat availability 

(Magnuson, J J, Crowder, L B, and Medvick 1979; Porter and Kearney 2009), behavior 

(Huey 1974; Angilletta 2009), and vulnerability to climate change (Helmuth, 

Kingsolver, and Carrington 2005; Huey et al. 2012). Our understanding of 

thermoregulation relies on accurate measures of body temperature and the rates at which 

body temperature changes given different thermal environments. There are many 

challenges to obtaining these measurements (McCafferty, Gallon, and Nord 2015), not 

the least of which is sensor thermal inertia, i.e. the ability of the sensor to resist changes 

in temperature. While researchers acknowledge that sensor thermal inertia exists, the 

significance of its effect on body temperature measurements is under debate (Schaefer 

and Fuller 2006; Roznik and Alford 2012). 
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Thermal inertia in the absence of radiation (e.g., either in water or in a body 

cavity) can be estimated as the inverse of its rate constant, which is also referred to as 

the coefficient of conductance, k (min-1) – at which the object’s temperature, 𝑇𝑖 (ºC), 

approaches the ambient temperature, 𝑇𝑎 (ºC, Eq. 1):  

 𝑑𝑇𝑖

𝑑𝑡
=  𝑘(𝑇𝑎 − 𝑇𝑖) (1) 

A large rate constant (low thermal inertia) results in a faster response to a given 

temperature change. This property holds true for all physical objects, organisms and 

sensors included. For aquatic ectotherms, organismal rate constants (kb) decrease 

exponentially as body size increases, and species-specific relationships have been 

empirically defined for a number of species (e.g., Stevens and Sutterlin 1976; Spigarelli, 

Thommes, and Beitinger 1977; Fitzgerald and Nelson 2011). On the other hand, a 

sensor’s rate constant ks is largely determined by the mass and specific heat of its 

surrounding.  

Virtually every temperature sensor used to study thermoregulation in the field is 

coated with a material to waterproof the sensor and to protect the organism from 

infection. The protective coatings vary in composition (e.g., epoxy resin: Boyles, Smit, 

and McKechnie 2012; Carey, Kanwisher, and Stevens 1984; Coleman and Downs 

2010); silicon: (Gilbert et al. 2007; Green et al. 2005; Jackson et al. 2009); paraffin wax: 

(Downs, Zungu, and Brown 2012; Scantlebury et al. 2012; Zungu, Brown, and Downs 

2013); or plastic: (Donaldson et al. 2009; Taylor, DeNardo, and Malawy 2004) and in 

thickness, as coatings are often applied by the researcher rather than the sensor 

manufacturer. Because of the diversity of coating materials and thicknesses, each data 
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logger has its own – usually unknown – coefficient of conductance. The thicker and less 

conductive the material, the lower the sensor’s coefficient of conductance, and the 

slower it will respond to temperature changes.  

Because of the inherent variability in organisms (i.e., thermoregulatory ability) 

and in tag design (i.e., mass and specific heat of protective coatings), it is difficult – if 

not impossible – to provide a blanket statement on the effect of sensor coatings on body 

temperature measurements. Herein, we provide researchers the tools to assess whether 

their sensor is accurately capturing fluctuations in their organism’s body temperature, 

and to correct their time series if necessary. To illustrate our methodology, we use 

Wildlife computer’s Mk9 archival tag along with observed and simulated body 

temperature time series.  

 

2.3 Methods  

2.3.1 Theory 

The impact of sensor coatings on body temperature measurements can be 

explored mathematically. Suppose at time t=0 an organism’s temperature (Tb) is at 

equilibrium with a previously constant ambient temperature, 𝑇0. If the animal were to 

move rapidly to a new temperature 𝑇𝑎 (e.g., dive below the thermocline), the change of 

body temperature with time is given by: 

 𝑇𝑏(𝑡) = 𝑇𝑎 + (𝑇0 − 𝑇𝑎)𝑒−𝑘𝑏𝑡 (2) 

This equation indicates that changes in the organism’s body temperature result from the 

difference between the organism’s body and ambient temperature and the organism’s 

rate constant kb, assuming a constant kb during the time interval 0 to t. The rate constant 
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defines the time constant (specifically 1/kb) over which the organism cools or warms to 

the ambient temperature: an increase in kb would be accompanied by a faster rate of 

body temperature change. Thus, higher rates of body temperature change occur in 

organisms with higher rate constants or in organisms that encounter a large change in 

environmental temperature over a short period of time. 

Using the same scenario of an organism with a rate constant kb experiencing a 

step-function ambient temperature change, we can calculate the effect of measuring the 

body temperature with a sensor, assuming the sensor is at equilibrium with the ambient 

temperature 𝑇0 at t=0 and has a rate constant ks:  

 
𝑇𝑠(𝑡) = 𝑇𝑎 +

𝑘𝑠

(𝑘𝑠 − 𝑘𝑏)
(𝑇0 − 𝑇𝑎)𝑒−𝑘𝑏𝑡 + (𝑇0 − 𝑇𝑎)𝑒−𝑘𝑠𝑡 (1 −

𝑘𝑠

(𝑘𝑠 − 𝑘𝑏)
)  (3) 

Here we can see that as kb increases relative to ks, the influence of ks on the 

measurements increases. In essence, both the animal and the sensor act as filters on the 

changing ambient temperature: the slowest filter (i.e., the smallest k) will determine the 

measured temperature. If the ambient temperature were to change again before the 

sensor temperature had equilibrated (i.e., in less than 1/ks), the sensor will have a lagged 

response to the body temperature changes, effectively averaging fluctuations in body 

temperature (Fig. 2.1). The sensor’s thermal inertia will give the impression of a more 

stable body temperature than is actually the case whenever ks < kb.    

These derivations show that measurement error depends on the relationship 

between the rate constants of the sensor and the organism as well as the temporal 

dynamics of the ambient temperature fluctuations. Thus, estimating the sensor’s rate 
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constant is a necessary first step in understanding measurement error associated with 

sensor thermal inertia. 

 

2.3.2 Quantifying and accounting for sensor rate constant 

2.3.2.1 Calibration experiment 

Prior to deployment, the temperature sensor must be calibrated to calculate its 

rate constant ks. The calibration should be completed after the application of protective 

coating (e.g., potted in epoxy or coated with a layer of epoxy). Calibration data should 

be collected under the following conditions: (i) the ambient temperature Ta is known 

and changes at a faster rate than expected in the field, (ii) the physical environment is 

similar to that encountered during deployment, and (iii) the sensor’s sampling rate is 

faster than the sampling rate used in the study.  

Ideally Ta should vary as a step function between the minimum and maximum 

temperatures expected in the field. This can be achieved by cycling the sensor through 

two different temperature-controlled treatments (e.g., water baths), noting the time at 

each transfer. Sensors should be allowed to equilibrate to each ambient temperature. 

Because the physical environment can change an object’s coefficient of conductance by 

an order of magnitude (Denny 1993), it is essential to test the sensor in the same medium 

(e.g., air or water) it will encounter in the field. If the sensor will be deployed in the 

peritoneal cavity of an organism, a calibration experiment in salt water should suffice.  

With a sampling interval ∆𝑡𝑠, the sampling rate 1/∆𝑡𝑠 defines the maximum 

detectable value of ks. Intuitively, if ks > 1/∆𝑡𝑠, then the sensor temperature 𝑇𝑠 should 

approach the ambient temperature 𝑇𝑎 within the time between measurements, ∆𝑡𝑠, 
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leaving little to no information for evaluating ks (see Eqn 2). As ks is unknown and the 

in situ sampling interval determines the rate at which ks would be detected in the study, 

to resolve ks it is imperative that the calibration be conducted using sampling rates that 

are faster than the planned in situ sampling rate.  

 

2.3.2.2  Calculating sensor rate constant 

To calculate the sensor’s rate constant (ks, min-1), we make a numerical 

approximation of Eqn. 1 using the Euler method:  

𝑇𝑠(𝑡) − 𝑇𝑠(𝑡 − ∆𝑡)

∆𝑡
= 𝑘𝑠[𝑇𝑎(𝑡) − 𝑇𝑠(𝑡 − ∆𝑡)] 

(4) 

This equation models the temperature sensor’s rate of change as dependent on the 

present temperature (𝑇𝑠(t), ºC), its temperature at the previous time (𝑇𝑠(t-∆𝑡𝑠), ºC), the 

present ambient temperature (Ta (t), ºC), and the sensor’s rate constant (ks, min-1).  Eqn. 

4 gives a first-order solution. The errors associated with this approximation are directly 

proportional to the time between measurements (the sampling interval, ∆𝑡𝑠).  

Eqn. 4 was reformulated to:  

 𝐴 = 𝐵𝑘𝑠 
(5) 

where A is a vector of the sensor temperature’s rate of change, and B is a vector of the 

temperature differences between the current ambient temperature and the sensor 

temperature at a previous time step: 

 𝐴 = [
(𝑇𝑠(𝑡𝑖)  − 𝑇𝑠(𝑡𝑖 − ∆𝑡𝑠))

∆𝑡𝑠
] (6) 
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 𝐵 = [𝑇𝑎(𝑡𝑖) − 𝑇𝑠(𝑡𝑖 − ∆𝑡𝑠)] 
(7) 

where 𝑖 = {2, 3, … , 𝑁} and N is the number of points in a particular window of data. To 

minimize noise in our estimates of ks, it is important to only include data from the 

periods when A and B are not equal to 0 (i.e., from the time when the sensor was placed 

into the water bath to the time when the sensor approaches equilibrium with the water 

bath’s temperature).  

Solutions to Eqn. 5 can be obtained for each cooling or warming period, to 

generate one estimate for ks per water bath transfer. Each ks can then be used to correct 

the sensor data (see 2.2.3) from all cooling and warming periods throughout the 

calibration experiment. Although the data from these cooling and warming periods 

could be used collectively to generate one estimate of ks, separate estimates of ks  allow 

the researcher to test the validity of the model using data that was excluded from the 

original estimation of ks. The final ks is defined as the estimate that minimizes the root-

mean square error between the corrected temperature time series (Tcorr, see 2.2.3 Eqn 9) 

and the water bath temperature time series (Ta):  

 𝑅𝑀𝑆𝐸𝑘𝑠
=  √

∑ (𝑇𝑎(𝑡) − 𝑇𝑐𝑜𝑟𝑟(𝑡))2𝑁
𝑡=1

𝑁
 

(8) 

where N is the length of the time series. 

 

2.3.2.3  Correcting time series 

Having obtained a value for ks it is possible to remove the effects of the sensor’s 

protective coating from the 𝑇𝑠 time series and reconstruct the ambient temperature time 
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series Ta. Because the ambient temperature in this step is unknown, Eqn. 4 is rearranged 

to solve for 𝑇𝑎 which is now renamed 𝑇𝑐𝑜𝑟𝑟, to denote the corrected sensor time series:  

 𝑇𝑐𝑜𝑟𝑟(𝑡) =
1

𝑘𝑠∆𝑡
[𝑇𝑠(𝑡) − 𝑇𝑠(𝑡 − ∆𝑡)] + 𝑇𝑠(𝑡 − ∆𝑡) 

(9) 

This correction unavoidably enhances the sensor’s digitization error. To minimize the 

sensor’s digitization error, the sensor time series 𝑇𝑠 should be smoothed over five data 

points prior to correction using a moving average. To minimize signal loss, any 

smoothing that results in a change greater than the sensor’s digitization error should be 

reverted back to the raw data.  

 

2.3.3 Case study 

Because the impact of the sensor thermal inertia on measurements is dependent 

on the relative values of the rate constants of the organism and the sensor (Eqn. 3), the 

significance of the sensor’s rate constant will vary by sensor and across and among 

species. To illustrate this, we estimate the rate constant for two temperature sensors on 

one model of tag and use these sensors to measure juvenile North Pacific albacore 

(Thunnus alalunga) body and water temperature and to simulate measurements of 

several ectotherms across a range of sizes.  

 

2.3.3.1 Tag model 

We calibrated and calculated the rate constants for 41 Mk9 archival tags (Mk9 

Wildlife Computers). This model has been deployed on a variety of taxa (e.g., tunas: 

(Dagorn et al. 2006); turtles: (Casey, James, and Williard 2014); elephant seals: (Kuhn 
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et al. 2009); penguins: (Scheffer, Bost, and Trathan 2012)). Mk9s are equipped with two 

temperature sensors: an internal sensor located within an epoxy housing and an external 

sensor located at the end of the tag stalk (Fig. 2.2).  

The protective coatings on Mk9 sensors are applied by the manufacturer, rather 

than the individual researcher; thus, the sensor’s rate constant should be similar across 

tags. The tag is capable of measuring temperature every second and storing data for up 

to years at a time (dependent on sampling rate). The resolution of both temperature 

sensors is 0.05 ºC.  

During the calibration experiment of the Mk9s, the sensors were set to sample 

every 30 s, and were transferred between two saltwater tanks of 11 and 22 ºC, for a rate 

of change in 𝑇𝑎 of ~11 ºC s-1. Ambient temperature was measured with a thermometer 

situated in each tank and recorded throughout the experiment. 

 

2.3.3.2 Body temperature data 

In situ measurements 

The T. alalunga data used in this study were collected by the Albacore Archival 

Tagging Program, a collaborative tagging project between the NOAA Southwest 

Fisheries Science Center and the American Fishermen’s Research Foundation 

(Childers, Snyder, and Kohin 2011). The Mk9 tag was set to sample every 60 s and 

surgically implanted into the peritoneal cavity of the tuna such that the internal 

temperature sensor measured the peritoneal cavity temperature while the external sensor 

measured the surrounding water temperature. The albacore used in the present study 

was tagged off the coast of Oregon on August 4, 2011. At the time of tagging, the 
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albacore was considered a juvenile with a measured fork length of 64.5 cm (Otsu and 

Uchida 1959) and a weight of 5.5 kg (estimated using published length to weight 

criterion: Uchiyama et al. 2003) at the time of tagging. The tagged fish was at liberty 

for over a year. The effect of sensor thermal inertia was removed from the in situ 

temperature time series using the algorithm presented above (Eqn. 9) to generate a 

corrected temperature time series.  

 

Simulated measurements 

Empirically derived, species-specific relationships between size and rate 

constant (kb) coefficients of conductance were used to simulate body temperature 

cooling curves of different sized organisms under an ambient temperature change from 

20 °C to 10 °C. Organismal coefficients of conductance (kb, min-1) have been derived 

in laboratory settings for a variety of taxa and different sized individuals using the 

following equation:  

 𝑘𝑏 = −
1

𝑡
ln[

(𝑇𝑒 − 𝑇𝑏)

(𝑇𝑒 − 𝑇0)
] 

(10) 

where Te  (°C) is the steady-state body temperature at the experimental ambient 

temperature, 𝑇0 (°C) is the initial body temperature, and Tb (°C) is the body temperature 

at t minutes into the experiment (Stevens and Sutterlin 1976). These data have been used 

in the literature to relate kb and organism size using variants of the following equation: 

 𝑘𝑏 = 𝑎𝑊−𝑏 
(11) 

where a and b are empirically derived constants (Table 2.1, Fitzgerald and Nelson 2011, 

Stevens and Sutterlin 1976, Bartholomew and Tucker 1964, Stevens and Fry 1974). 



25 

 

 

 

Eqn. 2 was used to simulate body temperature using the organism specific kb with 𝑇0 of 

20°C and 𝑇𝑒 of 10°C. 

Sensor measurements of the generated body temperatures were simulated by 

using two different ks values (corresponding to the mean coefficient of conductance of 

the internal and external sensors) and replacing Ta with Tb in Eqn. 4 (Fig. 2.3a). We used 

a sampling interval of 1 s, and our simulated sensor had no digitization error. The 

cooling period was defined as the time from when the ambient temperature changed to 

10 °C to the time when the body temperature cooled to 10.1 °C. These analyses were 

carried out for organisms ranging in mass from 10 to 1,000 g for each species listed in 

Table 2.1. 

  

2.3.3.3 Testing significance 

In both the measured and simulated body temperature treatments, the effect of 

sensor coatings on measurements was determined by looking at (i) overall significance 

and the instantaneous errors between the body temperature and the sensor temperature 

time series; and (ii) the differences in known and estimated kb for the simulated body 

temperatures. Overall significance was determined using a Student’s t-test (P<0.05). 

This was done over the entire year for the albacore tuna and over the cooling period for 

the simulated body temperatures. For the measured albacore body temperatures, the 

error caused by sensor rate constant (E) was calculated as the difference between the 

smoothed (to reduce digitization error, see above) and corrected sensor temperature time 

series at time t: 
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 𝐸(𝑡) = 𝑇𝑠 (𝑡) −  𝑇𝑐𝑜𝑟𝑟 (𝑡) 
(12) 

In the case of the simulated body temperatures, Tcorr was replaced with the known body 

temperature Tb, and the mean error �̅� between the two time series during the cooling 

period is reported for each species-size (Fig 2.3b).  

Additionally, because the kb in the simulated experiments is known, it was 

possible to compare an apparent rate constant estimated from the sensor measurements 

(kb-est, min-1) to the known kb. The apparent rate constant was estimated from the sensor 

cooling curve using Eqn. 10 replacing Tb with Ts. This estimation from the simulated 

sensor data was then compared to the known rate constant, kb.  

 

2.4 Results 

Mk9 sensor rate constant  

Analysis of the calibration data of the Mk9 archival tags gave mean (± S.D.) rate 

constants, ks, of 1.79 ± 0.06 min-1 and 0.81 ± 0.07 min-1 for the external and internal 

sensors, respectively (Fig. 2.4). Using ks to correct the sensor measurements 

significantly reduced the root mean squared error between the sensor measurements and 

the ambient temperature, RMSEks (Eqn. 8, Table 2.2; t-test: p < 0.001 and p<0.001 for 

external and internal sensors, respectively). 

 

Effect of sensor rate constants 

In situ measurements 
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The external sensor ks was greater than the in situ sampling rate (Δts
-1) and thus 

(due to aliasing) the external sensor’s thermal inertia was not detectable in the albacore 

in situ time series. Therefore, only the internal sensor measurements were corrected. 

This correction was done using the internal sensor ks derived from the calibration data.  

Comparison of a year of raw to corrected in situ albacore body temperature data 

from the internal sensor showed no significant difference (t-test, p=0.92). Absolute 

differences between the raw and corrected body temperatures were within 0.1 °C for 

92.4% of the time series. The remaining 7.6% (approximately 28 days of measurements) 

corresponded to periods when the absolute rates of body temperature change were on 

average an order of magnitude greater than those observed in the rest of the time series, 

0.20 °C min-1 and 0.017 °C min-1 respectively. The maximum error observed during 

these periods of high rates of body temperature change was 0.2 °C. These errors are 

minute compared to the overall signal and variability of the juvenile’s body temperature, 

and therefore the sensor’s rate constant does not significantly influence measurements 

of this albacore’s body temperature. 

 

Simulated measurements 

The level of error associated with sensor coatings differed as a function of both 

sensor and organism. The external and internal sensor measurements were significantly 

different from the simulated body temperatures for all the species tested (Student’s t-

test; p<0.001). The level of error varied between sensors and across species and sizes 

of organisms, with error due to the sensor’s rate constant increasing as size decreased 

across species (Fig. 2.5a-b). Mean error during the cooling period exceeded 1 °C for all 
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species for the internal and external sensors, respectively. When using the internal 

sensor, mean error dropped below 1 °C at 60 g (H. americanus and C. commersoni), 

230 g (M. temminckii), and 590 g (Varanus spp.). The external sensor resulted in less 

error with mean error dropping below 1°C at 20 g (H. americanus and C. commersoni) 

and 80 g (Varanus spp. and M. temminckii). Using uncorrected measurements from 

either sensor resulted in an underestimation of the organisms’ rate constants, with 

greater differences between the estimate and the true value as kb increased (body size 

decreased, Fig. 2.6). 

 

2.5 Discussion 

Sensor thermal inertia has the potential to confound measurements of body 

temperature, thus impacting our understanding of an organism’s thermoregulatory 

ability. We have shown that the effect of sensor coatings on measurements depends on 

(i) the sensor’s rate constant, (ii) the organism’s rate constant, and (iii) the rate of change 

of environmental temperature. The methods presented here allow researchers to 

calculate and correct for a sensor’s rate constant, and to determine whether the sensor 

significantly influences body temperature measurements. (The Matlab code for all the 

analytical methods presented here is available by request.)  

All objects have thermal inertia which (in the absence of radiation) can be 

quantified by a rate constant. As a sensor’s rate constant (ks) decreases relative to that 

of an organism’s (kb), the sensor will heat or cool more slowly than the organism, thus 

giving less-accurate estimates of the actual body temperatures. We have shown here that 

in one model of archival tag (Wildlife computer’s Mk9) the two temperature sensors 
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had different rate constants: 1.79 ± 0.06 min-1 and 0.80 ± 0.07 min-1 for the external and 

internal sensors, respectively. The differences in these coefficients of conductance arise 

from the mass and specific heat of the materials used to coat the sensors. The relatively 

high rate constant of the external sensor resulted in more accurate estimates of 

temperatures than observed using the internal sensor.   

Variability in the sensors’ accuracy depended on differences in the rates of body 

temperature change, which is largely a result of the organism’s rate constant (Eqn. 1-2) 

and rates of ambient temperature change (Fig. 2.1). Organism size plays a role, as this 

parameter often influences the organisms’ rate constant (Eqn. 11). In our simulations, 

measurement error and error in estimation of kb decreased exponentially with size. 

Furthermore, the juvenile albacore, the largest organism in our study, had the smallest 

measurement errors. The smaller kb of larger organisms lessens the influence of ambient 

temperature fluctuations on body temperature, resulting in a steady or slowly changing 

body temperature. As steady or slowly changing body temperatures are less susceptible 

to error from sensor thermal inertia, measurements of temperatures of larger bodied 

organisms are expected to be less impacted by sensor thermal inertia than those of 

smaller organisms. 

In our observations of the albacore as well as the modeled organisms, 

measurement error due to sensor rate constants increased with higher rates of body 

temperature change. For the albacore, periods of rapid diving between cold (deep) and 

warm (surface) environments had the greatest magnitude of error. In our simulations, 

measurement error was inversely correlated with size, i.e., sensor rate constants had a 

greater impact on body temperature measurements of smaller organisms. These 



30 

 

 

 

observations follow from the general theory of thermal inertia with rate constants (Eqn. 

3).  

To illustrate the effects of sensor coatings we used a fixed kb dictated by a 

species-specific dependence on size. However, organisms have been shown to change 

their thermal conductance by orders of magnitude in the field (Teo et al. 2007; Holland 

et al. 1992). This variability, combined with uncertainty in the rates of ambient 

temperature change, creates the potential for sensor coatings to affect measures of body 

temperature and estimates biologically relevant rates of heating and cooling in the field, 

resulting in an overestimation of thermoregulatory ability.   

 

2.6 Conclusions 

With today’s technology, researchers are able to tag species ranging in size from 

bumble bees (Hagen, Wikelski, and Kissling 2011) to blue whales (Acevedo-Gutiérrez, 

Croll, and Tershy 2002). Our ability to measure body temperatures of small organisms 

(e.g., nanologger: Gandra et al. 2015) must be met with an understanding of how sensor 

coatings influence those measurements. Though a sensor’s rate constant may have little 

effect on average body temperature estimates, it can affect our understanding of the 

dynamics of body temperature responses to fluctuations in ambient temperature, as well 

as our understanding of body temperature ranges (Fig. 2.1). As demonstrated in Eqn. 3, 

the ability of the sensor to accurately capture the fluctuations of the organism’s body 

temperature depends largely on the relative relationship between the organism’s and the 

sensor’s rate constant. Given a sensor with the same rate constant, small organisms 

encountering a dynamic thermal environment have a greater potential for measurement 
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error than a large organism in a stable thermal environment. Our simulations indicate 

that thermal inertia alters observed rates of body temperature change in a systematic 

manner and can generate errors an order of magnitude greater than digitization error. 

Accounting for these errors is therefore just as important as other experimental 

considerations, such as sensor placement (McCafferty, Gallon, and Nord 2015). 

Due to the inherent uncertainty surrounding rates of body temperature change 

and sensor thermal rate constants, we recommend that researchers quantify and assess 

the potential impact of their sensor’s rate constant for their organism of interest. Our 

results indicate that the external and internal sensor of Mk9 tags can accurately capture 

the water and body temperature fluctuations of similar sized (or larger) albacore tuna. 

In studies with other organisms or tags, sensor thermal inertia and its associated errors 

must be quantified, with the exception of cases where (i) the organism does not 

experience changes in thermal habitat or (ii) the researcher is only interested in average 

temperatures. Sensor thermal inertia is directly related to the mass and specific heat of 

the protective coating. Therefore sensor thermal inertia will vary across tags. 

Researchers can minimize error by applying thinner layers of more thermally 

conductive materials to reduce the amount of sensor thermal inertia (increase the rate 

constant, ks) and therefore its effect on body temperature measurements. 

Chapter 2, in full, is a reprint of the material as it appears in Animal Biotelemetry. 

Snyder, S. and P.J.S. Franks, 2016. Quantifying the effects of sensor coatings on body 

temperature measurements. The dissertation author was the primary investigator and 

author of this paper. 



32 

 

 

 

Table 2.1 Species specific relationships (𝑘𝑏 = 𝑎𝑊−𝑏) between mass (W, g) and the 

specific rate of body temperature change (kb, min-1) where a and b are empirically 

derived constants. Number of organisms used in the experiments is denoted by n. 
 

Species n a b 
Range in 

Mass (g) 
Reference 

Atlantic sea raven 

      Hemitripterus americanus 24 3.3 0.54 12 - 3,178 
(Stevens and 

Sutterlin 1976) 

Alligator snapping turtle 

      Macroclemys temminckii 5 25.0 0.77 700 – 26,000 
(Fitzgerald and 

Nelson 2011) 

Australian Varanid Lizards 

     Varanus spp. 12 4.6 0.39 16 – 4,408 

(Bartholomew, 

G.A. and Tucker 

1964) 

Sucker 

     Catostomus commersoni 

     Maxostoma macrolepidotum 
229 3.7 0.57 .6 – 1,194 

(Stevens and Fry 

1974) 
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Table 2.2 Mk9 internal and external sensor coefficients of conductance. The mean (± 

S.D.) coefficients of conductance and the RMSE between the sensor temperature 

measurements (pre- and post-correction) and the ambient temperature during the 

heating and cooling curves of the calibration experiment.  

 

Temperature 

Sensor 

Coefficient of Conductance 

(ks, min-1) 

𝑅𝑀𝑆𝐸𝑘𝑠
  (ºC) 

Pre-correction Post-correction 

Internal  0.81 ± 0.07 2.14 ± 0.2 0.52 ± 0.1 

External 1.79 ± 0.06 0.38 ± 0.1 0.18 ± 0.1 

 

 

 

 

 

Figure 2.1 Illustration of the influence of sensor thermal inertia on body temperature 

measurements. Simulation of a sensor with a coefficient of conductance of 0.81 min-1 

(Ts, black) measuring the body temperature (Tb, red) of a 100 g Atlantic sea raven as it 

shuttles between water temperatures of 10 and 20 °C (Ta, gray) with a duty cycle of 5 

minutes. The bottom inset shows the error in dashed black line. 
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Figure 2.2 Photo of Wildlife computers’ Mk9 archival tag model. 

 

 

 
 

Figure 2.3 Example of a simulation of an organism’s cooling curve and corresponding 

sensor measurements. a A simulation of a 100 g Atlantic sea raven’s body temperature 

(Hemitripterus americanus, °C, red line) measured by a sensor with a ks of 0.81 min-1 

(black line) as it responds to a 10 °C decrease in the ambient temperature (°C, gray 

dashed line). b The error observed between the sensor temperature and the body 

temperature. The mean error (�̅�) during the cooling period is reported. In both plots, a 

double arrow specifies the cooling period. 
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Figure 2.4 Data and results from Mk9 calibration. a Mk9 internal (solid grey line) and 

external sensors (solid black line) measuring ambient temperature (dashed grey line) 

during the calibration experiment (entire time series shown in inset). The red and blue 

lines represent the analytical solutions for the mean internal and external sensor 

coefficients of conductance, respectively (Eqn. 2). b Histogram of the coefficients of 

conductance ks calculated for both the internal (grey) and external sensors (black); n = 

41 tags. 
 

 

 

 

Figure 2.5 Measurement error as a function of species, size and sensor coefficient of 

conductance. Mean difference between the simulated body and sensor temperature 

measurements for the Atlantic sea raven (H. americanus), the alligator snapping turtle 

(M. temminckii), lizards (Varanus spp.), and sucker fish (C. commersoni & M. 

macrolepidotum) during the cooling period given a the average internal sensor 

coefficient of conductance (0.81 min-1) and b the average external sensor coefficient of 

conductance (1.79 min-1). 
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Figure 2.6 Comparison of coefficient of conductance estimated from sensor 

measurements (kb-est) to the actual coefficient of conductance (kb) for measurements 

taken using the average internal (white circles) or external (black circles) sensor 

coefficient of conductance, 0.81 min-1 or 1.79 min-1 respectively. 
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CHAPTER 3  

Influence of thermal habitat on thermoregulation in a regional endotherm, 

albacore tuna (Thunnus alalunga) 

 

3.1 Abstract 

1. Unlike most fish, many predatory fishes in the open ocean are regional 

endotherms, capable of maintaining parts of their bodies at temperatures above 

those of the surrounding water through both physiological and behavioral 

mechanisms.  

2. While this adaptation improves predatory performance and expands thermal 

niche, we do not understand how thermal habitat influences thermoregulation, 

or the associated costs and behaviors associated with maintaining body 

temperature.  

3. We examine this question by coupling mechanistic behavioral and physiological 

models with decades of biotelemetry data on albacore tuna as they inhabit 

diverse thermal habitats.  

4. To understand the influence of thermal habitat on thermoregulation, we quantify 

behavioral modes, behavioral and physiological costs, as well as 

thermoregulatory outcomes as functions of sea surface temperature (SST).  

5. We observed that albacore either track a specific temperature and incur high 

physiological costs, or shuttle between two extreme temperatures within their 

environment with less physiological cost.  
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6. Our results indicate that albacore have thermal habitat constraints dictated by 

their avoidance of a critical low body temperature in SSTs below 11 °C, and 

high behavioral and physiological costs at SST above 20 °C.  

7. These results suggest that lower and upper thermal thresholds for regional 

endotherms result from a trade-off between maintaining body temperature 

within a functional range and the costs associated with thermoregulation.  

8. Mechanistic understanding of the limits to predator distributions, such as the one 

provided here, elucidates the ecological implications of the current trends of 

increased stratification and warming in the world’s oceans. 

 

3.2 Introduction 

An organism’s ability to perform life’s necessary tasks – to grow, forage, 

reproduce, and avoid predation – depends to some degree on its temperature (Angilletta 

2009; Gates 1980; Heinrich 1977). As a result, organisms have evolved a wide range of 

thermoregulatory abilities and strategies ranging from an ectotherm whose body 

temperature conforms to its environment and who can function at a wide range of body 

temperatures, to an endotherm whose body temperature is highly conserved and who 

has the ability to harness their own metabolic heat (Angilletta et al. 2010). The 

continuum between the conformer and the homeotherm contains a myriad of 

thermoregulatory strategies and capabilities (Angilletta 2009; Heinrich 1977). Each 

strategy has its own trade-offs and ultimately determines the organism’s habitat 

availability and vulnerability to changing environmental temperatures (Huey et al. 2012; 

Porter & Kearney 2009; Kearney 2006).  
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Many organisms in the world’s marine ecosystems employ an intermediate 

strategy, termed regional endothermy, in which they maintain portions of their bodies 

at temperatures above ambient temperatures. These organisms include the tunas 

(Graham & Dickson 2004; Block & Finnerty 1994), lamnid sharks (Carey & Scott 1972; 

Reynolds 1979), billfishes (Fritsches et al. 2005; Carey 1982), turtles (Casey et al. 2014; 

Standora et al. 1982), opah (Runcie et al. 2009; Wegner et al. 2015), and steephead 

parrotfish (Welsh & Bellwood 2012). The advantages to maintaining higher 

temperatures are directly related to improving function as predators (Cairns et al. 2008; 

Dickson & Graham 2014) by increasing swimming speed and efficiency (Altringham 

& Block 1997; Dewar & Graham 1994; Brill 1996; Bernal et al. 2001), enhancing vision 

(Fritsches et al. 2005), increasing digestion rates (Newton et al. 2015), and expanding 

thermal niches (Dickson & Graham 2014; Block et al. 1993). This trait comes at a 

physiological cost of increased metabolic rate (Dickson & Graham 2014), and has been 

shown to incur elevated metabolic rates at both low and high temperatures – a metabolic 

rate curve characteristic of endotherms – in bluefin tuna (Blank et al. 2007). Thus, 

regional endothermy is a trade-off between the physiological costs of metabolic heat 

production and the benefits of niche expansion and predatory capabilities.  

In light of this trade off, it is not surprising that regional endotherms exhibit a 

mix of behavioral and physiological strategies to thermoregulate (Holland & Sibert 

1994; Holland et al. 1992; Casey et al. 2014). As exhibited in ectotherms, behavioral 

thermoregulation consists of selecting a preferred ambient temperature or shuttling 

between temperature microhabitats in the environment (Huey 1974). Behavioral 

thermoregulation in regional endotherms has been demonstrated as shuttling between 
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warm surface waters and cold waters at depth – which consists of a trade-off between 

warming at the surface and foraging at depth (Holland et al. 1992; Dizon & Brill 1979; 

Casey et al. 2014). Similar to endotherms, regional endotherms can also physiologically 

thermoregulate by increasing their metabolic input – as seen in the captive bluefin 

(Blank et al. 2007) and albacore (Graham & Dickson 1981) tuna – or by decreasing their 

rates of heat loss to the environment – as seen in bigeye (Holland & Sibert 1994) and 

yellowfin (Dewar et al. 1994) tuna, which change their rates of heat loss and heat gain 

depending on the ambient temperature.  

Interestingly, the influence of the thermal habitat on the thermoregulatory 

strategy employed by regional endotherms has not yet been examined. Here we explore 

how the thermal environment influences the behavioral and physiological aspects of 

thermoregulation in juvenile albacore tuna. We use decades of biotelemetry data 

coupled with mechanistic models to examine both thermal habitat use and the thermal 

rates of body temperature change associated with the albacore’s level of insulation and 

metabolic activity. We examine the costs and thermoregulatory outcomes of the tuna 

that generated these data, using sea surface temperature as an environmental descriptor. 

 

3.3 Materials and Methods 

ALBACORE ARCHIVAL TAGGING DATA 

We used body and environmental temperature time series collected by the 

Albacore Archival Tagging Program, a collaborative tagging project between the 

NOAA Southwest Fisheries Science Center and the American Fishermen’s Research 

Foundation (Childers, Snyder, and Kohin, 2011). Archival tags (Wildlife Computers: 
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Mk9) were surgically implanted into the peritoneal cavities of juvenile North Pacific 

albacore, Thunnus alalunga. The archival tags are equipped with two temperature 

sensors: an internal sensor located within the epoxy housing and an external sensor 

located at the end of the tag stalk. The tags were deployed such that the internal 

temperature sensor measured the peritoneal cavity temperature while the external sensor 

measured the surrounding water temperature at sampling intervals of 1 minute. The 

albacore used in this study were tagged in the summer and autumn off the west coast of 

the United States between the years of 2003 to 2011 (Table 3.1). The first month of data 

were removed from the analysis to minimize the effect of the tagging procedure on the 

results. Thermal inertia of the sensor itself was not found to produce significant 

differences in the body temperature data, and the raw temperature data were used 

(Snyder and Franks, 2016). 

 

CHARACTERIZATION OF THERMOREGULATION 

In situ thermoregulation in tunas results from a combination of physiological 

and behavioral mechanisms. We broke this process down into 3 parts. First, we 

examined thermal habitat use within the context of two behavioral modes: (i) tracking, 

in which the albacore tracked a particular water temperature; or (ii) shuttling, in which 

the albacore moved between cold and warm water microhabitats. We then quantified 

the physiologically set thermal rates underlying the observed rates of body temperature 

change. Lastly, we characterized the extent of thermoregulation and its associated costs. 

Each component of this study was placed within the context of the fish’s thermal 

environment to understand its influence on albacore thermoregulation.    



46 

 

 

 

THERMAL HABITAT USE 

To examine thermal habitat use, we binned the data by daylight period – defined 

as sunrise to sunset, and examined whether the albacore exhibited one of two behaviors: 

(i) tracking, i.e., following a particular water temperature, or (ii) shuttling, i.e., moving 

between two thermal extremes. We identified these behaviors by looking at the vertical 

distribution of daily target temperatures, which we define as temperatures at which the 

albacore’s vertical speeds were less than 1 m min-1. To determine whether target 

temperatures constituted a distribution about one temperature (corresponding to 

tracking) or two discrete thermal microhabitats (corresponding to shuttling), we fit a 

double Gaussian curve (G) to the distribution of daily target temperatures (H):  

 
𝐺 =  𝑎1𝑒

−[
(𝐻−𝑇𝑐𝑜𝑙𝑑)

𝑐1
]2

+  𝑎2𝑒
−[

(𝐻−𝑇𝑤𝑎𝑟𝑚)
𝑐2

]2

 (1) 

where Tcold and Twarm were the mean temperatures of the cold and warm thermal 

microhabitats, respectively. The parameters a and c described the magnitude and width 

of the peaks of the distribution, respectively. If the probability of the mean microhabitat 

temperature being in the opposite temperature microhabitat was greater than 1%, then 

the microhabitats were not considered as separate regions, but rather a continuous 

distribution about one temperature, and the behavior for that day was regarded as 

tracking; otherwise the behavior was categorized as shuttling. During days of shuttling, 

albacore were flagged as being in the cold or warm microhabitat whenever their ambient 

water temperatures were colder/warmer than the cold/warm microhabitat temperature 

plus/minus 0.5°C. 
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For each day, we calculated the tuna’s target water temperature(s) and placed 

these within the context of the daily thermal environment. We calculated the depths of 

the target temperatures as well as the relationship between the target temperatures and 

the sea surface temperature (SST), defined as the maximum available temperature for 

the day. When albacore exhibited tracking behavior, the depth of target temperature was 

the mode of the daily diving depth; for shuttling days, we calculated the mode depths of 

both the cold and warm target temperatures. When albacore were tracking, we classified 

the tracking as either ‘Surface’ or ‘Deep’ based on whether the tracking temperature 

was within or below 1°C of the SST, respectively. We examined the most likely 

behavior with respect to SST. 

For each shuttling day, we tested to see if we could predict the number of dives 

the albacore would make given the temperatures of the microhabitat (Ta_micro), the 

albacore’s microhabitat-specific median thermal rates (kmicro and Tm_micro), the albacore’s 

maximum body temperature prior to its first dive (Tb_init) and a cue of a critical upper 

(Tb_low) or lower limit (Tb_hi) body temperature to dive or surface, respectively. To do 

this, we simulated movement of a fish between cold and warm microhabitats, predicting 

its body temperature at each time t by:  

 

𝑇𝐵(𝑡) = 𝑘𝑚𝑖𝑐𝑟𝑜∆𝑡(𝑇𝑎𝑚𝑖𝑐𝑟𝑜
(𝑡) − 𝑇𝐵(𝑡 − ∆𝑡)) + 𝑇𝐵(𝑡 − ∆𝑡) +  �̇�𝑚_𝑚𝑖𝑐𝑟𝑜∆𝑡 

𝑇𝐵(0) = 𝑇𝑏_𝑖𝑛𝑖𝑡 

(2) 

and assigning the Ta_micro at time t to either the warm or cold temperature according to 

its body temperature in relation to Tb_low or Tb_hi. We used an unconstrained, nonlinear 
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optimization (fminsearch, Matlab) to find the Tb_low or Tb_hi that minimized the 

following error: 

 𝐸 =  (𝑑𝑜𝑏𝑠 −  𝑑𝑚𝑜𝑑𝑒𝑙)2 (3) 

where 𝑑𝑜𝑏𝑠 and 𝑑𝑚𝑜𝑑𝑒𝑙 are the number of dives during the daytime for the observation 

and the model, respectively.  

 

THERMAL RATES 

To characterize the physiology underlying rates of body temperature change, we 

use a simple model (Brill et al., 1994) relating the rate of body temperature change 

(
𝑑𝑇𝑏

𝑑𝑡
, °C min-1) to a specific rate of temperature decrease or increase (defined as the 

organism’s rate constant, kb, min-1), the temperature difference between the ambient 

environment (𝑇𝑎, °C) and the organism’s body (𝑇𝑏 , °C), and the rate of temperature 

increase due to metabolic processes (𝑇�̇�, °C min-1):  

 𝑑𝑇𝑏

𝑑𝑡
=  𝑘𝑏(𝑇𝑎 − 𝑇𝑏) + 𝑇�̇� (4) 

We solved this equation using segments (or windows) of data over discrete time periods 

by performing a matrix inversion of the Euler solution to Eqn 4. As thermal rates are 

known to vary in time, we used a novel adaptive windowing approach (Supplemental 

Material) in which we used a series of sliding window lengths (Fig. S1b) to provide a 

range of solutions (estimates of kb and 𝑇�̇�) for each time point. Window lengths in this 

study corresponded to [5, 15, 30, 60, … 720] minutes of data. Each solution was coupled 

with the ambient temperature time series to produce a modeled body temperature 

(Supplemental Eqn 8). We chose the thermal rate estimates kb and 𝑇�̇� that minimized 



49 

 

 

 

the root mean square error between the modeled temperature and the observed body 

temperatures (Supplement Eqn 9, Fig. S1c). 

To explore the adjustment of thermal rates, we examined how the rates varied in 

time and in ambient temperature conditions. We quantified the distribution of day and 

nighttime rate values. We also used our time series of thermal rates to estimate 

physiologically determined steady-state body temperatures (Tss, °C) for a given water 

temperature (Ta): 

 
𝑇𝑠𝑠 =  𝑇𝑎 +  

�̇�𝑚

𝑘𝑏
 (5) 

These steady state temperatures (i.e., 
dTb

dt
= 0) were derived within the context of local 

(i.e., ambient temperature given the fish’s position in the water column) and global (i.e., 

sea surface temperature which we define as the maximum available temperature per 

day) thermal environment.  For temperatures at which the fish spent more than 10 

minutes over the day, we calculated the median thermal rates (kb and Tm) and the steady 

state body temperature Tss. We compared these rates to the realized body temperature 

(i.e., the corresponding daily mean body temperature at that ambient temperature). This 

was done to see whether the measured body temperature matched the “physiologically 

set” temperature. Comparisons were made using either Mann-Whitney U-tests or 

Wilcoxon sign rank test depending on whether they were independent or paired 

comparisons, respectively.  

 

OUTCOMES AND COSTS 
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We estimated the mode daily body temperature and median daily thermal 

excess, i.e., the temperature difference between the body temperature and water for 

each day and examined this within the context of the thermal environment and the 

costs associated with that environment. We estimated costs by calculating three 

parameters: (i) the median daily rate of temperature gain due to metabolic processes, 

(ii) the total vertical distances swum per day, (iii) the percent time per day spent in 

transit. Vertical distance swum was calculated as the sum of the absolute difference 

between subsequent depth locations, and percent time in transit was the time spent 

between microhabitats out of the total day length. 

 

3.4 Results 

ALBACORE THERMAL HABITAT USE 

The juvenile The juvenile albacore of this study were found in sea surface 

temperatures (SSTs) between 11.4 ºC and 30.9 ºC, with a mode SST of 17 ºC (Fig. 3.1a). 

Albacore daily diving behavior was categorized as: (i) temperature tracking, when the 

albacore remained within one thermal microhabitat (n = 3,157 days) or (ii) shuttling, 

when the albacore shuttled between two distinct thermal microhabitats (n = 6,646 days). 

When days were grouped by 1 ºC SST bins, shuttling was the most common behavior 

with the exception of days spent in 11 °C (all tracking) and 26 °C (Fig. 3.1b). While 

shuttling, albacore spent more time in the warm microhabitat than the cold microhabitat 

for the majority of the days, spending less time in the warm microhabitat as SST 

increased (Fig. 3.1c).  
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On days when the albacore exhibited temperature tracking rather than shuttling, 

the albacore tracked the same daily mean water temperature 16 ºC (IQR: 14.8 to 17.4 

ºC) whether at the surface or at depth (Mann-Whitney U-Test, p = 0.12). The tracking 

temperature was significantly colder (Mann-Whitney U-Test, p < 0.01) than the 

temperature of the warm microhabitat (median 17.2 ºC, IQR: 15.8 to 18.6 ºC) and 

significantly warmer (Mann-Whitney U-Test, p < 0.01) than the temperature of the cold 

microhabitat (median 12.5 ºC, IQR: 10.7 to 14.3 ºC) during days of shuttling, with a 

median temperature difference between the warm and cold microhabitats of 4.5 ºC 

(IQR: 3.1 to 6.2 ºC). The use of the warm and cold microhabitats during shuttling 

resulted in an overall daily water temperature of 15.8 °C (IQR: 14.4 to 17.2 °C), which 

was only slightly colder than the mean daily water temperature experienced during 

tracking (Mann Whitney U-Test, p < 0.01). Thus under both behavioral modes, albacore 

utilized their environments in a way that achieved a daily mean water temperature of 

approximately 16 °C. 

However, SST did have an effect on the daily mean water temperatures 

experienced by the tuna. All daily mean temperatures were positively correlated with 

SST. During shuttling, the temperature of the warm microhabitats was more strongly 

correlated with SST than the temperature of the cold microhabitats (p < 0.01, Fig. 3.2a). 

The positive relationship between “chosen” water temperatures and SST weakens at 

SST greater than 22 °C for both behavioral modes (p < 0.01, Fig. 3.2a). The different 

relationships of the microhabitat temperatures and SST resulted in a slight increase in 

the difference between the microhabitats temperatures with increasing SST (p < 0.01, 

Fig. 3.2b). This increase in thermal heterogeneity at warmer SST provides the albacore 
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with a greater potential for faster rates of body temperature change when shuttling 

between the two microhabitats. 

During days when albacore exhibited tracking behavior, their median depth was 

25 m, with an interquartile range of 10 to 81 m (Fig. 3.2c). On days when they exhibited 

shuttling behavior, the median depth of the cold microhabitats was 119 m (IQR: 71 to 

185 m) and the median depth of the warm microhabitats was 16 m (IQR: 3 to 47 m, Fig. 

3.2c). The median vertical distance separating cold and warm microhabitats was 87 m 

(IQR: 50 to 140 m) with thermal gradients of 0.05 ºC m-1 (IQR: 0.03 to 0.09 ºC m-1). 

Microhabitats deepened with SST for all behaviors (p < 0.01, Fig. 3.2c). Vertical 

distance between microhabitats was directly related to SST, with greater distances at 

higher SST (p < 0.01, Fig 3.2d).  The simultaneous increase in microhabitat vertical 

separation and microhabitat temperature difference resulted in a weak negative 

relationship between the temperature gradient between microhabitats and SST (slope = 

-0.002, p < 0.01). 

Shuttling was rarely explained by a response to a critical lower or upper body 

temperature limit. Our predicted number of dives accounted for 90% of the observed 

number of daily dives on approximately 10 percent of the days when albacore exhibited 

shuttling behavior (n = 607 days, Fig. 3.3a). During these days the critical body 

temperature limits were 17.1 ºC (IQR: 16.4 to 18.1 ºC) for the upper bound and 14.5 ºC 

(IQR: 13.7 to 15 ºC) for the lower bound. The critical upper body temperature increased 

with SST (p < 0.01), however we found no relationship between the lower critical limit 

and SST (p = 0.14, Fig. 3.3b). This suggests that, on days when albacore diving can be 

explained by a critical body temperature rather than other motivators (e.g., foraging), 
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the lower body temperature limit is universal (14.5 °C) and not influenced by the upper 

body temperature limit or SST. 

 

PHYSIOLOGICAL THERMOREGULATION 

Thermal rates kb and �̇�𝑚 for albacore varied both temporally and with diving 

behavior. Both thermal rates had significantly different day and night time values (Table 

2, Wilcoxon signed rank test, p < 0.01) with higher rates of temperature gain due to 

metabolic processes, �̇�𝑚, during the day time and higher rate constants kb at night. 

Tracking behavior had overall greater thermal rates than shuttling behavior (Mann-

Whitney U-Test, p < 0.01, Table 3.2).  

Microhabitat temperature did not significantly influence thermal rates. When 

tracking, thermal rates were significantly different when the tunas were at the surface 

versus at depth (Mann-Whitney U-test, p < 0.01) with higher kb and �̇�𝑚when the fish 

were at depth than at the surface (Table 3.2). However, this difference could not be 

attributed to ambient temperature, as albacore were found to always track the same 

temperature (see Thermal habitat use). Albacore exhibiting shuttling behavior had 

significantly higher �̇�𝑚 in the warm than the cold microhabitat (Table 3.2, Wilcoxon 

signed rank test, p < 0.01), and no significant difference was observed with kb (Table 

3.2, Wilcoxon signed rank test, p = 0.85). Thus, while tracking, albacore have higher 

metabolic temperature output at depth than at the surface, and the reverse while 

shuttling.  

The thermal rate ratio (�̇�𝑚: kb, units: °C) provides a measure of the thermal 

excess (i.e., the difference between the body and ambient temperature) when the body 
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temperature has reached equilibrium. During shuttling, the thermal rate ratio was 

highest in the warm microhabitats (median 4.8 °C, IQR: 3.0 to 7.2 °C) and lowest in the 

cold microhabitats (median 3.7 °C, IQR: 2.4 to 5.7 °C). During tracking, thermal rate 

ratios resembled those in the warm microhabitat during shuttling (median: 4.5 °C, IQR: 

2.8 to 6.3 °C). Thermal rate ratios gave steady-state body temperatures (i.e., body 

temperatures that have reached equilibrium with the ambient temperature) of 2.4 to 6.3 

°C above ambient temperature.  

When rate ratios were combined with ambient temperature, we could predict the 

steady-state body temperatures (Tss, Fig. 4a). When tracking, surface behavior had 

slightly lower Tss than tracking at depth. These differences, although significant, are 

negligible in practice (Surface: 20.7 ºC, IQR: 19 to 22.5; Deep: 20.9 ºC, IQR: 19.5 to 

22.8; Mann-Whitney U-Test, p = 0.02). On shuttling days, Tss in the cold microhabitat 

had a median value of 16.7 ºC (IQR: 14.1 to 19.7 ºC) while Tss in the warm microhabitat 

had a median value of 22.1 ºC (IQR: 19.9 to 25.2 ºC). 

In pairwise comparisons, realized mean body temperatures were significantly 

different than Tss for both tracking and shuttling behavior (Wilcoxon sign rank test, p < 

0.01), but the Tss during tracking were closer to the realized mean body temperature than 

during shuttling (Fig. 3.4b). For tracking, realized mean daytime body temperatures 

(median 20.7 °C, IQR: 19.1 to 22.6 °C) were slightly colder than the Tss (median 

difference 0.6 °C, Wilcoxon sign rank test, p < 0.01). On shuttling days, realized mean 

body temperatures (median 19.4 ºC, IQR: 17.5 to 21.3 ºC) in the cold microhabitat were 

significantly warmer than Tss in the cold microhabitat (median difference of 1.9 °C, 

Wilcoxon sign rank test, p < 0.01), while the reverse relationship was true in the warm 
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microhabitat, with significantly colder realized body temperatures (median 20.1 ºC, 

IQR: 18.4 to 22.1 ºC) than Tss (median difference of 2.3 °C, Wilcoxon sign rank test, p 

< 0.01). Perhaps not surprisingly, body temperatures observed during tracking more 

closely reflected those of the physiologically set temperatures (i.e., Tss) whereas body 

temperatures observed during shuttling were significantly colder in the cold micro-

habitat and significantly warmer in the warm micro-habitat, by about the same amount 

(~2 °C). 

 

OUTCOMES AND COST 

Overall, albacore had daily mode body temperatures of 20 °C (IQR: 18 to 22°C, 

Fig. 3.5a). Daily mode body temperature was directly correlated with SST at SST lower 

than 22 °C; however, at SST greater than 22 °C (p < 0.01), mode body temperature 

became independent of SST (p = 0.27, Fig. 3.5b). Within the same SST, tracking had 

higher mode body temperatures than shuttling up until SST of 19°C (Fig. 3.5b). 

Median thermal excess was 4.0 °C (IQR: 1.5 to 4.2 °C) during tracking. During 

shuttling it ranged between 2.6 °C while in the warm microhabitat (IQR: 1.5 to 4.2 °C), 

and 7.5 °C while in the cold microhabitat (IQR: 5.9 to 9.4 °C) (Fig. 3.5c). Thermal 

excess peaked at SSTs of 15 °C for tracking behavior and 20 °C for shuttling behavior 

in the cold microhabitat (Fig. 3.5d). The cold microhabitat of shuttling had the highest 

median thermal excess, followed by tracking. In other words, the tuna were much 

warmer than the cold waters during shuttling, somewhat warmer than the ambient 

waters during tracking, and only slightly warmer than the warm waters during shuttling. 
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Behavioral and physiological costs varied by behavioral mode and thermal 

habitat. Daily median rates of temperature gain from metabolic processes were 

significantly higher for periods when albacore tracked a temperature than when albacore 

shuttled between thermal environments (Table 3.2, Mann-Whitney U-Test, p < 0.01). 

Overall rates of temperature gain due to metabolic processes were lowest in SSTs 

between 19 and 23 (Fig. 3.6a).  

Shuttling, however, incurred behavioral costs, such as time in transit (45 min d-

1, IQR: 18.9 to 83.5 min d-1) and greater vertical distances swum (Shuttle: 6.3 km, IQR: 

4.63 to 8.23 km; Track: 4.9 km, IQR: 3.3 to 6.7 km; Mann-Whitney U-Test, p < 0.01). 

While shuttling, the median number of dives per day was 10.5 with an interquartile 

range of 5.5 to 19.5 dives at a median vertical speed of 48.2 m min-1 (IQR: 24.2 to 90.6 

m min-1). Median transit time between microhabitats was 1.7 minutes (IQR: 0.8 to 3.7 

minutes). The number of dives decreased (slope = -0.08, r2 = 0.2) and the mean transit 

time increased (slope = .05, r2 =0.1) with greater distance between microhabitats. 

Because distance between thermal microhabitats increased with SST, higher SST 

resulted in more time spent in transit during shuttling days (Fig. 3.6b). Under both 

tracking and shuttling, daily swimming distances increased with SST (Fig. 3.6c). 

 

3.5 Discussion 

We have shown that albacore utilize their thermal environment in two general 

ways: (1) tracking one thermal microhabitat and (2) shuttling between two distinct 

thermal microhabitats. These behaviors impact the albacore’s ambient temperature and 

depth distributions and incur different physiological and behavioral costs, resulting in 
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different daily body temperatures. Albacore thermal habitat use shows that they have a 

preference for an ambient temperature of 16 °C. This temperature corresponded to the 

chosen temperature in tracking behavior, and the mean water temperature achieved 

while shuttling between microhabitats of warm and cold temperature. While achieving 

similar mean temperatures, the depth distributions associated with these behaviors are 

quite different, with albacore reaching and spending more time in deeper waters while 

shuttling than while temperature tracking. Associated with increased vertical ranges are 

higher transport costs, measured by distances swum and time spent in transit. We show 

that although these behavioral costs are higher in shuttling, the physiological costs, i.e., 

the rates of temperature gain due to metabolic processes, are higher during tracking. 

Ultimately, albacore are able to maintain slightly higher body temperatures while 

tracking than while shuttling, however – as albacore are more often shuttling – this 

benefit in thermoregulatory ability may be offset by higher physiological cost and/or 

loss of foraging opportunities. 

The vertical structure and maximum temperatures of the available daily thermal 

habitat influenced the results and costs of the albacore’s behavioral and physiological 

thermoregulation. Albacore were more likely to shuttle between warm, surface and cold, 

deep microhabitats when SSTs were between 13 and 22 °C. While tracking, they spent 

less time near the surface as SST increased. The vertical structure of the water column 

shifted as SST increased, resulting in both a greater temperature difference between the 

warm and cold microhabitats and a greater distance between microhabitats. This 

resulted in the albacore experiencing the same vertical gradient in temperature over a 

greater distance – and thus incurring a greater cost – in warmer sea surface temperatures. 
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These greater behavioral costs were also met with greater physiological costs: the rate 

of temperature gain due to metabolic processes �̇�𝑚increased with increasing sea surface 

temperature above 22 °C. At SST greater than 20 °C, albacore dove to deeper waters in 

order to avoid body temperatures above 22 °C.   

The albacore in this study were found to inhabit waters with SST between 11 

and 31 °C, with ninety percent of the days found between SST of 14 and 21 °C. Our 

results are in agreement with studies of the juvenile albacore distributions in the 

Atlantic, Pacific and the Indian oceans who have defined SST ranges between 14 and 

23 °C (Chen et al. 2005; Laurs et al. 1984; Laurs & Lynn 1991; Sund et al. 1981; Goñi 

& Arrizabalaga 2005). This SST range does not match the regions where albacore are 

able to maintain a SST-independent daily body temperature, nor where their 

physiological costs are lowest.  

We have several hypotheses that address this discrepancy. First, we propose that 

the trade-off between physiological and behavioral costs is important to consider. The 

most common range in SST experienced by the tunas corresponds to lower behavioral 

costs than incurred at higher SST and lower physiological costs than incurred at lower 

SST. It may thus be an optimal temperature range where these two costs are jointly 

minimized. Second, the benefits of thermal excess may outweigh those of absolute body 

temperature. It may be that albacore have performance curves, characteristic of 

stenotherms, that permit high performance across a wide range of body temperatures 

(Alford & Lutterschmidt 2012). As performance curves are asymmetric, with faster 

decreases in performance at higher temperatures compared to colder temperatures, 

errors in thermoregulation around lower body temperatures would have a less 
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detrimental effect on function (Martin & Huey 2008). Thermal excess peaks within the 

range of SST inhabited by the albacore, and the temperature difference between the 

albacore and its ectothermic prey may be the most important advantage of 

thermoregulation. Third, we measured peritoneal temperature rather than red muscle 

temperature, a common issue in biotelemetry (McCafferty et al. 2015). In the only study 

of thermoregulation by captive albacore, thermistor placement had an effect on the 

quantification of thermoregulatory ability (Graham and Dickson, 1981). Thus, it is 

possible that albacore red muscle is maintained at higher temperatures than those we 

report here. Lastly, the warmer waters associated with steady body temperatures are also 

associated with lower food availability. Lower food availability accompanied by higher 

costs may offset any added benefits of maintaining a constant body temperature.  

 

3.6 Conclusions 

Our work demonstrates that juvenile albacore tuna utilize a hybrid approach 

involving physiological and behavioral thermoregulation to maintain regional 

endothermy. We find that the available thermal habitat limits albacore distribution, but 

that the upper and lower boundaries are formed by different constraints. Energy budgets 

seem to define the upper SST limit while an inability to maintain body temperature 

above an apparent critical low defines the lower SST limit. This work provides a 

mechanistic understanding of the behavioral and physiological constraints associated 

with the vertical and horizontal distributions of regional endotherms.  
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Chapter 3, in full, is currently being prepared for submission for publication of 

the material. Snyder, S., Chao, L., Kohin, S., and P.J.S. Franks. The dissertation author 

was the primary investigator and author of this paper. 
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Table 3.1 Deployment and recovery information for the fish used in this study. Fish in 

order of increasing size at tag deployment. Recovery fork lengths in parentheses were 

estimated using our mean observed growth rate. 

Fish ID 

Deploy   Recover 

Date Location FL (cm) Date Location FL (cm) 

A0396 3-Aug-11 44.9°N,  -126.4°E 63.5 16-Jun-13 35.3°N,  -214.8°E 84.5 

B2398 1-Jul-04 44.5°N,  -125.6°E 64 19-Sep-05 45.9°N,  -126.5°E (74.7) 

1090269 4-Aug-11 44.9°N,  -126.3°E 64 26-Jun-13 35.2°N,  -216.3°E (81.1) 

B2605 1-Jul-04 44.5°N,  -125.6°E 65 1-Sep-04 45.8°N,  -126.2°E 67.3 

B2381 1-Jul-04 44.5°N,  -125.6°E 65 1-Sep-05 45.5°N,  -126.0°E 73 

1090251 3-Aug-11 44.8°N,  -126.4°E 65 24-Aug-13 46.1°N,  -126.4°E         (83.1) 

B2393 30-Jun-04 44.7°N, -125.8°E 66 27-May-06 30.3°N,  -144.6°E 90 

A0394 3-Aug-11 44.8°N,  -126.4°E 68 15-Aug-12 46.8°N,  -125.2°E 75.8 

0690078 6-Oct-06 46.1°N,  -125.1°E 70 26-Jun-08 13.0°N,  -172.0°E (92.1) 

0690063 7-Aug-06 46.1°N,  -124.9°E 70 29-Jun-07 32.0°N,  -119.9°E 77.5 

1190241 8-Oct-11 46.5°N,  -125.0°E 74.5 7-Aug-14 3.1°N, -169.7°E  103 

A2088 13-Sep-04 45.2°N,  -125.2°E 75 10-Aug-05 32.0°N,  -118.3°E (77) 

D1464 6-Aug-06 46.1°N,  -125.0°E 75 21-Aug-07 32.4°N,  -118.3°E 88.9 

0690065 7-Aug-06 46.1°N,  -124.9°E 77 27-May-07 32.5°N,  140.10°E (84) 

0490306 13-Sep-04 45.0°N,  -125.3°E 78 6-Dec-05 33.7°N,  -167.8°E (88.8) 

D1045 6-Aug-06 46.0°N,  -125.0°E 80 16-Jun-08 31.2°N, -139.34°E 92 

A1974 7-Nov-03 31.9°N,  -119.4°E 81 6-Aug-04 31.4°N,  -117.8°E 86.5 

A2082 10-Nov-03 32.0°N,  -119.2°E 81.5 20-Aug-04 31.5°N,  -117.6°E (88.3) 

B2942 12-Aug-04 31.2°N,  -117.7°E 82.5 5-Jul-05 30.3°N,  -117.7°E 89.2 

0390167 25-Jul-03 29.2°N,  -117.4°E 84 2-Jul-04 30.0°N,  -117.1°E 94 

A1967 7-Nov-03 31.9°N,  -119.5°E 86.5 27-Aug-04 31.0°N,  -117.7°E 91 

0390191 27-Jul-03 29.3°N,  -117.4°E 87 10-Jul-04 29.9°N,  -116.7°E 93.5 

A1246 08-Nov-03 31.9°N,  -119.3°E 87.5 27-Aug-04 30.9°N,  -117.7°E 94 

A1991 8-Nov-03 31.9°N,  -119.5°E 87.8 16-Aug-04 31.4°N,  -117.4°E 92.5 

A1987 8-Nov-03 31.9°N,  -119.4°E 88 21-Aug-04 31.8°N,  -118.2°E (94.9) 

0390173 27-Jul-03 29.3°N,  -117.4°E 89 18-Oct-03 32.3°N,  -119.2°E 91 

A1973 7-Nov-03 31.9°N,  -119.9°E 89.9 30-Aug-04 31.4°N,  -117.8°E 97 
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Figure 3.1 Albacore behavioral mode by SST. (a) Histogram of days spent at each sea 

surface temperature, numbers above the bars represent the number of fish that 

encountered that SST. The mode (black), 5th percentile (blue), and 95th percentile (red) 

are represented by solid lines. (b) The proportion of days within the SST bin that the 

albacore spent either shuttling or tracking (c) Percent time spent per day in the cold 

micro-habitat (blue), warm micro-habitat (red), or in transit (grey) while shuttling.  
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Figure 3.2 Thermal habitat use by SST. (a) Microhabitat temperatures associated with 

the behavioral modes at each SST. (b) Temperature difference between the warm and 

cold microhabitats during shuttling. (c) Depths of microhabitats versus SST. (d) 

Distance between microhabitats while shuttling as a function of SST. In all plots, red 

and blue represent the warm and microhabitats of shuttling days, respectively; while 

gray and black represent tracking days. The circles are the median values at each SST 

bin with the vertical lines representing the interquartile length. The solid horizontal lines 

are linear fits of daily points (n = 6,446 days for shuttling, n = 3,157 days for tracking).  
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Figure 3.3 Albacore behavioral thermoregulation. (a) Day of observed body 

temperature (solid red line) and the corresponding modeled body temperature (dashed 

red line) given dive response to critical upper and lower temperatures, within the context 

of the observed water temperature (solid blue line) and modeled water temperature 

(dashed blue line) (b) Relationship of the critical upper and lower temperatures with 

SST. The circles represent median values by SST bin, with the solid vertical lines 

representing the interquartile range. The solid red line and equation correspond to the 

linear fit of the daily upper critical body temperature limit with SST (n = 607 days). The 

relationship of the daily lower critical body temperature limit with SST was not 

significant. 

 

Table 3.2 Distributions of thermal rates by behavioral mode.   

 kb (10-3 min-1) Tm (10-2 °C min-1) 

 Median IQR Median IQR 

Overall 6.7 3.3 to 11.2 2.0 .86 to 4.2 

Day 6.3 3.7 to 10.3 2.8 1.6 to 4.3 

Night 7.0 3.5 to 11.2 1.4 .65 to 3.0 

Tracking 7.4 4.0 to 11.5 3.0 1.3 to 5.0 

Surface 7.0 3.7 to 11.4 2.8 1.1 to 5.0 

Depth 8.0 4.9 to 11.7 3.4 2.0 to 5.1 

Shuttling 5.9 3.6 to 9.5 2.7 1.7 to 4.0 

Warm 6.0 3.6 to 9.7 2.9 1.7 to 4.3 

Cold 6.0 3.5 to 10.0 2.2 1.2 to 3.7 
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Figure 3.4 Physiologically set body temperature. (a) Histograms of Tss at each of the 

microhabitats of shuttling and tracking while at the surface and at depth (b) Difference 

between realized mean body temperature and the physiologically set steady state 

temperatures, Tss. The boxplots represent the interquartile range about the median, and 

the whiskers represent the most extreme data points, not considered outliers. All three 

groups in (b) are significantly different from one another (p < 0.01). 
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Figure 3.5 Thermoregulation by behavior & environment. (a) Histogram of mode daily 

body temperatures under tracking (black line) and shuttling (grey bars). (b) Daily mode 

body temperature as a function of SST. (c) Histogram of median daily thermal excess 

under tracking (black line) and shuttling (grey bars). (d) Daily median thermal excess 

as a function of SST. In both (b) and (d), the median values of shuttling and tracking 

per SST bin are represented with grey and black with the lines representing interquartile 

range.    
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Figure 3.6 Cost related to thermoregulation by SST. (a) Daily median metabolic output 

(b) total daily vertical swimming distance, and (c) percent of the day spent in transit as 

functions of SST. In all plots, median values for shuttling (grey circles) and temperature 

keeping (black circles) are shown with the corresponding lines representing the IQR.  
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CHAPTER 4 

Seasonal habitat suitability along a latitudinal gradient explains variability in 

migratory behavior of juvenile albacore tuna 

 

4.1 Abstract 

Characterization of an animal’s movement patterns and the motivations behind 

those movements allow us to predict their response to changes in the environment or 

ecosystem. Biotelemetry studies alongside remote sensing technologies provide a 

wealth of information to test established hypotheses behind the question of why animals 

move. We use archival tagging data and satellite imagery on temperature and turbidity 

to test the hypothesis that seasonal changes in habitat suitability drive the migrations of 

juvenile albacore tuna. Migratory behavior differed between fish departing from 

locations north versus south of 40 °N. We find that the northern fish had longer and 

more consistent phenology and direction. Migration distance was found to correlate 

with latitudinal gradient in sea surface temperature at the outbound origin rather than 

those at the destination. The phenology of the northern fish’s migrations corresponded 

with annual changes in the temperatures of their origins and destinations, which was 

reflected in changes in their body temperatures. Northern fish began migrations offshore 

when their weekly mean body temperatures were approximately 17 °C, a temperature 

rarely seen in the southern fish. Our work suggests that the variability in migratory 

behavior of juvenile albacore can be explained by a physiological motivation to avoid 

seasonally cold waters. Herein, we provide the necessary parameters to model albacore 
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movement in the context of changing ocean temperatures and to predict future albacore 

distributions.  

Keywords: albacore tuna, migration, habitat suitability, biotelemetry. 

 

4.2 Introduction 

Animal movement shapes the ecosystems and biodiversity patterns of our planet. 

The paths, extents and timings of animal movement influence predator/prey dynamics 

(Lampert 1989; Abrams 2007; Sims et al. 2005), species distributions (Parmesan et al. 

1999), and population dynamics (Fiksen et al. 2007). The vast implications of animal 

movement have led to a wealth of studies that have provided empirical observations 

(Payne et al. 2014; Costa, Breed, and Robinson 2012; Rutz and Hays 2009) as well as 

mathematical and theoretical frameworks (Sainmont, Thygesen, and Visser 2013; 

Pedersen et al. 2011; McClintock et al. 2012; Singh et al. 2012; Jachowski and Singh 

2015; Morales et al. 2004; Nathan et al. 2008; Holyoak et al. 2008; Bauer et al. 2009). 

Yet for many organisms the impetus behind their movements is still a mystery.  

An animal may move to gain refuge from predators (Skov et al., 2013) or 

inhospitable environments (Gibbons 1986), to reproduce (Hoar 1953), or to find food 

(Fryxell and Sinclair 1988; Whitlock et al. 2015). An animal’s migratory behavior can 

vary in distance, duration, and timing (Singh et al. 2012). A successful migration is a 

feat that requires a wealth of information on habitat, direction, and time, as well as the 

capability to move in response to this information (Bowlin et al. 2010). Decisions on 

whether or not to migrate and how far to go can be set by genetics (Berthold 1991) or 
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social learning (Andersen 1991), or adaptable based on current physiological, 

environmental or ecological conditions (Parmesan et al. 1999). Whether learned or 

inherited, the animal’s impetus to move and the map it uses to navigate can lead the 

animal astray if it is not adaptable to current conditions or ecosystems (Andersen 1991; 

Wilcove and Wikelski 2008; Bowler and Benton 2005).  

One of the ways to explore the reasons behind movement, and furthermore to 

understand the adaptability of migration, is to place the variability in observed behavior 

within a framework of testable hypotheses (Rutz and Hays 2009; Kirby 2001). 

Biotelemetry data provide measures of the propensity (i.e., the probability to migrate 

and/or the migratory distances), the residential areas (i.e., the origins and destinations 

of migration), and the phenology (i.e., the departure and arrival dates) of migration. By 

coupling this information with large-scale environmental data (e.g., satellite data on 

abiotic and biotic factors in the environment) and examining the variability among 

individual behaviors, we can test different drivers of movement. Our study uses 

empirical observations of both albacore movement and their environment to test the 

hypothesis that habitat suitability drives migration in juvenile albacore tuna. 

Albacore tuna (Thunnus alalunga) is a globally distributed, temperate tuna 

comprising 6 percent of the global tuna catch (FAO, 2016). North Pacific albacore are 

highly migratory, with migrations spanning the entirety of the North Pacific Ocean 

throughout their life cycle (Otsu and Uchida 1963; Laurs and Lynn 1977; Childers, 

Snyder, and Kohin 2011). Their migration patterns are ontogenically defined, with 

largest migrations observed in juveniles, ages 2-5 years. Migration routes have been 

well described (Childers Snyder, and Kohin, 2011; Laurs and Lynn, 1977) and their 
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paths have been correlated with the North Pacific transition zone (Zainuddin et al., 

2006). Although the hypothesis of habitat suitability as the driver of this movement was 

put forth in 1977 (Laurs and Lynn, 1977), the motivation for this behavior has yet to be 

tested.  

Our study quantifies the migratory behavior of juvenile albacore and places this 

behavior within the context of the seasonal cycles in the oceanography of residential 

habitats. We test the hypothesis that habitat suitability drives the migratory behavior of 

albacore tuna. Albacore distributions have been linked to sea surface temperature ( 

Laurs and Lynn 1991; Laurs, Fiedler, and Montgomery 1984; Kimura, Nakai, and 

Sugimoto 1997) and thermal fronts (Xu et al. 2015). The depth of the thermocline 

(Childers, Snyder, and Kohin 2011) and the turbidity of the water column (Murphy 

1959) have been shown to influence their vertical distributions and foraging capabilities. 

Herein, we examine both the horiztonal and vertical habitat by assessing the annual 

trends in sea surface temperature and gradients in light and temperature with depth. To 

test the hypothesis that habitat selection drives migratory behavior, we made the 

following predictions: (i) the propensity to migrate would be positively correlated with 

environmental fluctuations at the outbound origins, (ii) the phenology of migration 

aligns with the fluctuations of environmental conditions at the origin of the migratory 

segments, and (iii) the destinations of migratory segments at the time of migration would 

have significantly different environmental conditions than the origins, and that these 

differences will always be in the direction of the median environmental conditions 

observed across all fish. 
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4.3 Materials and Methods 

Albacore locations 

Tagging data from juvenile North Pacific albacore were collected through the 

Albacore Archival Tagging Program, a collaborative effort between the National 

Marine Fisheries Service and the American Fishermen’s Research Foundation. The 24 

individuals represented in our study were tagged along the west coast of North America 

in two sites: Southern (off Baja California) and Northern (off Oregon). We surgically 

implanted one of three models of archival tag (Wildlife Computers: Mk9, Lotek: 

Lat2310 and LTD2310) into the peritoneal cavity of the albacore tuna. Daily locations 

were estimated using the UKFSST method – an unscented Kalman filter that 

incorporates light information and refines locations by matching the tag’s measured sea 

surface temperature with satellite sea surface temperature data (Lam, Nielsen, and Sibert 

2008). All individuals in this study were at liberty for over 200 days, with an average 

time at liberty of 370 days (Table 4.1).  

Migratory Behavior  

Each migration route was simplified into net square displacement (NSD) from 

the tagging location. Net square displacement is defined as the square of the Euclidian 

distance at a given time from the tagging location (Borger and Fryxell 2012). Timing of 

migration and migration distance were determined by fitting the following model to the 

NSD data (Singh et al., 2012): 

𝑁𝑆𝐷(𝑡) =  
𝛿𝑜𝑢𝑡

[1 + exp (
(𝜃𝑜𝑢𝑡 − 𝑡)

𝜙𝑜𝑢𝑡
)]

+  
−𝛿𝑖𝑛

[1 + exp (
(𝜃𝑖𝑛 − 𝑡)

𝜙𝑖𝑛
)]

     (1) 
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where t is days past tagging, 𝛿𝑜𝑢𝑡 and 𝛿𝑖𝑛 are the net square displacement distances 

(km2) during the outbound (i.e., when the fish moved away from its original location) 

and inbound (i.e., when the fish moved back towards its original location) migrations 

respectively, 𝜃𝑜𝑢𝑡 and 𝜃𝑖𝑛 are measures of the beginning (days) of the outbound and 

inbound migrations respectively, and finally 𝜙𝑜𝑢𝑡 and 𝜙𝑖𝑛 provide measures of the 

duration of migration (days).  

To assess the precision and accuracy of the fit, the concordance criterion (CC) – 

also known as the concordance coefficient – was used (Huang et al., 2009): 

 
𝐶𝐶 =  

∑ (𝑦𝑖 − 𝑦�̂�)
𝑛
𝑖=1

∑ (𝑦𝑖 − �̅�)𝑛
𝑖=1

2
+ ∑ (𝑦�̂� − �̅̂�)𝑛

𝑖=1

2
+ 𝑛(�̅� − �̅̂�)2

 

 

−1 ≤ 𝐶𝐶 ≤ 1 

(2) 

where 𝑛 is the number of samples, 𝑦 is the NSD observation data and �̂� is the modeled 

data. The concordance criterion is the product of Pearson’s correlation coefficient 

(which measures precision) and coefficient of accuracy (which as its name suggests is 

a measure of accuracy). CC values less than 0 indicate a lack of fit, and a value of 1 

represents a perfect agreement between the data and the model. 

Using these parameters, it was possible to objectively define the timing as well 

as the origins and destinations of each fish’s seasonal migration. We defined the 

beginning and ending points of migratory behavior as when the fish had moved 1% (𝑡1) 

and 99% (𝑡99) of the migration distance, respectively. These could be calculated using 

the following equations: 
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 𝑡1 = 𝜃 − ln (98) 𝜙   

𝑡99 = 𝜃 + ln (98) 𝜙  

(3) 

where 𝜃 and 𝜙 are parameters from the model fit described above (Eqn 1; Fig. 4.1). 

These parameters (𝑡1and 𝑡99) provide the days since tagging. To be able to compare 

across tags, we added these values to the Julian day of the fish’s tagging date. This was 

done for each migratory segment, i.e., the outbound and inbound migrations. Origins 

and destinations of migratory segments (i.e., the residence areas) were determined by 

averaging the locations that occurred prior to or after migratory behavior, or – in the 

case of the outbound destination – the locations that occurred between the outbound and 

the inbound migration segments (Fig. 4.1). Inbound locations were only calculated for 

those fish whose tracks continued at least 7 days after the inbound migration ended (i.e., 

t99 + 7). 

To differentiate between fish that migrated, dispersed or exhibited home range 

behavior, the NSD data were also fit to the dispersal model, which is simply the 

outbound portion of the migration model (Singh et al., 2012): 

𝑁𝑆𝐷(𝑡) =  
𝛿

[1 + exp (
(𝜃 − 𝑡)

𝜙 )]
       (4) 

And the home range model (Singh et al., 2012):  

𝑁𝑆𝐷(𝑡) = 𝜑1[1 − exp(𝜑2𝑡)]       (5) 

where 𝜑1is representative of the distance about the tagging location in which the tuna 

remains and  𝜑2 is the rate at which the tuna approaches that distance. If the fit for the 
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dispersal or home range model produced a higher CC than the migration model, the fish 

was classified as dispersing or non-migrating, respectively.  

As we are examining seasonal migrations, tracks longer than 365 days were 

separated into two time series: (i) the first full year and (ii) the remaining days.  If the 

second time series was longer than 200 days, the migration model was applied to the 

track and reported as a separate migration. If shorter than 200 days, the second time 

series was discarded from the analysis.  

For fish that migrated or dispersed, we examined the maximum migration 

distance, phenology, average speed and direction of their migratory journeys as well as 

their final distance from their outbound origin. Circular statistics were used to examine 

consistency in migratory orientation and phenology among fish. Weighted mean vectors 

(WMV) were estimated for each migratory segment and compared across fish using the 

CircStat package in Matlab (Berens 2009). The WMV was calculated using daily 

direction (the bearing between subsequent locations) weighted by step length (the 

Euclidean distance between subsequent locations). Circular variance in WMV (Sdir) was 

calculated as 1 – R, where R is the resultant vector length (Berens 2009). To examine 

variance in timing, day of year was scaled to radians, and circular variance in timing 

(Stime) was estimated in the same manner as described for the variance in distance. For 

fish that exhibited an inbound migration as well as an outbound migration, the average 

migration speeds were compared with a paired t-test. To assess accuracy in return to 

original outbound location, we calculated the Euclidean distance between the outbound 

origin and the inbound destination.  
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Habitat Characterization 

We examined 3 environmental variables (sea surface temperature, SST; 

turbidity, k490; and mixed layer depth, MLD) that have been hypothesized to influence 

albacore habitat suitability. To quantify habitat selection (i.e., movement away or 

towards a particular environment), it was essential to examine the oceanographic 

conditions at residence areas throughout the fish’s time at liberty – not only when the 

fish was residing in those areas. Thus, we relied on satellite data for characterizing 

temperature and light conditions.  

Satellite data SST data used in this study were obtained from the NOAA high-

resolution (0.25°x0.25°) blended analysis of daily SST and Ice (OISSTv2, Reynolds et 

al., 2007). The mixed layer depth climatology used in this study was a monthly 

compilation of in situ temperature profile data from autonomous profiling floats, known 

as Argo (Holte et al., 2010). The mixed layer depth was calculated from these profiles 

using a hybrid method that incorporates both gradient and threshold models of 

calculating mixed layer depth (Holte and Talley 2009). As temperature is known to 

influence tuna vertical distributions (Childers, Snyder, and Kohin 2011), we used the 

mixed layer depth climatology generated from gradient and threshold temperatures 

rather than density. The MLD climatology had a spatial resolution of 1°. Lastly, we 

compiled turbidity (k490, the diffuse attenuation coefficient at 490 nm) estimates 

derived from 8-day composites of satellite ocean color measurements at a spatial 

resolution of 9 km (NASA Ocean Biology, 2016). These satellite data were sampled 

and compiled within a 2° grid of the fish’s location and residence areas throughout each 
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fish’s time at liberty. This provided a habitat characterization of the residence areas to 

compare to the fish’s selected habitat. 

Habitat Selection 

We defined the propensity to migrate as both the proportion of fish that migrated 

and the distances traveled, as a function of the range in environmental fluctuations at 

the residence sites. To examine the proportions of migratory fish, we grouped the fish 

by annual amplitude of SST, light attenuation and MLD at the outbound origin. We then 

qualitatively compared the type of migratory movement observed (i.e., home range, 

dispersal or migration) in each group. We also regressed the distances traveled against 

the annual amplitude of environmental fluctuations at the outbound origins. Departure 

dates were compared with the time at which the conditions of the migration origin’s 

environment trended above and below the annual mean at that location. For each 

migration, we did a pairwise comparison of the conditions at the origin and the 

destination from the time of departure through the period of residence in the destination. 

This was done for both the outbound and inbound journeys. We used a Mann-Whitney 

U-test to detect significant differences between the origin and destination environments. 

Lastly, we calculated the direction of this difference relative to the median 

environmental conditions across all fish in the study.  

4.4 Results 

All fish in this study either dispersed or migrated; however migratory behavior 

varied markedly between those fish with outbound origins north of 40° (n = 13 

migrations and 2 dispersals) and those fish departing from more southern locations (n = 
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12 migrations and 1 dispersal) herein referred to as northern and southern fish, 

respectively (Table 4.2). Northern fish had significantly greater migration distances 

(4,567 ± 1,308 km, mean ± std) than the southern fish (1,273 ± 578 km, mean ± std; t-

test, p = 1·10-9) to their outbound destinations. Yet, for fish that made a return journey, 

northern fish had the same degree of accuracy in returning to their outbound origins as 

the less-traveled southern fish (median: 297 km, inter-quartile range: 456 km, n=26 fish; 

Mann-Whitney U-test, p = 0.82).  

While all northern fish exhibited an east-west migration with similar outbound 

and inbound departure dates, the migration routes of southern fish varied in timing and 

direction. All northern individuals began their outbound migration between September 

27 and November 22 (average departure date: October 25, Stime = 0.04), and their 

inbound migration between March 8 and the May 25 (average departure date: April 11, 

Stime = 0.23). For southern fish, the outbound migration occurred anywhere from 

September 14 to May 18 (average departure date: March 2, Stime = 0.70), and the inbound 

migration from April 11 to June 21 (mean day of year: April 30, Stime = 0.23). Similarly, 

while all the fish departing from the north migrated towards destinations in a southwest 

direction (WMV = 199°, Sdir = 0.01; Fig. 4.2a-b), outbound migrations in the south varied 

widely in direction ranging from northwest to southeast (WMV = 202.4°, Sdir = 0.52; Fig. 

4.2c-d). Inbound migrations were also similar among the northern fish, which all 

traveled in a northward direction (WMV = 6.15°, Sdir = 0.02; Figure 2a-b), while the 

southern fish were found to move in any direction (WMV = 33.2°, Sdir = 0.48; Figure 

4.2c-d).  
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Outbound migration speeds were not significantly different between the 

northern and southern groups and averaged 54 ± 16 km d-1 (t-test, p = 0.12). However 

inbound migration speeds were significantly faster in the north (100 ± 19 km d-1) than 

in the south (64 ± 24 km d-1, p = 1·10-4). In both groups, inbound migrations were faster 

than outbound migrations (paired t-test, p =1·10-5).  The lower variability in northern 

fish behavior versus the southern fish occurred despite northern fish departing from 

origins spanning a larger distance (2,253 versus 1,719 km) over a longer time period (7 

versus 3 years).  

As behavior differed along a latitudinal gradient, we examined how the 

environment varied with latitude at the outbound origins and destinations. Median sea 

surface temperatures at the residence areas (i.e., the outbound origins and the outbound 

destinations) ranged from 9 to 23 ºC and decreased with increasing latitude at a rate of 

0.48 °C °N-1 (Fig. 4.3a). However, the range in SST did not show significant 

relationships with latitude (Fig. 4.3b). Vertical habitat did not show significant 

differences in the mixed layer depth across the latitudinal gradient (Fig. 4.3c-d) or in 

turbidity (Fig. 4.3e-f). 

Comparisons between northern and southern residence areas, and pairwise 

comparisons of the residence areas showed significant differences in available habitat. 

Northern fish had significantly colder outbound origins Table 4.3) but statistically 

similar outbound destinations compared to those of the southern fish (Table 4.3). This 

led to greater absolute differences in mean SST between the origin and destination for 

northern migrations (8.0 ± 2.3°C) than for southern migrations (3.4 ± 3.2°C, t-test, p < 

0.01). The annual range in SST was greater at both the origins and destinations of 
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northern fish compared to the origins and destinations (Table 4.3) of southern fish. 

Mixed layer depth at the outbound origin was significantly deeper and had a greater 

annual range in the north than in the south (Table 4.3) for all fish. At the outbound 

destinations, mean annual mixed layer depth was not significantly different (Table 4.3), 

but the annual range was significantly greater in the north than in the south (Table 4.3). 

We did not observe significant differences in water clarity between the resident sites of 

northern and southern fish. Pairwise comparisons of outbound origins versus outbound 

destinations revealed differences in temperature and water clarity. Outbound origins had 

greater annual mean SST than outbound destinations (Table 4.3). The extent of the 

mixed layer was shallower at the origins than at the destinations (Table 4.3). Lastly, the 

outbound destinations had clearer water than outbound origins (Table 4.3).   

In moving between the residence areas, albacore experienced median sea surface 

temperatures significantly greater than that of their origins and significantly less than 

that of their outbound destinations (Table 4.3). The mixed layer depths that the fish 

encountered were significantly more variable than those at either residence area, but 

were only significantly deeper than the mixed layer depths found at the origin (Table 

4.3). Interestingly, albacore inhabited on average murkier waters than the annual 

averages at the residence areas (Table 4.3). The waters the albacore inhabited also had 

a significantly larger range than those of either residence area (Table 4.3). Northern fish 

inhabited significantly more variable thermal habitats that were on average colder with 

deeper mixed layers, but inhabited waters of approximately the same turbidity (Table 

4.3). 
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We examined migration distance within the context of those habitat 

characteristics that had significant differences at the residence sites of northern versus 

southern fish. Migration distances were found to indirectly correlate with mean annual 

SST of the outbound origins, but not with the mean annual SST of the outbound 

destinations (Fig. 4.4). Migration distance did not correlate with mean mixed layer depth 

(Fig 4.4) or with variability in either SST or MLD. 

The trends in SST at the outbound origins and outbound destinations were 

similar across years, producing predictable seasonal cycles of temperature at the 

outbound and inbound sites. In the northern region, the phenology of migration was 

correlated with these seasonal fluctuations of SST such that the fish migrated from their 

outbound origin as sea surface temperatures began to decrease, and departed the 

outbound destination when the temperatures there began to increase (Fig. 4.5a). 

Persistent seasonal cycles were also seen in mixed layer depth and k490. Again as 

northern fish had consistent timing, their departure from and arrival at the outbound 

origin were correlated with the deepening of the thermocline in the outbound destination 

and the shoaling of the thermocline in the outbound origin, respectively (Fig. 4.5b). 

Lastly, the timing of migration also coincided with a seasonal decrease in turbidity (Fig. 

4.5c). For the southern fish, there was a less-pronounced seasonal cycle in all the 

environmental indicators, but more high-frequency variability; the timings of the 

individual migrations could not be correlated with these fluctuations (Fig. 4.5d-f). 

Timing of outbound movements in the north corresponded with steep declines 

in body temperature (Fig. 4.6a). The mode body temperature at time of outbound 

departure was 17 °C in the north. Body temperatures of the southern fish were mostly 
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above 18°C with only 2 fish with weekly body temperatures dropping below 17 °C (Fig 

4.6b). In both cases, the fish moved towards warmer waters following these weeks.  

 

4.5 Discussion 

We have shown that migratory behavior of albacore differs for juvenile albacore 

tuna leaving the coast north and south of 40ºN. Northern fish exhibited longer and more 

precisely timed migrations compared to southern fish. We found direct correlations 

between the annual mean SST at the outbound origins and migration distance. In both 

the northern and the southern fish, migration resulted in fish experiencing higher annual 

mean temperatures than had they stayed at the outbound origin and lower annual mean 

temperatures than the outbound destination. Overall, albacore experienced on average 

murkier waters with deeper mixed layer depths than if they had stayed in their residence 

sites.  

For the northern fish, the drop in SST at the destination site resulted in steep 

declines in body temperature which were not present in the southern fish. Migration 

timing in the north coincided with weekly mean body temperatures dropping below 17 

°C, a body temperature rarely seen in the southern fish. This suggests that fish in the 

southern region were not forced by seasonally inhospitable habitats, whereas fish in the 

north were forced to move to maintain higher body temperatures. This is further 

supported by a lower precision in timing of the southern fish and shorter distances, 

which coincided with smaller fluctuations in their sea surface temperature 

environments.  
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There has been a long debate about whether albacore north of 40°N and albacore 

south of 40°N are separate populations (Barr 2009). This debate is partly based on a 

slower growth rate in the northern fish versus the southern fish (Barr 2009). Our work 

shows that northern fish must undergo extensive seasonal migrations, significantly 

longer than those of southern fish. It is possible that the energetic demands of this 

migration contribute to a lower growth rate. Furthermore, our work shows a direct 

relationship between the mean SST at the origin and the migration distance, suggesting 

that the migration distances are based more on the habitat rather than a pre-programmed 

migration route. To understand the fine-scale movements of the southern fish, more data 

on prey and predator distributions as well as fine spatial and temporal scale data on the 

prevalence of mesoscale features are needed. Advancements in measuring foraging 

success of tagged fish can provide a much better understanding of how ecosystem 

dynamics influence migration (Whitlock et al. 2015).  

Analysis of migratory behavior in the context of oceanographic conditions can 

provide useful tools for modeling movement under variable conditions to predict 

population level changes in distribution. This type of information is critical to marine 

conservation and the management of fisheries. For albacore, this type of information 

may help elucidate the reasons behind the temporal shifts observed in the troll and line 

fishery of the west coast (Phillips et al. 2014) as well as assist in understanding 

population structure. Our analysis provides the necessary information to parameterize 

albacore movement in response to dynamic sea surface temperature conditions and 

predict albacore availability to the west coast fishery.  
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Chapter 4, in full, is currently being prepared for submission for publication of 

the material Snyder, S., Kohin, S., Rahbek, C., Thorup, K., and P.J.S. Franks. The 

dissertation author was the primary investigator and author of this paper. 
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Table 4.1 Juvenile albacore used in this study.  

Fish ID 
Days at 

Liberty 

Tagging 

Fork Length 

(cm) 

Tagging 

Date 

Tagging  

Location 

Recovery 

Location 

0390167 343 84 25-Jul-03 29.2°N,  -117.4°E 30.0°N,  -117.1°E 

0390191 348 87 27-Jul-03 29.3°N,  -117.4°E 29.9°N,  -116.7°E 

B2942 308 82.5 12-Aug-04 31.2°N,  -117.7°E 30.3°N,  -117.7°E 

A1974 273 81 7-Nov-03 31.9°N,  -119.4°E 31.4°N,  -117.8°E 

A1967 294 86.5 7-Nov-03 31.9°N,  -119.5°E 31.0°N,  -117.7°E 

A1973 281 89.9 7-Nov-03 31.9°N,  -119.9°E 31.4°N,  -117.8°E 

A1246 293 87.5 08-Nov-03 31.9°N,  -119.3°E 30.9°N,  -117.7°E 

A1987 287 88 8-Nov-03 31.9°N,  -119.4°E 31.8°N,  -118.2°E 

A1991 282 87.8 8-Nov-03 31.9°N,  -119.5°E 31.4°N,  -117.4°E 

A2082 283 81.5 10-Nov-03 32.0°N,  -119.2°E 31.5°N,  -117.6°E 

B2393 695 66 30-Jun-04 44.7°N, -125.8°E 30.3°N,  -144.6°E 

B2398 445 64 1-Jul-04 44.5°N,  -125.6°E 45.9°N,  -126.5°E 

B2381 427 65 1-Jul-04 44.5°N,  -125.6°E 45.5°N,  -126.0°E 

0490306 448 78 13-Sep-04 45.0°N,  -125.3°E 33.7°N,  -167.8°E  

A2088 330 75 13-Sep-04 45.2°N,  -125.2°E 32.0°N,  -118.3°E 

D1045 680 80 6-Aug-06 46.0°N,  -125.0°E 31.2°N, -139.34°E 

D1464 380 75 6-Aug-06 46.1°N,  -125.0°E 32.4°N,  -118.3°E 

0690065 292 77 7-Aug-06 46.1°N,  -124.9°E 32.5°N,  140.10°E 

0690063 326 70 7-Aug-06 46.1°N,  -124.9°E 32.0°N,  -119.9°E 

A0394 378 68 3-Aug-11 44.8°N,  -126.4°E 46.8°N,  -125.2°E 

1090251 752 65 3-Aug-11 44.8°N,  -126.4°E 46.1°N,  -126.4°E         

A0396 518 63.5 3-Aug-11 44.9°N,  -126.4°E 35.3°N,  145.2°E 

690078 629 70 6-Oct-06 46.1°N,  -125.1°E 13.0°N,  -172.0°E 

1090269 692 64 4-Aug-11 44.9°N,  -126.3°E 35.2°N,  143.7°E 
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Figure 4.1 Quantifying migration phenology and destinations. Net square displacement 

of an albacore from its starting location (black dots) with the migration model fit (blue 

line, CC = 0.99) and the starting and end times of migratory journeys (blue circles). Map 

inset shows the fish’s track (black line) with the outbound origin (which doubles as the 

inbound destination; open circle), outbound destination (open square), outbound path 

(black circles), and inbound path (red circles) calculated using the model fit parameters. 
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Figure 4.2 Migratory destinations and behavior of fish originating (a-b) north and (c-d) 

south of 40°N. In (a) and (c), the circles blue circles and squares represent outbound 

origins and inbound destinations, respectively, while the red circles represent the 

outbound destinations/inbound origins. The compass plots show the WMV per fish for 

the outbound (circles) and inbound (squares) journeys with the average of the outbound 

and inbound journeys of all fish shown in red and blue, respectively. The contour lines 

on the compass represent 50, 100, and 150 km day-1.  
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Figure 4.3 Latitudinal gradients in (a) mean annual SST, (b) annual range in SST, (c) 

mean annual MLD, (d) annual range in MLD, (e) mean annual k490, and (f) annual 

range in k490. In all plots, the outbound origins are represented as white circles and the 

outbound destinations are represented as black squares.  
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Figure 4.4 Migration distance as a function of (a) mean annual SST, (b) annual range 

in SST, (c) mean annual MLD, and (d) annual range in MLD. In all plots, outbound 

origins and destinations are represented by open circles and closed squares, respectively. 
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Figure 4.5 Fluctuations in (a,d) SST, (b,e) MLD and (c,f) k490 at the outbound origins 

(in blue), the outbound destinations (red) and at the fish’s selected location (in grey). 

Northern fish are represented in the top panel with southern fish in the bottom panel. 

The E and W in plots (a-c) represent the median inbound and outbound departure dates, 

respectively. 

 

 

Figure 4.6 Physiological motivation behind movement. Weekly average body 

temperature over a year cycle for (a) northern and (b) southern fish. Individual fish are 

shown in gray lines with the average as a solid blue (northern) and red (southern) line. 

Dashed lines in (a) represent the timing of migration back to the origin (day of year 117) 

and outbound to the destination (day of year 287). 
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CHAPTER 5 

Fronts serve as a dual resource: Insights from in situ observations of juvenile 

tuna (Thunnus alalunga) at an open ocean front 

 

5.1 Summary 

Organisms – ranging in trophic level from phytoplankton to sharks – amass at 

the boundaries between water masses known as fronts (Olson et al. 1994; Acha et al. 

2015; Scales et al. 2014). Fronts are ubiquitous in our oceans, and shape the habitats of 

endangered sea birds (Scheffer, Bost, and Trathan 2012; Nel et al. 2001; Russell et al. 

1992) and whales (Baumgartner et al. 2001; Bost et al. 2009) as well as economically 

valuable tunas (Sund, Blackburn, and Williams 1981; Xu et al. 2015; Zainuddin et al. 

2006; Fiedler and Bernard 1987; Laurs and Lynn 1991), however we have yet to observe 

how these animals utilize fronts. Here we document the first observation of predator 

utilization of a thermal front. Using biotelemetry data and oceanographic information, 

we show the behavior of four juvenile albacore tunas as they forage at a front in the 

waters off Baja California, Mexico. For 2 weeks, the tunas utilize sub-mesoscale 

features associated with the front, swimming between the warmest and coldest available 

waters, making on average 50 trips across the front per day, with 85% of these occurring 

during daytime. Use of the warm side of the front resulted in increased body 

temperature, and the strength of the front was directly correlated with foraging success. 

Our work supports theory that fronts act as a dual resource (Kirby and Hart 2000; Olson 

et al. 1994), providing both temperature and food resources to pelagic predators. 
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5.2 Introduction, Results and Discussion 

We are at the frontier of understanding the dynamics of how fronts alter pelagic 

ecosystems, and why organisms accumulate (in the case of drifters) or aggregate (in the 

case of swimmers) at fronts (Block 2005; Franks 1992; Olson et al. 1994). With 

increased spatial and temporal sampling of our oceans, we are discovering that sub-

mesoscale features associated with oceanic fronts change the community structure, 

abundance and distributions of a wide spectrum of organisms including bacteria (Landry 

et al. 2012; Floodgate et al. 1981), planktonic organisms (Landry et al. 2012; Olson and 

Backus 1985; Powell and Ohman 2015), the migrating organisms of the deep scattering 

layer (Landry et al. 2012), and charismatic megafauna such as the tunas (Xu et al. 2015; 

Sund, Blackburn, and Williams 1981; Humphries et al. 2010), sharks (Queiroz et al. 

2012; Sims and Quayle 1998; Humphries et al. 2010), turtles (Polovina et al. 2000), 

marine mammals (Baumgartner et al. 2001; Bost et al. 2009), and birds (Hunt, Harrison, 

and Piatt 1993; Scheffer, Bost, and Trathan 2012; Nel et al. 2001). While individual 

behavior of these organisms has yet to be documented, many studies have documented 

the accumulation of plankton (Olson & Backus, 1985; Powell & Ohman, 2015) and the 

increased abundance of forage fish (Tseng et al. 2014) at fronts. Increases in abundance 

of plankton are hypothesized to result from local vertical mixing and currents – creating 

both gradients in temperature as well as an influx of nutrients for phytoplankton growth 

(Acha et al. 2015; Olson et al. 1994), or the dynamics of local hydrography – shoaling 

isotherms causing an increase of nutrients and phytoplankton in the euphotic zone 

(Olson et al. 1994; Franks 1992).  
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Dual resource hypothesis It is thought that large predators are drawn to fronts to 

take advantage of accumulations of prey (Costa, Breed, and Robinson 2012; Block 

2005; Olson et al. 1994; Sims and Quayle 1998; Humphries et al. 2010), and that 

regional endotherms, such as tunas, also take advantage of the warm waters of the front 

to assist in thermoregulation (Olson et al. 1994; Kirby and Hart 2000; Kirby 2001; 

Queiroz et al. 2012). Warmer temperatures for these organisms translates into faster 

swimming speeds, better visual acuity, and increased digestion rates (Dickson and 

Graham 2014); thus fronts increase foraging performance in addition to prey abundance. 

Theoretical work modeling the optimal behavior at fronts, and testing whether this 

behavior would lead to thermoregulatory advantages, has had mixed results (Kirby and 

Hart 2000). To investigate this ‘dual resource’ theory, we used in situ behavior and 

environmental sampling from electronic tags deployed on four juvenile albacore tuna 

and high-resolution remote sensing imagery (see Methods).  The albacore tuna were 

within the location measurement error (approximately 300 km) of a thermal front over 

the two-week period from February 25th to March 9th, 2004. We defined this area by a 

2° grid, bounded by 25°N to the south, 27°N to the north, 244.6°E to the west and 

246.6°E to the east. During this period, the tags on the albacore recorded water 

temperature, depth, and diving behavior of the tunas every minute.  

Front characterization The tags and the satellite imagery captured an upwelling 

event that brought deep, cold, nutrient-rich waters to the surface along the coast of Baja 

California, with a subsequent increase in chlorophyll concentrations (Fig. 5.1a-b). 

Drawing from the temperature at depth measurements from the fish during this two-

week period, we defined the profiles of the warm and cold regions of the front to have 
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surface temperatures of 16.4 and 17.9 °C respectively, with the top of their thermoclines 

at approximately 55 and 75 m (Fig. 5.1c, Methods). The temperature differences 

between the two profiles were greater than 1 °C across each 1 m depth bin to depths up 

to approximately 200 m (Fig. 5.1c). We investigated behavior at the front by quantifying 

albacore distribution and movement within and among four frontal regions: cold, 

surface (CS); cold, deep (CD); warm, surface (WS); and warm, deep (WD, Fig. 5.1d). 

These regions were defined by the temperature at depth being either warmer (warm side) 

or colder (cold side) than 0.25 °C around the midpoint between the warm and cold 

temperature. Surface regions (CS and WS) and deep regions (CD and WD) were defined 

as shallower or deeper than 5 m above/below the top of the thermocline in the 

corresponding frontal waters. Using the satellite imagery and the locations of the cold 

and warm surface waters, we found that over the two weeks, a histogram of the daily 

10th percentile of the nearest-neighbor distances gave across-frontal distances (median 

3.1 km; IQR: 2.2 to 4.9 km) near the limit of the satellite resolution (~1 km) indicating 

that the distances between these water masses is found at the sub-mesoscale, and 

therefore undetectable by the satellite imagery (Fig. 5.1d - inset). During the period of 

time at the front, the 10th percentile of the across-front distances increased and on March 

10th after two of the four fish departed, the detectable distances had a 10th percentile of 

6.6 km (Fig. 5.2). This increasing cross-frontal distance suggests that the front was 

weakening and decaying, presumably with a coincident decrease in the biological 

signatures at the front. 

Albacore movement During the two-week period, albacore were actively 

utilizing waters on both sides of the front (Fig. 5.3a). The juvenile tunas exhibited a 
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characteristic diurnal pattern in diving behavior, with more diving during the daytime 

(vertical distance traveled: 6,703 ± 8.0 m) than at night (vertical distance traveled: 2,376 

± 6.4 m). At night, albacore spent the majority of their time within the WS waters (88.3 

± 10.6%), while during the day albacore split their time mainly between the WS waters 

(49.6 ± 19.3%) and the CD waters (30.6 ± 14.2%, Fig. 5.3b). We observed 4,237 

movements between frontal regions over the 14-day period. A majority of these 

movements occurred during the day (3,719 movements) rather than at night (500 

movements), with the remainder occurring at either sunrise or sunset.  For ninety percent 

of the movements between regions, the fish spent less than 3 minutes in transit. This 

resulted in 110.5 ± 32 min of time in transit during the day, almost twice the time in 

transit observed at night (63.1 ± 37.6 min). Of the transits between frontal regions, 66% 

were across-front movements, mainly comprised of movements between the WS and 

CD waters (1,711 of the 2,778 across front movements, Fig. 5.3c). Movements across 

the front resulted in almost twice the absolute temperature change with depth (median: 

0.11 °C m-1; IQR: 0.05 to 0.16 °C m-1) than movements within either the cold (CS-CD, 

median: 0.07 °C m-1; IQR: 0.06 to 0.09 °C m-1) or warm (WS-WD, median: 0.06 °C m-

1; IQR: 0.04 to 0.08 ± °C m-1) sides of the front. During the day, residence times (i.e., 

time spent per trip within a given region) were greatest in the CS (median: 7 min; IQR: 

3 to 17 min) and WS (median: 9 min; IQR: 3 to 23 min) regions versus those in the CD 

(median: 5 min; IQR 3 to 17 min) and WD waters (median: 5 min; IQR 3 to 9 min). 

Temperature resource Our observations of distribution and movement suggest 

preferential use of the WS versus the CS.  If the dual resource hypothesis is correct, we 

would expect that the albacore behave in this manner in order to receive some 
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thermoregulatory benefit from the WS that is lacking in the CS waters. Daytime body 

temperatures of albacore diving from the WS waters to the CD waters (median: 19.2 

°C; IQR: 18.5 to 20.0 °C) were about 2 °C warmer than albacore diving from the CS 

waters to CD (median 17.0 °C; IQR: 16.3 to 18.0 °C, Mann-Whitney U-Test, p<10-10). 

This difference resulted in albacore arriving from the WS waters to the CD waters 

having around a 50% increase in thermal excess – i.e., the temperature difference 

between their body temperature and water temperature – (median: 1.65 °C; IQR: 0.9 to 

2.3 °C) than when arriving to the CD from the CS (median: 1.06 °C; IQR: 0.5 to 1.9°C, 

Mann-Whitney U-Test, p<10-7). Qualitatively, an increase in muscle temperature 

results in ability to swim faster (Dickson and Graham 2014; Brill 1996). This gives 

regional endothermic predators faster swimming speeds than their ectothermic prey 

(Cairns, Gaston, and Huettmann 2008; Brill 1996). Thus, while at the front, albacore 

coming from the warm, surface waters have a greater advantage than those coming from 

the cold, surface waters, and that this advantage is greatest the cold, deep waters rather 

than in the warm, deep waters.  

Foraging resource Without information on the prey field or information on 

where foraging is taking place, we have relied on a qualitative comparison of the 

increases in body temperature after sunset that is often termed the heat increment of 

feeding (HIF) associated with specific dynamic action (Whitlock et al. 2013). By 

integrating the temperature surplus between the body temperature and the nighttime 

steady-state body temperature (see Methods), we were able to estimate relative foraging 

success as a function of the albacore’s utilization of the front and the strength of the 

front. As the magnitudes of these values can vary based on forage items, sea surface 
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temperature, and differences among individuals, we are only comparing values within 

an individual during their time at the front (Whitlock et al. 2013). In doing so, we assume 

that the tunas are foraging on similar prey throughout their time at the front. We found 

that as the distance between the WS and CS waters of the front increased, the relative 

foraging success decreased (slope = -75 °C km, p=0.008, Fig 5.4).  

Predator behavior at fronts Here we presented the first in situ observations of a 

pelagic predator utilizing a front. The association of the tuna with this front coincided 

with an upwelling event, which enhanced productivity of the region and strengthened 

the horizontal gradients in sea surface temperature. Our observations of albacore 

behavior at the front support the ‘dual resource’ theory, suggesting that the front acts as 

both a temperature and a food resource. At night, albacore diving activity was reduced 

and their distribution was mostly restricted to the warmest available waters, whereas 

during the day the albacore mostly cycled between the WS and the CD. Albacore body 

temperatures were significantly higher in the WS compared to the CS, providing 

evidence that these waters provide a physiological benefit to the albacore. Qualitative 

comparisons of HIF calculations also suggest that foraging success is influenced by the 

strength of the front. Our results suggest that large, pelagic predators could be using 

fronts not only to access high concentrations of food, but to also improve their ‘hunting’ 

abilities by using the adjacent, accessible warm waters to maintain higher body 

temperatures.  

Future directions The combination of biotelemetry datasets and high-resolution 

oceanographic data provide a unique window into how pelagic predators utilize the open 

ocean. The methods we present here can be used to extract behavior at fronts for a wide 
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range of predators. While observations such as those presented here provide valuable 

insights into the behavior of tunas at fronts, the lack of information on the prey field and 

horizontal scaling for the temperature front restrict our ability to quantify the benefit of 

prey capture or to calculate distances and speeds across the front. While our qualitative 

analyses do not refute the dual resource hypothesis, in situ data collection on the prey 

field and the horizontal scale of the front would provide a more quantitative 

understanding of the enhanced concentration of food at the front and the swimming 

costs associated with exploiting the front (Metcalfe et al. 2015). With the increased 

availability of high-resolution in situ datasets from moorings, long term ecological 

monitoring, and biotelemetry studies, there exists great potential for understanding how 

the physical environment structures pelagic ecosystems (Block 2005; Costa, Breed, and 

Robinson 2012). By incorporating this information across temporal and spatial scales, 

we can begin to understand how the observed associations with vertical and horizontal 

gradients in temperature, light, and oxygen shape distributions and movement patterns 

of pelagic organisms (Levin 1992). 

 

5.3 Materials and Methods 

Biotelemetry & Satellite Data  

The albacore tagging data were collected by the Albacore Archival Tagging 

Program, an ongoing collaborative effort between the Southwest Fisheries Science 

Center and American Fisherman’s Research Foundation. The fish used in this study 

were tagged in July and November of 2004 as juveniles with fork lengths at time of 

deployment of less than 90 cm (Table 5.1).  Two tag models were used (Wildlife 
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computers Mk9 and Lotek ltd2310), and consisted of a tag body (housing a pressure and 

temperature sensor) and a stalk (housing a light and temperature sensor). The tag body 

was surgically implanted into the peritoneal cavity of the fish with the stalk protruded 

out into the water column. The tags were programmed to record depth, water 

temperature, body temperature, and light every minute. Daily horizontal locations of 

each fish were derived using light curves, and then refined using the UKFSST algorithm 

(Lam et al., 2008). On average these locations produced tracks with errors on the order 

of 300 km. Of note, three of the four fish were tagged on the same trip and then 

recovered within days of each other.  

Our study area was defined by a 2° grid, bounded by 25°N to the south, 27°N to 

the north, 244.6°E to the east and 246.6°E to the west. We coupled this data with satellite 

imagery on both sea surface temperature and chlorophyll. We chose the highest spatial 

resolutions (~1 km) available for this study period. To examine productivity, we chose 

to use 3-day high-resolution chlorophyll-a SeaWiFS product from the National Oceanic 

and Atmospheric Administration’s CoastWatch program (Siegel et al. 1998). To 

examine the sea surface temperature field, we chose the Jet Propulsion Laboratory’s 

Multi-scale ultra-high resolution sea surface temperature product (JPL MUR 

MEaSUREs Project 2010). 

 

Front Characterization 

The front was chosen based on a period when all four fish were found in the 

same 300 km radius and when the temperature of the water within a 1 m depth bin varied 

by more than 1 °C horizontally. Among the possible fronts evident in the data, this front 
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was chosen because the fish stayed at the front for 2 weeks. The combination of the 

duration at the front and the number of fish at the front ensured that the front was highly 

sampled both horizontally and vertically by the fish.  

To estimate the physical features of the front, the front was assumed to be stable 

while the fish were in proximity to the front. We then used the vertical sampling from 

the fish to define temperature depth profiles for the warm and cold sides of the front. 

For the two weeks while the fish were in proximity to one another, we took all the data 

and binned it into 2 m depth bins. We then calculated frequency distributions of the 

temperatures within each 2 m bin. We then fit a double Gaussian curve to the data: 

 
𝐺 =  𝑎1𝑒

−[
(𝐻−𝑇𝑐𝑜𝑙𝑑)

𝑐1
]2

+  𝑎2𝑒
−[

(𝐻−𝑇𝑤𝑎𝑟𝑚)
𝑐2

]2

 (1) 

where Tcold  and Twarm were the estimates of the temperatures of the warm and cold sides 

of the front at that depth bin. The data were then smoothed over 5 m and interpolated 

linearly such that a temperature was assigned to each 0.1 m. The depth of the top of the 

thermocline was also estimated for each side of the front. This depth was defined as the 

depth at which the temperature fell below 1 °C of the maximum temperature.  

The horizontal location of the front was dynamic throughout the fish’s time at 

the front. To understand the length scale of the horizontal distance between the warm 

and the cold surface waters, we estimated the nearest-neighbor distance between each 

point corresponding to the sea surface temperature on the warm side (derived from the 

tagging profiles) to the sea surface temperature on the cold side. Then for each day, we 

calculated the 10th percentile of these distances. This allowed us to quantify an 

approximate distance across the front throughout the time the fish were in residence. 
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Albacore Movement  

Because of the poor temporal and spatial resolution of the tag-derived locations, 

the horizontal location relative to the front was estimated using the fish’s water-

temperature-at-depth information coupled with the characterization of the front. We 

examined the fish’s use of four distinct areas of the front: the surface and deep waters 

of the warm side of the front (WS and WD, respectively) and the cold side of the front 

(CS and CD).  Fish were flagged in a region if their temperature at a given depth was 

above or below 0.25°C of the middle temperature between the cold and warm profiles. 

The surface was defined as waters 5 m above the top of the thermocline, and the deep 

was flagged as 5 m below the top of the thermocline.  

To examine movement and distribution, we examined both the movement paths 

between the different regions as well as the time each albacore spent in each of the 

frontal regions. We counted the movements between the different regions, noting the 

time of day, time spent in transit, and the origin and destination of those movements. 

We also calculated the overall depth distribution for the cold versus warm side of the 

front at night and during the daytime. 

 

Front as a dual resource 

To test whether the front served to both enhance the albacore’s ability to 

maintain elevated body temperature and foraging success, we examined aspects of the 

albacore’s thermoregulation and foraging during the albacore’s two weeks at the front. 

We compared the albacore’s median body temperature and thermal excess (i.e., 
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temperature difference between the albacore’s body and water temperature) during the 

residence time in the CD region after coming from the WS waters and the CS waters 

using a Mann-Whitney U-Test. To examine the contribution of the front to foraging, we 

calculated the area under the heating increment of feeding (HIF) curve observed 

following sunset using a Whitlock et al. (2015)’s model: 

 

𝐻𝐼𝐹 =  ∫ (𝑇𝑏(𝑡) − 𝑇𝑠𝑠)

𝑡𝑒𝑛𝑑

𝑡𝑠𝑡𝑎𝑟𝑡

 (2) 

where 𝑡𝑠𝑡𝑎𝑟𝑡 and  𝑡𝑒𝑛𝑑 are the start and end times of the HIF, 𝑇𝑏 is the body temperature 

at time t  and 𝑇𝑠𝑠 is the nighttime steady state body temperature.  

We modified some of Whitlock and colleagues’ criteria to suit our study system 

and in situ data. We used only nighttime data, as heating during the day could be caused 

by diving or increased activity (Snyder et al., in prep), and smoothed the data over two 

hours to remove any effect of perturbations in the sea surface temperature or short 

excursions to other temperatures. Similar to Whitlock et al., we excluded start and end 

times that gave HIF periods less than 2 hours (compared to their 4 hour cut-off). We 

defined steady-state body temperature as the mode of the nighttime body temperatures, 

rounded to 0.1 °C.  The start and end of the HIF event were defined as the first time the 

albacore’s temperature rose above the steady-state temperature and had a positive 

derivative with time with the end as the last time the albacore’s temperature was above 

the steady-state temperature and had a negative derivative with time. We performed a 

linear regression analysis between the time series of HIF and the 10th percentile of the 

across frontal distance to assess whether HIF correlated with frontal strength.  
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Chapter 5, in full, is currently being prepared for submission for publication of 

the material. Snyder, S., Xu, Y., Talley, L., Kohin, S. and P.J.S. Franks. The dissertation 

author was the primary investigator and author of this paper. 
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Figure 5.1 Front Characterization. Maps of (a) chlorophyll and (b) sea surface 

temperature from satellite imagery on the first day of the study, with the estimated fish 

locations as white circles. (c) Temperature profiles of the cold (blue) and warm (red) 

sides of the front derived from the albacore archival tagging data (grey circles) with 

temperature difference at each depth bin represented by the black line in the inset. The 

dashed line of the inset represents a temperature difference of 1 °C. (d) An approximate 

transect of the front based on a linear interpolation of the cold and warm profiles across 

the pdf of distances from the surface cold and warm regions of the front over the fish’s 

time at the front. The boundaries of the four thermal regions are outlined in white. 
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Figure 5.2 Shortest available distance between the warm surface waters and cold 

surface waters within the 2° grid study area over the residence time of the tunas at the 

front.  

 

 

Figure 5.3 Movement at Front. (a) Distributions of mean percent time at depth at night 

(shaded background) and day (white background) on either the warm (red) or cold (blue) 

side of the front. Shaded area denotes standard deviation among fish. (b) Movement 

paths between the different frontal regions (n = 4,075 transits between regions).  

a b 
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Table 5.1 Deploy and recovery information on juvenile albacore used in this study. 

Fish ID 
Deploy   Recover 

Date Location FL (cm) Date Location FL (cm) 

0390167 25-Jul-03 29.2°N,  -117.4°E 84 2-Jul-04 30.0°N,  -117.1°E 94 

A1967 7-Nov-03 31.9°N,  -119.5°E 86.5 27-Aug-04 31.0°N,  -117.7°E 91 

A1246 08-Nov-03 31.9°N,  -119.3°E 87.5 27-Aug-04 30.9°N,  -117.7°E 94 

A1973 7-Nov-03 31.9°N,  -119.9°E 89.9 30-Aug-04 31.4°N,  -117.8°E 97 

 

 

 

Figure 5.4 Heat increment of feeding as a function of across front distance. 
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CHAPTER 6  

Conclusions 

 

In Chapter 2, I presented methods by which to measure and account for thermal 

inertia of sensor housings. Sensor housings or protective casings are often applied to 

temperature sensors in biotelemetry experiments to protect the tag. Researchers have 

wondered whether these coatings were influencing in situ measurements. Through the 

use of a calibration experiment, in situ body temperature measurements, and 

simulations, I showed that the significance of sensor thermal inertia depends on the 

thermal inertia of the sensor and that of the organism within the context of 

environmental temperature fluctuation. Errors associated with thermal inertia were 

found to increase with increases in the rate of temperature change in the environment 

and thermal inertia of the sensor, and decreases in the thermal inertia of the organism. 

With these methods, we now have the tools to assess the question of whether our 

instruments are providing us with accurate data. 

With newfound confidence in the body temperature data, I investigated the 

impact of thermal environment on the thermoregulation in juvenile albacore tuna in 

Chapter 3. In the current thermal physiology literature, it is becoming apparent that 

many organisms operate on a continuum between ectotherm and endotherm – rather 

than strictly adhering to the cold-bodied/warm-bodied dichotomy. This study 

investigated the influence of the thermal environment on thermoregulatory tactics in a 

regional endotherm – an organism that is capable of retaining metabolic heat but falls 

short of homeothermy, albacore tuna. I found that albacore switch between two modes 
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of behavioral thermoregulation: temperature tracking and shuttling (a behavior in which 

the fish moves between two temperature extremes in the environment). Regardless of 

behavior or environment, albacore achieve median water temperatures of approximately 

16 °C. This is achieved in part because the albacore switches tactics based on sea surface 

temperature (SST). As the albacore moves from colder to warmer sea surface 

temperatures, it spends more time at depth – either through shuttling or tracking in 

deeper waters.  

I found that the albacore can achieve higher body temperatures during tracking 

than during shuttling. However, tracking incurs higher physiological costs, while 

shuttling incurred higher costs associated with swimming and lost opportunities. All 

costs increased as SST increased. It was rare that albacore shuttling behavior could be 

predicted based on simple critical lower and upper body temperature criteria, suggesting 

that albacore diving decisions are most likely driven by foraging success or predator 

avoidance rather than by body temperature cues alone. However, days when albacore 

behavior could be explained by avoidance of body temperature extremes pointed to a 

critical lower body temperature, independent of SST. The critical lower body 

temperature corresponds to the steady-state temperature in waters just below their 

inhabited SST range.  

Chapter 3 led to a mechanistic understanding of how SST limits albacore 

distribution. My conclusion is that the lower SST limit to albacore distribution is directly 

related to a limit in their thermoregulatory abilities to maintain a functional body 

temperature, and that upper SST limit was due to the trade-off of higher metabolic rates, 

longer transit times, and lower food availability in these waters.  
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This mechanistic understanding of physiological and energetic limits to albacore 

distribution led me to investigate juvenile albacore tuna migration patterns with respect 

to their available thermal habitat in Chapter 4. Juvenile albacore are known to 

undertake basin-wide ontogenetic migrations in the North Pacific Ocean. The Albacore 

Archival Tagging Program has been tagging albacore off the west coast of the United 

States since 2003 in two general areas: (1) northern area off the coast of Oregon, and 

(2) southern area off the coast southern California and off the coast of Baja California, 

Mexico.  

Using their data, I found that the northern albacore traveled much farther, with 

more precisely timed and directed movements than the fish in the south. This 

discrepancy can be directly linked to the habitat suitability in the north versus the south. 

In the north, their nearshore residence areas become too cold for the albacore, whereas 

the sea surface temperatures at the nearshore residence areas in the south never fall 

below a habitable range. As an aside, the albacore had a remarkable ability to return to 

their original locations, regardless of the distance they had traveled.  

In Chapter 5, I developed a new method to examine predator behavior at fronts. 

Using the tagging data, I was able to detect days when fish were utilizing fronts, through 

an examination of temperature gradients within a day in 1 m depth bins. I identified one 

front where four fish remained for a two-week period. To characterize the front, I pooled 

their temperature and depth time series data over this time and thus was able to define 

the temperature depth profiles of the warm and cold sides of the front. By quantifying 

their movements and distributions during this time relative to the front, I determined 

that they were utilizing small-scale structures associated with the larger-scale front. I 
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also found that their movement patterns and foraging activity provided evidence that 

the front served as a dual resource to the tunas, providing both access to higher 

temperatures and food.  
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Appendix 

Supplementary Information for Chapter 3 

 

In our paper, we take a different approach to the estimation of thermal rates than 

previously published literature. We were concerned that our choice of windowing could 

bias the estimates of thermal rates derived from the data. Our reasoning was as follows: 

(1) By necessity, rates must be estimated using several time steps of body temperature 

data, and are thus assumed constant over the time period of estimation; (2) There is 

ample evidence that organisms – ranging from tunas to mice – can alter their rates of 

heating and cooling by an order of magnitude on timescales of minutes. (3) The time 

periods over which the rates remain constant are unknown at the outset of the analysis. 

(4) Thus, the time periods chosen could potentially bias or smooth away actual 

fluctuations in thermal rates. Therefore, we searched for an approach that would allow 

the data to reveal the appropriate window size over which to calculate thermal rates.  

 

THE MODEL 

Our thermal rate model follows Brill and colleagues (1984), and has widespread 

usage in the tuna literature: 

 𝑑𝑇𝑏

𝑑𝑡
=  𝑘𝑏(𝑇𝑎 − 𝑇𝑏) + 𝑇�̇� (1) 

This model can be used to derive the specific rate of temperature loss or gain (kb, min-

1) due to the temperature difference between the ambient and body temperatures at time 

t, and the rate of temperature gain due to metabolic processes (𝑇�̇�, °C min-1) by using 
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biotelemetry data on body temperature (Tb, °C) and ambient temperature (Ta, °C, Fig. 

A1a).  

As biotelemetry data are collected at discrete time intervals, we use the Euler 

method to solve this equation: 

 𝑇𝑏(𝑡) =  𝑘𝑏∆𝑡 (𝑇𝑎(𝑡) − 𝑇𝑏(𝑡 − ∆𝑡)) + 𝑇�̇�∆𝑡 + 𝑇𝑏(𝑡 − ∆𝑡) (2) 

where ∆𝑡 is the sampling interval (min).  This solution is rearranged into a matrix: 

 𝐶 ∗ [
𝑘𝑏

𝑇�̇�
] = 𝐷 (3) 

where C and D are vectors of the time series: 

 𝐶 = [(𝑇𝑎(𝑡𝑖) − 𝑇𝑏(𝑡𝑖 − ∆𝑡))∆𝑡 ∆𝑡] (4) 

 𝐷 = [𝑇𝑏(𝑡𝑖)  − 𝑇𝑏(𝑡𝑖 − ∆𝑡)] (5) 

and i = {2, 3, … , N} and N= length of the window of data. A matrix inversion of Eqn 3 

provides one estimate of kb and Tm for a given time interval.  

 

ADAPTIVE WINDOWING 

Our method differs from traditional methods in that we use a range of windows 

rather than an arbitrarily defined a fixed window length (i.e., N in Eqn 4-5). The adaptive 

window approach calculates rates iteratively using window lengths Wi based on 

multiples of a base time period during which the rates are unlikely to change (the base 

timescale, tbase, min): 

 𝑊𝑖 = 𝑛𝑖 ∗
𝑡𝑏𝑎𝑠𝑒

∆𝑡
 (6) 
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where n is the multiple of the base timescale, i = [1… N] where N is the number of 

windows, and ∆t is the sampling interval. In our study we used a base timescale of 5 

minutes where: 

 𝑛 = {1, 3, 6, 9, … ,
2880

𝑡𝑏𝑎𝑠𝑒
} (7) 

Each window of length Wi was used to provide one estimate of the thermal rates 

corresponding to that time period of data, and then was moved a distance 
𝑡𝑏𝑎𝑠𝑒

∆𝑡
 along the 

time series, and the thermal rates were calculated again using the same window length 

but with an updated start time. Note that successive windows overlap the previous 

windows thus giving multiple estimates of the thermal rates at each time t (Fig. A1b). 

This was repeated until the entire time series had been analyzed. The window size was 

then increased, and the procedure repeated from the beginning of the time series.  

The rate estimates kb and Tṁ for each window were used alongside the ambient 

temperature time series Ta to calculate a modeled body temperature, Tb-model for that 

window: 

 

𝑇𝑏−𝑚𝑜𝑑𝑒𝑙(𝑡) = 𝑘𝑏∆𝑡(𝑇𝑎(𝑡) − 𝑇𝑏−𝑚𝑜𝑑𝑒𝑙(𝑡 − ∆𝑡)) + 𝑇𝑏−𝑚𝑜𝑑𝑒𝑙(𝑡 − ∆𝑡)

+  𝑇�̇�∆𝑡 

(8) 

` 𝑇𝑏−𝑚𝑜𝑑𝑒𝑙(0) = 𝑇𝑏(0)  

The root-mean square error between Tb-model and Tb was calculated for each 

combination of window length (Wi) and window center: 

𝑅𝑀𝑆𝐸𝑇𝑅 =  √
∑ (𝑇𝑏−𝑚𝑜𝑑𝑒𝑙(𝑡) − 𝑇𝑏(𝑡))2𝑁

𝑡=1

𝑊𝑖
 (9) 
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The thermal rate estimates that corresponded to the minimum RMSETR value for each 

time point were accepted as the best estimates (Fig. A2c).  

To accurately estimate kb and Tm, both the ambient temperature (Ta) and the body 

temperature (Tb) must change such that a unique solution can be found for a particular 

window of data. As can be seen in Eqn 2, if either the thermal excess (Ta – Tb) or the 

change in body temperature is constant, then the solution is simply a balancing between 

the two parameters and thus not unique. Therefore, this study only estimated rates for 

windows of data during which both the ambient temperature and the body temperature 

changed by at least 1 ºC. Additionally, physically or physiologically impossible rate 

estimates (i.e., negative values) were discarded. This ensured that the rate estimates 

were appropriate approximations of the processes governing the body temperature 

response to environmental temperatures. 

 

MODEL PERFORMANCE 

To compare our method with those currently in the literature, we estimated 

thermal rates using fixed, sliding (i.e., the fixed window was moved a distance 
𝑡𝑏𝑎𝑠𝑒

∆𝑡
 

forward, overlapping the previous window) window lengths of 30 min, 1 hour, 12 hours, 

and 24 hours. The fixed window method differed from our adaptive windowing 

approach solely in that the fixed window method utilized only one window length 

whereas our adaptive windowing method utilized estimates generated using a variety of 

window lengths. The extent to which an individual model’s thermal rate estimates 

explain the variation seen in Tb was quantified by (i) the difference between Tb and Tb-
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model, and (ii) the percent of time estimates of thermal rates met the quality control criteria 

described above.  

Thermal rates were estimated for 99.1% of the year-long time series (521,103 

out of 526,000 body temperature measurements) using the adaptive windowing method. 

The modeled body temperature (Tb-model, Eqn. 8), accurately reproduced the albacore’s 

measured body temperature (Tb) in response to changes in ambient temperature (Fig. 

A3a-b), with differences between the time series averaging 0.16 ± 0.6 °C over the year. 

98.1% of these differences were less than the standard deviation of Tb of the year-long 

time series (Fig. A3c).  

The choice of window length greatly influenced the estimated thermal rates. 

Shorter fixed windows had more instances of windows lacking the information needed 

to calculate thermal rates, resulting in greater time periods with unknown thermal rates; 

while, longer fixed windows generated thermal rate estimates that were less accurate in 

reproducing the body temperature Tb-model (Table A1). Flexibility in the window length 

allows the variable window method to achieve an accuracy comparable to the fixed short 

window lengths, but for a much greater percent of the time series.  

In addition to improving the model-data fit and ability to estimate rates, a 

flexible window length provides information on the time scales over which thermal rates 

change. For the albacore we found that the majority of the thermal rate estimates 

resulted from window lengths between 3 and 6 h, the 25th and 75th percentiles 

respectively (Fig. A3a). The accuracy of the model in reproducing the body temperature 

decreased for window lengths greater than about one day, suggesting that for this 

juvenile albacore, thermal rates varied on time scales less a day (Fig. A3a). We also 
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found that the spectrum of thermal rates had a strong peak at 24 hours and a slope 

characteristic of a step function, suggesting that thermal rates can vary at the same scale 

as diving (Fig A3b).  
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Figure A1 Thermal rate calculation a An example of a day of environmental (black 

line) and body (red line) temperature data from free-swimming albacore tuna and 

schematic of the model used to generate a thermal rates time series. b For a single time 

point of interest, ti, multiple window lengths (Eqn 3) were slid along the time series to 

provide multiple estimates of thermal rates c The combination of window length and 

window center time that resulted in the minimum RMSETR (Eqn 9) was chosen. In this 

example, the 30-sample window (W2) centered at 7 minutes before the point of interest 

gave the best fit. 
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Figure A2 Thunnus alalunga. a. Example of measured (red line) and modeled body 

temperature (black line) for 10 hours of daytime diving behavior between warm and 

cold ambient temperatures (blue line). b. Differences between the modeled and the 

measured body temperature (solid lines), and standard deviation in body temperature 

(dashed lines) during this time. c. Histogram of the differences between the modeled 

and the measured body temperature over the entire year of minute-to-minute 

observations with the yearly standard deviation of body temperature (dashed lines), and 

the 10th and 90th percentiles of the differences (solid lines).   
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Figure A3 Time scales of thermal rate fluctuations. (a) Histogram of window lengths 

chosen through the adaptive windowing method with their corresponding RMSE values, 

with the solid line as the median and the dotted line as the interquartile range. (b) 

Spectrum of kb and Tm showing the dominant frequencies in the thermal rates time series.   

 




