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Abstract

A STUDY INTO THE FEASABILITY OF BIOMETRIC IDENTIFICATION

THROUGH ECG

by

Kyle Jeremy Cordes

This research proposes the idea that an electrocardiogram (ECG) is unique

among individuals. A group of 84 individuals was considered and classified using

two classification techniques, Linear Discriminant Analysis and a Feed Forward

Neural Network. These classifiers are used to identify uniqueness in an individual’s

ECG in both the time and frequency domain. This research found that we can

classify this set of data with a 93% accuracy.
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Chapter 1

Introduction

With the increasing availability of accurate and mobile sensing devices, we

are seeing a wide variety of applications. One of these applications comes in the

form of security. An electrocardiogram, known commonly as ECG or EKG, is a

measurement of the electrical impulses in the heart as they move from the atrium

to the ventricle [14]. Due to the inherent uniqueness of every human, it may be

possible to use ECG to enhance already existing biometric security technology to

further identify an individual.

An ECG consists of three main segments or waves as shown in Figure 1.1.

These are the P-wave, QRS complex, and the T-wave [14]. There is also a U wave

but this is not always observable [14]. The P-wave, in normal heart function, is a

smooth upwards peak that is caused by atrial depolarization. The QRS complex is

generally a small downwards spike, followed by a large upwards spike, which is then

followed by another small downwards spike. This complex represents ventricular

depolarization and contraction. Next, is a smoother upward wave known as the

T-wave, that represents ventricular re-polarization. This is lastly followed by the

U wave, which represents the recovery of the Purkinje conduction fibers, but is

often unobservable [14]. These waves can be seen graphically in Figure 1.1.
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Figure 1.1: An ECG signal consists of a P-wave, QRS complex, T, and U waves.
These represent electrical signals produced as the heart beats.

A regular or normal heartbeat exists if there are no arrhythmias or other

irregularities, which can cause inconsistent heartbeat signatures. For this reason,

irregular heartbeats are either not used or removed from the study.

The idea that an ECG signal is unique to the individual implies that certain

features about the signal are repeatable across multiple heartbeats. An example

of these repeatable features is seen in Figure 1.2. This figure was generated by

splitting up an individuals ECG signal into segments that contain the PQRST

fragments. These segments are then centered about the R-peak and a heat map is

generated where a redder signal represents a higher incidence of a given value. The

more blue the signal, the less occurrences of that value exist. This visualization

of an individual’s ECG gives us an understanding that their ECG signature can

remain relatively consistent between beats, and therefore has the possibility of

being unique.

Previous work in the area of identifying uniqueness in the ECG signal is doc-

umented in Tatiana Lugovaya’s thesis, "Biometric Human Identification Based

On ECG" [13]. In Lugovaya’s thesis, Linear Discriminant Analysis was used on

a reduced feature-space in the time domain to classify individuals. The research

discussed in the following chapters builds upon Lugovaya’s findings and accom-

plishes several goals to further the field of ECG identification research. The first

2



Figure 1.2: This heat map of multiple PQRSTU segments from a single individ-
ual shows that the ECG signal has high regularity in the P and T waves, as well
as the segments connecting them when centered about its R-peak.
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is verifying the work performed by Lugovaya to provide a baseline for the other

classification techniques used. The second is to try several different classifica-

tion techniques with different feature-space formations and compare those to the

baseline set by Lugovaya. Lastly, the frequency domain in both a reduced and

unreduced feature space is used to determine the effects of domain type on the

classification accuracy.

Chapter 3 of this research focuses on the formation of the feature space. With

most machine learning algorithms, the parameters are trained by using many

pieces of the type of data that is desired to be classified. When using algorithms

that use this technique, it is important to separate the data to avoid testing the

classifier on the data it was trained on. It is for this reason that a training and test

set are created. This means that a certain percentage (approximately 70%) of the

data is used for training, and then another percentage (approximately 30%) for

testing. The precise break down of these designated records can be see in Chapter

3: Feature Space Formation. Some classification algorithms can see improvement

when the feature space, or the number of identifying characteristics, are reduced.

This research looks into classifying on both a reduced and unreduced feature

space. Although there are many ways to reduce a feature space, for this purpose,

Principle Component Analysis (PCA) was the reduction technique investigated.

Lastly, this research delves into two different classification techniques. These

are Linear Discriminant Analysis (LDA) and Feed Forward Neural Networks

(FFNN). Linear Discriminant Analysis is used as a baseline metric to see how

changes in the feature space and use of a different classifier effect the overall ac-

curacy of classification. Both of the classifiers were trained on a reduced and

unreduced feature space in the time and frequency domains.
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Chapter 2

Data Preprocessing

This chapter describes how the ECG signals are measured and how they are

taken from raw unprocessed signals to usable ECG segments that are used to form

the feature space for classification. It is important to filter or process the signals

because there are many elements of noise that can enter the system. Some of

these sources of noise can include power line noise and movement in the patient

at the time of recording. This noise can be removed with basic signal processing

filter techniques such as low, high, and bandpass filters. The data also needs to be

normalized because while recording, the amplitude of the signals can vary across

multiple recordings of an individual patient due to the connections that the leads

have. For this reason, amplitude is less important than wave shape. In turn,

a normalized measurement standard is created across multiple individuals and

recordings. This normalization enhances the differences in the unique character-

istics of each ECG signature instead of differences in the recording environment.

To start, the ECG signal is analyzed in the frequency domain to determine the

type of noise that is present, in order to help better design the cutoff frequencies for

the filters that are used. A common noise source that can be seen is visualized as

abrupt changes in the ECG signal. These noise sources are caused by disturbances

5



during recording and can be viewed as outliers and removed accordingly. Next,

the segment between the Q-peak and T-wave changes proportionally with the R-

peak to R-peak (RR) duration or heart rate [14]. This research aims to correct for

this in order to gain independence from heart rate, which creates an environment

in which an individuals heart rate does not effect its classification. To accomplish

this, two formulas are considered, Framinham’s and Bazette’s formulas [8][11].

On a parallel path, the frequency domain of the signal is considered because this

research aims to classify the signal using both the time and frequency domains of

the signal. In order to get an accurate FFT of the signal a rectangular window of

the heartbeats is used. Lastly, in order to normalize the segments the unit norm

of all of the vectors are taken. After these techniques are applied, the segments

of the ECG are in the range [−1, 1].

2.1 Benchmark Overview

This chapter covers how the data was processed before it is classified using the

various classification techniques discussed in a later chapter. Before processing

can happen the data is recorded or taken from a database considering multiple

factors such as measurement type and whether or not the heartbeat is irregular.

In this research, we take from a database posted on physio-bank for the pur-

poses of ECG Identification [3]. This data contains 310 ECG recordings obtained

from 90 people. Each of the recordings is taken from ECG lead I for an average

of 20 seconds. The signal was recorded with a sample rate of 500 Hz with a 12

bit resolution and a nominal ±10mV range. The data was collected from 44 men

and 46 woman in the age range of 13 to 75. However, due to little amount of data

being available for some of the individuals, some of the people were removed leav-

ing the data set with 84 total individuals. A record for each person was collected

6



over a period of 6 months. Lead I is the potential difference between the right

and left hands [13]. This database was chosen because it provides a database that

spans multiple individuals across multiple age groups and sexes.

2.2 Filtering Signal

First, a recording needs to be filtered to remove unwanted frequencies intro-

duced through several means. In order to filter this signal a region of interest

needs to be selected to tune the bandwidth of the chosen filter. A bandpass filter

is used in order to remove both low and high frequency noise. In normal heart

function, a normal band of frequency to see a heartbeat between is 60 to 100

beats per minute (BPM) [10]. However, when recording a signal using the first

lead, there is noise introduced from the power supply. In addition, there is noise

introduced from the patient’s breathing and movement. In order to remove this

noise a filter needs to be tuned to suppress these signals but also to keep the gain

of the ECG minimally changed as too much information could be lost.

To chose the bandwidth of the bandpass filter, the noise was first examined

in the frequency domain performing the Fast-Fourier transform or FFT. This can

be seen in Figure 2.1. To interpret this it is important to remember what was

mentioned above, that a normal heart beats between 60 to 100 BPM. This relates

to a frequency of 1 to 1.33 Hz. Looking at the region of interest in Figure 2.1, a

filter needs to be designed to keep this region relatively unaltered while filtering

out the power supply noise and DC offset. The power supply noise can be seen at

50Hz. For this reason, a filter with the bands 0.6Hz and 20Hz was chosen. After

this filter was applied, the signal has significantly less noise while still maintaining

its defining characteristics. In Figure 2.2, it can be seen that DC signals get filtered

out by the designed bandpass filter. The high frequency noise is also filtered out

7



Figure 2.1: Unfiltered 20 second ECG signal with noise frequency spikes seen at
50, 150, and 250 Hz

by the bandpass filter, see Figure 2.3. In the frequency domain the noise spikes

can be observed as removed in Figure 2.4

2.3 Extracting Segments and Removing Outliers

In this research, the ECG signals are classified on a segment basis; that is,

each beat or PQRSTU segment is classified individually, then a majority vote of

these segments is used to classify an individual. In order to do this, the segments

need to be extracted in a way such that all the unique characteristics are still

present in the segment. This research focuses on using all of the defining features

of the PQRSTU segment (P-wave, QRS complex and a T-wave) to classify a

person. Thus it is important that each segment must include each of these pieces.

Although filtering takes care of much of the noise within the signal there are still

problems that could not be removed with the bandpass filter. The first of these is

8



Figure 2.2: Filtered (low cut off = 0.6Hz, high cut off = 20Hz) and Unfiltered
20 second ECG signal. The unfiltered signal (top) contains a lower frequency
noise bias that is removed by the bandpass filter producing a smoother filtered
signal (bottom).
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Figure 2.3: Filtered (low cut off = 0.6Hz, high cut off = 20Hz) and Unfiltered
ECG signal containing two beats of the heart. The unfiltered signal (top), contains
high frequency noise that is unwanted. The filtered signal (bottom) shows that
the band pass filter has removed this high frequency noise, significantly smoothing
the signal.
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Figure 2.4: Filtered(low cut off = 0.6Hz, high cut off = 20Hz) FFT of ECG
signal. This shows that the frequency noise spikes seen in the previous unfiltered
FFT transformed signal are removed by the band pass filter. The low frequency
near DC frequency spikes have also been greatly reduced.
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Figure 2.5: When no mean correction has been applied, baseline drift occurs
causing the fragments to be offset from one another.

baseline drift. Baseline drift occurs due to respiration or other body movements

as well as errors within the recording equipment itself. There are also discrete

changes in the signal such as movement from the patient at time of recording

that cause certain segments to be drastically different than the others. These are

considered outliers and are removed from the data set.

To start, the segments were extracted and placed on top of each other for

visualization purposes. As seen in Figure 2.5, the segments are seen to have

the same duration between the peaks and valleys of the ECG signal, but differ

in the their baseline. To fix this, a mean segment is constructed and used to

remove the baseline drift. Once the mean segment is calculated the baseline drift

is corrected by subtracting off the mean from each individual signal. The result

of this manipulation can be seen in Figure 2.6.

After the the segments are extracted and the baseline drift is corrected, the

12



Figure 2.6: When mean correction is applied to the PQRST fragments, it can
be seen that the fragments are no longer offset from each other. However, as seen
in this figure, there are still some segments that are not uniform with the rest.
These segments are considered outliers.
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Figure 2.7: This figure shows that after the outliers have been removed the
fragments are close to identical in general shape.

outlier segments need to be removed. In Figure 2.6, there are some segments that

can still be seen diverging from the mean segment. In order to remove them,

another mean segment is created and for each segment a magnitude is created

that represents the distance away from the mean segment. Then segments whose

magnitude are within a certain threshold magnitude are kept while those that

are above this certain threshold are removed. This threshold is then tuned until

a desired result is met. This culling of outlier segments can be seen in Figure

2.7, in which some of the outlier segments seen in Figure 2.6 have been removed

leaving signals that represent the heart’s characteristics rather than the recording

equipment’s characteristics.
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2.4 Q-T Fragment Normalization

One of the largest variabilities in the ECG signal is the heart rate. When the

heart rate changes, the durations between certain portions of the ECG segments

will change. Obviously the RR interval changes, but since we are classifying based

on individual PQRSTU fragments, the variation in the RR interval is not part

of the feature-space. Studies have shown that there is little to no variation in

the time interval between the PQRSTU segments of the ECG. However, the Q-T

interval has been shown to vary based on heart rate [14]. The QT interval is

inversely proportional to the heart rate, meaning that as heart rate increases the

QT interval duration decreases. As heart rate decreases, the QT interval increases.

There are several methods that clinicians use to normalize the QT interval, and

for this research Framingham and Bazett’s formulas were both considered [8][11].

These formulas were used to calculate a normalized version of the QT interval

at which point we adjust and re-sample the interval to create time-normalized

PQRSTU segments of the individual’s ECG signal. The formulas are dependent

on the current duration of the RR interval (heart rate) as well as the current QT

interval duration. A new interval is then calculated and the signal is adjusted

accordingly. As seen in the table 2.1, varying heart rates and QT intervals out-

put similar QT intervals after correction. These intervals were calculated using

Bazzett’s formula,

QTBazett = QT√
RR

(2.1)

as well as Framinham’s formula,

QTFramingham = QT + 0.154 ∗ (1−RR) (2.2)
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Table 2.1: Corrected QT time intervals based on heartrate using both Framing-
ham and Bazett formula.

After the QT interval has been recalculated, the segments need to be reformed

with this new interval. In order to accomplish this a re-sampling algorithm is used

to create the new QT segment and attach it to the existing segment. This re-

sampled signal is either used to expand or contract the existing QT-interval. The

reason that the adjusted ECG signal needs to be re-sampled is that it is important

to maintain a uniform sampling rate between each point in the signal. Then when

the feature space is formed we are time independent and instead focus on the

number of features in each segment. After re-sampling, the duration between

each point is equivalent and the feature space can be formed to have n-features

or can be reduced using feature reduction techniques discussed later. Once the

wave is re-sampled the signal’s tailing edge is cut to maintain a consistent 250

samples across all segments. The sample size was chosen because it encompasses

all of the unique characterizing segments of an ECG segment, while not including

characteristics from either the preceding or trailing PQRSTU fragments. The

PQRSTU segments before correction can be seen in Figure 2.8 and the segments

after correction using Framingham’s formula can be seen in Figure 2.10, while

using Bazett’s formula can be seen in Figure 2.9. As seen in these figures the

QT segments vary in length, but after the correction is applied they are roughly
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Figure 2.8: This figure shows that a varying heart rate changes the duration or
length of the QT interval. This needs to be corrected in order to create heart rate
independent PQRST fragments

equivalent durations.

2.5 Frequency Data Extraction

In addition to analyzing in the time domain, this research set out to determine

if there are any improvements in classification accuracy to be gained by forming a

feature space in the frequency domain. There are several challenges to overcome

when moving the ECG signals into the time domain. As mentioned earlier in this

chapter, the signals are chopped up into individual PQRSTU segments and then

the QT segments are corrected. This would not be an issue if the Fast Fourier

Transform (FFT) was only performed on a single segment. However, due to

properties of the FFT and aliasing occurring by taking the FFT, multiple segments

in succession need to be taken in order to obtain a more accurate frequency domain
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Figure 2.9: After applying Bazett’s formula and re-sampling, the corrected QT
segment is shown to be normalized regardless of the heart rate.

Figure 2.10: After applying Framingham’s formula and re-sampling, the cor-
rected QT segment is shown to be normalized regardless of the heart rate.
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representation of the signal. The next issue then follows: how many segments

need to be attached together in order to form an accurate frequency domain

representation of the signal?

In order to get an accurate representation of the ECG signals in the frequency

domain, the signals need to be adjusted slightly. First, the signals need to be

concatenated to produce a more accurate frequency domain representation. The

simplest way to accomplish this is to attach the end of one segment to the be-

ginning of another. This creates a time domain signal with a length of n beats.

Next, the FFT of multiple signals needs to be performed. In order to accomplish

this a rectangular window is formed around n beats, where n is a hyper parameter

that represents how many beats are in this rectangular window. Once the FFT

is taken the signal is shifted by one beat until the window has gone through the

entire concatenated ECG signal.

As seen in Figure 2.11, the FFT of a rectangular window is successfully taken.

Looking closely at the figure, spikes can be seen at a consistent frequency through

out the feature space. These spikes are caused by the discontinuity in the signal

when the time domain ECG segments are concatenated. However, since all of the

segments are of the same length these spikes will be consistent throughout all of the

segments so during classification and feature space reduction these consistencies

across all of the signals will be resolved. The size of the rectangular window

is tuned during training and the classification accuracy is checked on both the

training and validation set. This is described in greater detail in further chapters.
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Figure 2.11: Concatenating the independent PQRST fragments creates aliased
frequency spikes due to the discontinuity that is introduced during concatenation.
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Chapter 3

Feature Space Formation

3.1 Background

3.1.1 Training, Testing, and Validation Sets

This chapter introduces the methods by which this research organizes the

feature space into various sets or groups of data that are used for classification.

These sets are the training, test, and validation sets. The purposes of these sets

are as follows:

• Training Set:

Used to train the classification algorithms. This set is formed from a certain

percentage of the records for each individual. It is important that this set

is separate from the test set so the produced results of the classification

algorithms are not classifying data that the algorithm has been trained on.

In other words, the final results will be tested on records that the algorithm

has never seen before.

• Validation Set:
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Since it is not good practice to develop the algorithm to fit the test set this

research uses a validation set. The validation set is similar to the test set

except it is used to test the hyper parameters and trained weights before

testing on the test set. During training, especially while training neural

networks, multiple iterations through the entire training set data will occur.

These iterations are known as training epochs. In between each epoch, the

training accuracy is determined by testing the current weights or status of

the classification algorithm on the validation set. This information can then

be used to determine whether the algorithm should continue to be trained

and tweaked, or if it is ready for evaluation. In this research, the validation

set is formed by removing a small percentage of the training set so that the

validation set contains at least one record from each of the individuals.

• Test Set:

The test set is used to perform a final evaluation of the classification al-

gorithm. As mentioned earlier it is important that the test set remains

separate from the training and validation sets, such that the algorithms are

evaluated on their ability to classify data that they have not yet seen. The

test set is a smaller percentage of all of the records than the training set and

spans all of the individuals so that there is more than one record from each

individual contained in the set. The test set comprises of approximately

30% of all of the total records, while the training set is 70% of the total

records.

3.1.2 Principal Component Analysis

In this research, classification algorithms were evaluated on both reduced and

unreduced feature spaces in order to determine what the best approach to classify-
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ing the ECG data is. This means that some form of feature space reduction needs

to be performed. This research employs a technique called Principal Component

Analysis or PCA to reduce the feature space from a dimension D to a dimension

M whereM < D. With PCA, it is possible to determine the importance of certain

features within the D dimensional feature space and then use this information to

transform or project the feature space into an M dimensional one.

Principal Component Analysis can be thought of as an orthogonal projection of

a higher dimension feature space onto a lower dimensional linear space or principal

space [4]. This is done in such a way that it minimizes a cost function that is

the mean squared error between the feature space and their projections [4]. To

explain this, consider a data set X of t n-dimensional feature vectors so that X is

a t× n matrix. The goal is to develop a map from X to a new feature space that

we will label Φ that is of a lower dimension D. This means that Φ is a t×d matrix.

In other words, Φ will be a set of t d-dimensional feature vectors where d < n.

We also define a matrix Vd×n that is a map that takes the matrix Φ back to the

reconstructed n-dimension feature space X̂. To perform PCA, in this research we

considered the optimization problem of minimizing the reconstruction error of a

rank d approximation of the original data matrix. This can be written as follows:

minΦ,V

t∑
i=1
||Xi − X̂i||22

where

X̂ = ΦtxdVdxn

Minimizing the above cost function finds the optimal rank d approximation of our

data matrix X [12].
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Table 3.1: Records and PQRST segments used for the training and test data sets.
The unaltered ECG records were provided by PhysioBank’s ECG database [7].

3.2 Data Sets

This section discusses how we went from ECG records, to individual PQRST

segments, and then to three distinct and separate data sets that are labeled the

training, test, and validation sets. This section details how many records are

designated for each of the data sets and how strict we were at removing outliers.

Although the same algorithm can be used for all the data sets, improved accuracy

was seen when we imposed stricter outliers conditions to the validation set, and

less strict conditions on the training set.

To start, the records for all individuals are split into individual records and

sent to the various data sets. These totals are seen in Table 3.1.

3.2.1 Training Set

When forming a training set it is important to maximize the amount of data

that is available. After splitting up the records between the training, test, and

validation set, the PQRST segments need to be extracted and formed into a

matrix defined in the final formation section given by Equation 3.1. This is done

by following the steps outlined in chapter 2 : Data preprocessing of this thesis.

The step in the data preprocessing where outliers are removed from the data set
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removes the most segments. Although this is an important step in removing "bad"

ECG recordings, it is also a value that can be tuned.

As explained before, an outlier was determined by first calculating a mean

segment from all of the PQRSTU segments within the record, and then calculating

the euclidean distance of each record from that mean segment. We can then

remove the segments by selecting a certain threshold in which any segments with

a distance greater than this threshold are subject to removal. If this threshold is

too strict, then we will remove too much of the data and see a decreased accuracy

for two reasons. The first being that there is not enough data to train. The second

is that there is not enough diversity in the data. Although training accuracy will

see benefits due to the lack of diversity; when it comes to testing the classification

algorithm on the testing set the algorithm will have been over trained and will not

be as accurate. A higher threshold is chosen for the training set allowing more

noise to exist in the data but at the same time achieving a higher training set

diversity.

3.2.2 Validation Set

For the validation set, the same process used in forming the training set was

performed including the same outlier removal threshold. In order to understand

why this was done, it is important to think of the purpose of the validation set.

The validation set is formed from a subsection of the training set. When training

the data, we used the validation set to figure out whether the algorithm needs

to be trained more or less. This is better than just testing the training accuracy

on the training set itself because it does not show that the algorithm is good at

classifying diverse data. For these reasons, the validation set employs the same

outlier removal threshold as the training set formation.
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3.2.3 Test Set

Lastly, the test set must be formed. The test set is meant to be completely

separate from the training set and will be used to give the final results of the

classification algorithms. Although it is important to maintain good diversity

in the test set, significantly less data is needed in the test set than the training

set. This means that when forming the test set, stricter thresholds can be used to

remove most outliers. Although this is going to remove some "good" data there will

be at least several PQRSTU segments from multiple records of each individual,

so classification accuracy is fairly tested.

Unlike the training and validation sets, the test set’s outliers are not removed

via threshold. Similar to the training and validation sets, the euclidean distance

from the mean PQRSTU segment in each record was calculated. However, instead

of removing based off a threshold, the six smallest distances from the mean are

chosen for each record. This is not done for the training set since it would remove

too much data to accurately train without over-fitting the models. Six records

were chosen to stay consistent with Lugovaya’s work so that a good comparison

can be made [13].

3.3 Final Formation

After all of the data sets have been processed, they are formed into a matrix

that can be used in the actual algorithms. First, these records need to placed into a

form that will be used to train the algorithms. These areM×N matrices in which

M is the dimension of a record and N is the number of records in the set. After

performing the data preprocessing techniques, the records have dimensionality of

250, a set will be 250xN dimension (unreduced). This can be seen as
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X =



x0,rec1 · · · x0,recm

x1,rec1
. . . x1,recm

... . . . · · ·

xm−1,rec1
. . . xm−1,recm

xm,rec1 · · · xm,recm


(3.1)

3.3.1 Unreduced Feature Space

Since this research classifies data in both the frequency and time domain, it

is important to formulate the data matrix defined in Equation 3.1 in both the

time and frequency domain. To simplify the formulation, the data matrices were

chosen to have the same dimension. Both the frequency and time domain feature

spaces form a 250×N data matrix.

3.3.2 Reduction Through Principle Component Analysis

This research tries reducing through PCA to various dimensions to see how

it will effect the results of the classification discussed further in the chapter 5:

Results/Discussion of this thesis. For visualization purposes, it can be seen that

performing PCA helps show that classification of individuals is possible. This can

be seen in Figure 3.1a and 3.1b, where two of the principal components are plotted

against each other. Each color represents a separate individual. For visualization

a box has been drawn that encloses all of the points within a certain class. As seen

in the figure, groups become separated from each other. However, there are still

some groups that are remaining closer together and share the same component

space as other individuals. This is only in two dimensions so as more principal

components are added to the feature space, these groups further differentiate from

each other. The topic of added dimensions increasing accuracy is covered in more
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detail in the results chapter when reductions of various sizes are used to find an

optimal solution. As seen in the figures, the frequency domain components appear

to be more evenly spaced from each other. This is of course just a visualization

technique but it shows that the frequency domain presents a separate set of data

that can be utilized.

(a) Two Principal Components of the
frequency domain data set with boxes
drawn around the individual classes.

(b) Two Principal Components of the
time domain data set with boxes drawn
around the individual classes.

Figure 3.1: Seen in these figures is a separation between individuals with two
principal components. The frequency and time domains produce similar results
but different sets of information. This suggests that with more dimensions the
classes will separate from one another
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Chapter 4

Classification

4.1 Background

4.1.1 Linear Discriminant Analysis

In this research, Linear Discriminant Analysis is used as one of the classification

techniques to identify individuals. In order to understand what linear discriminant

analysis is, one must first understand what a discriminant function is. To do

this, consider an input vector x that is part of one of K classes. A discriminant

function is a function that takes this input vector x and assigns it to one of

these K classes. For linear discriminant analysis, this means that the discriminant

function is linear. Mathematically, this means that it is taking a input vector

of a dimension D and projecting into a different dimension N. A simple linear

discriminant function can be seen in Equation 4.1. For example, when there are

two classes C1 and C2, this linear discriminant function will project an input

vector of dimension n to a single dimensional point. Then a y0 is chosen such

that, if y(x) ≥ y0, then the input vector x is part of class C1. Otherwise, it

is classified as class C2. When increasing to a K-class discriminant function, K
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linear discriminant functions are created and of the form yk(x) = wTk x + wk0. A

input vector X is then classified if yk(x) > yj(x) for all j 6= k. Meaning that the

decision boundary for a K class discriminant function is K-1. So if there are two

classes this means that the decision boundary is a line. If there are three classes,

then a plane. More generally, it is a K-1 dimensional hyper plane [4]. Linear

Discriminant Analysis refers to the act of calculating the weight vector w such

that the linear discriminant function maximizes class separation while minimizing

within class covariance to yield the output

y(x) = wTx+ w0 (4.1)

where w is a weight vector and w0 is a bias.

There are multiple methods that can be used to solve for the weights of this

Linear Discriminant function. However, in this research the Fisher Linear Dis-

criminant method is used [4]. This section outlines how this method is performed

and what it aims to accomplish.

To start, consider a classifier that seeks to classify an input vector x of dimen-

sion D into K classes. Also consider a set of linear discriminant functions without

the biases as yk(x) = wTk x. This creates the linear discriminant function that is a

vector y, which can be seen in

y(x) = W Tx (4.2)

where W is a matrix of weight column vectors wk.

Fisher’s linear discriminant analysis aims to accomplish two things:

• Maximize the separation between class means in order to maximize the

separation between classes.
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• Minimize the in class covariance in order to minimize the overlap between

different classes.

To do this we need find both the within class covariance, defined as SW , and

the between class covariance, defined as SB. The within class covariance matrix

can be defined as follows:

SW =
K∑
k=1

SK (4.3)

where

SK =
∑
nεCk

(xn −mk)(xn −mk)T (4.4)

and

mk = 1
Nk

∑
nεCk

xn (4.5)

The between class covariance is defined as

SB =
K∑
k=1

NK(mk −m)(mk −m)T (4.6)

where the total mean of the data set is given by

m = 1
N

K∑
n=1

Nkmk (4.7)

The cost function is then formed as a function of the within-class covariance

and the between-class covariance. This can be accomplished by maximizing the

ratio between the projected in class covariance and the between class covariance.

This cost function can be seen in Equation 4.8. Once this function is maximized

through various means, the weights are used in the linear discriminant function
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to classify the data.

J(W ) = Tr{(WSWW
T )−1(WSBW

T )}. (4.8)

4.1.2 Feed-forward Neural Network

In this research, one of the classification techniques utilized is a feed-forward

neural network. A feed-forward neural network consist of multiple layers: an

input layer, n number of hidden layers, and an output layer. Each of these layers

contain a certain number of nodes or perceptrons and weights. Each of these

perceptrons contain an activation function that can be chosen by the user, the

most common of which is the sigmoid function. However, in this research other

activation functions are considered. The connections between each of the layers

can be seen in Figure 4.1. In this figure, the connections between the layers have

their own weights which will be trained while training the network. The input

layer is where our feature vector X is fed into the network and the output layer

denoted y is the output of the network. The output layer has the number of nodes

that will be classified, and if the value is above a certain threshold then that node

is the class that the network has decided.

A feed-forward network functions by cascading layers of perceptrons which

contain activation functions. An activation function is a function that takes in an

activation and outputs a value. Consider the first layer of the feed-forward neural

network. To start, there is an input vector X of dimension D (x1, x2, · · · , xD).

Now consider that the first hidden layer after the input layer has M nodes. In

this case the activation for each node in the hidden layer is given by Equation 4.9.

aj =
D∑
i=0

wjixi + wj0 (4.9)
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Figure 4.1: Diagram of a basic feed-forward neural network architecture with 3
hidden layers. Courtesy of https://cs.stanford.edu/people/eroberts/
courses/soco/projects/neural-networks/Architecture/feedforward.html

where j = 1, 2, · · · ,M , w are the weights to be trained , and wj0 is the bias.

There is now an activation for each perceptron in the hidden layer; these

activations can be put through an activation function to determine their output:

h(aj) = zj or h(aj) = yk (4.10)

when this is the output layer.

The activation functions are non-linear differentiable functions that can take

different forms. The activation functions need to be differentiable because during

training they are differentiated when trying to descend to a minimal error solution

when back propagating the error. Two activation functions that are commonly

used, and are used in this research, are the sigmoid and tanh activations functions.

These can be seen in

• tanh:

h(α) = eα − e−α

eα + e−α (4.11)
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• sigmoid:

h(α) = 1
1 + e−α (4.12)

Note that these are mathematical equations mapping the outputs of one layer

to the inputs of the next; the equations can be recursively called until the output

layer is reached. These equations are how the feed-forward neural network moves

from an input layer to an output layer.

In order to train this neural network, a procedure known as back propagation

is used to find the gradient of the error with respect to the weights of the network.

Then some form of gradient descent is used in order converge upon a minimal error

solution. The steps of back propagation are included below [5]:

• Feed a vector X into the input layer and through the corresponding layers

calculating the activations and output of all of the layers.

• Find the error between the target value and the calculated output for each

output node.

• Back propagate this error, finding the error for each corresponding node

within the hidden layers all the way to the input layer.

• Evaluate the partial derivatives of the total error of the network with respect

to each layer’s weights using these back propagated errors.

• Update the weights using gradient decent or another optimized minimization

method.
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4.2 Classification Using Linear Discriminant Anal-

ysis

Linear Discriminant Analysis does not have as many hyper parameters to

tune as a feed-forward neural network. When training the LDA algorithm a

parameter that was looked into is the dimension of the reduced feature-space. In

the previous section, using PCA to reduce the dimensionality of our feature-space

was discussed. In Lugavaya’s research [13], a dimension of 30 was used. Our

research asks the question of "why 30?" For this research’s LDA classifier multiple

different dimensionality reductions were used and tested. These are discussed

thoroughly in the results chapter of this thesis.

4.3 Classification Using a Feed-forward Neural

Network

When training a neural network, many parameters need to be tuned in order

to create an optimal solution. These parameters are known as hyper parameters.

The hyper-parameters are determined by initially using intuition, then watching

how the network reacts during training and choosing or tuning a parameter to

change based on what has been observed. The hyper-parameters used for tuning

in this research are as follows:

• Learn Rate:

Between each batch there is a form of gradient decent to update the weights

of each of the layers. The learn rate determines how large of a distance along

the gradient the weights will be changed.

• Batch Size:
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Instead of training on the entire data set at once or on one PQRST segment

at a time, batches can be formed. These batches are chunks of randomly

grouped PQRST segments from the entire data set.

• Training Epochs:

An epoch refers to the amount of data that the network has been trained

on. One epoch means that the Neural Network has seen all of the training

data once. In the case of batch gradient decent training, one epoch means

it has run through all of the randomly formed batches, then new randomly

formed batches are created so that the next epoch of training can occur.

• Percent Dropout:

Dropout is a technique used to attempt to prevent overfitting, which is a

condition that occurs when a classifier, in this case a feed-forward neural

network, has converged upon a solution that is too closely related to the

training set and not a generalized model. When the classifier is used on the

test set, good results will not be achieved. Dropout attempts to mitigate

overfitting by randomly choosing a percentage of the nodes to remove from

a layer of the neural network.

• Number of Hidden Layers:

As seen in the feed-forward neural network diagram, Figure 4.1, between

the input and output layers there are several layers known as the hidden

layers. One way that a network can be tuned is by increasing or decreasing

the number of hidden layers.

• Size of each Hidden Layer

Each of the hidden layers mentioned above can be adjusted by either giving

them more or fewer nodes.
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This research is classifying a group of 84 people with an input vector of length

250. The number of output nodes is 84, a node for each individual. The number

of input nodes is 250 because the input vector has 250 features. The number of

hidden layers and nodes in each of the hidden layers is discussed in the results

section of this thesis as well as the values of the other hyper-parameters that are

tuned.

4.4 Majority Vote Classification

Lastly, this research uses a majority vote classifier to finalize the classification

of the heartbeat. This is a similar technique that is employed in Lugovaya’s

research and is included in this research for comparison. When classifying an

individual, a 20 to 30 second ECG record is taken from the test set. After using

the data processing methods for the test set that are outlined in the Feature Space

Formation chapter 3 of this thesis, there are six PQRST fragments. Each of these

fragments are then classified using one of the mentioned classification techniques

in either the frequency domain, time domain, reduced, or unreduced feature space.

Now each of the PQRST fragments are assigned a class. Initially the class could

be determined by the most classifications, however this would not be ideal because

if an individual is not part of the set of classes then there will be a false positive

classification. Instead, the majority vote classifier assigns the entire record to a

class if and only if three or more of these beats belong to that class. This means

that the records can either be classified to a class or can be classified as unknown.
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Chapter 5

Results/Discussion

This chapter focuses on the results of all of the different classification and

reduction techniques used in this research. In addition, it discusses how and

why the hyper parameters were tuned. Each classifier’s results are shown in the

frequency and time domain with their equivalent algorithms in a reduced feature

space kernel. After each individual classifier is discussed, this chapter compares

each of the algorithms and discusses the significance of the findings.

5.1 Linear Discriminant Analysis

After the training data has been processed, there are multiple PQRST frag-

ments that the linear discriminant analysis model needs to be fitted to or trained

with. In order to train the linear discriminant analysis classifier, the steps outlined

in the previous chapter were performed. This involves minimizing the cost func-

tion that maximizes class separation while minimizing in class covariance using

the training set. After this step has been completed, the model has been trained.

This means that there now exists a set of weights that transforms our data into a

lower dimension subspace that can be used for classification.
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Figure 5.1: Flow chart of the classification of individuals ECG records using the
Linear Discriminant Analysis Classifier.

Finally, individual’s records are classified by first splitting up the test set

records into the individual PQRST segments and using the weights calculated to

classify each individual PQRST segment within the record. After this has been

completed a record’s class is determined by assigning a class based on the class

that occurs in a majority of the PQRST segments. For example, if there are

six records and three of these records belong to individual A and two records

to individual B and one to individual C, then the record would be classified as

belonging to individual A. This classification is done for all of the records in the

test set. For the classification of the reduced feature space, the process is the same

except the PQRST segments are reduced using the PCA before being classified.

A flow chart of this process can be seen in Figure 5.1

5.1.1 Time Domain

The first classifier data that is investigated is the time series linear discriminant

analysis classifier. This classifier was tested using multiple feature space sizes

from one dimension to no feature space reduction at all. The percent accuracy

was calculated on the test set and plotted against the feature space dimension.

This can be seen in Figure 5.2.

As seen in Figure 5.2, using a reduced number of dimensions yielded low ac-
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Figure 5.2: As the feature space dimension increases, there is an increase in
accuracy until around D = 50, at which point the accuracy declines. This means
that there is an optimal dimension that yields the highest accuracy results at
D = 40 and can be seen as the vertical dashed red line.

curacy results. As the dimension number in the feature space increases, better

results are achieved until the dimension gets too high and diminishing accuracies

are observed. With the feature space reduced to 40 principal components the high-

est accuracy is achieved at 93%. This dimension reduction and percent accuracy

is around the same values achieved in Lugavaya’s research, verifying Lugavaya’s

the findings.

5.1.2 Frequency Domain

After classifying the time series data, the frequency domain feature-space was

investigated, where a similar procedure was performed. In Figure 5.3, the classi-

fication accuracy can be seen with respect to the feature space dimension used.
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As seen in the time series classification, a peak accuracy of the records is in be-

tween the unreduced and single dimensional space. Unlike the time series the

frequency domain classification occurred at a higher dimension, indicating that

the frequency data requires more dimensions to separate classes. The peak accu-

racy of this classifier was 82%, which is a large drop in accuracy compared to the

time series data.

Figure 5.3: Similar to the time domain classification the LDA classifier has an
optimal dimension where the accuracy is maximized. This occurs at dimension
D = 56 and can be seen as the vertical dashed red line.
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5.2 Feed-forward Neural Network

Similar to the Linear Discriminant Analysis classifier used in the previous

section, the feed-forward neural network is used to classify individual PQRST

fragments of the entire ECG record. These fragments are sent to the majority

vote classifier so that the entire record is assigned to a single class. This process

can be seen in Figure 5.4. This section covers the results of the training and

testing of the feed-forward neural network and majority vote classifier in both

unreduced and reduced time and frequency domain feature spaces.

Figure 5.4: Flow chart of the classification of individuals ECG records using the
feed-forward Neural Network and Majority Vote Classifier.

Before showing the results of the classifier it is important to discuss the loss

function that is used. For all of the feed-forward neural network the loss function

that was used is log loss or cross-entropy loss. This is defined in Equation 5.1

1
N

N∑
i=1

M∑
j=1

yij log pij (5.1)

where N is the number of samples and M is the total number of possible classes.

pij is the probability of assigning a certain class and yij is a one or zero indicating

whether the classification is correct.
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5.2.1 Time Domain

After many iterations, the parameters of the feed-forward neural network that

yield successful results and a converged solution used the hyper-parameters seen in

Table 5.1. Using these hyper-parameters created the results during training seen

in Figures 5.5 and 5.6. In Figure 5.6, the loss is evaluated during each training

epoch on the training and validation set and can be seen dramatically decreasing

and converging upon a solution with little log loss. One hundred total epochs are

shown in this Figure; however, in an attempt to not overfit the data the training

process is stopped early based on the values seen. The accuracy can be seen in

Figure 5.5, where it eventually converges upon a roughly constant accuracy for

both the training and validation set. This convergence occurs around 80 epochs,

meaning 80 training epochs were chosen for the unreduced time series classifier.

When training with these values, the training set accuracy and loss observed can

be seen in Table 5.2.

Table 5.1: Hyper parameters chosen for training the feed-forward neural network
of unreduced time domain input vectors.

Table 5.2: Training set accuracy and loss at the end of training.

43



Figure 5.5: After several epochs the training and validation set converge upon
a solution. The validation accuracy is lower than the training accuracy. This is
because the neural network has not yet seen the validation set.
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Figure 5.6: The loss of both the training and validation set drop quickly. The
log loss converges in less epochs than the percent accuracy.

Lastly, after the training of the feed-forward neural network has been com-

pleted, the developed classifier was used with the test set to obtain results. This

produces the final result to compare against the other classifiers used in this re-

search. As mentioned earlier, the feed-forward neural network is used to classify

individual PQRST fragments which are then sent to the majority vote classifier

along with the other fragments from the same record to classify the entire record.

Using this technique the results seen in Table 5.3 are achieved.

Table 5.3: Test set classification of entire ECG record using feed-forward neural
network to classify PQRST fragments and a majority vote classifier to classify the
entire record yields a 92% accuracy which is comparable to the the LDA classifier.
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Next, the classifier was designed using the reduced dimension version of the

time series feature space. While training the network, the dimension that yielded

the best results was a dimension of D = 50. The hyper-parameters accompanying

this can be seen in Table 5.4. The same general trend in training accuracies and

losses using the unreduced feature space is seen when training with the reduced

feature space. In Figure 5.7 and 5.8, the training and validation set losses and

accuracies can be seen respectively.

Table 5.4: Hyper parameters chosen for training the feed-forward neural network
of the reduced time domain input vectors.

After the training is complete, the test set data was evaluated using the trained

classifier as well as the majority vote classifier to obtain the results that were

compared against the other classifiers. For the reduced feature space time domain

records, the results can be seen in Table 5.5

Table 5.5: Test set classification of entire ECG record using feed-forward neural
network to classify PQRST fragments and a majority vote classifier to classify the
entire record. The feature space is reduced to a dimension of D = 50 time series
PQRST fragments. This shows that the test set classification accuracy is only
slightly lower than its unreduced counterpart classifying at 91%.
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Figure 5.7: In the time domain, when dimension has been reduced to D = 50,
the loss calculated at each epoch on the training and validation set can be seen
to drop and converge to a solution.
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Figure 5.8: In the time domain, when dimension has been reduced to D = 50,
the accuracy can be seen converging to a solution similar to in the unreduced
feature space. This accuracy appears to be greater than that of the unreduced
feature space, however the results on the test set and validation set show that this
does not necessarily yield a better result.
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5.2.2 Frequency Domain

After the time domain of the ECG records is inspected, the focus is shifted

towards the frequency domain representation and its use within the feed-forward

neural network classifier. This is the same process outlined in the time domain,

except the hyper parameters have changed slightly. This is because it is a separate

set of data, so the same hyper parameters do not necessarily yield the same best

results. As with the time domain, the frequency domain classifier was tuned

in both the unreduced and reduced forms of the feature space. To start, the

unreduced feature space was inspected. After some tuning, the hyper parameters

that yield the best results for the unreduced feature space can be seen in Table

5.6. The accuracy and loss of both the training and validation sets can be seen in

Figures 5.9 and 5.10 respectively.

Table 5.6: Hyper parameters chosen for training the feed-forward neural network
of the unreduced frequency domain input vectors.

Table 5.7: Training set accuracy and loss at the end of training. The feature
space is unreduced frequency domain windows of PQRST fragments.

Finally, after the classifier is trained, the test data was classified using both the
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Figure 5.9: During training of the feed-forward neural network on the unreduced
frequency domain feature space, it can bee seen that the validation and training
set accuracy converge to a near 100% accuracy. However, as seen in the results
this does not necessarily yield a higher accuracy on the test set. This means the
data is most likely being overfit.
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Figure 5.10: During training of the unreduced frequency domain feature space,
the loss of both the training and validation set drop and converge quickly to a
near 0 value. This shows that high accuracy can be obtained in the training set
but due to overfitting the model does not perform as well on the test set.
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feed-forward neural network and the majority vote classifier. Using the unreduced

frequency domain representation of the ECG fragments, the classifier gave the

results seen in Table 5.8. Although the training and validation set accuracy and

loss performs better than in the reduced and unreduced time domain signals,

the results on the test set are not proportionally better. Instead, the results are

slightly worse indicating that the frequency data is more susceptible to overfitting.

Table 5.8: Test set classification of entire ECG record using feed-forward neural
network to classify PQRST fragments and a majority vote classifier to classify
the entire record. The feature space is unreduced frequency domain PQRST
fragments. This shows that the unreduced frequency domain is classified with less
accuracy despite a higher training accuracy.

After the unreduced frequency domain data was investigated, the reduced fre-

quency domain data was used to create the feed-forward neural network classifier.

For the frequency domain, after much training and tuning the dimension that

provides the best results is a reduced dimension of D = 70, with the hyper pa-

rameters seen in Table 5.9. The training results using these hyper parameters can

be seen in Figures 5.11 and 5.12. The training accuracy that was achieved can be

seen in Table 5.10.
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Table 5.9: Hyper parameters chosen for training the feed-forward neural network
of the reduced to dimension of D = 70 frequency domain input vectors.

Table 5.10: Training set accuracy and loss at the end of training. The feature
space is reduced to dimension of D = 70, frequency domain windows of PQRST
fragments.

Lastly, since the training has been completed it is necessary to send the test

data through the classifier and subsequent majority vote classifier. The results

achieved for the reduced frequency domain representation of the feature vectors

can be seen in Table 5.11. Similar to the unreduced frequency domain classifier,

the training and validation data is classified more accurately than the time domain;

however, the test results are not similarly better.

Table 5.11: Test set classification of entire ECG record using feed-forward neural
network to classify PQRST fragments and a majority vote classifier to classify
the entire record. The feature space is frequency domain windows of PQRST
fragments reduced to a dimension of D = 70.
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Figure 5.11: The accuracy of the reduced (D = 70) frequency domain feature
space converges to a fixed accuracy. This accuracy is lower than its unreduced
counterpart. This trend is also reflected in the overall accuracy on the test set.
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Figure 5.12: Similar to its unreduced counter part, the reduced to D = 70,
frequency domain feature space shows a convergence in the loss with the loss
being less than that of the time domain equivalent. However, when applied to the
test set these results do not carry over.
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5.3 Comparison

This section discusses and compares the different classifiers used by this re-

search. It will also give possible reasons for the observed results. In addition to

this, each type of classifier will be discussed individually. A comparison between

all of the results is shown in Table 5.12.

Table 5.12: Comparison of the accuracies of all the classifiers investigated. The
best performing classifiers within the two types of classifiers is highlighted in green.

To start, look at the various scenarios of the Linear Discriminant Analysis

classifier. In both the frequency domain and time domain, the unreduced fea-

ture space has equally unsuccessful results. Each has a peak classification occur

around 50 to 70 principal components out of 250. This implies that the Linear

Discriminant Analysis classifier has issues classifying based on a large amount of

features. Feature space reduction is almost necessary in order to obtain successful

results. This implies that the LDA classifier is over fitting to noise. As the fea-

ture space increases and moves closer to having no reduction, more unimportant

or noisy features enter the system. There becomes a point that the added features

do not provide any information that is unique to the individual. In other words,

the reason why there is a peak in the data is that with little dimensions there

is not enough unique information to separate the individual’s ECGs. Then at a
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certain point the added features do not add anymore useful or unique information

and therefore outweigh the more unique features, diminishing the accuracy. With

the ECG data the time domain yields the best results with an accuracy of 0.92,

which is comparable to the 0.96 obtained in Lugovaya’s research using similar

techniques [13]. The reduced frequency domain was not as successful as the time

domain, with a peak accuracy of only 0.82.

In the case of the feed-forward neural network, the unreduced feature spaces

in both the time and frequency domain produce higher accuracy classifiers than

using their reduced feature space equivalents. The unreduced time domain feature

space yields the best results with an accuracy of 0.928. The equivalent frequency

domain classifier sees an accuracy of 0.87. This means that the unreduced time

domain classifier gives results that are similar to the reduced Linear Discriminant

Analysis classifier. In the case of the unreduced frequency domain feature space,

the accuracy does much better than its equivalent LDA classifier but does not

match that of the time domain.

5.4 Applications

In this section the practical uses or application of this research are discussed.

This research has verified the work of Lugovaya in showing that ECG data can

be used in the time domain to classify individuals using a LDA classifier, but has

also shown that a feed-forward neural network can be used in both the time and

frequency domain to achieve similar accuracy.

In order for this research’s identification algorithm to be implemented in a

real life situation there will need to a be a database of individuals ECG’s. This

database will need to be continually maintained. The ECG’s that were used in

this research were recorded with months of separation. This is important because
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it shows that the uniqueness of the individual’s heartbeat remains unique over

time. If another individual is added to the database the algorithms should be

retrained appropriately.

One way that this data can be used is to enhance already existing security

systems. It could be used as a way to further authenticate an individuals identity.

Another possible application of this information can be that if an individuals

regular ECG has been trained, it can be used to identify abnormalities in the

individual. If the user’s ECG cannot be identified when it previously could then

this could be due to an abnormality in the ECG that could be a possible health

risk. This topic would need further investigation.
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Chapter 6

Conclusion

The feed forward neural network with an unreduced feature space produced

similar results to the Linear Discriminant Analysis classifier with a reduced feature

space in the time domain. However, in the frequency domain the feed forward

neural network produced better in both the reduced and unreduced feature space

than the LDA classifier. This is most likely due to the extra noise present in

the frequency domain representation of the PQRSTU fragments. The extra noise

introduced from the discontinuity during the concatenation of the corrected time

domain signals is constant amongst all of the records. When using LDA to classify

in the unreduced frequency domain feature space, the classifier over-fits to this

noise because it outweighs the important information in the feature space. During

feature space reduction, the noise is constant across all of the signals so it is

effectively removed causing the resulting classifier to be more accurate. With the

feed forward neural network we do not see the same effect. This means that with

our data the feed forward neural network is more robust to the noise and is able to

classify equally as well in both the unreduced and reduced feature spaces. This is

because techniques like early stopping and dropout were used during the training

of the neural network to prevent the classifier from over-fitting to the noise.
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This research successfully showed that the frequency domain can be used in

addition to the time domain to classify ECG records from a set of 84 individuals.

Further research needs to be conducted to see whether or not this classifier can

be expanded to a group that is larger than 84 individuals. The peak accuracy

achieved in this research is 93%. With this result, ECG classification could be used

to enhance already existing security devices to add another layer of protection.
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