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Collinear fields in soft collinear effective theory (SCET) can be made invariant under collinear gauge transformations by multiplying them with collinear Wilson lines. We discuss how we can quantize SCET directly in terms of these gauge invariant fields, allowing to directly calculate $S$ matrix elements using the gauge invariant collinear fields. We also show how for each collinear direction SCET can be written in terms of fields whose interactions are given by the usual QCD Lagrangian, and how external operators coupling these different directions can be constructed.

Using SCET, which provides a unified framework for factorization, resummation of logarithms, and incorporation of universal nonperturbative functions in hard-scattering QCD crosssections, we present a new prediction of angularity distributions in $e^{+} e^{-}$annihilation. Angularities $\tau_{a}$ are an infinite class of event shapes which vary in their sensitivity to the substructure of jets in the final state, controlled by a continuous parameter $a<2$. We calculate angularity distributions for all $a<1$ to first order in the strong coupling $\alpha_{s}$ and resum large logarithms in these distributions to next-to-leading logarithmic (NLL) accuracy. Our expressions for the next-to-leading order (NLO) $\mathcal{O}\left(\alpha_{s}\right)$ partonic jet and soft functions in the factorization theorem for angularity distributions are given for the first time. We employ a model for the nonperturbative soft function with a gap parameter which cancels the renormalon ambiguity in the partonic soft function. We explore the relation between the SCET approach to resummation and past approaches in QCD, and discuss the advantages of the effective theory approach. In addition, we draw from the NLO calculations of the jet and soft functions an intuitive lesson about how factorization breaks down in the effective theory as $a \rightarrow 1$.

A matching calculation for SCET is performed using exotic external states, which mimic the topology of Drell-Yan amplitude. It is found that for the consistency of effective theory, more specifically for the fact that the matching coefficient $C_{2}$ is independent of external states involved in the matching, a new mode needs to be added to SCET, which is the Glauber mode. Connections with Coleman-Norton theorem and Landau equations are discussed.

To the memory of my father,
Gagik Ovanesyan
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## Chapter 1

## Introduction

The Standard Model (SM) has proven to be a very successful theory, withstanding all experimental tests over the past forty years. One of the most important tasks in the modern stage of Particle Physics is finding New Physics (NP), especially since the Large Hadron Collider (LHC) is already running and gathering data. Consequently, it is extremely important to work on strategies to identify which one, if any, of the Beyond the Standard Model (BSM) theories is the right description of Nature. In order to discover a BSM theory in a high energy experiment, one should have a thorough understanding of the SM backgrounds. Gaining such an understanding is a challenge because most backgrounds are dominated by strong interactions, for which the Perturbation Theory (PT) is poorly convergent.

Nevertheless, powerful tools have been developed to make reliable predictions for QCD cross-sections at high energies. There are three key concepts for such predictions: asymptotic freedom, factorization, and universality of non-perturbative physics. The basic idea is that at high energies the cross-section factorizes into long distance (non-perturbative) and short distance (perturbative) parts. The latter is pertubatively calculable due to asymptotic freedom, whereas the former is often universal and can be extracted from one process and used in another.

Historically, first proofs of factorization used pinch analysis of Feynman diagrams. In this approach one finds all the infrared singularities of an amplitude to all orders in PT. This can be done for example via use of Landau Equations [117]. Then the leading behavior of an amplitude is studied by approximating it with contributions coming from pinched surfaces. All such leading contributions are shown to factorize order by order in PT. This is the famous Collins-Soper-Sterman type approach to factorization (see for example [142] and the references therein).

More recently the ideas of factorization have been revisited from the point of view of Effective Field Theory (EFT). The simplest effective theory is the four-Fermi theory, where one integrates out the heavy particle, in this case the $W$-boson. However, to prove factorization theorems more complex effective theories are used, such as Non-Relativistic QCD (NRQCD), Heavy Quark Effective Theory (HQET) and Soft Collinear Effective Theory (SCET). In such theories one integrates out of the QCD Lagrangian kinematically suppressed modes for a certain process, and constructs an effective Lagrangian, including only the relevant long-distance modes. Factorization arises in a natural and intuitive way in the language of EFT.

Another benefit coming from the use of Effective field theories is clean resummation of large logarithms which can be achieved for all ratios of physical energy scales in the problem. These
are the famous Sudakov logarithms of the ratios of the physical energy scales. Such logarithms arise at any order in PT and need to be resummed in order to have a reliable prediction. Here we describe how the EFT allows the resummation of large logarithms. EFT approach relies on the hierarchy of physical scales in the problem: $Q_{1} \gg Q_{2} \ldots$. Then one matches the full theory above the scale $Q_{1}$ onto effective theory below the scale $Q_{1}$. At this step all other scales are set to zero. If the effective theory correctly reproduces the infrared physics of the full theory, then the matching coefficient contains only ultraviolet divergences which one obtains as a result of the matching calculation. This UV terms should be renormalized into counterterms and they define the anomalous dimension of the matching coefficient. This allows to run down using RGE to the scale $Q_{2}$ and calculate the matching coefficient there. And then again integrate out the scale $Q_{2}$ in the similar fashion. Thus the final cross-section becomes a product of matching coefficients and matrix elements of effective theory operators, which we can all evaluate at some common IR scale, at which we know the matrix elements of the operators and where all the large logarithms are resummed in the kernels of RGE from running between the energy scales. In other words the flexibility of EFT to have multiple renormalization scales as opposed to the traditional approach, where you have just one renormalization scale, allows the EFT approach to achieve resummation of all Large logarithms.

Among other advantages of the EFT approach is the straightforward way to incorporate power-suppressed processes, enhanced symmetries because of the power counting, absence of spurious Landau poles in the final expression for the resummed cross-section [126, 31, 101], which are inevitable in the traditional approach.

SCET is an effective theory for QCD [12, 14, 25, 21] which describes interactions of highly energetic particles. In this effective theory one integrates out of the full theory all the modes except the ones that are collinear quarks, gluons and soft gluons. These are the important low energy modes that carry all the infrared dynamics of QCD at high energies. In Chapter 2 we explicitly derive the effective Lagrangian of SCET as a result of integrating out the hard modes in QCD at the functional integral method. With the advance of SCET many processes have been recalculated in this approach and in many cases the theory prediction has improved significantly compared to the old ways of classical QCD approach. The best example is the extraction of the strong coupling $\alpha_{s}$ from the combined LEP data on event shape observable Thrust. The recent analysis [1] of this data comparing it to SCET higher order prediction leads to one of the best extractions of $\alpha_{s}$, which is even competitive with the combined world average from Particle Data Group. Another example is the prediction for Angularities cross-section [101], which is some generalization of Thrust, and we describe this calculation in Chapter 3.

While for $e^{+} e^{-}$annihilation into hadrons the SCET predictions for Event shapes (thrust, angularities, etc) are well known in the literature, similar predictions for pp are in the development stage. Of course with the LHC running and producing data it is extremely important to have a reliable control over QCD cross-sections of hadron collisions. In this paragraph we discuss the main complications which we face as we go from a lepton to hadron collider. There are three such complications. First, unlike the lepton collider, where the initial state colliding particles fully annihilate, in the hadronic collider there are unmeasurable remnants of the protons. This fact makes usual event shapes, like Thrust, which are fully inclusive, not the best candidates for hadronic event shape observables. Consequently, inventing new hadronic event shape observables is of great importance. Since in hadronic collision the initial states are strongly interacting, new soft functions are needed in the SCET factorization formula. This leads to new non-perturbative
effects in the cross-section. This problem can be solved by introducing a model for non-perturbative physics, using a technique called "Shape Function". The basic idea is to fix the first few moments of the unknown function and to extract their values from the fit to data. The third complication is the fact that initial state radiation of the colliding protons plays an important role for certain observables. A first step in treating this physics has recently been introduced through so-called "Beam Function", which essentially describes the initial state radiation by treating active parton inside the proton as an initial state jet. Thus, in hadron collisions we have to deal for certain observables with two additional jets in the initial state, in addition to jets in the final state.

This Thesis is based on the following work: Chapter 2 is based on [9], Chapter 3 on [102, 101], and Chapter 4 on work in progress [16]. In Chapter 2 we consider three different formulations of SCET: with gauge non-invariant fields $\xi_{n}, A_{n}$, with gauge invariant quark field and non gauge invariant gluon field $\chi_{n}, A_{n}$ and finally with both gauge invariant fields $\chi_{n}, \mathcal{B}_{n} .{ }^{1}$ The difference between different formulations is trivial via field redefinition in the Lagrangian. However it is instructive to know how exactly the equivalence works in terms of the Feynman rules. The non-trivial part of our analysis is in the gauge sector of QCD. We find that the calculations with the gauge invariant collinear gluon field $\mathcal{B}_{n}$ are equivalent to that of the non-gauge invariant field $A_{n}$ but in one particular gauge: in the light cone gauge.

In Chapter 3 we perform complete phenomenology of event shapes in $e^{+} e^{-}$annihilation to hadrons using SCET. The event shape that we consider is called Angularity, and it has a continuous real parameter. By varying this parameter one changes the sensitivity of the observable to narrower or wider jets. Thus makes Angularities a powerful tool to study the substructure of the jets. We work at fixed next-to-leading order(NLO) in Perturbation Theory and resum large logarithms to next-to-leading logarithmic order (NLL). In the peak region where the angularity value goes to zero, we are in the region of back to back jets. In this limit the effective theory reproduces the full theory, however physical scales(hard, jet and soft) become widely separated. Resummation of large logarithms is thus essential to have a reliable prediction. Besides large logarithms in the peak region, there is also non-perturbative physics affecting this region of the parameter space. This physics can be conveniently incorporated into effective theory analysis using "Shape Function" described above. We generalize the Shape Function used for thrust to all angularities, using the proven universality of non-perturbative corrections for Angularities [119].

In Chapter 4 we switch to hadron collisions, namely the Exclusive Drell-Yan process. The question we ask is: are we sure that we have all the necessary low energy modes incorporated in SCET to properly describe the infrared behavior of Drell-Yan amplitude? The reason we should worry is buried in the original analysis of all order factorization of the Drell-Yan cross-section, where it is shown that in addition to soft and collinear pinch surfaces, for this amplitude additional Glauber pinch is present, which breaks the factorization of the exclusive(in the sense that we measure the transverse momentum of the lepton pair) Drell-Yan process. This Glauber mode has large transverse momentum and small longitudinal ones, it arises in the interaction between the spectators of the colliding hadrons [44, 65]. We perform a consistency check on SCET by doing a matching calculation for two back to back jet operator $\mathcal{O}_{2}$ with special external states, namely $\langle\gamma \gamma|$ and $|q \bar{q}\rangle$. This choice of external states involves Drell-Yan like amplitudes in the calculation. A consistency check on effective theory is that the matching coefficient $C_{2}$ is independent from the choice of the external states. We find that this is not true for SCET without Glauber modes,

[^0]while in effective theory which is SCET expanded with a Glauber mode this cross-check is satisfied. We conclude that for correct description of the Infrared physics of Drell-Yan amplitude one needs to expand SCET with a Glauber mode. We further discuss the reconciliation of the apparently off-shell Glauber mode with Coleman-Norton theorem and Landau Equations.

## Chapter 2

## Different Formulations of SCET

## 1 Introduction

Soft collinear effective theory (SCET) [12, 14, 25, 21] is by now a rather mature effective field theory with wide applications in $B$ physics and collider physics. SCET describes QCD in the kinematic regime where the energy of particles is far in excess of their (invariant) mass. Short distance physics is contained in Wilson coefficients which are determined order by order in perturbation theory. Long distance physics on the other hand is described by separate collinear fields for each light-like direction, together with Wilson lines $Y_{n}$ describing the usoft physics interactions between the different collinear directions. Since there are no direct interactions between collinear fields in different directions, gauge invariance requires the presence of Wilson lines to render collinear fermions and gauge bosons gauge invariant.

There are several equivalent versions of SCET used in the literature. The original formulation of SCET $[12,14]$ described the interactions between the gauge dependent collinear quark $\xi_{n}$ and gluon $A_{n}$ fields, with the leading order Lagrangian given by ${ }^{1}$

$$
\begin{align*}
\mathcal{L}_{I}^{n}\left(\xi_{n}, A_{n}\right)= & \bar{\xi}_{n}\left[i n \cdot D_{n}+i \not D_{n}^{\perp} \frac{1}{i \bar{n} \cdot D_{n}} i \not D_{n}^{\perp}\right] \frac{\not{n}}{2} \xi_{n} \\
& -\frac{1}{2} \operatorname{Tr} F_{\mu \nu}^{n} F_{n}^{\mu \nu}, \tag{2.1}
\end{align*}
$$

with the standard definition of the covariant derivative and the field strength tensor

$$
\begin{equation*}
i D_{n}^{\mu}=i \partial_{n}^{\mu}+g_{s} A_{n}^{\mu}, \quad F_{n}^{\mu \nu}=\frac{i}{g_{s}}\left[D_{n}^{\mu}, D_{n}^{\nu}\right] \tag{2.2}
\end{equation*}
$$

where the partial derivative $\partial_{n}$ is given in terms of the label operator introduced in [25]

$$
\begin{equation*}
i \partial_{n}^{\mu}=\bar{n} \cdot \mathcal{P} \frac{n^{\mu}}{2}+\mathcal{P}_{\perp}^{\mu}+i n \cdot \partial \frac{\bar{n}^{\mu}}{2} \tag{2.3}
\end{equation*}
$$

In order to construct gauge invariant operators containing collinear fermions, these fermions are required to appear in the gauge invariant combination

$$
\begin{equation*}
\chi_{n}=W_{n}^{\dagger} \xi_{n} \tag{2.4}
\end{equation*}
$$

[^1]where $W_{n}$ is the collinear Wilson line [25]
\[

$$
\begin{equation*}
W_{n}=\mathrm{P} \exp \left[-i g_{s} \int_{0}^{\infty} \mathrm{d} s \bar{n} \cdot A_{n}(\bar{n} s+x)\right] \tag{2.5}
\end{equation*}
$$

\]

Using a simple field redefinition, one can easily obtain the collinear Lagrangian in terms of these gauge invariant combinations

$$
\begin{align*}
\mathcal{L}_{I I}^{n}\left(\chi_{n}, A_{n}\right)= & \bar{\chi}_{n} W_{n}^{\dagger}\left[i n \cdot D_{n}+i \not D_{n}^{\perp} \frac{1}{i \bar{n} \cdot D_{n}} i \not D_{n}^{\perp}\right] \frac{\not \lambda}{2} W_{n} \chi_{n} \\
& -\frac{1}{2} \operatorname{Tr} F_{\mu \nu}^{n} F_{n}^{\mu \nu} \tag{2.6}
\end{align*}
$$

Since the fields $\chi_{n}$ are gauge invariant, the combination $W_{n}^{\dagger} D_{n}^{\mu} W_{n}$ has to be gauge invariant as well. Thus, we can define [4]

$$
\begin{equation*}
\mathcal{D}_{n}^{\mu}=W_{n}^{\dagger} D_{n}^{\mu} W_{n} \tag{2.7}
\end{equation*}
$$

The gauge invariant derivative operator $\mathcal{D}_{n}^{\mu}$ can be written in terms of the partial derivative and a gauge invariant gluon field $\mathcal{B}_{n}^{\mu}$

$$
\begin{equation*}
i \mathcal{D}_{n}^{\mu}=i \partial_{n}^{\mu}+g_{s} \mathcal{B}_{n}^{\mu} \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{B}_{n}^{\mu}=\left[\frac{1}{\bar{n} \cdot \partial}\left[i \bar{n} \cdot \mathcal{D}_{n}, i \mathcal{D}_{n}^{\mu}\right]\right]=\frac{1}{g_{s}}\left[W_{n}^{\dagger} i D_{n}^{\mu} W_{n}\right] \tag{2.9}
\end{equation*}
$$

and the derivatives only act within the square brackets. In terms of these fields, the Lagrangian reads

$$
\begin{align*}
\mathcal{L}_{I I I}^{n}\left(\chi_{n}, \mathcal{B}_{n}\right)= & \bar{\chi}_{n}\left[i n \cdot \mathcal{D}_{n}+i \mathcal{D}_{n}^{\perp} \frac{1}{i \bar{n} \cdot \partial} i \mathcal{D}_{n}^{\perp}\right] \frac{\not 2}{2} \chi_{n} \\
& -\frac{1}{2} \operatorname{Tr} \mathcal{F}_{\mu \nu}^{n} \mathcal{F}_{n}^{\mu \nu} \tag{2.10}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\mathcal{F}_{n}^{\mu \nu}=\frac{i}{g_{s}}\left[\mathcal{D}_{n}^{\mu}, \mathcal{D}_{n}^{\nu}\right] \tag{2.11}
\end{equation*}
$$

A sample of Feyman rules for the three different formulations of SCET is shown in Fig. 2.1.
It is well known that the dynamics of SCET with a single collinear direction is identical to full QCD. This is of course expected, since one can perform a simple Lorentz boost along the direction $n$ to make all momentum components of the collinear field similar in magnitude. Since this eliminates any large ratio of scales, the interactions have to be those of full QCD. This implies that for example the wave function renormalization in SCET is equivalent to that of full QCD, as was first shown in $[12,14]$. This equivalence has been used in the literature in order to simplify perturbative calculations in SCET (vid., for instance, [28]).

It is the purpose of this Chapter to study the relationship between different formulations of SCET. We work out the relationship between SCET using gauge dependent and gauge invariant degrees of freedom, as well as the relationship between full QCD and collinear fields in a single direction further. One of the features of the original formulation of SCET is that collinear gluons are coupled to the quark fields in a non-linear way. This means that there are an infinite number of

$$
\begin{aligned}
& V_{\mathcal{L}_{I}}^{(1)}=
\end{aligned}
$$

$$
\begin{aligned}
& V_{\mathcal{L}_{I}}^{(2)}=
\end{aligned}
$$

$$
\begin{aligned}
& V_{\mathcal{L}_{I I}}^{(1)}=
\end{aligned}
$$

$$
\begin{aligned}
& V_{\mathcal{L}_{I I}}^{(2)}= \\
& \underset{\mathrm{p}}{\stackrel{\mathrm{M}_{\mathrm{A}}^{\mathrm{A}}}{\mathrm{v}_{\mathrm{B}}^{\mathrm{B}}} \underset{\mathrm{p}^{\prime}}{\mathrm{q}}}=V_{\mathcal{L}_{I}}^{(2)}+(\ldots) \\
& V_{\mathcal{L}_{I I I}}^{(1)}= \\
& \xrightarrow[\mathrm{p}]{\stackrel{\text { " }}{\mathrm{e}} \mathrm{~A}} \underset{\mathrm{p}^{\prime}}{ }=i g T^{A}\left[n^{\mu}+\frac{\gamma_{\perp}^{\mu} p_{\perp}}{\bar{n} \cdot p}+\frac{p_{\perp}^{\prime} \gamma_{\perp}^{\mu}}{\bar{n} \cdot p^{\prime}}\right] \frac{\ddot{n}}{2} \\
& V_{\mathcal{L}_{I I I}}^{(2)}=
\end{aligned}
$$

$$
\begin{aligned}
& \Delta_{\mathcal{L}_{I I I}}= \\
& \underset{\text { A. }, \text { B.v. }}{\text { B. }}=-i \frac{\delta^{A B}}{k^{2}+i \epsilon}\left(g_{\mu \nu}-\frac{\bar{n}_{\mu} k_{\nu}+\bar{n}_{\nu} k_{\mu}}{\bar{n} \cdot k}\right)
\end{aligned}
$$

Figure 2.1: A subset of Feynman rules for the three different formulations of SCET. The (...) denote terms which do not contribute to the tadpole diagram of Fig. 2.2b) in Feynman gauge.
vertices consisting of quark-antiquark and an arbitrary number of collinear gluons, whose Feynman rules get increasingly complicated. This makes the theory particularly unfriendly for computations beyond the one-loop order.

We will show how to quantize SCET directly in terms of the gauge invariant degrees of freedom, and write the theory as a path integral over these gauge invariant fields. We will also discuss how to re-express the theory using only the interactions of full QCD. This first gives a precise field theoretical understanding of the well known property of SCET that the dynamics in a given collinear direction are equivalent to that of full QCD. Our formulation using directly the generating functional will extend this result to include interactions between different collinear directions through local operators. One can hope that these results will simplify the perturbative calculation of matching coefficients in the future, since much of the SCET calculations are now identical to the corresponding QCD results. It will prove instructive, however, to first illustrate this equivalence between different formulations of SCET using a simple one-loop calculation. We do it in the next section.

## 2 One loop jet function in three different formulations

Consider the two point correlator of two gauge invariant fermion fields

$$
\begin{equation*}
\langle 0| T \chi_{n}(x) \bar{\chi}_{n}(y)|0\rangle=\langle 0| T W_{n}^{\dagger}(x) \xi_{n}(x) \bar{\xi}_{n}(y) W_{n}(y)|0\rangle . \tag{2.12}
\end{equation*}
$$



Figure 2.2: Diagrams contributing to the gauge invariant jet function at one loop.

The Fourier transform of this correlator is what is known in the literature as the jet function, and plays a crucial role in any process containing external collinear particles. In the original formulation of SCET in terms of $\xi_{n}$ and $A_{n}$ fields there are four diagrams contributing at one loop, which are shown in Fig. 2.2. The first two diagrams are entirely built out of interactions contained in the Lagrangian of the theory, while in the last two diagrams one of the gluon couplings comes from the Wilson lines $W_{n}$ or $W_{n}^{\dagger}$. Using the Feynman rules given in Fig. 2.1, one can easily obtain the result

$$
\begin{align*}
& D_{I, a}=g_{s}^{2} \frac{\not \partial n}{2} \frac{\bar{n} \cdot p}{p^{2}} C_{F}(2-D) \int \frac{d^{D} k}{(2 \pi)^{D}}\left[\frac{1}{2} \frac{1}{\left(k^{2}+i \epsilon\right)\left((k+p)^{2}+i \epsilon\right)}-\frac{\bar{n} \cdot p}{p^{2}} \frac{1}{\left(k^{2}+i \epsilon\right) \bar{n} \cdot(k+p)}\right],  \tag{2.13}\\
& D_{I, b}=g_{s}^{2} \frac{\not \partial n}{2}\left(\frac{\bar{n} \cdot p}{p^{2}}\right)^{2} C_{F}(2-D) \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{1}{\left(k^{2}+i \epsilon\right) \bar{n} \cdot(k+p)},  \tag{2.14}\\
& D_{I, c}=D_{I, d}=g_{s}^{2} \frac{\not \partial n}{2} \frac{\bar{n} \cdot p}{p^{2}} C_{F}(n \cdot \bar{n}) \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{\bar{n} \cdot(k+p)}{\left(k^{2}+i \epsilon\right)\left((k+p)^{2}+i \epsilon\right) \bar{n} \cdot k} . \tag{2.15}
\end{align*}
$$

Note that the tadpole diagram is canceled exactly against the second term in the first diagram. Performing the remaining integrals and summing the diagrams one obtains the well known result [126]

$$
\begin{equation*}
D_{I}=i \frac{\alpha_{s} C_{F}}{4 \pi} \frac{\not \partial n}{2} \frac{\bar{n} \cdot p}{p^{2}}\left(\frac{\mu^{2}}{-p^{2}}\right)^{\epsilon}\left[\frac{4}{\epsilon^{2}}+\frac{3}{\epsilon}+7-\frac{\pi^{2}}{3}\right] . \tag{2.16}
\end{equation*}
$$

We can repeat this calculation using the formulation of SCET in terms of $\chi_{n}$ and $A_{n}$ fields. This removes the last two diagrams of Fig. 2.2, since there are no Wilson lines in the definition of the correlator when written in terms of $\chi_{n}$ fields. However, the extra Wilson lines in the collinear Lagrangian change the Feynman rules in the way shown in Fig. 2.1. While this does not change the result for the second diagram, the first diagram is now

$$
\begin{align*}
D_{I I, a}= & g_{s}^{2} \frac{\not n n}{2} \frac{\bar{n} \cdot p}{p^{2}} C_{F} \int \frac{d^{D} k}{(2 \pi)^{D}}\left[(2-D)\left(\frac{1}{2} \frac{1}{\left(k^{2}+i \epsilon\right)\left((k+p)^{2}+i \epsilon\right)}-\frac{\bar{n} \cdot p}{p^{2}} \frac{1}{\left(k^{2}+i \epsilon\right) \bar{n} \cdot(k+p)}\right)\right. \\
& \left.+2 n \cdot \bar{n} \frac{\bar{n} \cdot(k+p)}{\left(k^{2}+i \epsilon\right)\left((k+p)^{2}+i \epsilon\right) \bar{n} \cdot k}-(n \cdot \bar{n})^{2} \frac{\bar{n} \cdot p}{p^{2}} \frac{1}{\left(k^{2}+i \epsilon\right) \bar{n} \cdot k}\right] . \tag{2.17}
\end{align*}
$$

The first two terms reproduce the result for $D_{I, a}$, and the third reproduces $D_{I, c}+D_{I, d}$. Finally, the fourth term in $D_{I I, a}$ vanishes, since it is odd as $k \rightarrow-k$. Thus, the sum of all diagrams is identical in both versions of the theory.

Showing that we can reproduce this result using the fully gauge invariant $\chi_{n}$ and $\mathcal{B}_{n}$ fields is a little more tricky. This is because now there are no Wilson lines whatsoever, neither in the definition of the correlator nor in the Lagrangian of Eq. (2.10). Thus, it is not immediately obvious how the contributions from diagrams $D_{c}$ and $D_{d}$ are reproduced in this case. However, care has to
be taken when deriving the gluon propagator. The $\mathcal{B}_{n}$ field is by construction explicitly invariant under collinear gauge transformations, and the usual procedure of adding an arbitrary gauge-fixing term to the Lagrangian is not valid. However, from the definition of $\mathcal{B}_{n}^{\mu}$ in Eq. (2.9) one easily verifies the constraint $\bar{n} \cdot \mathcal{B}_{n}=0$ (see Eqs. (2.29) and (2.30) below). Thus, the propagator of a $\mathcal{B}_{n}$ field has to satisfy the condition $\bar{n}_{\mu} \Delta_{\mathcal{B}}^{\mu \nu}=0$. As we will discuss in more detail later, the propagator takes the form $[8,147]$

$$
\begin{equation*}
\left(\Delta_{\mathcal{B}}\right)_{\mu \nu}^{a b}(k)=\frac{-i \delta^{a b}}{k^{2}+i \epsilon}\left(g_{\mu \nu}-\frac{\bar{n}_{\mu} k_{\nu}+\bar{n}_{\nu} k_{\mu}}{\bar{n} \cdot k}\right) . \tag{2.18}
\end{equation*}
$$

Using this propagator for the gauge invariant gluon field one can easily verify that

$$
\begin{equation*}
D_{I I I, a}=D_{I I, a}, \quad D_{I I I, b}=D_{I I, b} \tag{2.19}
\end{equation*}
$$

Thus, the three formulations of SCET give identical results to one another for the two point correlator of two gauge invariant collinear fermion fields.

## 3 Path integral derivation of SCET Lagrangian from QCD

In order to generalize this discussion to any matrix element, we quantize the theory directly in terms of the various fields. This is achieved by using the path integral formulation, working directly with the generating functional of the theory

$$
\begin{equation*}
Z[J]=\int \mathcal{D} \bar{\xi}_{n} \mathcal{D} \xi_{n} \mathcal{D} A_{n}^{\mu} \exp \left[i \int d^{4} x \mathcal{S}_{I}\left(\xi_{n}, A_{n}^{\mu}, J_{n}\right)\right] \tag{2.20}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
\mathcal{S}_{I}= & \sum_{n}\left[\mathcal{L}_{I}^{n}+\bar{J}_{n}^{\xi} \xi_{n}+\bar{\xi}_{n} J_{n}^{\xi}+\bar{J}_{n}^{\chi} W_{n}^{\dagger} \xi_{n}+\bar{\xi}_{n} W_{n} J_{n}^{\chi}\right. \\
& +J_{n \mu}^{A} A_{n}^{\mu}+J_{n \mu}^{\mathcal{B}} \mathcal{B}_{n}^{\mu}\left(A_{n}\right) \\
& +\sum_{k} J_{k} \mathcal{O}_{k}\left(W_{n}^{\dagger} \xi_{n}, \mathcal{B}_{n}^{\mu}\left(A_{n}\right)\right) \tag{2.21}
\end{align*}
$$

A few comments are in order to understand our notation. First, the integration in Eq. (2.20) is over all fields with different directions $n$. Second, the subscripts $I, I I, I I I$ indicate which version of SCET we are using, with Lagrangians given in Eqs. (2.1), (2.6) and (2.10) above. Third, we have added separate currents for the gauge invariant fields $\chi_{n}=W_{n}^{\dagger} \xi_{n}$ and $\mathcal{B}_{n}^{\mu}=\mathcal{B}_{n}^{\mu}\left(A_{n}\right)=\frac{1}{g_{s}}\left[W_{n}^{\dagger} i D_{n}^{\mu} W_{n}\right]$, as well as for the gauge dependent fields $\xi_{n}$ and $A_{n}$. This allows us to calculate correlators with gauge invariant fields, such as the jet function, as well as those with gauge dependent fields, as is often done in matching calculations to QCD. Finally, we have indicated currents $J_{k}$ for any local operator in SCET. Such operators are typically written in terms of the gauge invariant fields, and an example would be the production current for two collinear fields in opposite directions, $\mathcal{O}_{2}=\bar{\chi}_{n} \Gamma \chi_{\bar{n}}$.

In order to obtain the generating functional with the Lagrangian written in terms of $\chi_{n}$ fields, we make the field redefinition given in Eq. (2.4), which just amounts to a change in the
integration variable in the generating functional. Since $W_{n}^{\dagger} W_{n}=1$, one can easily show that the integration measure is the same when written in terms of the $\chi_{n}$ fields

$$
\begin{equation*}
\mathcal{D} \xi_{n} \mathcal{D} \bar{\xi}_{n} \mathcal{D} A_{n}^{\mu}=\mathcal{D} \chi_{n} \mathcal{D} \bar{\chi}_{n} \mathcal{D} A_{n}^{\mu} \tag{2.22}
\end{equation*}
$$

Thus, the generating functional can be written as

$$
\begin{equation*}
Z[J]=\int \mathcal{D} \bar{\chi}_{n} \mathcal{D} \chi_{n} \mathcal{D} A_{n}^{\mu} \exp \left[i \int d^{4} x \mathcal{S}_{I I}\left(\chi_{n}, A_{n}^{\mu}, J_{n}\right)\right] \tag{2.23}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{S}_{I I}= & \sum_{n}\left[\mathcal{L}_{I I}^{n}+\bar{J}_{n}^{\xi} W_{n} \chi_{n}+\bar{\chi}_{n} W_{n}^{\dagger} J_{n}^{\xi}+\bar{J}_{n}^{\chi} \chi_{n}+\bar{\chi}_{n} J_{n}^{\chi}\right. \\
& \left.+J_{n \mu}^{A} A_{n}^{\mu}+J_{n \mu}^{\mathcal{B}} \mathcal{B}_{n}^{\mu}\left(A_{n}\right)\right] \\
& +\sum_{k} J_{k} \mathcal{O}_{k}\left(\chi_{n}, \mathcal{B}_{n}\left(A_{n}\right)\right) . \tag{2.24}
\end{align*}
$$

In other words, any matrix element written in terms of $\xi_{n}$ and $A_{n}$ fields is identical to the matrix element written in terms of $\chi_{n}$ and $A_{n}$ fields, as long as the interactions between the fields are given by the Lagrangian $\mathcal{L}_{I I}$ instead of $\mathcal{L}_{I}$.

## 4 Relation between $A_{n}$ and $B_{n}$ and gauge fixing

Next, we discuss the relation between the gauge dependent gluon field $A_{n}$ and the gauge invariant field $\mathcal{B}_{n}$. The Yang Mills action is given by

$$
\begin{equation*}
Z_{\mathrm{YM}}=\int \mathcal{D} A_{n}^{\mu} e^{i S_{\mathrm{YM}}\left[A_{n}\right]} \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\mathrm{YM}}[A]=-\frac{1}{2} \int d^{4} x \sum_{n} \operatorname{Tr} F_{\mu \nu}^{n} F_{n}^{\mu \nu} \tag{2.26}
\end{equation*}
$$

Recall that the relation between these two fields is given by

$$
\begin{equation*}
\mathcal{B}_{n}^{\mu}=\frac{1}{g_{s}}\left[W_{n}^{\dagger} i D_{n}^{\mu} W_{n}\right] \tag{2.27}
\end{equation*}
$$

where $\partial_{n}^{\mu}$ acts only within the square brakets. Since the Wilson lines $W_{n}$ are unitary, the Yang-Mills action can be written in terms of the $\mathcal{B}_{n}^{\mu}$ fields as

$$
\begin{equation*}
S_{\mathrm{YM}}[\mathcal{B}]=-\frac{1}{2} \int d^{4} x \sum_{n} \operatorname{Tr} \mathcal{F}_{\mu \nu}^{n} \mathcal{F}_{n}^{\mu \nu}, \tag{2.28}
\end{equation*}
$$

where $\mathcal{F}_{n}^{\mu \nu}$ is given in Eq. (2.11). However, in order to write the generating functional in terms of the fields $\mathcal{B}_{n}$ requires changing the integration measure as well, and that is where additional care has to be taken. From the definition of the $\mathcal{B}_{n}$ field we can immediately see that

$$
\begin{equation*}
\bar{n} \cdot \mathcal{B}_{n}=0 \tag{2.29}
\end{equation*}
$$

which follows from the well known relation of Wilson lines

$$
\begin{equation*}
\bar{n} \cdot D_{n} W_{n}=W_{n} \bar{n} \cdot \partial_{n} . \tag{2.30}
\end{equation*}
$$

Thus, while there are four components of the $A_{n}^{\mu}$ field, there are only three components for the $\mathcal{B}_{n}^{\mu}$ field, making the Jacobian for the change in the integration measure singular.

Of course, the fact that the $\mathcal{B}_{n}^{\mu}$ field has less independent components than the $A_{n}^{\mu}$ field is not unexpected, given that the former is gauge independent, while the latter contains all the gauge redundancy. The only way one can obtain a meaningful definition of a Jacobian factor is by removing the gauge redundancy and thus considering only three of the four components of the $A_{n}^{\mu}$ field. This can be achieved using the usual Faddeev-Popov procedure, by inserting a representation of unity into the path integral (2.25) in the following form

$$
\begin{equation*}
1=\int \mathcal{D} \alpha(x) \delta\left[G\left(A_{n}^{\alpha}\right)\right] \operatorname{det}\left(\frac{\delta G\left(A_{n}^{\alpha}\right)}{\delta \alpha}\right), \tag{2.31}
\end{equation*}
$$

where $G\left(A_{n}^{\alpha}\right)$ is some gauge-fixing function linear in the gauge field. Here $\alpha(x)$ defines a specific gauge transformation and $A_{n}^{\alpha}$ denotes the (infinitesimally) gauge transformed field

$$
\begin{equation*}
\left(A_{n}^{\mu}\right)^{\alpha}=A_{n}^{\mu}+\frac{1}{g_{s}} D_{n}^{\mu} \alpha . \tag{2.32}
\end{equation*}
$$

Note that for infinitesimal gauge transformations (from which all finite transformations can be constructed), the determinant of $\delta G / \delta \alpha$ is in general a function of $\left(A_{n}^{\mu}\right)^{\alpha}$ but independent of $\alpha$.

Following the standard treatment, the gauge invariance of both the action and the integration measure allows one to write

$$
\begin{equation*}
Z_{\mathrm{YM}}=\int \mathcal{D} \alpha \int \mathcal{D} A_{n}^{\mu} \delta\left[G\left(A_{n}\right)\right] E_{G}\left[A_{n}\right] \tag{2.33}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
E_{G}\left[A_{n}\right]=\operatorname{det}\left(\frac{\delta G\left(A_{n}^{\alpha}\right)}{\delta \alpha}\right)\left[A_{n}\right] e^{i S_{\mathrm{YM}}\left[A_{n}\right]} . \tag{2.34}
\end{equation*}
$$

One should remember that the determinant $\operatorname{det}(\delta G / \delta \alpha)$ is independent of $\alpha$ and therefore the integral over the gauge freedom is just a global factor that can be safely ignored. The important feature of this way of writing the path integral is that the integration measure $\mathcal{D} A_{n}^{\mu} \delta\left[G\left(A_{n}\right)\right]$ contains only three components of the $A_{n}^{\mu}$ field, and can thus be related to the integration measure of the $\mathcal{B}_{n}^{\mu}$ field. This allows us to formally write

$$
\begin{equation*}
\mathcal{D} A_{n}^{\mu} \delta\left[G\left(A_{n}\right)\right]=J_{G}\left[\mathcal{B}_{n}\right] \mathcal{D} \mathcal{B}_{n}^{\mu} \delta\left[\bar{n} \cdot \mathcal{B}_{n}\right], \tag{2.35}
\end{equation*}
$$

where the Jacobian factor for the change of the integration measure $J_{G}\left[\mathcal{B}_{n}\right]$ depends on the choice of the gauge-fixing condition $G$. Combining these results together we find

$$
\begin{equation*}
Z_{\mathrm{YM}}=\int \mathcal{D} \mathcal{B}_{n}^{\mu} \delta\left[\bar{n} \cdot \mathcal{B}_{n}\right] J_{G}\left[\mathcal{B}_{n}\right] E_{G}\left[A_{n}\left(\mathcal{B}_{n}\right)\right] \tag{2.36}
\end{equation*}
$$

Everything in this generating functional is known, except for the explicit form of the Jacobian $J_{G}\left[\mathcal{B}_{n}\right]$ and the determinant inside $E_{G}\left[A_{n}\left(\mathcal{B}_{n}\right)\right]$. Due to the non-linear nature of Eq. (2.27), their
expressions for a general gauge-fixing condition $G$ are very difficult to derive. However, from the Faddeev-Popov procedure it is obvious that the generating functional is identical for all choices of the gauge-fixing condition $G$, since it was introduced as an arbitrary function in Eq. (2.31). Thus, any choice of $G\left(A_{n}\right)$ will do, and the easiest choice is light-cone gauge, which uses

$$
\begin{equation*}
G\left(A_{n}\right) \equiv G_{\mathrm{LC}}\left(A_{n}\right)=\bar{n} \cdot A_{n} \tag{2.37}
\end{equation*}
$$

In this case, we have $\bar{n} \cdot A_{n}=0$, which immediately implies $W_{n}=1$, making the relation between the $A_{n}^{\mu}$ and $\mathcal{B}_{n}^{\mu}$ fields trivial:

$$
\begin{equation*}
\mathcal{B}_{n}^{\mu}=A_{n}^{\mu} . \tag{2.38}
\end{equation*}
$$

Thus, in this particular gauge we find

$$
\begin{equation*}
J_{G_{\mathrm{LC}}}\left[\mathcal{B}_{n}\right]=1, \quad E_{G_{\mathrm{LC}}}\left[\mathcal{B}_{n}\right]=\operatorname{det}(\bar{n} \cdot \partial) e^{i S_{\mathrm{YM}}\left[\mathcal{B}_{n}\right]} \tag{2.39}
\end{equation*}
$$

and we obtain the final form of the generating fuctional in terms of $\mathcal{B}_{n}^{\mu}$ fields as

$$
\begin{equation*}
Z_{\mathrm{YM}}=\int \mathcal{D} \mathcal{B}_{n}^{\mu} \delta\left[\bar{n} \cdot \mathcal{B}_{n}\right] \operatorname{det}(\bar{n} \cdot \partial) e^{i S_{\mathrm{YM}}\left[\mathcal{B}_{n}\right]} . \tag{2.40}
\end{equation*}
$$

In other words, the Yang-Mills action in terms of the gauge invariant gluon field $\mathcal{B}_{n}^{\mu}$ is identical to the one in terms of the field $A_{n}^{\mu}$ in the light-cone gauge. Therefore, all Feynman rules for the $\mathcal{B}_{n}^{\mu}$ fields are identical to Feynman rules for the $A_{n}^{\mu}$ fields in the light-cone gauge. In particular, this justifies Eq. (2.18) as the right form of the gluon propagator for the $\mathcal{B}_{n}^{\mu}$ fields. Incidentally, notice also that the determinant in Eq. (2.40) is independent of the gauge field and therefore can be ignored, meaning that the formulation with $\mathcal{B}_{n}^{\mu}$ fields is ghost-free. This obviously complies with the well known fact that the light-cone gauge is unitary and ghost fields decouple (see, for instance, [144]).

## 5 External operators in SCET

Having worked out how one can quantize SCET directly in terms of the gauge invariant degrees of freedom, we next ask whether it is possible to write the generating functional of SCET in terms of fields, whose interactions are given by the interactions of full QCD. As we will show, this is indeed possible if we restrict ourselves to leading order in the power counting, but requires separate fields for each different collinear direction. We will also show how to construct external operators coupling these different fields to one another, such that any leading order correlation function in SCET can be reproduced using only fields whose coupling to other fields is described by the Lagrangian of full QCD. We do want to emphasize that this by no means implies that SCET as an effective theory is useless. The power of SCET comes from understanding the interactions between fields in different directions, and while we can reproduce any leading order operator using fields that resemble full QCD, we can neither easily implement power corrections, nor can we derive the form of the leading order operators without the construction of SCET. However, we can use this equivalence to calculate matrix elements in SCET using the familiar Feynman rules of QCD, which will in general simplify the required calculations at higher orders in perturbation theory.

We start by making the Ansatz

$$
\begin{equation*}
Z[J]=\int \mathcal{D} \bar{\psi}_{n} \mathcal{D} \psi_{n} \mathcal{D} A_{n}^{\mu} \exp \left[i \int d^{4} x S_{\mathrm{QCD}}\left(\psi_{n}, A_{n}, J\right)\right], \tag{2.41}
\end{equation*}
$$

where $S_{\mathrm{QCD}}$ is defined by

$$
\begin{align*}
S_{\mathrm{QCD}}= & \sum_{n}\left[\mathcal{L}_{n}^{\mathrm{QCD}}+\bar{J}_{n}^{\xi} \mathcal{M}_{n}^{\xi} \psi_{n}+\bar{\psi}_{n} \overline{\mathcal{M}}_{n}^{\xi} J_{n}^{\xi}+\bar{J}_{n}^{\chi} \mathcal{M}_{n}^{\chi} \psi_{n}\right. \\
& \left.+\bar{\psi}_{n} \overline{\mathcal{M}}_{n}^{\chi} J_{n}^{\chi}+J_{n \mu}^{A} A_{n}^{\mu}+J_{n \mu}^{\mathcal{B}} \mathcal{B}_{n}^{\mu}\left(A_{n}\right)\right] \\
& +\sum_{k} J_{k} \mathcal{Q}_{k}\left(\psi_{n}, A_{n}\right) \tag{2.42}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{L}_{n}^{\mathrm{QCD}}=\bar{\psi}_{n} i \not D \psi_{n} . \tag{2.43}
\end{equation*}
$$

The set of operators $\mathcal{Q}_{k}$ couple $k$ fields in different directions $n_{1}, \ldots, n_{k}$. Our goal is to find expressions for $\mathcal{M}_{n}$ and $\mathcal{Q}_{k}$, such that the generating functional in Eq. (2.41) is equivalent to the generating functional of SCET.

Let's begin by setting all currents in the action to zero, leaving only the Lagrangian $\mathcal{L}_{n}^{Q C D}$. One can write

$$
\begin{equation*}
\psi_{n}(x)=\left(P_{n}+P_{\bar{n}}\right) \psi_{n}(x), \tag{2.44}
\end{equation*}
$$

with the projection operators $P_{n}$ and $P_{\bar{n}}$ defined by

$$
\begin{equation*}
P_{n}=\frac{\eta \vec{n}}{4}, \quad P_{\bar{n}}=\frac{\ddot{\eta} h}{4}, \tag{2.45}
\end{equation*}
$$

and define

$$
\begin{equation*}
\xi_{n} \equiv P_{n} \psi_{n}, \quad \phi_{n} \equiv P_{\bar{n}} \psi_{n} \tag{2.46}
\end{equation*}
$$

This allows us to write

$$
\begin{align*}
Z[J=0]= & \int \mathcal{D} \bar{\xi}_{n} \mathcal{D} \xi_{n} \mathcal{D} \bar{\phi}_{n} \mathcal{D} \phi_{n} \mathcal{D} A_{n}^{\mu}  \tag{2.47}\\
& \times \exp \left[\sum_{n} i \int d^{4} x\left(\bar{\xi}_{n}+\bar{\phi}_{n}\right) i \mathscr{D}\left(\xi_{n}+\phi_{n}\right)\right] .
\end{align*}
$$

Using the well-known formula for Gaussian integration,

$$
\begin{gather*}
\int \mathcal{D} \phi \mathcal{D} \bar{\phi} \exp \left[i \int d^{4} x(\bar{\phi} M \phi+\bar{J} \phi+\bar{\phi} J)\right] \\
=\operatorname{det}(-i M) \exp \left[-i \int d^{4} x \bar{J} \frac{1}{M} J\right] \tag{2.48}
\end{gather*}
$$

it is straightforward to perform the integrals over $\phi_{n}$ explicitly. We find

$$
\begin{equation*}
Z[J=0]=\int \mathcal{D} \bar{\xi}_{n} \mathcal{D} \xi_{n} \mathcal{D} A_{n}^{\mu} \exp \left[i \int d^{4} x \sum_{n} \mathcal{L}_{n}^{\mathrm{SCET}}\right] \tag{2.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{n}^{\mathrm{SCET}}=\bar{\xi}_{n}\left[i n \cdot D+i \not D_{\perp} \frac{1}{i \bar{n} \cdot D} i \not D_{\perp}\right] \frac{\not{\lambda}}{2} \xi_{n} . \tag{2.50}
\end{equation*}
$$

Note that in getting to Eqs. (2.49) and (2.50) no expansion has been made, only integration of modes in the generating functional. Also note that in Eq.(2.49) we have omitted the determinant factor in Eq. (2.48). Indeed it is easy to show that

$$
\begin{align*}
& \operatorname{det}\left(\frac{\not x}{2} \bar{n} \cdot D\right)=\int \mathcal{D} \eta_{n} \mathcal{D} \bar{\eta}_{n} \exp \left[-\int d^{4} x \bar{\eta}_{n}\left(\frac{\not x}{2} \bar{n} \cdot D\right) \eta_{n}\right] \\
& =\int \mathcal{D} \eta_{n}^{\prime} \mathcal{D} \bar{\eta}_{n}^{\prime} \exp \left[-\int d^{4} x \bar{\eta}_{n}^{\prime}\left(\frac{\not x}{2} W_{n}^{\dagger} \bar{n} \cdot D W_{n}\right) \eta_{n}^{\prime}\right] \\
& =\operatorname{det}\left(\frac{\not n}{2} \bar{n} \cdot \partial\right) \tag{2.51}
\end{align*}
$$

where we have defined $\eta_{n}^{\prime}=W_{n}^{\dagger} \eta_{n}$. Thus the determinant is just an overall constant and can be ignored.

We can now move on and consider the addition of current terms in the action. Keeping the currents $\bar{J}_{n} \mathcal{M}_{n}$ and $\overline{\mathcal{M}}_{n} J_{n}$ for the fields $\psi_{n}$ and $\bar{\psi}_{n}$, but still neglecting the currents $J_{k}$ for the local operators $\mathcal{Q}_{k}$, and again performing the integrals over $\phi_{n}$ and $\bar{\phi}_{n}$ gives

$$
\begin{equation*}
Z\left[J_{k}=0\right]=\int \mathcal{D} \bar{\xi}_{n} \mathcal{D} \xi_{n} \mathcal{D} A_{n}^{\mu} \exp \left[i \int d^{4} x S^{\mathrm{SCET}}\left(J_{k}=0\right)\right] \tag{2.52}
\end{equation*}
$$

with

$$
\begin{align*}
S^{\mathrm{SCET}}\left(J_{k}=0\right)= & \sum_{n} \mathcal{L}_{I}^{n}+\bar{J}_{n}^{\xi} \mathcal{M}_{n}^{\xi} \mathcal{R}_{n} \xi_{n}+\bar{\xi}_{n} \overline{\mathcal{R}}_{n} \overline{\mathcal{M}}_{n}^{\xi} J_{n}^{\xi}+\bar{J}_{n}^{\chi} \mathcal{M}_{n}^{\chi} \mathcal{R}_{n} \xi_{n}+\bar{\xi}_{n} \overline{\mathcal{R}}_{n} \overline{\mathcal{M}}_{n}^{\chi} J_{n}^{\chi}+J_{n \mu}^{A} A_{n}^{\mu}+J_{n \mu}^{\mathcal{B}} \mathcal{B}_{n}^{\mu}\left(A_{n}\right) \\
& -\left(\bar{J}_{n}^{\xi} \mathcal{M}_{n}^{\xi}+\bar{J}_{n}^{\chi} \mathcal{M}_{n}^{\chi}\right) \frac{1}{i \bar{n} \cdot D} \frac{\not x}{2}\left(\overline{\mathcal{M}}_{n}^{\xi} J_{n}^{\xi}+\overline{\mathcal{M}}_{n}^{\chi} J_{n}^{\chi}\right) \tag{2.53}
\end{align*}
$$

Here we have defined

$$
\begin{equation*}
\mathcal{R}_{n}=\left[1+\frac{1}{i \bar{n} \cdot D} i \not D_{\perp} \frac{\ddot{\pi}}{2}\right] . \tag{2.54}
\end{equation*}
$$

In order for this action to be equal to the action of SCET given in Eq. (2.21) (still with $J_{k}=0$ ), requires

$$
\begin{equation*}
\mathcal{M}_{n}^{\xi} \mathcal{R}_{n} \xi_{n} \equiv \xi_{n}, \quad \mathcal{M}_{n}^{\chi} \mathcal{R}_{n} \chi_{n} \equiv W_{n}^{\dagger} \xi_{n} \tag{2.55}
\end{equation*}
$$

in addition to having the second line in Eq. (2.53), corresponding to contact terms arising when taking two derivatives of the generating functional with respect to the currents $J_{n}^{\xi / \chi}$, vanish. There are two possible solutions for each of the $\mathcal{M}_{n}^{\xi}$ and $\mathcal{M}_{n}^{\chi}$ to satisfy Eq. (2.55), namely

$$
\begin{array}{lll}
\mathcal{M}_{n}^{\xi}=\mathcal{R}_{n}^{-1} & \text { or } & \mathcal{M}_{n}^{\xi}=P_{n} \\
\mathcal{M}_{n}^{\chi}=W_{n}^{\dagger} \mathcal{R}_{n}^{-1} & \text { or } & \mathcal{M}_{n}^{\chi}=W_{n}^{\dagger} P_{n} \tag{2.56}
\end{array}
$$

While both of these solutions for $\mathcal{M}_{n}$ give the same answer, the second choice is in practice much easier to use. This is because choosing $\mathcal{M}_{n}^{\xi}=\mathcal{R}_{n}^{-1}$ in Eq. (2.42) adds couplings between fermions and gluons to the current terms, complicating perturbative calculations significantly. Furthermore, for the second solution the second line in Eq. (2.53) vanishes as desired. Therefore, for $\mathcal{M}_{n}^{\xi}=P_{n}$ and $\mathcal{M}_{n}^{\chi}=W_{n}^{\dagger} P_{n}$ we obtain for $J_{k}=0$ the desired result $S^{\text {SCET }}=S_{I}$, where $S_{I}$ is defined in Eq. (2.21).

Finally, we add the currents for the local operators $\mathcal{Q}_{k}$ back to the action. Since these operators couple fields with different $n$ 's to one another, integrating out the $\phi_{n}$ fields is very complicated. However, there is a simple choice for the operators $\mathcal{Q}_{k}$ that will directly reproduce the form $\sum_{k} J_{k} \mathcal{O}_{k}$ present in the final answer, Eq. (2.21). This is achieved by taking

$$
\begin{equation*}
\mathcal{Q}_{k}\left(\psi_{n}, A_{n}\right)=\mathcal{O}_{k}\left(W_{n}^{\dagger} P_{n} \psi_{n}, \mathcal{B}_{n}\left(A_{n}\right)\right) \tag{2.57}
\end{equation*}
$$

with $P_{n}$ defined in Eq. (2.45). Since $P_{n} \psi_{n}=\xi_{n}$, this choice eliminates any dependence on $\phi_{n}$ in $\mathcal{Q}_{k}$. Thus, the integrals over $\phi_{n}$ can be performed as before and we therefore find

$$
\begin{equation*}
\mathcal{Q}_{k}\left(\psi_{n}, A_{n}\right)=\mathcal{O}_{k}\left(W_{n}^{\dagger} \xi_{n}, \mathcal{B}_{n}\left(A_{n}\right)\right) \tag{2.58}
\end{equation*}
$$

In conclusion, the generating functional in terms of QCD fields

$$
\begin{equation*}
Z[J]=\int \mathcal{D} \bar{\psi}_{n} \mathcal{D} \psi_{n} \mathcal{D} A_{n}^{\mu} \exp \left[i \int d^{4} x S_{\mathrm{QCD}}\left(\psi_{n}, A_{n}, J\right)\right] \tag{2.59}
\end{equation*}
$$

with $S_{\mathrm{QCD}}$ defined by

$$
\begin{align*}
S_{\mathrm{QCD}}= & \sum_{n}\left[\mathcal{L}_{n}^{\mathrm{QCD}}+\bar{J}_{n}^{\xi} P_{n} \psi_{n}+\bar{\psi}_{n} P_{\bar{n}} J_{n}^{\xi}+\bar{J}_{n}^{\chi} W_{n}^{\dagger} P_{n} \psi_{n}\right. \\
& \left.+\bar{\psi}_{n} P_{\bar{n}} W_{n} J_{n}^{\chi}+J_{n \mu}^{A} A_{n}^{\mu}+J_{n \mu}^{\mathcal{B}} \mathcal{B}_{n}^{\mu}\left(A_{n}\right)\right] \\
& +\sum_{k} J_{k} \mathcal{O}_{k}\left(W_{n}^{\dagger} P_{n} \psi_{n}, \mathcal{B}_{n}\left(A_{n}\right)\right) \tag{2.60}
\end{align*}
$$

is identical to the generating functional defined in Eqs. (2.20) and (2.21) in terms of SCET fields. This proves that the collinear sector of SCET is equivalent to a theory containing multiple copies of QCD, where the only interactions between them are contained in the local operators $\mathcal{O}_{k}$.

So far we have only considered the collinear sector of SCET, but of course it is well known that usoft degrees of freedom are required in order to reproduce the long distance dynamics of QCD. On the other hand, it is also well known that at leading order in the effective theory the interactions between usoft and collinear particles can be removed to all orders in perturbation theory by using the field redefinition [21]

$$
\begin{equation*}
\xi_{n} \rightarrow Y_{n} \xi_{n} \tag{2.61}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{n}=\mathrm{P} \exp \left[i g \int_{0}^{\infty} \mathrm{d} s n \cdot A(n s+x)\right] \tag{2.62}
\end{equation*}
$$

Thus, we can include the interactions with the usoft gluons by making a similar field redefinition on the fields $\psi_{n}$. This implies that the action given in Eq. (2.42), but now with

$$
\begin{equation*}
\mathcal{L}_{n}^{\mathrm{QCD}}=\bar{\psi}_{n}\left(i \not D+g n \cdot A_{u s} \frac{\not \ddot{2}}{2}\right) \psi_{n} \tag{2.63}
\end{equation*}
$$

reproduces both the collinear and usoft interactions of the collinear fields.

## 6 Conclusions

We have shown how SCET can be quantized either in terms of gauge dependent or gauge invariant fields. In practice, most calculations in the literature are performed using the gauge dependent degrees of freedom, whereas the external operators have to depend on the gauge invariant fields. Using our results, one can perform the calculations directly in terms of the gauge invariant fields, reducing the number of Feynman diagrams significantly. We have then moved on to show how the collinear sector of SCET is equivalent to a theory constructed out of multiple decoupled copies of full QCD, in the sense that each copy describes the interactions of fields in a given direction and the different copies do not interact with one another. We have also shown in detail how to construct the local operators describing precisely the interactions between the different copies of QCD, such that any SCET correlator at leading order can be reproduced.

## Chapter 3

## Event Shapes(Angularities) in $e^{+} e^{-}$ annihilation

## 1 Introduction

Event shapes probe the hadronic final states produced in hard scattering processes for jetlike structure [71]. Two-jet event shapes $e$ in hadronic $e^{+} e^{-}$annihilations are constructed so that one of the kinematic endpoints corresponds to the limit of two back-to-back perfectly collimated jets. Different event shapes vary in their sensitivity to particles close to or far away from the jet axis and thus used in tandem probe the substructure of jets [3, 2]. Some examples of two-jet event shapes are the familiar thrust [47, 86], jet masses [58, 53, 59], and jet broadening [49], and the more recently introduced angularities [37]. The shape of the distributions in these variables depend on several energy scales, namely, the scale $Q$ of the hard scattering, the scale of the invariant mass or typical transverse momentum of the jet $\mu_{J}$, and the scale $\Lambda_{\mathrm{QCD}}$ of soft radiation from the jets involved in color recombination occurring during hadronization. Event shapes thus probe the behavior of QCD over a large range of energy scales, and indeed have been the source of some of the most precise extractions of the strong coupling constant $\alpha_{s}[32,76,42]$.

Dependence on strong interactions at soft scales near $\Lambda_{\mathrm{QCD}}$ where QCD is nonperturbative would render predictive calculations impossible, without the use of factorization. Factorization separates an observable into pieces depending on each individual relevant energy scale. Those pieces depending on large scales can be calculated perturbatively, while those depending on soft scales remain nonperturbative. If these soft functions are, however, universal among different observables or physical processes, then calculations of the factorized observables become predictive. A large number of two-jet event shape distributions in $e^{+} e^{-}$annihilation can be factorized into hard, jet, and soft functions:

$$
\begin{equation*}
\frac{1}{\sigma_{\mathrm{tot}}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} e}=H(Q ; \mu) \int \mathrm{d} e_{1} \mathrm{~d} e_{2} \mathrm{~d} e_{s} J_{1}\left(e_{1} ; \mu\right) J_{2}\left(e_{2} ; \mu\right) S\left(e_{s} ; \mu\right) \delta\left(e-e_{1}-e_{2}-e_{s}\right), \tag{3.1}
\end{equation*}
$$

where $H(Q ; \mu)$ is the hard coefficient dependent only on the hard scattering $e^{+} e^{-} \rightarrow q \bar{q}$ at center-ofmass energy $Q, J_{1,2}$ are jet functions describing the perturbative evolution of the initially produced partons $q, \bar{q}$ into collimated jets of lower-energy partons, and finally $S\left(e_{s} ; \mu\right)$ is the soft function describing the color exchange between the two jets leading to the hadronization of their constituent
partons. This description introduces dependence on a factorization scale $\mu$, at which the crosssection is factorized, into each of the individual functions. This dependence must cancel in the whole combination in Eq. (3.1). The full distribution and the individual jet and soft functions contain terms of the form $(1 / e) \alpha_{s}^{n} \ln ^{m} e$ which become large in the two-jet limit $e \rightarrow 0$. The dependence of the hard, jet, and soft functions on the factorization scale $\mu$ can be determined from renormalization group equations, which can be used to resum the large logarithms [69].

The formidable achievements of proofs of factorization theorems for hard scattering crosssections in QCD span a long and monumental history [63, 142]. More recently many of these theorems were reformulated in the language of soft-collinear effective theory (SCET) [12, 14, 25, 21]. This was done for two-jet event shapes for light quark jets in the series of papers [19, 17, 119, 11] and for top quark jets in $[88,87]$. Some of the relations between the full and effective theory formulations of factorization were explored in [119, 11]. Equivalent results can be formulated in either language, although our discussion below will be in the context of SCET, which we find advantageous for its intuitive framework for separating physics at hard, collinear, and soft scales and its explicit Lagrangian for interactions between collinear and soft modes. These features facilitate the implementation of factorization and resummation of logarithms of ratios of all the relevant energy scales. At the same time that the effective theory provides us an intuitive framework in which to analyze the behavior of event shape distributions, the properties of the angularities themselves will in turn illuminate properties of the effective theory, and in particular, the conditions under which it is valid for the observables under consideration.

To describe the conditions under which the distribution in a particular event shape factorizes as in Eq. (3.1), it is useful to write event shapes in a generic form. Many event shapes can be written in the form,

$$
\begin{equation*}
e(X)=\frac{1}{Q} \sum_{i \in X}\left|\mathbf{p}_{\perp}^{i}\right| f_{e}\left(\eta_{i}\right), \tag{3.2}
\end{equation*}
$$

where the sum is over all particles $i$ in the final state $X, \mathbf{p}_{\perp}^{i}$ is the transverse momentum of the $i$ th particle and $\eta_{i}$ its rapidity relative to the thrust axis. Each choice of the weight function $f_{e}$ determines a different event shape. For example, for the thrust and jet broadening, $f_{1-T}(\eta)=\mathrm{e}^{-|\eta|}$ and $f_{B}(\eta)=1$. A continuous set of event shapes which generalize the thrust and jet broadening are the angularities $\tau_{a}[37]$, corresponding to the choice

$$
\begin{equation*}
f_{\tau_{a}}(\eta)=\mathrm{e}^{-|\eta|(1-a)}, \tag{3.3}
\end{equation*}
$$

where $a$ is any real number $a<2$. For $a \geq 2$, the function in Eq. (3.3) weights particles collinear to the thrust axis too strongly and makes the quantity Eq. (3.2) sensitive to collinear splitting, and thus not infrared-safe. The factorization theorem Eq. (3.1), however, is valid only for $a<1$. At $a=1$, the distribution of events in $\tau_{1}$ is dominated by jets with invariant mass of order $\Lambda_{\mathrm{QCD}}$. Thus, the jet and soft scales coincide, and the distribution cannot be divided into separately infrared-safe jet and soft functions, at least in the traditional form of the factorization theorem. This breakdown can be seen in the uncontrollable growth of a number of nonperturbative power corrections as $a \rightarrow 1$ [37, 119], or in the failure to cancel infrared divergences in the perturbative calculation of the jet or soft functions in the same limit, as we have recently explored in Ref. [102]. We review this breakdown of factorization in the explicit perturbative calculations we perform below. Any choice of weight function $f_{e}$ that sets a jet scale at or lower than the soft scale will ruin the factorization Eq. (3.1).

The distributions for which the factorization in Eq. (3.1) breaks down might still factorize in a different form, by distinguishing collinear and soft modes not by their invariant mass, but by their rapidity, as proposed in [129]. We do not, however, pursue such a strategy here, and focus only on angularities with strictly $a<1$. ${ }^{1}$

The soft function evaluated at a scale $\mu_{s} \sim \Lambda_{\mathrm{QCD}}$ is nonperturbative. Evaluated at a higher scale, however, it can be calculated in perturbation theory. An appropriate model for the soft function should interpolate between these two regimes. In our analysis we adopt a model like that proposed for hemisphere jet masses in [100] and for $b$-quark distributions in [121], in which the soft function is a convolution,

$$
\begin{equation*}
S\left(e_{s} ; \mu\right)=\int \mathrm{d} e_{s}^{\prime} S^{\mathrm{PT}}\left(e_{s}-e_{s}^{\prime} ; \mu\right) f^{\exp }\left(e_{s}^{\prime}-\Delta_{e}\right) \tag{3.4}
\end{equation*}
$$

where $S^{\mathrm{PT}}$ is the partonic soft function calculated in perturbation theory, and $f^{\text {exp }}$ is a nonperturbative model function. The gap parameter $\Delta_{e}$, proposed in Ref. [100], enters $f^{\exp }$ through a theta function $\theta\left(e_{s}-\Delta_{e}\right)$ so that the minimum possible value of an event shape $e$ of final states is $\Delta_{e}$, which is zero in the partonic distribution, but is nonzero due to hadronization in the actual distribution. The full soft function $S\left(e_{s} ; \mu\right)$ inherits its scale dependence from $S^{\mathrm{PT}}\left(e_{s} ; \mu\right)$ and thus has a well-defined running with the scale $\mu$.

The partonic soft function $S^{\mathrm{PT}}\left(e_{s} ; \mu\right)$ contains a renormalon ambiguity due to the behavior of the perturbative series at high orders. This ambiguity should not be present in the full physical distribution or the soft function, so the ambiguity in $S^{\mathrm{PT}}$ is canceled by a corresponding ambiguity in $\Delta_{e}$. Shifting from $\Delta_{e}$ to a renormalon-free gap parameter $\bar{\Delta}_{e}(\mu)=\Delta_{e}-\delta_{e}(\mu)$ removes the ambiguity from the entire soft function Eq. (3.4). This greatly reduces the uncertainty in the predicted distribution due to such renormalon ambiguities. These features were demonstrated in [100] for jet mass and thrust distributions. In this Chapter, we extend the soft function model and demonstrate that a similar cancellation occurs for angularities $\tau_{a}$.

Many studies of nonperturbative soft power corrections in event shape distributions have been based on the behavior of the perturbative expansions of the distributions, either the behavior of their renormalon ambiguities $[130,34]$ or their dependence on a postulated "infrared" effective coupling $\alpha_{s}$ at low scales [79, 80, 81]. In particular, they led to the proposal of a universal soft power correction to the mean values of event shape distributions in the form [80, 81]

$$
\begin{equation*}
\langle e\rangle=\langle e\rangle_{\mathrm{PT}}+\frac{c_{e} \mathcal{A}}{Q}, \tag{3.5}
\end{equation*}
$$

where $\langle e\rangle_{\mathrm{PT}}$ is the mean value of the partonic distribution, and the coefficient of the $1 / Q$ power correction is an exactly-calculable number $c_{e}$ dependent on the choice of event shape multiplied by an unknown nonperturbative parameter $\mathcal{A}$ which is universal for numerous event shape distributions. In [119] the operator definition of the soft function in the factorization theorem Eq. (3.1) was used to prove the relation Eq. (3.5) to all orders in $\alpha_{s}$. For angularities, $c_{\tau_{a}}=2 /(1-a)$. This scaling of the power correction with $a$ was observed in [40] based on the behavior of the resummed perturbative series for angularity distributions after imposing an IR cutoff on the scale in $\alpha_{s}(\mu)$ and in [39] based on analysis of the distributions using dressed gluon exponentiation [91]. Below

[^2]we will review the proof of the scaling in [119] based on the operator definition of the soft function independently of its perturbative expansion, and later use the scaling rule to constrain the nonperturbative model we adopt for the soft function in angularity distributions.

The history of calculating event shape distributions using perturbation theory in QCD goes all the way back to QCD's earliest years. The thrust distribution for light quark jets to $\mathcal{O}\left(\alpha_{s}\right)$ was calculated in [74], to which our fixed-order results for $\mathrm{d} \sigma / \mathrm{d} \tau_{a}$ reduce at $a=0$. The resummation of the thrust distribution to NLL was performed in QCD in [48, 50] and to LL in SCET in [24, 140] (and later extended to $\mathrm{N}^{3} \mathrm{LL}$ in [32]). Our results are consistent with these SCET results at the appropriate orders for $a=0$. The jet mass distribution for top quark jets was calculated and resummed to the same order in [87], with which we agree on the SCET jet and soft functions for $a=0$ in the limit $m_{t}=0$. The jet and soft functions for thrust or jet mass distributions can be derived easily from the "ordinary" SCET jet function $J\left(k^{+}\right)$, and the hemisphere soft function $S\left(k^{+}, k^{-}\right)$, because the thrust and jet mass depend only on a single lightcone component of the total four-momentum in each hemisphere (cf. [48]). These standard jet and soft functions were calculated to two-loop order in [29, 28, 98]. Angularities for arbitrary $a$, however, depend on both light-cone components $k^{ \pm}$in each hemisphere, thus requiring the new calculations we perform below.

In the original introduction of the angularities $\tau_{a}[37]$ the resummation of logarithms was achieved to the same next-to-leading-logarithmic (NLL) order that we achieve below, but without full inclusion of next-to-leading-order (NLO) jet and soft functions for the $\tau_{a}$-distribution, which we calculate explicitly here for the first time. This improves the accuracy of our result for small $\tau_{a}$. Our result is also improved in this region by adopting the soft function model Eq. (3.4) which cures unphysical behavior of the point-by-point distribution $\mathrm{d} \sigma / \mathrm{d} \tau_{a}$ as $\tau_{a} \rightarrow 0$ due to renormalon ambiguities. The results of [37] converted to the traditional form of an NLL resummed event shape distribution [48] were subsequently matched to fixed-order QCD at $\mathcal{O}\left(\alpha_{s}^{2}\right)$ numerically in [40], improving the accuracy of the large- $\tau_{a}$ region. We perform this fixed-order matching only at $\mathcal{O}\left(\alpha_{s}^{1}\right)$.

Comparing our result to those of [37, 40] elucidates the relation between SCET and traditional QCD-based approaches to resumming logarithms more generally. While the advantages of SCET in achieving factorization or resummation of logarithms through renormalization group evolution can of course be formulated without the explicit language of the effective theory (see, e.g., [37, 69]), the effective theory nevertheless unifies these concepts and methods in an intuitive framework that, we have found, allows us greater facility in improving the precision and reliability of our predictions of event shape distributions. Even though we do not go beyond the existing NLL resummation of logarithms of $\tau_{a}[37,40]$, the flexibility in the effective theory to vary the scales $\mu_{H, J, S}$, where logarithms in the hard, jet, and soft functions are small and from which we run each function to the factorization scale $\mu$, allows additional improvements. For example, we are able to avoid any spurious Landau pole singularities which the traditional approaches usually encounter. (For previous discussions on how the effective theory avoids spurious Landau poles present in the traditional approach, see Refs. [126, 27, 30].)

The plan of the Chapter is as follows. In Sec. 2, we review the demonstration of factorization of event shape distributions in the formalism of SCET that was presented in [11], recalling the introduction of the event shape operator $\hat{e}$ that returns the value of an event shape $e$ of a final state $X$, constructed from the energy-momentum tensor. In Sec. 3, we calculate the jet and soft
functions appearing in the factorization theorem for angularity distributions for $a<1$ to one-loop order in $\alpha_{s}$. We recall the observations of [102] about how the breakdown of factorization as $a \rightarrow 1$ is observed in the infrared behavior of these functions in perturbation theory. In Sec. 4 we solve the renormalization group equations obeyed by the hard, jet, and soft functions and resum leading and next-to-leading logarithms of $\tau_{a}$ in the perturbative expansions of these functions, and explain how we match the resummed distributions onto the fixed-order prediction of QCD at $\mathcal{O}\left(\alpha_{s}\right)$. In Sec. 5 we construct a model for the soft function in angularity distributions for all $a<1$, based on existing models for hemisphere and thrust soft functions which contain a nonperturbative gap parameter introduced in [100], which cancels the renormalon ambiguity in the perturbative series for the soft function. In Sec. 6 we present plots of our final predictions of angularity distributions using all the results of Secs. 3-5. In Sec. 7 we compare and contrast the SCET approach to predicting resummed angularity distributions to those based on factorization and RG evolution in full QCD [37] and to the traditional approach to resummation [40, 48]. In Sec. 8 we present our conclusions, and in the Appendices, we verify a consistency relation among the hard, jet, and soft anomalous dimensions for arbitrary $a$, provide some technical details necessary for the solution of the RG equations for the jet and soft functions, and explain our procedure to calculate angularity distributions at fixedorder in QCD at $\mathcal{O}\left(\alpha_{s}\right)$, noting the hitherto unnoticed property of the angularities that they fail to separate two- and three-jet-like events for values of $a \lesssim-2$, and so cease to behave exactly as "two-jet" event shapes.

## 2 Review of Factorization of Event Shape Distributions

We begin by reviewing the factorization of event shape distributions in the formalism of SCET, presented in [11].

### 2.1 Event shape distributions in full QCD

The full QCD distribution of events in $e^{+} e^{-} \rightarrow$ hadrons in an event shape variable $e$ is given, to leading-order in electroweak couplings, by

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} e}=\frac{1}{2 Q^{2}} \sum_{X} \int \mathrm{~d}^{4} x \mathrm{e}^{i q \cdot x} \sum_{i=V, A} L_{\mu \nu}^{i}\langle 0| j_{i}^{\mu \dagger}(x)|X\rangle\langle X| j_{i}^{\nu}(0)|0\rangle \delta(e-e(X)), \tag{3.6}
\end{equation*}
$$

where $q=(Q, \mathbf{0})$ is the total four-momentum in the center-of-mass frame, the sum is over final states $X$, and $e(X)$ is the value of the event shape $e$ of the state $X$. The final state is produced by the vector and axial currents,

$$
\begin{equation*}
j_{i}^{\mu}=\sum_{f, a} \bar{q}_{f}^{a} \Gamma_{i}^{\mu} q_{f}^{a} \tag{3.7}
\end{equation*}
$$

where $\Gamma_{V}^{\mu}=\gamma^{\mu}$ and $\Gamma_{A}^{\mu}=\gamma^{\mu} \gamma^{5}$ and the sum is over quark flavors $f$ and colors $a$. The leptonic tensor, which includes contributions from an intermediate photon and $Z$ boson, is given by

$$
\begin{align*}
L_{\mu \nu}^{V} & =-\frac{e^{4}}{3 Q^{2}}\left(g_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{Q^{2}}\right)\left[Q_{f}^{2}-\frac{2 Q^{2} v_{e} v_{f} Q_{f}}{Q^{2}-M_{Z}^{2}}+\frac{Q^{4}\left(v_{e}^{2}+a_{e}^{2}\right) v_{f}^{2}}{\left(Q^{2}-M_{Z}^{2}\right)^{2}}\right]  \tag{3.8a}\\
L_{\mu \nu}^{A} & =-\frac{e^{4}}{3 Q^{2}}\left(g_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{Q^{2}}\right) \frac{Q^{4}\left(v_{e}^{2}+a_{e}^{2}\right) a_{f}^{2}}{\left(Q^{2}-M_{Z}^{2}\right)^{2}}, \tag{3.8b}
\end{align*}
$$

where $Q_{f}$ is the electric charge of $f$ in units of $e$, and $v_{f}, a_{f}$ are the vector and axial charges of $f$,

$$
\begin{equation*}
v_{f}=\frac{1}{2 \sin \theta_{W} \cos \theta_{W}}\left(T_{f}^{3}-2 Q_{f} \sin ^{2} \theta_{W}\right), \quad a_{f}=\frac{1}{2 \sin \theta_{W} \cos \theta_{W}} T_{f}^{3} . \tag{3.9}
\end{equation*}
$$

As shown in [11], the sum over hadronic final states remaining in Eq. (3.6) can be performed by introducing an operator $\hat{e}$ that gives the event shape $e(X)$ of a final state $X$. This operator can be constructed from a momentum flow operator, which in turn is constructed from the energymomentum tensor. That is,

$$
\begin{equation*}
\hat{e}|X\rangle \equiv e(X)|X\rangle=\frac{1}{Q} \int_{-\infty}^{\infty} \mathrm{d} \eta f_{e}(\eta) \mathcal{E}_{T}(\eta ; \hat{t})|X\rangle \tag{3.10}
\end{equation*}
$$

where $\hat{t}$ is the operator yielding the thrust axis of final state $X$, and $\mathcal{E}_{T}(\eta ; \hat{t})$ is the transverse momentum flow operator, yielding the total transverse momentum flow in the direction given by rapidity $\eta$, measured with respect to the thrust axis, in a final state $X$,

$$
\begin{equation*}
\mathcal{E}_{T}(\eta ; \hat{t})|X\rangle \equiv \frac{1}{\cosh ^{3} \eta} \int_{0}^{2 \pi} \mathrm{~d} \phi \lim _{R \rightarrow \infty} R^{2} \int_{0}^{\infty} \mathrm{d} t \hat{n}_{i} T_{0 i}(t, R \hat{n})|X\rangle=\sum_{i \in X}\left|\mathbf{p}_{\perp}^{i}\right| \delta\left(\eta-\eta_{i}\right)|X\rangle \tag{3.11}
\end{equation*}
$$

which is closely related to the energy flow operator proposed in [114]. The thrust axis operator $\hat{t}$ can be constructed explicitly, as shown in [11]. After matching onto SCET, however, an explicit construction is not necessary, as the thrust axis is simply given by the jet axis $\mathbf{n}$ labeling the two-jet current. The difference between the two axes introduces power corrections in $\lambda$ which are subleading, as long as $a<1[37,11]$. Using the operator $\hat{e}$, we perform the sum over $X$ in Eq. (3.6), leaving

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} e}=\frac{1}{2 Q^{2}} \int \mathrm{~d}^{4} x \mathrm{e}^{i q \cdot x} \sum_{i=V, A} L_{\mu \nu}^{i}\langle 0| j_{i}^{\mu \dagger}(x) \delta(e-\hat{e}) j_{i}^{\nu}(0)|0\rangle \tag{3.12}
\end{equation*}
$$

### 2.2 Factorization of event shape distributions in SCET

To proceed to a factorized form of the distribution Eq. (3.12), we match the current $j^{\mu}$ and the operator $\hat{e}$ onto operators in SCET. To reproduce the endpoint region of the two-jet event shape distribution, we match the QCD currents $j_{i}^{\mu}$ onto SCET operators containing fields in just two back-to-back collinear directions,

$$
\begin{equation*}
j_{i}^{\mu}(x)=\sum_{\mathbf{n}} \sum_{\tilde{p}_{n}, \tilde{p}_{\bar{n}}} C_{n \bar{n}}\left(\tilde{p}_{n}, \tilde{p}_{\bar{n}} ; \mu\right) \mathcal{O}_{n \bar{n}}\left(x ; \tilde{p}_{n}, \tilde{p}_{\bar{n}}\right) \tag{3.13}
\end{equation*}
$$

summing over the direction $\mathbf{n}$ of the light-cone vectors $n, \bar{n}=(1, \pm \mathbf{n})$, and label momenta $\tilde{p}_{n}, \tilde{p}_{\bar{n}}$. The two-jet operators [17, 13], after the BPS field redefinition [21] with soft Wilson lines, are

$$
\begin{equation*}
\mathcal{O}_{n \bar{n}}\left(x ; \tilde{p}_{n}, \tilde{p}_{\bar{n}}\right)=e^{i\left(\tilde{p}_{n}-\tilde{p}_{\bar{n}}\right) \cdot x} \bar{\chi}_{n, p_{n}}(x) Y_{n}(x) \Gamma_{i}^{\mu} \bar{Y}_{\bar{n}}(x) \chi_{\bar{n}, p_{\bar{n}}}(x), \tag{3.14}
\end{equation*}
$$

where $\Gamma_{V}^{\mu}=\gamma_{\perp}^{\mu}$ and $\Gamma_{A}^{\mu}=\gamma_{\perp}^{\mu} \gamma_{5}$. The soft Wilson lines are the path-ordered exponentials of soft gluons,

$$
\begin{equation*}
Y_{n}(x)=P \exp \left[i g \int_{0}^{\infty} n \cdot A_{s}(n s+x)\right], \quad \bar{Y}_{\bar{n}}(x)=P \exp \left[i g \int_{0}^{\infty} \bar{n} \cdot \bar{A}_{s}(\bar{n} s+x)\right], \tag{3.15}
\end{equation*}
$$

with $A_{s}, \bar{A}_{s}$ respectively in the fundamental or anti-fundamental representation. The jet fields $\chi_{n}=W_{n}^{\dagger} \xi_{n}$ and $\chi_{\bar{n}}=W_{\bar{n}}^{\dagger} \xi_{\bar{n}}$ are combinations of collinear quark fields made invariant under collinear gauge transformations by Wilson lines of collinear gluons [14, 25], where

$$
\begin{equation*}
W_{n}(x)=\sum_{\text {perms }} \exp \left[-g \frac{1}{\overline{\mathcal{P}}} \bar{n} \cdot A_{n, q}(x)\right] \tag{3.16}
\end{equation*}
$$

where $q$ is the label momentum of the collinear gluon field $A_{n}$, and $\overline{\mathcal{P}}$ is a label momentum operator which acts as $\overline{\mathcal{P}} A_{n, q}=(\bar{n} \cdot q) A_{n, q}[25]$. Recall that, in SCET, collinear momenta $p_{c}^{\mu}=\tilde{p}^{\mu}+k^{\mu}$ are divided into a large label piece, $\tilde{p}^{\mu}=(\bar{n} \cdot \tilde{p}) n^{\mu} / 2+\tilde{p}_{\perp}^{\mu}$, and a residual piece, $k^{\mu}$, where $\bar{n} \cdot \tilde{p}$ is $\mathcal{O}(Q)$, $\tilde{p}_{\perp}$ is $\mathcal{O}(Q \lambda)$, and $k$ is $\mathcal{O}\left(Q \lambda^{2}\right)$. The residual momenta are the same size as soft momenta, $k_{s}$, of $\mathcal{O}\left(Q \lambda^{2}\right)$. Below, however, we will see how the natural scaling of the collinear modes varies with the choice of observable $\tau_{a}$. The integral over $x$ in Eq. (3.12) enforces that the label momenta of the jet fields in the two-jet operator satisfy $\bar{n} \cdot \tilde{p}_{n}=-n \cdot \tilde{p}_{\bar{n}}=Q$ and $\tilde{p}_{n}^{\perp}=\tilde{p}_{\bar{n}}^{\perp}=0$.

We must also match the operator $\hat{e}$ in full QCD onto SCET. To do so we simply replace the QCD energy-momentum tensor $T^{\mu \nu}$ appearing in the definition Eq. (3.11) with the energymomentum tensor in SCET, and, as noted above, set the thrust axis equal to the jet axis $\mathbf{n}$ in the two-jet operator $\mathcal{O}_{n \bar{n}}$. After the BPS field redefinition, to leading order in $\lambda$ the SCET energymomentum tensor is a direct sum over contributions from fields in the $n, \bar{n}$ collinear and soft sectors, since the Lagrangian splits into these separate sectors with no interactions between them. (Beyond leading order in $\lambda$, there are power-suppressed terms in the SCET Lagrangian in which interactions between collinear and soft fields do not decouple following the BPS field redefintion $[20,54,136,22]$.) Then the event shape operator $\hat{e}$ splits into separate collinear and soft operators,

$$
\begin{equation*}
\hat{e}=\hat{e}_{n}+\hat{e}_{\bar{n}}+\hat{e}_{s} \tag{3.17}
\end{equation*}
$$

where each $\hat{e}_{i}$ is constructed only from the energy-momentum tensor of sector $i$ of the effective theory. So, finally, the event shape distribution in SCET factorizes into purely hard, collinear and soft functions,

$$
\begin{equation*}
\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} e}=H(Q ; \mu) \int \mathrm{d} e_{n} \mathrm{~d} e_{\bar{n}} \mathrm{~d} e_{s} \delta\left(e-e_{n}-e_{\bar{n}}-e_{s}\right) J_{n}\left(e_{n} ; \mu\right) J_{\bar{n}}\left(e_{\bar{n}} ; \mu\right) S\left(e_{s} ; \mu\right) \tag{3.18}
\end{equation*}
$$

where the hard coefficient is the squared amplitude of the two-jet matching coefficient,

$$
\begin{equation*}
H(Q ; \mu)=\left|C_{n \bar{n}}(Q n / 2,-Q \bar{n} / 2 ; \mu)\right|^{2} \tag{3.19}
\end{equation*}
$$

and the jet and soft functions are given by the matrix elements of collinear and soft operators,

$$
\begin{equation*}
S\left(e_{s} ; \mu\right)=\frac{1}{N_{C}} \operatorname{Tr}\langle 0| \bar{Y}_{\bar{n}}^{\dagger}(0) Y_{n}^{\dagger}(0) \delta\left(e_{s}-\hat{e}_{s}\right) Y_{n}(0) \bar{Y}_{\bar{n}}(0)|0\rangle \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{n}\left(e_{n} ; \mu\right)=\int \frac{\mathrm{d} l^{+}}{2 \pi} \mathcal{J}_{n}\left(e_{n}, l^{+} ; \mu\right), \quad J_{\bar{n}}\left(e_{\bar{n}} ; \mu\right)=\int \frac{\mathrm{d} k^{-}}{2 \pi} \mathcal{J}_{\bar{n}}\left(e_{\bar{n}}, k^{-} ; \mu\right) \tag{3.21}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{J}_{n}\left(e_{n}, l^{+} ; \mu\right)\left(\frac{\not 2}{2}\right)_{\alpha \beta} & =\frac{1}{N_{C}} \operatorname{Tr} \int \mathrm{~d}^{4} x \mathrm{e}^{i l \cdot x}\langle 0| \chi_{n, Q}(x)_{\alpha} \delta\left(e_{n}-\hat{e}_{n}\right) \bar{\chi}_{n, Q}(0)_{\beta}|0\rangle  \tag{3.22a}\\
\mathcal{J}_{\bar{n}}\left(e_{\bar{n}}, k^{-} ; \mu\right)\left(\frac{\not \hbar}{2}\right)_{\alpha \beta} & =\frac{1}{N_{C}} \operatorname{Tr} \int \mathrm{~d}^{4} x \mathrm{e}^{i k \cdot x}\langle 0| \bar{\chi}_{\bar{n},-Q}(x)_{\beta} \delta\left(e_{\bar{n}}-\hat{e}_{\bar{n}}\right) \chi_{\bar{n},-Q}(0)_{\alpha}|0\rangle \tag{3.22b}
\end{align*}
$$

In Eqs. (3.20), (3.22a), and (3.22b), the traces are over colors. Also, in Eq. (3.18), we have divided the distribution by the total Born cross-section for $e^{+} e^{-} \rightarrow q \bar{q}$,

$$
\begin{equation*}
\sigma_{0}=\frac{4 \pi \alpha^{2} N_{C}}{3 Q^{2}} \sum_{f}\left[Q_{f}^{2}-\frac{2 Q^{2} v_{e} v_{f} Q_{f}}{Q^{2}-M_{Z}^{2}}+\frac{Q^{4}\left(v_{e}^{2}+a_{e}^{2}\right)\left(v_{f}^{2}+a_{f}^{2}\right)}{\left(Q^{2}-M_{Z}^{2}\right)^{2}}\right] \tag{3.23}
\end{equation*}
$$

The $n$-collinear jet function $J_{n}$ depends only on the $l^{+} \equiv n \cdot l$ component of the residual momentum, and $J_{\bar{n}}$ on $k^{-} \equiv \bar{n} \cdot k$, as only the $n \cdot \partial$ derivative appears in the $n$-collinear Lagrangian, and $\bar{n} \cdot \partial$ in the $\bar{n}$-collinear Lagrangian, at leading order in $\lambda[14]$. In angularity distributions, the jet functions are independent of the residual transverse momenta $k_{\perp}, l_{\perp}$ as long as $a<1$ [11].

In Secs. 3 and 4 we calculate the above hard, jet, and soft functions for angularity distributions to next-to-leading order in $\alpha_{s}$, and solve for their dependence on $\mu$ through the renormalization group equations, which will allow us to sum large logarithms of $\tau_{a}$.

### 2.3 Universal first moment of the soft function

As shown in [119], the behavior of the soft function Eq. (3.20) under Lorentz boosts in the $\mathbf{n}$ direction implies a universal form for its first moment. The vacuum $|0\rangle$ and the Wilson lines $Y_{n, \bar{n}}(0), \bar{Y}_{n, \bar{n}}(0)$ are all invariant under such boosts, while the transverse momentum flow operator $\mathcal{E}_{T}(\eta)$ appearing in the definition of $\hat{e}_{s}$ transforms as $\mathcal{E}_{T}(\eta) \rightarrow \mathcal{E}_{T}\left(\eta^{\prime}\right)$ under a boost by rapidity $\eta^{\prime}-\eta$. These properties imply that the first moment of $S\left(e_{s} ; \mu\right)$ is given by

$$
\begin{equation*}
\int \mathrm{d} e_{s} e_{s} S\left(e_{s} ; \mu\right)=\frac{c_{e} \mathcal{A}(\mu)}{Q} \tag{3.24}
\end{equation*}
$$

where

$$
\begin{align*}
c_{e} & =\frac{1}{Q} \int_{-\infty}^{\infty} \mathrm{d} \eta f_{e}(\eta)  \tag{3.25}\\
\mathcal{A}(\mu) & =\frac{1}{N_{C}} \operatorname{Tr}\langle 0| \bar{Y}_{\bar{n}}^{\dagger}(0) Y_{n}^{\dagger}(0) \mathcal{E}_{T}(0) Y_{n}(0) \bar{Y}_{\bar{n}}(0)|0\rangle \tag{3.26}
\end{align*}
$$

The coefficient $c_{e}$ is exactly calculable from the definition of the event shape $e$ in Eq. (3.2) while $\mathcal{A}(\mu)$ is not fully calculable due to the contribution of nonperturbative effects, but is completely independent of the choice of variable $e$. The first moment Eq. (3.24) is universal for all event shapes of the form Eq. (3.2) in this sense. For angularities, using Eq. (3.3) and Eq. (3.25),

$$
\begin{equation*}
c_{a}=\int_{-\infty}^{\infty} \mathrm{d} \eta \mathrm{e}^{-|\eta|(1-a)}=\frac{2}{1-a} \tag{3.27}
\end{equation*}
$$

This scaling of the first moment of the soft function for angularities will constrain the parameterization of the nonperturbative model for the soft function that we introduce in Sec. 5 .

## 3 Fixed-order Perturbative Calculations of Hard, Jet, and Soft Functions

In this section we calculate at next-to-leading order, that is, $\mathcal{O}\left(\alpha_{s}\right)$, in perturbation theory the hard, jet, and soft functions, $H(Q ; \mu), J_{a}^{n, \bar{n}}\left(\tau_{a}^{n, \bar{n}} ; \mu\right)$, and $S_{a}\left(\tau_{a}^{s} ; \mu\right)$, in the factorization theorem
for angularity distributions, which is given by Eq. (3.18) with $e=\tau_{a}{ }^{2}{ }^{2}$

### 3.1 Hard function at NLO

The hard function $H(Q ; \mu)$, given by Eq. (3.19), is the squared amplitude of the two-jet matching coefficient $C_{n \bar{n}}(Q,-Q ; \mu)$. This matching coefficient was calculated, for example, in [126] in the context of DIS and in [17] for $e^{+} e^{-}$annihilation, to NLO. It is found by calculating a matrix element of the QCD current Eq. (3.7) and SCET current Eq. (3.13) (for example, $\left\langle q\left(p_{q}\right) \bar{q}\left(p_{\bar{q}}\right)\right| j_{i}^{\mu}|0\rangle$ ), and requiring that the two match. Since the matching of the currents is independent of the observable being calculated, we do not need to repeat the matching calculation here, and simply quote the result. The matching coefficient $C_{n \bar{n}}\left(\tilde{p}_{n}, \tilde{p}_{\bar{n}} ; \mu\right)$ in the SCET current Eq. (3.13) is given by

$$
\begin{equation*}
C_{n \bar{n}}\left(\tilde{p}_{n}, \tilde{p}_{\bar{n}} ; \mu\right)=1-\frac{\alpha_{s} C_{F}}{4 \pi}\left[8-\frac{\pi^{2}}{6}+\ln ^{2}\left(\frac{\mu^{2}}{2 \tilde{p}_{n} \cdot \tilde{p}_{\bar{n}}}\right)+3 \ln \left(\frac{\mu^{2}}{2 \tilde{p}_{n} \cdot \tilde{p}_{\bar{n}}}\right)\right] . \tag{3.28}
\end{equation*}
$$

Here and in the remainder of this section, $\alpha_{s} \equiv \alpha_{s}(\mu)$. The hard function $H(Q ; \mu)$ in Eq. (3.19) is thus

$$
\begin{equation*}
H(Q ; \mu)=1-\frac{\alpha_{s} C_{F}}{2 \pi}\left(8-\frac{7 \pi^{2}}{6}+\ln ^{2} \frac{\mu^{2}}{Q^{2}}+3 \ln \frac{\mu^{2}}{Q^{2}}\right) \tag{3.29}
\end{equation*}
$$

The additional contribution to the coefficient of $\pi^{2}$ in going from Eq. (3.28) to Eq. (3.29) is due to the sign of $2 \tilde{p}_{n} \cdot \tilde{p}_{\bar{n}}=-Q^{2}$, following the conventions of [25].

The bare SCET two-jet operators in Eq. (3.14) are renormalized by the relation

$$
\begin{equation*}
\mathcal{O}_{n \bar{n}}^{(0)}\left(x ; \tilde{p}_{n}, \tilde{p}_{\bar{n}}\right)=Z_{\mathcal{O}}\left(\tilde{p}_{n}, \tilde{p}_{\bar{n}} ; \mu\right) \mathcal{O}_{n \bar{n}}\left(x ; \tilde{p}_{n}, \tilde{p}_{\bar{n}}\right) \tag{3.30}
\end{equation*}
$$

where the renormalization constant, calculated using dimensional regularization to regulate the UV divergences in $d=4-2 \epsilon$ dimensions, is given by

$$
\begin{equation*}
Z_{\mathcal{O}}\left(\tilde{p}_{n}, \tilde{p}_{\bar{n}} ; \mu\right)=1+\frac{\alpha_{s} C_{F}}{4 \pi}\left[\frac{2}{\epsilon^{2}}+\frac{2}{\epsilon} \ln \left(\frac{\mu^{2}}{2 \tilde{p}_{n} \cdot \tilde{p}_{\bar{n}}}\right)+\frac{3}{\epsilon}\right] \tag{3.31}
\end{equation*}
$$

Matching the QCD current Eq. (3.7) onto only two-jet operators in SCET is sufficient to describe accurately the two-jet region near $\tau_{a}=0$ of angularity distributions. To calculate accurately also the tail region to $\mathcal{O}\left(\alpha_{s}\right)$, where the jets broaden and an additional jet begins to form, we would need to include a basis of three-jet operators in Eq. (3.13) as well [24, 133]. But since we are mainly interested in obtaining the correct shape of the two-jet region, we do not pursue this approach here. We will simply calculate the whole distribution in SCET with only two-jet operators, and then match the tail region numerically onto the fixed-order prediction of full QCD. This will be described more precisely in Sec. 4.4.

### 3.2 Cutting rules for weighted matrix elements

The jet and soft functions that typically appear in factorizations of hard cross-sections in SCET are defined in terms of matrix elements of the products of collinear and soft fields, which
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Figure 3.1: The $(A),(B)$ real and $(C), \stackrel{(B)}{(\mathrm{A})}(\mathrm{D})$ virtual contributions to the soft functir all have momentum $k$.
are related to the imaginary part of the matrix element of a time-ordered product of the fields according to the optical theorem,

$$
\begin{equation*}
\int \mathrm{d}^{4} x \mathrm{e}^{i q \cdot x}\langle 0| \phi(x) \phi^{\dagger}(0)|0\rangle=\operatorname{Disc}\left[\int \mathrm{d}^{4} x \mathrm{e}^{i q \cdot x}\langle 0| \mathrm{T} \phi(x) \phi^{\dagger}(0)|0\rangle\right] \tag{3.32}
\end{equation*}
$$

The right-hand side is then related to the sum of all cuts of the relevant Feynman diagrams using the standard Cutkosky cutting rules.

However, for more generic jet observables such as angularities for $a \neq 0$, the jet and soft functions that appear in factorization proofs contain matrix elements in which additional operators are inserted between the collinear and soft fields in the definition of the traditional jet and soft functions [15]. For the matrix elements involving the extra insertion of such operators, we need to generalize the cutting rules for calculating these matrix elements from Feynman diagrams.

For the case of angularities, the jet and soft functions given in Eqs. (3.20), (3.22a), and (3.22b) differ from the traditional jet and soft functions by the insertion of the delta function operator $\delta\left(\tau_{a}-\hat{\tau}_{a}\right)$. We denote the appropriate generalized prescription for calculating the new matrix element from the Feynman diagrams of time-ordered perturbation theory as the " $\tau_{a}$-discontinuity,"

$$
\begin{equation*}
\int \mathrm{d}^{4} x \mathrm{e}^{i q \cdot x}\langle 0| \phi(x) \delta\left(\tau_{a}-\hat{\tau}_{a}\right) \phi^{\dagger}(0)|0\rangle \equiv \operatorname{Disc}_{\tau_{a}}\left[\int \mathrm{~d}^{4} x \mathrm{e}^{i q \cdot x}\langle 0| \mathrm{T} \phi(x) \phi^{\dagger}(0)|0\rangle\right] \tag{3.33}
\end{equation*}
$$

The $\operatorname{Disc}_{\tau_{a}}$ prescription is to cut the diagrams contributing to the matrix element of time-ordered operators just as for the usual matrix elements in Eq. (3.32) but to insert an additional factor of $\delta\left(\tau_{a}-\tau_{a}(X)\right)$ for each cut, where $X$ is the final state created by the cut. ${ }^{3}$ This prescription corresponds to reinserting a sum over a complete set of final states between the delta function operator and $\phi^{\dagger}(0)$ in Eq. (3.33), and is precisely how we would calculate the full differential crosssection as written in Eq. (3.6). In the next two subsections we illustrate extensively the use of the Disc $_{\tau_{a}}$ prescription.

### 3.3 Calculation of the soft function to NLO

The diagrams that contribute to the soft function are shown in Fig. 3.1. From Eqs. (3.3), (3.10), and (3.11), the contribution to the angularity from an on-shell soft gluon with momentum

[^4]$k$ is
\[

\tau_{a}^{s}=\frac{\left|\mathbf{k}_{\perp}\right|}{Q} e^{-\frac{1-a}{2}\left|\ln \frac{k^{+}}{k^{-}}\right|}=\left\{$$
\begin{array}{lll}
\frac{1}{Q}\left|k^{+}\right|^{1-\frac{a}{2}}\left|k^{-}\right|^{\frac{a}{2}} & \text { for } & k^{-} \geq k^{+}  \tag{3.34}\\
\frac{1}{Q}\left|k^{-}\right|^{1-\frac{a}{2}}\left|k^{+}\right|^{\frac{a}{2}} & \text { for } & k^{+} \geq k^{-}
\end{array}
$$ .\right.
\]

Since cutting a gluon puts it on shell, the operator $\hat{\tau}_{a}^{s}$ returns these values when acting on a cut soft gluon. When no gluon is in the final state cut, the operator $\hat{\tau}_{a}^{s}$ simply returns zero. The real and virtual diagrams then contain delta functions, which we denote $\delta_{R}$ and $\delta_{V}$, respectively,

$$
\begin{align*}
\delta_{R} \equiv & \delta_{R}\left(\tau_{a}^{s}, k\right)=  \tag{3.35a}\\
& \theta\left(k^{-}-k^{+}\right) \delta\left(\tau_{a}^{s}-\frac{1}{Q}\left|k^{+}\right|^{1-\frac{a}{2}}\left|k^{-}\right|^{\frac{a}{2}}\right) \\
& +\theta\left(k^{+}-k^{-}\right) \delta\left(\tau_{a}^{s}-\frac{1}{Q}\left|k^{-}\right|^{1-\frac{a}{2}}\left|k^{+}\right|^{\frac{a}{2}}\right),  \tag{3.35b}\\
\delta_{V} \equiv \delta_{V}\left(\tau_{a}^{s}\right)= & \delta\left(\tau_{a}^{s}\right)
\end{align*}
$$

In terms of these delta functions, the (bare) perturbative soft function can be written

$$
\begin{equation*}
S_{a}^{\mathrm{PT}(0)}\left(\tau_{a}^{s} ; \mu\right)=\delta\left(\tau_{a}^{s}\right)+2>\delta_{R}+2>\delta_{V}, \tag{3.36}
\end{equation*}
$$

where we used that the tree-level contribution is just $\delta\left(\tau_{a}^{s}\right)$ and that the two real and the two virtual diagrams in Fig. 3.1 give identical contributions.

In pure dimensional regularization, the virtual contributions are scaleless and hence vanish so we only need to evaluate the real diagrams. They add to

$$
\begin{equation*}
2 \delta_{R}=2 g^{2} \mu^{2 \epsilon} C_{F} n \cdot \bar{n} \int \frac{\mathrm{~d}^{d} k}{(2 \pi)^{d}} \frac{1}{k^{-}} \frac{1}{k^{+}} 2 \pi \delta\left(k^{-} k^{+}-\left|\mathbf{k}_{\perp}\right|^{2}\right) \theta\left(k^{-}\right) \delta_{R}\left(\tau_{a}^{s}, k\right) . \tag{3.37}
\end{equation*}
$$

Performing the $k$ integrals gives

$$
\begin{equation*}
S_{a}^{\mathrm{PT}(0)}\left(\tau_{a}^{s} ; \mu\right)=\delta\left(\tau_{a}^{s}\right)+\theta\left(\tau_{a}^{s}\right) \frac{\alpha_{s} C_{F} n \cdot \bar{n}}{\pi(1-a)}\left(\frac{4 \pi \mu^{2}}{Q^{2}}\right)^{\epsilon} \frac{1}{\Gamma(1-\epsilon)} \frac{1}{\epsilon}\left(\frac{1}{\tau_{a}^{s}}\right)^{1+2 \epsilon} \tag{3.38}
\end{equation*}
$$

Nonzero values of $\tau_{a}^{s}$ regulate the IR divergences, and so here the $1 / \epsilon$ pole is of UV origin, $\epsilon=\epsilon_{\mathrm{UV}}$.
Applying the distribution relation (valid for $\epsilon<0$ )

$$
\begin{equation*}
\frac{\theta(x)}{x^{1+2 \epsilon}}=-\frac{\delta(x)}{2 \epsilon}+\left[\frac{\theta(x)}{x}\right]_{+}-2 \epsilon\left[\frac{\theta(x) \ln x}{x}\right]_{+}+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\frac{\theta(x) \ln ^{n}(x)}{x}\right]_{+} \equiv \lim _{\beta \rightarrow 0}\left[\frac{\theta(x-\beta) \ln ^{n}(x)}{x}+\frac{\ln ^{n+1} \beta}{n+1} \delta(x-\beta)\right], \tag{3.40}
\end{equation*}
$$

to Eq. (3.38) we obtain the final result for the (bare) angularity soft function,

$$
\begin{equation*}
S_{a}^{\mathrm{PT}(0)}\left(\tau_{a}^{s} ; \mu\right)=\int \mathrm{d} \tau_{a}^{s^{\prime}} Z_{S}\left(\tau_{a}^{s}-\tau_{a}^{s^{\prime}} ; \mu\right) S_{a}\left(\tau_{a}^{s^{\prime}} ; \mu\right) \tag{3.41}
\end{equation*}
$$

where to NLO the renormalized soft function, $S_{a}^{\mathrm{PT}}$, is given by

$$
\begin{equation*}
S_{a}^{\mathrm{PT}}\left(\tau_{a}^{s} ; \mu\right)=\delta\left(\tau_{a}^{s}\right)\left[1-\frac{\alpha_{s} C_{F}}{\pi(1-a)}\left(\frac{1}{2} \ln ^{2} \frac{\mu^{2}}{Q^{2}}-\frac{\pi^{2}}{12}\right)\right]+\frac{2 \alpha_{s} C_{F}}{\pi(1-a)}\left[\frac{\theta\left(\tau_{a}^{s}\right)}{\tau_{a}^{s}} \ln \frac{\mu^{2}}{\left(Q \tau_{a}^{s}\right)^{2}}\right]_{+} \tag{3.42}
\end{equation*}
$$

and the renormalization factor, $Z_{S}$, is given by

$$
\begin{equation*}
Z_{S}\left(\tau_{a}^{s} ; \mu\right)=\delta\left(\tau_{a}^{s}\right)\left[1-\frac{\alpha_{s} C_{F}}{\pi(1-a)}\left(\frac{1}{\epsilon^{2}}+\frac{1}{\epsilon} \ln \frac{\mu^{2}}{Q^{2}}\right)\right]+\frac{1}{\epsilon} \frac{2 \alpha_{s} C_{F}}{\pi(1-a)}\left[\frac{\theta\left(\tau_{a}^{s}\right)}{\tau_{a}^{s}}\right]_{+} \tag{3.43}
\end{equation*}
$$

### 3.4 IR structure of the soft function

While the mathematical identity in Eq. (3.39) allowed us to arrive at our final result, Eq. (3.42), the origin of the $1 / \epsilon$ poles became obscured through its use. In fact, the use of Eq. (3.39) is only valid for $\epsilon<0$ which suggests that the $1 / \epsilon$ pole on the right-hand side of Eq. (3.39) is of IR origin. The virtual diagrams, while formally zero in pure dimensional regularization, play the role of converting this IR divergence into a UV divergence by adding a quantity proportional to $\left(1 / \epsilon_{\mathrm{UV}}-1 / \epsilon_{\mathrm{IR}}\right)$ to the coefficient of $\delta\left(\tau_{a}^{s}\right)$, if the final result is in fact free of IR divergences. Naïvely it seems that this conversion cannot possibly occur for arbitrary $a$, because the $1 / \epsilon$ poles in the real diagrams have $a$-dependent coefficients (see Eq. (3.43)), while the virtual diagrams contain no apparent $a$ dependence. Nevertheless, by carefully examining the contribution of both the real and virtual diagrams, we will show that, for $a<1$, the virtual diagrams play precisely this role and convert each IR divergence in the real graphs into UV, but that for $a \geq 1$, this cancellation is incomplete. This is accomplished through an analysis of integration regions in the loop momentum integrals that avoids the use of explicit IR regulators. Our presentation here complements our discussion of these issues in [102].

Using that $\int_{0}^{1} \mathrm{~d} x\left[\ln ^{n}(x) / x\right]_{+}=0$, the contribution to the coefficient of $\delta\left(\tau_{a}^{s}\right)$ can be isolated by integrating the diagrams over $\tau_{a}^{s}$ from 0 to 1 . We find that the contribution from the real diagrams can be written as

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} \tau_{a}^{s}\left[2, \delta_{R}\right]=\frac{\alpha_{s} C_{F} n \cdot \bar{n}}{2 \pi} \frac{\left(4 \pi \mu^{2}\right)^{\epsilon}}{\Gamma(1-\epsilon)} \int_{\mathcal{R}} \mathrm{d} k^{+} \mathrm{d} k^{-}\left(k^{+} k^{-}\right)^{-1-\epsilon} \tag{3.44}
\end{equation*}
$$

where $\mathcal{R}$ is given by the region of positive $k^{+}$and $k^{-}$such that

$$
\begin{array}{ll}
\left(k^{-}\right)^{\frac{a}{2}}\left(k^{+}\right)^{1-\frac{a}{2}}<Q \quad \text { for } \quad k^{-} \geq k^{+} \\
\left(k^{+}\right)^{\frac{a}{2}}\left(k^{-}\right)^{1-\frac{a}{2}}<Q \quad \text { for } \quad k^{-} \leq k^{+} \tag{3.45}
\end{array}
$$

This region is plotted in Fig. 3.2A for various values of $a$.
The contribution of the virtual diagrams to the coefficient of $\delta\left(\tau_{a}^{s}\right)$ sums to

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} \tau_{a}^{s} \\
&=-\frac{\alpha_{s} C_{F} n \cdot \bar{n}}{2 \pi} \frac{\left(4 \pi \mu^{2}\right)^{\epsilon}}{\Gamma(1-\epsilon)} \int_{\mathcal{V}} \mathrm{d} k^{+} \mathrm{d} k^{-}\left(k^{+} k^{-}\right)^{-1-\epsilon} \tag{3.46}
\end{align*}
$$



Figure 3.2: The regions of integration for the coefficent of $\delta\left(\tau_{a}^{s}\right)$ in $S_{a}^{(0)}\left(\tau_{a}^{s}\right)$ in the (A), (B), (C) $k^{-}, k^{+}$and (D) $k^{-}, \mathbf{k}_{\perp}^{2}$ planes. The regions of integration for both (A) the real contribution $\mathcal{R}$ and (B) the virtual contribution $\mathcal{V}$ contain both UV and IR divergences. Since the integrands for the two contributions differ only by an overall minus sign, (C) the region resulting in their sum $\mathcal{S}$, is the complement of $\mathcal{R}$ and contains only UV divergences for $a<1$. The dashed line in (C) represents the line of constant $k^{+} k^{-}=Q^{2}$.
where $\mathcal{V}$ is the entire positive $k^{+}, k^{-}$quadrant, plotted in Fig. 3.2B.
The two contributions to $\delta\left(\tau_{a}^{s}\right)$, Eqs. (3.44) and (3.46), are each both UV and IR divergent, but as we will show, their sum is convergent for $\epsilon>0$ and so is only UV divergent. Since the form of the integrand is the same and the virtual contribution differs only by an overall minus sign, it converts the region of integration of the real contribution, $\mathcal{R}$, into the complementary part of the positive $k^{+}, k^{-}$quadrant (see Fig. 3.2) which does not include the IR divergent regions $k^{ \pm} \rightarrow 0$. Note that as $a \rightarrow 1$, the boundary of the region of integration $\mathcal{R}$ approaches the curve of constant $k^{+} k^{-}=Q^{2}$. With this boundary, the integral over the region $\mathcal{S}$ does not converge for either positive or negative $\epsilon$, implying that both IR and UV divergences are present.

That the region $\mathcal{S}$ has only UV divergence for $a<1$ and has both UV and IR divergence for $a=1$ is perhaps more clearly seen in the $k^{-}, \mathbf{k}_{\perp}^{2}$ plane. The integral of the soft diagrams over
$\tau_{a}^{s}$ in terms of these variables is given by

$$
\int_{0}^{1} \mathrm{~d} \tau_{a}^{s}\left[2, \delta_{V}+2\right]=-\frac{\alpha_{s} C_{F} n \cdot \bar{n}}{2 \pi} \frac{\left(4 \pi \mu^{2}\right)^{\epsilon}}{\Gamma(1-\epsilon)} \int_{\mathcal{S}} \frac{\mathrm{d} k^{-} \mathrm{d} \mathbf{k}_{\perp}^{2}}{k^{-}\left(\mathbf{k}_{\perp}^{2}\right)^{1+\epsilon}},
$$

and the resulting region $\mathcal{S}$ in terms of $k^{-}$and $\mathbf{k}_{\perp}^{2}$ for $a \leq 1$ is

$$
\begin{equation*}
\left(\frac{\mathbf{k}_{\perp}^{2}}{Q^{2}}\right)^{-\frac{a}{2(1-a)}}<\left(\frac{k^{-}}{Q}\right)<\left(\frac{\mathbf{k}_{\perp}^{2}}{Q^{2}}\right)^{\frac{2-a}{2(1-a)}} \quad \text { with } \quad \mathbf{k}_{\perp}^{2}>Q^{2} \tag{3.47}
\end{equation*}
$$

The region $\mathcal{S}$ is plotted for several values of $a$ in Fig. 3.2D. The limiting case $a=1$ clearly includes the IR divergent region $k^{-} \rightarrow 0$ for all $\mathbf{k}_{\perp}^{2}>Q^{2}$.

Performing the integral over $\mathcal{S}$ we obtain

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} \tau_{a}^{s} S_{a}^{(0)}\left(\tau_{a}^{s} ; \mu\right)=1-\frac{\alpha_{s} C_{F} n \cdot \bar{n}}{2 \pi(1-a)}\left(\frac{4 \pi \mu^{2}}{Q^{2}}\right)^{\epsilon} \frac{1}{\epsilon^{2} \Gamma(1-\epsilon)} \tag{3.48}
\end{equation*}
$$

After expanding Eq. (3.48) in $\epsilon$, we find that the coefficient of $\delta\left(\tau_{a}^{s}\right)$ in Eq. (3.42) is unchanged, except that for $a<1$ all the $1 / \epsilon$ poles are unambiguously of UV origin.

A lesson from this analysis is that in pure dimensional regularization, the coefficient of $\left(1 / \epsilon_{\mathrm{UV}}-1 / \epsilon_{\mathrm{IR}}\right)$ in a virtual diagram cannot be determined from the virtual diagram alone, but only together with the real diagram whose IR divergence it is supposed to cancel. The reason that the virtual subtraction can depend on $a$ even though by itself it is independent of $a$ is that the area of overlap between the integration regions of real and virtual diagrams depends on $a$.

### 3.5 Calculation of the jet functions to NLO

Now we proceed to calculate the jet functions given by Eqs. (3.21) and (3.22). The diagrams that contribute to $J_{a}^{n}$ are shown in Fig. 3.3, and the Feynman rules necessary to calculate these diagrams are found in [14]. The total momentum flowing through each diagram is $Q n / 2+l$, with the label component $Q n / 2$ specified by the labels on the jet fields in the matrix elements in Eq. (3.22a), and $l$ the residual momentum. The total momentum of the gluon in each loop is $q$, which has both label and residual components. All results for the anti-quark jet function $J_{a}^{\bar{n}}$ can be found from those for the quark jet function $J_{a}^{n}$ with the replacement $n \leftrightarrow \bar{n}$ and so we calculate explicitly only $J_{a}^{n}$.

Cutting the diagrams in Fig. 3.3 in all possible places, we can cut through the gluon loops or through one of the individual quark propagators connected to a current. We naturally call these classes of cut diagrams "real" and "virtual" respectively. The real and virtual diagrams contain the delta functions,

$$
\begin{align*}
\delta_{R} & \equiv \delta_{R}\left(\tau_{a}^{n}, q, l^{+}\right) \equiv \delta\left(\tau_{a}^{n}-\frac{1}{Q}\left[\left(q^{-}\right)^{\frac{a}{2}}\left(q^{+}\right)^{1-\frac{a}{2}}+\left(Q-q^{-}\right)^{\frac{a}{2}}\left(l^{+}-q^{+}\right)^{1-\frac{a}{2}}\right]\right) \\
\delta_{V} & \equiv \delta_{V}\left(\tau_{a}^{n}, l^{+}\right) \equiv \delta\left(\tau_{a}^{n}-\left(l^{+} / Q\right)^{1-\frac{a}{2}}\right) \tag{3.49}
\end{align*}
$$

which are obtained using Eq. (3.34). In this case we simply consider the contribution to $\tau_{a}$ from a final state with a single on-shell collinear quark of momentum $l$ for $\delta_{V}$ and from a final state


Figure 3.3: Diagrams contributing to the angularity jet function $\mathcal{J}_{a}^{n}\left(\tau_{a}^{n}, l^{+}\right)$with incoming momentum $l=\frac{n}{2} Q+\frac{\bar{n}}{2} l^{+}$and gluon momentum $q:(\mathrm{A})$ Wilson line emission diagram and (B) its mirror; (C) sunset and (D) tadpole QCD-like diagrams. The contributions to the jet function $J_{a}^{n}\left(\tau_{a}^{n}\right)$ are given by the integrals of these diagrams over the + component of the incoming momentum, $\int \mathrm{d} l^{+} \mathcal{J}_{a}^{n}\left(\tau_{a}^{n}, l^{+}\right)=2 \pi J_{a}^{n}\left(\tau_{a}^{n}\right)$.
consisting of an on-shell collinear gluon of momentum $q$ together with an on-shell collinear quark of momentum $l-q$ for $\delta_{R}$, and use that the ' - ' component of momentum is always larger than the ' + ' component for on-shell collinear particles. The momentum $l$ flowing through the diagrams in Fig. 3.3 has a label component which is fixed to be $Q n / 2$ by the labels on the collinear fields in the matrix element in Eq. (3.22a).

Before turning to evaluate the diagrams in Fig. 3.3, we first perform a few simplifications to facilitate the computation. First, we note that the Wilson line emission diagram, Fig. 3.3A, and its mirror, Fig. 3.3B, give identical contributions. Second, we employ the fact that the number and complexity of jet function diagrams needed in loop calculations is reduced by noticing that the QCD-like diagrams can be computed using ordinary QCD Feynman rules with appropriate insertions of the projection operators $P_{n}=\not h \not h / 4$ and $P_{\bar{n}}=\not \lambda h / 4[28,9]$. In particular, for our one-loop example we use that the sum of Fig. 3.3C and Fig. 3.3D reduces to

Next, we relate the $\tau_{a}^{n}$-discontinuity to the ordinary discontinuity,
where in the third line the we used that the real diagrams induced by taking the discontinuity in the first term cancel the coefficient of $\delta_{V}$ in the second term.

Now, since $\delta_{V}\left(\tau_{a}^{n}, l^{+}\right)$has no dependence on the loop momentum $q$, it factors out of the $\mathrm{d}^{d} q$ integrand. This implies that, after adding the tree-level contribution to the one-loop $\tau_{a}^{n}-$ discontinuity in Eq. (3.51), we can write the NLO jet function as

$$
\begin{align*}
& \mathcal{J}_{a}^{n(0)}\left(\tau_{a}^{n}, l^{+} ; \mu\right) \frac{\not h}{2}=2 \pi \delta\left(l^{+}\right) \delta\left(\tau_{a}^{n}\right) \frac{\not h}{2}+\operatorname{Disc}_{\tau_{a}^{n}}\left[2{ }_{2}+\cdots P_{n_{\odot}}{ }_{\bar{\infty}}{ }_{\bar{n}}\right] \tag{3.52}
\end{align*}
$$

where $J_{n}^{(0)}\left(l^{+} ; \mu\right)$ is the standard jet function [21],

$$
\begin{align*}
J^{n(0)}\left(l^{+} ; \mu\right) \frac{\not x}{2} & \equiv \frac{1}{N_{C}} \operatorname{Disc}\left[\int \mathrm{~d}^{4} x e^{i l \cdot x} \operatorname{Tr}\langle 0| \mathrm{T} \chi_{n, Q}(x) \bar{\chi}_{n, Q}(0)|0\rangle\right] \\
& =2 \pi \delta\left(l^{+}\right) \frac{\not x}{2}+\operatorname{Disc}\left[2 \ldots+P_{n}{ }_{0} P_{\bar{n}}\right]+\mathcal{O}\left(\alpha_{s}^{2}\right), \tag{3.53}
\end{align*}
$$

containing no additional operator insertions. Each term on the second line of Eq. (3.52) is then welldefined ${ }^{4}$ and straightforwardly calculable. In fact, $J^{n}\left(l^{+} ; \mu\right)$ has been calculated to two loops [28], and we expect that the techniques we employed above are the most practical way to extend our results to two loops. The additional term on the second line of Eq. (3.52) is a sum of real emission diagrams containing a difference of the delta functions $\delta_{R}$ and $\delta_{V}$. Note that for the special case $a=0, \delta_{V}\left(\tau_{a}^{n}, l^{+}\right)=\delta_{R}\left(\tau_{a}^{n}, q, l^{+}\right)$and this additional term vanishes, so $J^{n}=J_{a=0}^{n}$. This is why only the standard jet function is needed when $a=0$.

To find the angularity jet function $J_{a}^{n}\left(\tau_{a}^{n} ; \mu\right)$, we must integrate Eq. (3.52) over $l^{+}$as in Eq. (3.21),

$$
\begin{equation*}
J_{a}^{n(0)}\left(\tau_{a}^{n} ; \mu\right)=\int \frac{\mathrm{d} l^{+}}{2 \pi} \mathcal{J}_{a}^{n(0)}\left(\tau_{a}^{n}, l^{+} ; \mu\right) \tag{3.54}
\end{equation*}
$$

By integrating the known one-loop expression for $J_{n}^{(0)}\left(l^{+} ; \mu\right)$ (see, e.g., $\left.[18,45]\right)$, we find that the contribution of the first term in Eq. (3.52) is

$$
\begin{align*}
\int \frac{\mathrm{d} l^{+}}{2 \pi} J^{n(0)}\left(l^{+} ; \mu\right) \delta_{V}=\delta\left(\tau_{a}^{n}\right)\left\{1+\frac{\alpha_{s} C_{F}}{4 \pi}\right. & {\left[\frac{4}{\epsilon^{2}}+\frac{3}{\epsilon}+\frac{4}{\epsilon} \ln \frac{\mu^{2}}{Q^{2}}+2 \ln ^{2} \frac{\mu^{2}}{Q^{2}}\right.} \\
& \left.\left.+3 \ln \frac{\mu^{2}}{Q^{2}}+7-\pi^{2}\right]\right\} \\
-\frac{1}{1-a / 2}[ & \left.\left(\frac{4}{\epsilon}+3+8 \ln \frac{\mu}{Q\left(\tau_{a}^{n}\right)^{1 /(2-a)}}\right)\left(\frac{\theta\left(\tau_{a}^{n}\right)}{\tau_{a}^{n}}\right)\right]_{+} \tag{3.55}
\end{align*}
$$

It is well known that all $1 / \epsilon$ poles in this expression are of UV origin.

[^5]We find that the term involving the real QCD-like diagram in Eq. (3.52) is

$$
\begin{align*}
& \int \frac{\mathrm{d} l^{+}}{2 \pi} {\left[P_{n_{\circ}} \varepsilon_{\mathrm{g}} P_{\bar{n}}\right]\left(\delta_{R}-\delta_{V}\right) }  \tag{3.56}\\
&=- g^{2} \mu^{2 \epsilon} C_{F}(d-2) \frac{\not x}{2} \int \frac{\mathrm{~d} l^{+}}{2 \pi}\left(\frac{1}{l^{+}}\right)^{2} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}}\left(l^{+}-q^{+}\right) \\
& \times\left((-2 \pi i) \delta\left(q^{+} q^{-}-\left|\mathbf{q}_{\perp}\right|^{2}\right) \theta\left(q^{-}\right)\right) \frac{1}{q^{-}}\left(\delta_{R}\left(\tau_{a}^{n}, q, l^{+}\right)-\delta_{V}\left(\tau_{a}^{n}, l^{+}\right)\right) \\
& \times\left((-2 \pi i) \delta\left(\left(Q-q^{-}\right)\left(l^{+}-q^{+}\right)-\left|\mathbf{q}_{\perp}\right|^{2}\right) \theta\left(Q-q^{-}\right)\right) \\
&=\frac{\alpha_{s} C_{F}}{2 \pi(2-a)} \frac{\not x}{2}\left(\frac{4 \pi \mu^{2}}{Q^{2}}\right)^{\epsilon} \frac{2(1-\epsilon)}{\Gamma(1-\epsilon)}\left(\frac{1}{\tau_{a}^{n}}\right)^{1+\frac{\epsilon}{1-a / 2}} \\
& \quad \times \int_{0}^{1} \mathrm{~d} x x\left[\left(x^{a-1}+(1-x)^{a-1}\right)^{\frac{\epsilon}{1-a / 2}}-(x(1-x))^{-\epsilon}\right]
\end{align*}
$$

where we defined $x \equiv q^{-} / Q$. This expression is finite as $\epsilon \rightarrow 0$.
For the term involving the real Wilson line diagram, we find

$$
\begin{align*}
& \int \frac{\mathrm{d} l^{+}}{2 \pi}\left[\begin{array}{l}
=-g^{2} \mu^{2 \epsilon} C_{F} n \cdot \bar{n} \frac{n}{2} \int \frac{\mathrm{~d} l^{+}}{2 \pi} \frac{1}{l^{+}} \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{1}{q^{-}}\left((-2 \pi i) \delta\left(q^{+} q^{-}-\left|\mathbf{q}_{\perp}\right|^{2}\right) \theta\left(q^{-}\right)\right) \\
\quad \times\left[\left(Q-q^{-}\right)\left((-2 \pi i) \delta\left(\left(Q-q^{-}\right)\left(l^{+}-q^{+}\right)-\left|\mathbf{q}_{\perp}\right|^{2}\right) \theta\left(Q-q^{-}\right)\right)\right. \\
\left.\quad-Q\left((-2 \pi i) \delta\left(Q\left(l^{+}-q^{+}\right)\right)\right)\right]\left(\delta_{R}\left(\tau_{a}^{n}, q, l^{+}\right)-\delta_{V}\left(\tau_{a}^{n}, l^{+}\right)\right) .
\end{array} .\right. \tag{3.57}
\end{align*}
$$

The piece with $\delta_{R}$ can be written as

$$
\begin{align*}
\int \frac{\mathrm{d} l^{+}}{2 \pi}[\ldots] \delta_{R}= & \theta\left(\tau_{a}^{s}\right) \frac{\alpha_{s} C_{F} n \cdot \bar{n}}{2 \pi(2-a)} \frac{\not x}{2}\left(\frac{4 \pi \mu^{2}}{Q^{2}}\right)^{\epsilon} \frac{1}{\Gamma(1-\epsilon)}\left(\frac{1}{\tau_{a}^{n}}\right)^{1+\frac{\epsilon}{1-a / 2}}  \tag{3.58}\\
& \times\left[\int_{0}^{1} \frac{\mathrm{~d} x}{x}(1-x)\left(x^{a-1}+(1-x)^{a-1}\right)^{\frac{\epsilon}{1-a / 2}}-\int_{0}^{\infty} \frac{\mathrm{d} x}{x} x^{-\epsilon \frac{1-a}{1-a / 2}}\right]
\end{align*}
$$

and the piece with $\delta_{V}$ is

$$
\begin{align*}
\int \frac{\mathrm{d} l^{+}}{2 \pi}\left[\ldots \delta_{V}=\right. & \theta\left(\tau_{a}^{s}\right) \frac{\alpha_{s} C_{F} n \cdot \bar{n}}{2 \pi(2-a)} \frac{\underline{h}}{2}\left(\frac{4 \pi \mu^{2}}{Q^{2}}\right)^{\epsilon} \frac{1}{\Gamma(1-\epsilon)}\left(\frac{1}{\tau_{a}^{n}}\right)^{1+\frac{\epsilon}{1-a / 2}} \\
& \times\left[\int_{0}^{1} \frac{\mathrm{~d} x}{x}(1-x)(x(1-x))^{-\epsilon}-\int_{0}^{\infty} \frac{\mathrm{d} x}{x} x^{-\epsilon}\right] \tag{3.59}
\end{align*}
$$

The second term in brackets in each of Eqs. (3.57), (3.58), and (3.59) corresponds to the zero-bin subraction [129] needed to avoid the double counting of soft modes [119, 105, 104]. Note that from the expressions in both Eqs. (3.58) and (3.59), the zero-bin contributions are scaleless and hence
formally zero. Their role is to convert the IR divergence ( $q^{-} \rightarrow 0$ ) in each integrand into a UV divergence $\left(q^{-} \rightarrow \infty\right)$ for $a<1$. After this subtraction, both of the integrals over $x$ in brackets are convergent for $\epsilon>0$.

Subtracting Eq. (3.59) from Eq. (3.58) and performing the integral over $x$ we find that

$$
\begin{align*}
& \int \frac{\mathrm{d} l^{+}}{2 \pi} \operatorname{Disc}\left[2, \quad+P_{n}\right.  \tag{3.60}\\
& =-\frac{\alpha_{s} C_{F}}{2 \pi(2-a)} \frac{\not x}{2}\left(\frac{4 \pi \mu^{2}}{Q^{2}}\right)^{\epsilon} \frac{1}{\Gamma(1-\epsilon)} \frac{1}{\epsilon}\left(\frac{1}{\tau_{a}^{n}}\right)^{1+\frac{\epsilon}{1-a / 2}}\left[\frac{2 a}{1-a}+\epsilon^{2} \frac{2 a\left(\pi^{2}-9\right)}{3(2-a)}\right. \\
& \left.\quad-\epsilon^{2} \frac{4}{1-a / 2} \int_{0}^{1} \mathrm{~d} x \frac{1-x+x^{2} / 2}{x} \ln \left[(1-x)^{1-a}+x^{1-a}\right]+\mathcal{O}\left(\epsilon^{3}\right)\right],
\end{align*}
$$

where the overall $1 / \epsilon$ pole is of UV origin from the discussion above.
Applying the relation Eq. (3.39) to Eq. (3.60) and adding the result to Eq. (3.55), we arrive at our final expression for the (bare) NLO angularity jet function,

$$
\begin{equation*}
J_{a}^{n(0)}\left(\tau_{a}^{n} ; \mu\right)=\int \mathrm{d} \tau_{a}^{n \prime} Z_{J}\left(\tau_{a}^{n}-\tau_{a}^{n \prime} ; \mu\right) J_{a}^{n}\left(\tau_{a}^{n \prime} ; \mu\right) \tag{3.61}
\end{equation*}
$$

where the renormalized jet function, $J_{a}^{n}$, is

$$
\begin{align*}
& J_{a}^{n}\left(\tau_{a}^{n} ; \mu\right)=\delta\left(\tau_{a}^{n}\right)\left\{1+\frac{\alpha_{s} C_{F}}{\pi}\left[\frac{1-a / 2}{2(1-a)} \ln ^{2} \frac{\mu^{2}}{Q^{2}}+\frac{3}{4} \ln \frac{\mu^{2}}{Q^{2}}+f(a)\right]\right\} \\
&-\frac{\alpha_{s} C_{F}}{\pi}\left[\left(\frac{3}{4} \frac{1}{1-a / 2}+\frac{2}{1-a} \ln \frac{\mu}{Q\left(\tau_{a}^{n}\right)^{1 /(2-a)}}\right)\left(\frac{\theta\left(\tau_{a}^{n}\right)}{\tau_{a}^{n}}\right)\right]_{+} \tag{3.62}
\end{align*}
$$

where we defined

$$
\begin{align*}
f(a) \equiv \frac{1}{1-a / 2} & \left(\frac{7-13 a / 2}{4}-\frac{\pi^{2}}{12} \frac{3-5 a+9 a^{2} / 4}{1-a}\right. \\
& \left.-\int_{0}^{1} \mathrm{~d} x \frac{1-x+x^{2} / 2}{x} \ln \left[(1-x)^{1-a}+x^{1-a}\right]\right), \tag{3.63}
\end{align*}
$$

and the $Z$-factor is given by

$$
\begin{equation*}
Z_{J}\left(\tau_{a}^{n} ; \mu\right)=\delta\left(\tau_{a}^{n}\right)\left[1+\frac{\alpha_{s} C_{F}}{\pi}\left(\frac{1-a / 2}{1-a}\left(\frac{1}{\epsilon^{2}}+\frac{1}{\epsilon} \ln \frac{\mu^{2}}{Q^{2}}\right)+\frac{3}{4 \epsilon}\right)\right]-\frac{1}{\epsilon} \frac{\alpha_{s} C_{F}}{\pi(1-a)}\left[\frac{\theta\left(\tau_{a}^{n}\right)}{\tau_{a}^{n}}\right]_{+} . \tag{3.64}
\end{equation*}
$$

### 3.6 IR structure of the jet functions

As we showed in Sec. 3.5, the $1 / \epsilon$ pole in front of the plus-distribution corresponds to a UV divergence. However, as we discussed for the case of the soft function in Sec. 3.4, the use of Eq. (3.39) means that we can not immediately make the same claim for the poles in the coefficient of $\delta\left(\tau_{a}^{n}\right)$. We now perform an analysis similar to that in Sec. 3.4 by integrating over $0<\tau_{a}^{n}<1$ to isolate this coefficient and study its divergent structure in the resulting $q^{-}, \mathbf{q}_{\perp}^{2}$ integration regions, complementing our discussion in [102].

The diagrams (C) and (D) in Fig. 3.3, being equivalent to diagrams in full QCD as noted above, are manifestly infrared-finite and do not need to be analyzed in further detail. The Wilson line graphs (A) and (B) potentially contain infrared divergences that we must identify more carefully.

If the jet function is infrared-safe, infrared divergences in virtual and real diagrams, with proper zero-bin subtractions taken, should cancel and leave purely UV divergent integrals. The contribution of the sum of the real and virtual Wilson line diagrams to the coefficient of $\delta\left(\tau_{a}^{n}\right)$ in the jet function $J_{a}^{n(0)}\left(\tau_{a}^{n}\right)$ is

$$
\begin{align*}
& 2 \int_{0}^{1} \mathrm{~d} \tau_{a} \int \frac{\mathrm{~d} l^{+}}{2 \pi}\left[\delta_{V}+\delta_{R}\right]  \tag{3.65}\\
& \quad=-\frac{\alpha_{s} C_{F}}{\pi} \frac{\left(4 \pi \mu^{2}\right)^{\epsilon}}{\Gamma(1-\epsilon)}\left[\int_{\tilde{\mathcal{J}}} \mathrm{d} q^{-} \mathrm{d} \mathbf{q}_{\perp}^{2} \frac{1}{\left(\mathbf{q}_{\perp}^{2}\right)^{1+\epsilon}}\left(\frac{1}{q^{-}}-\frac{1}{Q}\right)-\int_{\mathcal{J}_{0}} \mathrm{~d} q^{-} \mathrm{d} \mathbf{q}_{\perp}^{2} \frac{1}{\left(\mathbf{q}_{\perp}^{2}\right)^{1+\epsilon}} \frac{1}{q^{-}}\right],
\end{align*}
$$

where the last integral is the zero-bin subtraction of the naïve collinear integral in the first term. The naïve integration region $\tilde{\mathcal{J}}$ is shown in Fig. 3.4 and is given by $0<q^{-}<Q$ and

$$
\begin{equation*}
\mathbf{q}_{\perp}^{2}>\left\{Q\left[\frac{1}{\left(Q-q^{-}\right)^{1-a}}+\frac{1}{\left(q^{-}\right)^{1-a}}\right]^{-1}\right\}^{\frac{1}{1-a / 2}} \tag{3.66}
\end{equation*}
$$

The zero-bin region $\mathcal{J}_{0}$ is given by $q^{-}>0$ and

$$
\begin{equation*}
\mathbf{q}_{\perp}^{2}>\left[Q\left(q^{-}\right)^{1-a}\right]^{\frac{1}{1-a / 2}} \tag{3.67}
\end{equation*}
$$

The resulting integral for the total contribution of the zero-bin-subtracted Wilson line diagrams to the coefficient of $\delta\left(\tau_{a}^{n}\right)$ in the jet function is

$$
\begin{align*}
2 \int_{0}^{1} \mathrm{~d} \tau_{a} & \int \frac{\mathrm{~d} l^{+}}{2 \pi}\left[\delta_{V}+\delta_{R}\right]  \tag{3.68}\\
& =-\frac{\alpha_{s} C_{F}}{\pi} \frac{\left(4 \pi \mu^{2}\right)^{\epsilon}}{\Gamma(1-\epsilon)}\left[\int_{\mathcal{J}} \mathrm{d} q^{-} \mathrm{d} \mathbf{q}_{\perp}^{2} \frac{1}{\left(\mathbf{q}_{\perp}^{2}\right)^{1+\epsilon}} \frac{\operatorname{sgn}\left(q^{-}-Q\right)}{q^{-}}-\int_{\tilde{\mathcal{J}}} \mathrm{d} q^{-} \mathrm{d} \mathbf{q}_{\perp}^{2} \frac{1}{\left(\mathbf{q}_{\perp}^{2}\right)^{1+\epsilon}} \frac{1}{Q}\right],
\end{align*}
$$

where the region $\mathcal{J}$ resulting from combining $\tilde{\mathcal{J}}$ and $\mathcal{J}_{0}$, with a relative minus sign in the integrands, is also shown in Fig. 3.4.

The shape of the final integration region $\mathcal{J}$ in Fig. 3.4 demonstrates that the scaleless virtual and zero-bin integrals succeed in converting IR divergences in the real diagram contributions into UV divergences for all $a<1$. The integral over $\mathcal{J}$ in Eq. (3.68) converges for $\epsilon>0$ if and only if $a<1$. The result of performing this integration, after including the contributions of the QCD-like diagrams in Fig. 3.3C and D, agrees with the coefficient of $\delta\left(\tau_{a}^{n}\right)$ that is obtained by (naïvely) using the relation Eq. (3.39) in Eq. (3.60).

### 3.7 Infrared safety, factorizability, and the effective theory

In the one-loop calculations of soft and jet functions above, we observed that infrared safety of these functions, and, thus, factorizability of the angularity distributions, required $a<1$.


Figure 3.4: Regions of integration for the coefficient of $\delta\left(\tau_{a}^{n}\right)$ in the jet function $J_{a}^{n(0)}\left(\tau_{a}^{n}\right)$. The sum of naïve real and virtual Wilson line diagrams are integrated over the region $\tilde{\mathcal{J}}$ in the $q^{-}, \mathbf{q}_{\perp}^{2}$ plane. The sum of real and virtual zero-bin subtractions are integrated over $\mathcal{J}_{0}$, and the resulting sum of naïve diagrams and zero-bin subtractions over the region $\mathcal{J}$. Integrals over $\mathcal{J}$ have only UV divergences as long as $a<1$. For $a=1$, an IR divergent region remains.

By analyzing explicitly the regions of integration over loop momenta in real and virtual graphs, we were able to identify when the loop integrals contained infrared or ultraviolet divergences. Cancellations of regions in real gluon diagrams sensitive to IR divergences relied crucially not only on the addition of virtual diagrams but also on zero-bin subtractions from collinear diagrams (see also examples in [129, 105, 104, 57]).

The shape of the momentum regions contributing to the one-loop soft function in Fig. 3.2 suggest a simple physical interpretation of the breakdown of factorization as $a \rightarrow 1$. In the $k^{ \pm}$ plane, the region of integration in the sum of real and virtual graphs for $a=1$ is the region above the line $k^{+} k^{-}=Q^{2}$. For angularity soft functions with $a<1$, as $k^{ \pm} \rightarrow \infty$, the loop integral goes over a region with $k^{+} k^{-}$strictly greater than $Q^{2}$, and in fact, $k^{+} k^{-} \rightarrow \infty$, while for $a>1$, the loop integral enters the region with $k^{+} k^{-}<Q^{2}$, and in fact, $k^{+} k^{-} \rightarrow 0$. But this latter region, $k^{+} \rightarrow \infty$ while $k^{-} \rightarrow 0$ or vice versa, is the region where collinear modes live, illustrated in Fig. 3.5.


Figure 3.5: Scaling of SCET modes appropriate for angularities $\tau_{a}, a=0,1$. For $a=0$, the collinear modes dominating the $\tau_{a}$ distribution have virtualities $p^{2} \sim(Q \lambda)^{2}$, parametrically separated from the soft scale $p^{2} \sim\left(Q \lambda^{2}\right)^{2}$. These scalings correspond to the effective theory known as $\operatorname{SCET}_{\mathrm{I}}$. For $a=1$, the collinear modes in the distribution have typical $p^{2} \sim\left(Q \lambda^{2}\right)^{2}$, coinciding with the soft scale. The collinear and soft modes are no longer separated by virtuality but instead by rapidity. These scalings correspond to $\mathrm{SCET}_{\mathrm{II}}$. Collinear modes dominating angularity distributions for other values of $a$ between 0 and 1 live at scales intermediate between these limits.

This means that collinear modes still contribute to the soft function even after the attempted factorization.

This suggests that for $a \geq 1$, the contributions of $\mathrm{SCET}_{\mathrm{I}}$ soft and collinear modes to the angularity distribution have not actually been separated. In $\mathrm{SCET}_{\mathrm{I}}$, soft, collinear, and hard modes can be distingushed by their well-separated virtualities, namely, $p_{S}^{2} \sim\left(Q \lambda^{2}\right)^{2}, p_{J}^{2} \sim\left(Q \lambda^{1 /(1-a / 2)}\right)^{2}$, and $p_{H}^{2} \sim Q^{2}$. At $a=1$, the virtualities of soft and collinear modes contributing to the $\tau_{a}$ distribution coincide, and $\mathrm{SCET}_{\text {I }}$ must be matched onto $\mathrm{SCET}_{\text {II }}$ where collinear and soft modes both have virtualities $p^{2} \sim\left(Q \lambda^{2}\right)^{2}$. In this case, the modes are no longer distinguished by their virtuality, but instead by their rapidity, as illustrated in Fig. 3.5. Ref. [129] suggested a modified version of the factorization theorem Eq. (3.1) in which soft and jet functions are defined either with cutoffs on rapidity or in dimensional regularization with the scale $\mu$ separated into two light-cone scales $\mu^{ \pm}$, which must satisfy $\mu^{+} \mu^{-}=\mu^{2}$, with each of the two jet functions depending on one of these scales, and the soft function on both. However, in the present paper we do not pursue such a strategy and limit our analysis to angularities with strictly $a<1$. For arbitrary values of $a$, the virtuality of collinear modes $p_{J}^{2} \sim\left(Q \lambda^{1 /(1-a / 2)}\right)^{2}$ suggests an interpretation as the modes of an effective theory "SCET ${ }_{1+a} .{ }^{5}$ Since our analysis and calculations utilize the framework of $\mathrm{SCET}_{\mathrm{I}}$, we may expect non-negligible corrections to our results to arise for values of $a$ less than but approaching 1 , and for reasonable criteria for when corrections are negligible, our analysis is reliable for values of $a \lesssim 1 / 2$ [119].
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## 4 NLL Resummation of Logarithms and Fixed-order Matching to QCD

The fixed-order NLO cross-section, obtained by using the fixed-order expressions for the hard, jet, and soft functions in Eqs. (3.29), (3.42), and (3.62) in the factorization formula Eq. (3.18), contain logarithms of $\mu$ divided by the scales $Q, Q \tau_{a}$, and the intermediate scale $Q \tau_{a}^{1 /(2-a)}$. This means that there is no single choice for the scale $\mu$ that will simultaneously set all of the logarithms in the NLO cross-section to zero. For small $\tau_{a}$, these scales become widely separated and the logarithms of ratios of these scales become large, which causes the perturbative series to break down. In Sec. 4.1 and Sec. 4.2, we take advantage of the effective theory framework separating the hard, jet, and soft contributions by evolving each of them separately through renormalization-group (RG) evolution which resums these logarithms. We then combine these RG-evolved functions into the full cross-section accurate to NLO at fixed order in $\alpha_{s}$ and resummed to NLL accuracy in Sec. 4.3.

Since our final result for the NLL/NLO resummed distribution is derived using an effective theory which is valid only in the small- $\tau_{a}$ limit, it does not get the larger- $\tau_{a}$ region as accurately as QCD at $\mathcal{O}\left(\alpha_{s}\right)$. To arrive at a result that retains NLL/NLO accuracy in the small- $\tau_{a}$ region while retaining the accuracy of QCD at $\mathcal{O}\left(\alpha_{s}\right)$ in the larger $-\tau_{a}$ region, we need to match our distribution onto QCD. This matching is constructed such that if we turn off the resummation, the distributions should agree with full QCD to $\mathcal{O}\left(\alpha_{s}\right)$. We perform this matching in Sec. 4.4.

### 4.1 Hard function at NLL

The anomalous dimension of the hard function in Eq. (3.29) can be found by requiring that matrix elements of the bare two-jet operator in Eq. (3.30) are independent of the scale $\mu$, and is given by

$$
\begin{equation*}
\gamma_{H}(\mu)=-\gamma_{\mathcal{O}}(Q n / 2,-Q \bar{n} / 2 ; \mu)-\gamma_{\mathcal{O}}^{*}(Q n / 2,-Q \bar{n} / 2 ; \mu), \tag{3.69}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{\mathcal{O}}\left(\tilde{p}_{n}, \tilde{p}_{\bar{n}} ; \mu\right)=-Z_{\mathcal{O}}^{-1}\left(\tilde{p}_{n}, \tilde{p}_{\bar{n}} ; \mu\right) \mu \frac{\mathrm{d}}{\mathrm{~d} \mu} Z_{\mathcal{O}}\left(\tilde{p}_{n}, \tilde{p}_{\bar{n}} ; \mu\right)=\frac{\alpha_{s} C_{F}}{2 \pi}\left(2 \ln \frac{\mu^{2}}{2 \tilde{p}_{n} \cdot \tilde{p}_{\bar{n}}}+3\right) \tag{3.70}
\end{equation*}
$$

so that

$$
\begin{equation*}
\gamma_{H}(\mu)=-\frac{\alpha_{s} C_{F}}{\pi}\left(2 \ln \frac{\mu^{2}}{Q^{2}}+3\right), \tag{3.71}
\end{equation*}
$$

which is the first term in the expansion of the anomalous dimension to all orders in $\alpha_{s}$,

$$
\begin{equation*}
\gamma_{H}(\mu)=\Gamma_{H}\left[\alpha_{s}\right] \ln \frac{\mu^{2}}{Q^{2}}+\gamma_{H}\left[\alpha_{s}\right] . \tag{3.72}
\end{equation*}
$$

Solving the RG equation,

$$
\begin{equation*}
\mu \frac{\mathrm{d}}{\mathrm{~d} \mu} H(Q ; \mu)=\gamma_{H}(\mu) H(Q ; \mu) \tag{3.73}
\end{equation*}
$$

for $H(Q ; \mu)$ gives

$$
\begin{equation*}
H(Q ; \mu)=H\left(Q ; \mu_{0}\right) e^{K_{H}}\left(\frac{\mu_{0}}{Q}\right)^{\omega_{H}} \tag{3.74}
\end{equation*}
$$

where $\omega_{H}$ and $K_{H}$ are defined as

$$
\begin{align*}
\omega_{H} \equiv \omega_{H}\left(\mu, \mu_{0}\right) \equiv & \frac{8 C_{F}}{\beta_{0}}\left[\ln r+\left(\frac{\Gamma_{\text {cusp }}^{1}}{\Gamma_{\text {cusp }}^{0}}-\frac{\beta_{1}}{\beta_{0}}\right) \frac{\alpha_{s}\left(\mu_{0}\right)}{4 \pi}(r-1)\right]  \tag{3.75a}\\
K_{H} \equiv K_{H}\left(\mu, \mu_{0}\right) \equiv & \frac{6 C_{F}}{\beta_{0}} \ln r+\frac{16 \pi C_{F}}{\left(\beta_{0}\right)^{2}}\left[\frac{r-1-r \ln r}{\alpha_{s}(\mu)}\right.  \tag{3.75b}\\
& \left.+\left(\frac{\Gamma_{\text {cusp }}^{1}}{\Gamma_{\text {cusp }}^{0}}-\frac{\beta_{1}}{\beta_{0}}\right) \frac{1-r+\ln r}{4 \pi}+\frac{\beta_{1}}{8 \pi \beta_{0}} \ln ^{2} r\right] .
\end{align*}
$$

Here $r=\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(\mu_{0}\right)}$, and $\beta_{0}, \beta_{1}$ are the one-loop and two-loop coefficients of the beta function,

$$
\begin{equation*}
\beta\left[\alpha_{s}\right]=\mu \frac{\mathrm{d} \alpha_{s}}{\mathrm{~d} \mu}=-2 \alpha_{s}\left[\beta_{0}\left(\frac{\alpha_{s}}{4 \pi}\right)+\beta_{1}\left(\frac{\alpha_{s}}{4 \pi}\right)^{2}+\cdots\right] \tag{3.76}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{0}=\frac{11 C_{A}}{3}-\frac{2 n_{f}}{3} \quad \text { and } \quad \beta_{1}=\frac{34 C_{A}^{2}}{3}-\frac{10 C_{A} n_{f}}{3}-2 C_{F} n_{f} \tag{3.77}
\end{equation*}
$$

The two-loop running coupling $\alpha_{s}(\mu)$ at any scale is given by

$$
\begin{equation*}
\frac{1}{\alpha_{s}(\mu)}=\frac{1}{\alpha_{s}\left(M_{Z}\right)}+\frac{\beta_{0}}{2 \pi} \ln \left(\frac{\mu}{M_{Z}}\right)+\frac{\beta_{1}}{4 \pi \beta_{0}} \ln \left[1+\frac{\beta_{0}}{2 \pi} \alpha_{s}\left(M_{Z}\right) \ln \left(\frac{\mu}{M_{Z}}\right)\right] \tag{3.78}
\end{equation*}
$$

In Eq. (3.74), we have used the fact that to all orders in perturbation theory, $\Gamma_{H}\left[\alpha_{s}\right]$ is proportional to $\Gamma_{\text {cusp }}\left[\alpha_{s}\right]$, where

$$
\begin{equation*}
\Gamma_{\text {cusp }}\left[\alpha_{s}\right]=\left(\frac{\alpha_{s}}{4 \pi}\right) \Gamma_{\text {cusp }}^{0}+\left(\frac{\alpha_{s}}{4 \pi}\right)^{2} \Gamma_{\text {cusp }}^{1}+\cdots \tag{3.79}
\end{equation*}
$$

The ratio of the one-loop and two-loop coefficients of $\Gamma_{\text {cusp }}$ is [111]

$$
\begin{equation*}
\frac{\Gamma_{\text {cusp }}^{1}}{\Gamma_{\text {cusp }}^{0}}=\left(\frac{67}{9}-\frac{\pi^{2}}{3}\right) C_{A}-\frac{10 n_{f}}{9} \tag{3.80}
\end{equation*}
$$

$\Gamma_{\text {cusp }}^{1}$ and $\beta_{1}$ are needed in the expressions of $\omega_{H}$ and $K_{H}$ for complete NLL resummation since we formally take $\alpha_{s}^{2} \ln \tau_{a} \sim \mathcal{O}\left(\alpha_{s}\right)$.

### 4.2 Jet and soft functions at NLL

The jet and soft functions obey the RG equation

$$
\begin{equation*}
\mu \frac{d}{d \mu} F(\tau ; \mu)=\int_{-\infty}^{+\infty} \mathrm{d} \tau^{\prime} \gamma_{F}\left(\tau-\tau^{\prime} ; \mu\right) F\left(\tau^{\prime} ; \mu\right) \tag{3.81}
\end{equation*}
$$

where $F=J, S$. The anomalous dimensions $\gamma_{F}$ can be found from the $Z$-factors (given in Eqs. (3.43) and (3.64)) via the relation

$$
\begin{equation*}
\gamma_{F}\left(\tau-\tau^{\prime} ; \mu\right)=-\int \mathrm{d} \tau^{\prime \prime} Z_{F}^{-1}\left(\tau-\tau^{\prime \prime} ; \mu\right) \mu \frac{\mathrm{d}}{\mathrm{~d} \mu} Z_{F}\left(\tau^{\prime \prime}-\tau^{\prime} ; \mu\right) \tag{3.82}
\end{equation*}
$$

We find that

$$
\begin{equation*}
\gamma_{J}\left(\tau-\tau^{\prime} ; \mu\right)=\frac{2 \alpha_{s} C_{F}}{\pi}\left\{\delta\left(\tau-\tau^{\prime}\right)\left(\frac{1-a / 2}{1-a} \ln \frac{\mu^{2}}{Q^{2}}+\frac{3}{4}\right)-\frac{1}{1-a}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\tau-\tau^{\prime}}\right]_{+}\right\} \tag{3.83}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{S}\left(\tau-\tau^{\prime} ; \mu\right)=\frac{2 \alpha_{S} C_{F}}{\pi(1-a)}\left\{-\delta\left(\tau-\tau^{\prime}\right) \ln \frac{\mu^{2}}{Q^{2}}+2\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\tau-\tau^{\prime}}\right]_{+}\right\} . \tag{3.84}
\end{equation*}
$$

Both anomalous dimensions are the first terms in the perturbative expansion of the general form to all orders in $\alpha_{s}[87,95]$,

$$
\begin{equation*}
\gamma_{F}\left(\tau-\tau^{\prime} ; \mu\right)=-\Gamma_{F}\left[\alpha_{s}\right]\left(\frac{2}{j_{F}}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)}\right]_{+}-\ln \frac{\mu^{2}}{Q^{2}} \delta\left(\tau-\tau^{\prime}\right)\right)+\gamma_{F}\left[\alpha_{s}\right] \delta\left(\tau-\tau^{\prime}\right), \tag{3.85}
\end{equation*}
$$

where the coefficients $\Gamma_{F}\left[\alpha_{s}\right], \gamma_{F}\left[\alpha_{s}\right]$ have the expansions

$$
\begin{equation*}
\Gamma_{F}\left[\alpha_{s}\right]=\left(\frac{\alpha_{s}}{4 \pi}\right) \Gamma_{F}^{0}+\left(\frac{\alpha_{s}}{4 \pi}\right)^{2} \Gamma_{F}^{1}+\cdots \tag{3.86}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{F}\left[\alpha_{s}\right]=\left(\frac{\alpha_{s}}{4 \pi}\right) \gamma_{F}^{0}+\left(\frac{\alpha_{s}}{4 \pi}\right)^{2} \gamma_{F}^{1}+\cdots . \tag{3.87}
\end{equation*}
$$

We summarize the coefficients $\Gamma_{F}^{0}$ and $\gamma_{F}^{0}$ and the $j_{F}$-values for the jet and soft functions in Table 3.1.
The solution of the RG equation Eq. (3.81) with the anomalous dimension $\gamma_{F}$ of the form given in Eq. (3.85) with particular values of $j_{F}$ was developed in the series of papers [30, 110, 5, 134]. Later, it was solved for arbitrary $j_{F}$ in [87] using a convolution variable $t=Q^{j} \tau$ with mass dimension $j=j_{F}$. The resulting evolution equation for $F$ is

$$
\begin{equation*}
F(\tau ; \mu)=\int \mathrm{d} \tau^{\prime} U_{F}\left(\tau-\tau^{\prime} ; \mu, \mu_{0}\right) F\left(\tau^{\prime} ; \mu_{0}\right), \tag{3.88}
\end{equation*}
$$

where the evolution kernel $U_{F}$ is given to all orders in $\alpha_{s}$ by the expression

$$
\begin{equation*}
U_{F}\left(\tau-\tau^{\prime} ; \mu, \mu_{0}\right)=\frac{e^{\tilde{K}_{F}+\gamma_{E} \tilde{\omega}_{F}}}{\Gamma\left(-\tilde{\omega}_{F}\right)}\left(\frac{\mu_{0}}{Q}\right)^{j_{F} \tilde{\omega}_{F}}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)^{1+\tilde{\omega}_{F}}}\right]_{+}, \tag{3.89}
\end{equation*}
$$

where $\gamma_{E}$ is the Euler constant and where $\tilde{\omega}_{F}$ and $\tilde{K}_{F}$ are defined as

$$
\begin{align*}
& \tilde{\omega}_{F}\left(\mu, \mu_{0}\right) \equiv \frac{2}{j_{F}} \int_{\alpha_{s}\left(\mu_{0}\right)}^{\alpha_{s}(\mu)} \frac{d \alpha}{\beta[\alpha]} \Gamma_{F}[\alpha],  \tag{3.90a}\\
& \tilde{K}_{F}\left(\mu, \mu_{0}\right) \equiv \int_{\alpha_{s}\left(\mu_{0}\right)}^{\alpha_{s}(\mu)} \frac{d \alpha}{\beta[\alpha]} \gamma_{F}[\alpha]+2 \int_{\alpha_{s}\left(\mu_{0}\right)}^{\alpha_{s}(\mu)} \frac{d \alpha}{\beta[\alpha]} \Gamma_{F}[\alpha] \int_{\alpha_{s}\left(\mu_{0}\right)}^{\alpha} \frac{d \alpha^{\prime}}{\beta\left[\alpha^{\prime}\right]} . \tag{3.90b}
\end{align*}
$$

The plus function in Eq. (3.89) for all $\omega<1$ and $\omega \neq 0$ is defined as ${ }^{6}$

$$
\begin{align*}
{\left[\frac{\theta(x)}{x^{1+\omega}}\right]_{+} } & \equiv \lim _{\beta \rightarrow 0}\left[\frac{\theta(x-\beta)}{x^{1+\omega}}-\frac{\beta^{-\omega}}{\omega} \delta(x-\beta)\right] \\
& =-\frac{\delta(x)}{\omega}+\sum_{n=0}^{\infty}(-\omega)^{n}\left[\frac{\theta(x) \ln ^{n} x}{x}\right]_{+}, \tag{3.91}
\end{align*}
$$

with the latter plus functions defined in Eq. (3.40).
For the NLL parameters of the evolution kernel $U_{F}$, Eq. (3.90) gives

$$
\begin{align*}
\omega_{F}\left(\mu, \mu_{0}\right)=-\frac{\Gamma_{F}^{0}}{j_{F} \beta_{0}} & {\left[\ln r+\left(\frac{\Gamma_{\text {cusp }}^{1}}{\Gamma_{\text {cusp }}^{0}}-\frac{\beta_{1}}{\beta_{0}}\right) \frac{\alpha_{s}\left(\mu_{0}\right)}{4 \pi}(r-1)\right], }  \tag{3.92a}\\
K_{F}\left(\mu, \mu_{0}\right)=-\frac{\gamma_{F}^{0}}{2 \beta_{0}} \ln r & +\frac{-2 \pi \Gamma_{F}^{0}}{\left(\beta_{0}\right)^{2}}\left[\frac{r-1-r \ln r}{\alpha_{s}(\mu)}\right. \\
& \left.+\left(\frac{\Gamma_{\text {cusp }}^{1}}{\Gamma_{\text {cusp }}^{0}}-\frac{\beta_{1}}{\beta_{0}}\right) \frac{1-r+\ln r}{4 \pi}+\frac{\beta_{1}}{8 \pi \beta_{0}} \ln ^{2} r\right], \tag{3.92b}
\end{align*}
$$

where we have used the fact that $\Gamma_{F} \propto \Gamma_{\text {cusp. }}$. This proportionality is well known for the $a=0$ jet and soft functions. In Appendix B we verify that it remains true for all $a<1$.

From Eq. (3.88) we can write explicit formulas for the resummed jet and soft functions at any scale $\mu$. Details of evaluating the integral over the convolution variable $\tau^{\prime}$ are given in Appendix C. For the soft function, we plug the fixed-order NLO result Eq. (3.42) at the scale $\mu_{0}$ into Eq. (3.88), and obtain at the scale $\mu$,

$$
\begin{align*}
S_{a}\left(\tau_{a} ; \mu\right)= & \frac{\mathrm{e}^{K_{S}+\gamma_{E} \omega_{S}}}{\Gamma\left(-\omega_{S}\right)}\left(\frac{\mu_{0}}{Q}\right)^{j \omega_{S} \omega_{S}} \\
\times & {\left[\left\{1-\frac{\alpha_{s}\left(\mu_{0}\right) C_{F}}{2 \pi} \frac{1}{1-a}\left(\ln ^{2} \frac{\mu_{0}^{2}}{\left(Q \tau_{a}\right)^{2}}+4 H\left(-1-\omega_{S}\right) \ln \frac{\mu_{0}^{2}}{\left(Q \tau_{a}\right)^{2}}\right.\right.\right.}  \tag{3.93}\\
& \left.\left.\left.\quad+\frac{\pi^{2}}{2}+4\left[\left[H\left(-1-\omega_{S}\right)\right]^{2}-\psi^{(1)}\left(-\omega_{S}\right)\right]\right)\right\}\left(\frac{\theta\left(\tau_{a}\right)}{\tau_{a}^{1+\omega_{S}}}\right)\right]_{+}
\end{align*}
$$

and for the jet function, plug in the fixed-order NLO result Eq. (3.62) at $\mu_{0}$ into Eq. (3.88), and obtain at $\mu$,

$$
\begin{align*}
J_{a}^{n}\left(\tau_{a} ; \mu\right)= & \frac{\mathrm{e}^{K_{J}+\gamma_{E} \omega_{J}}}{\Gamma\left(-\omega_{J}\right)}\left(\frac{\mu_{0}}{Q}\right)^{j_{J} \omega_{J}}  \tag{3.94}\\
& \times\left[\left\{1+\frac{\alpha_{s}\left(\mu_{0}\right) C_{F}}{4 \pi}\left(\frac{2-a}{1-a} \ln ^{2} \frac{\mu_{0}^{2}}{Q^{2} \tau_{a}^{\frac{2}{2-a}}}+\left(3+\frac{4 H\left(-1-\omega_{J}\right)}{1-a}\right) \ln \frac{\mu_{0}^{2}}{Q^{2} \tau_{a}^{\frac{2}{2-a}}}\right.\right.\right. \\
& \left.\left.\left.+4 f(a)+\frac{4}{(1-a)(2-a)}\left[\frac{\pi^{2}}{6}+\left[H\left(-1-\omega_{J}\right)\right]^{2}-\psi^{(1)}\left(-\omega_{J}\right)\right]\right)\right\}\left(\frac{\theta\left(\tau_{a}\right)}{\tau_{a}^{1+\omega_{J}}}\right)\right]_{+}
\end{align*}
$$

where in the above two equations $K_{F} \equiv K_{F}\left(\mu, \mu_{0}\right), \omega_{F} \equiv \omega_{F}\left(\mu, \mu_{0}\right), H(z)$ is the harmonic number function, and $\psi^{(\nu)}(z)$ is the polygamma function.
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### 4.3 Full distribution at NLL

By running the hard, jet, and soft functions from the scales $\mu_{0}=\mu_{H}, \mu_{J}$, and $\mu_{S}$, respectively, to the common factorization scale $\mu$ and performing the convolution in Eq. (3.18) (see Appendix C for details), we find for the final resummed expression for the two-jet angularity distribution with NLL/NLO perturbative accuracy

$$
\begin{equation*}
\frac{1}{\sigma_{0}} \frac{\left.\mathrm{~d} \sigma_{2}{ }^{\mathrm{PT}}\right|_{a}}{\left.\right|_{\mathrm{NLL} / \mathrm{NLO}}}=\left[\left(1+f_{H}+2 f_{J}+f_{S}\right) U_{a}^{\sigma}\left(\tau_{a} ; \mu, \mu_{H}, \mu_{J}, \mu_{S}\right)\right]_{+} \tag{3.95}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
U_{a}^{\sigma}\left(\tau_{a} ; \mu, \mu_{H}, \mu_{J}, \mu_{S}\right) \equiv \frac{e^{K+\gamma_{E} \Omega}}{\Gamma(-\Omega)}\left(\frac{\mu_{H}}{Q}\right)^{\omega_{H}}\left(\frac{\mu_{J}}{Q}\right)^{2 j_{J} \omega_{J}}\left(\frac{\mu_{S}}{Q}\right)^{j_{S} \omega_{S}}\left(\frac{\theta\left(\tau_{a}\right)}{\tau_{a}^{1+\Omega}}\right) \tag{3.96}
\end{equation*}
$$

where

$$
\begin{align*}
\Omega & \equiv 2 \omega_{J}\left(\mu, \mu_{J}\right)+\omega_{S}\left(\mu, \mu_{S}\right)  \tag{3.97}\\
K & \equiv K_{H}\left(\mu, \mu_{H}\right)+2 K_{J}\left(\mu, \mu_{J}\right)+K_{S}\left(\mu, \mu_{S}\right) \tag{3.98}
\end{align*}
$$

with $\omega_{H}, K_{H}$ given by Eq. (3.75) and $\omega_{J, S}$ and $K_{J, S}$ given by Eq. (3.92) and

$$
\begin{align*}
& f_{H}=\frac{\alpha_{s}\left(\mu_{H}\right) C_{F}}{\pi}\left(-4+\frac{7 \pi^{2}}{12}-2 \ln ^{2} \frac{\mu_{H}}{Q}-3 \ln \frac{\mu_{H}}{Q}\right)  \tag{3.99a}\\
& f_{J}=\frac{\alpha_{s}\left(\mu_{J}\right) C_{F}}{\pi}\left[f(a)+\frac{3 / 4}{1-a / 2} H(-1-\Omega)+\frac{\frac{\pi^{2}}{6}+H(-1-\Omega)^{2}-\psi^{(1)}(-\Omega)}{2(1-a)(1-a / 2)}\right.  \tag{3.99b}\\
&\left.+\frac{2-a}{1-a} \ln ^{2} \frac{\mu_{J}}{Q \tau_{a}^{1 /(2-a)}}+\left(\frac{3}{2}+\frac{2}{1-a} H(-1-\Omega)\right) \ln \frac{\mu_{J}}{Q \tau_{a}^{1 /(2-a)}}\right] \\
& f_{S}=\frac{\alpha_{s}\left(\mu_{S}\right) C_{F}}{\pi}[ \frac{1}{1-a}\left(-\frac{\pi^{2}}{4}-2 H(-1-\Omega)^{2}+2 \psi^{(1)}(-\Omega)\right)  \tag{3.99c}\\
&\left.-2 \ln ^{2} \frac{\mu_{S}}{Q \tau_{a}}-4 H(-1-\Omega) \ln \frac{\mu_{S}}{Q \tau_{a}}\right],
\end{align*}
$$

and $f(a)$ was defined in Eq. (3.63).
From these expressions, it is clear that the logarithms are minimized by choosing $\mu_{H}, \mu_{J}$, and $\mu_{S}$ of order $Q, Q \tau_{a}{ }^{1 /(2-a)}$, and $Q \tau_{a}$, respectively. We will describe in more detail precisely which values we choose for these scales when we plot the full distributions in Sec. 6.

### 4.4 Matching to QCD

One way to achieve matching onto QCD is to include three-jet operators in the matching of the QCD current onto the SCET operators in Eq. (3.13) [24, 133]. For the scope of this paper, however, we simply adopt the matching procedure described by [48], as implemented in [32].

To $\mathcal{O}\left(\alpha_{s}\right)$ the full QCD distribution will take the form

$$
\begin{equation*}
\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} \tau_{a}}=\delta\left(\tau_{a}\right)+\left(\frac{\alpha_{s}}{2 \pi}\right) A_{a}\left(\tau_{a}\right)+\mathcal{O}\left(\alpha_{s}^{2}\right) . \tag{3.100}
\end{equation*}
$$

In Appendix D we describe how to calculate $A_{a}\left(\tau_{a}\right)$ numerically. Meanwhile, the fixed-order two-jet angularity distribution in SCET at $\mathcal{O}\left(\alpha_{s}\right)$ is given by the convolution Eq. (3.18) of the fixed-order hard, jet, and soft functions Eqs. (3.29), (3.42), and (3.62). The result is independent of $\mu$ (except through $\alpha_{s} \equiv \alpha_{s}(\mu)$ ), and is given by

$$
\begin{equation*}
\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma_{2}}{\mathrm{~d} \tau_{a}}=\delta\left(\tau_{a}\right) D_{a}^{\delta}+\frac{\alpha_{s}}{2 \pi}\left[D_{a}\left(\tau_{a}\right)\right]_{+} \tag{3.101}
\end{equation*}
$$

where

$$
\begin{align*}
& D_{a}^{\delta}=1-\frac{\alpha_{s} C_{F}}{2 \pi} \frac{1}{2-a}\left\{2+5 a-\frac{\pi^{2}}{3}(2+a)\right. \\
&\left.\quad+4 \int_{0}^{1} \mathrm{~d} x \frac{x^{2}-2 x+2}{x} \ln \left[x^{1-a}+(1-x)^{1-a}\right]\right\}  \tag{3.102}\\
& D_{a}\left(\tau_{a}\right)=-\frac{2 C_{F}}{2-a} \frac{\theta\left(\tau_{a}\right)\left(3+4 \ln \tau_{a}\right)}{\tau_{a}} \tag{3.103}
\end{align*}
$$

The two-jet fixed-order SCET distribution Eq. (3.101) reproduces the most singular parts of the full QCD distribution ${ }^{7}$ Eq. (3.100), that is, the coefficient of the $\delta\left(\tau_{a}\right), 1 / \tau_{a}$ and $\left(1 / \tau_{a}\right) \ln \tau_{a}$ pieces. The expression for $D_{a}\left(\tau_{a}\right)$ in Eq. (3.103) makes explicit that the angularities are not infrared-safe for $a=2$.

The difference of the two fixed-order distributions Eq. (3.100) and Eq. (3.101) away from $\tau_{a}=0$ is a purely integrable function,

$$
\begin{equation*}
r_{a}\left(\tau_{a}\right) \equiv \frac{1}{\sigma_{0}}\left(\frac{\mathrm{~d} \sigma}{\mathrm{~d} \tau_{a}}-\frac{\mathrm{d} \sigma_{2}}{\mathrm{~d} \tau_{a}}\right)=\left(\frac{\alpha_{s}}{2 \pi}\right)\left[A_{a}\left(\tau_{a}\right)-D_{a}\left(\tau_{a}\right)\right] \tag{3.104}
\end{equation*}
$$

By adding this remainder function to the NLL resummed SCET distribution, we obtain a result which both agrees with QCD to $\mathcal{O}\left(\alpha_{s}\right)$ and resums large logarithmic terms in the entire perturbative series with NLL/NLO accuracy. The matched distributions are thus defined as

$$
\begin{equation*}
\left.\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma^{\mathrm{PT}}}{\mathrm{~d} \tau_{a}}\right|_{\mathrm{NLL} / \mathrm{NLO}}=\left.\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma_{2}^{\mathrm{PT}}}{\mathrm{~d} \tau_{a}}\right|_{\mathrm{NLL} / \mathrm{NLO}}+r_{a}\left(\tau_{a}\right) \tag{3.105}
\end{equation*}
$$

To find $r_{a}\left(\tau_{a}\right)$, we numerically obtain $A_{a}\left(\tau_{a}\right)$ from an analysis of the full QCD distributions away from $\tau_{a}=0$ using the procedure described in Appendix D , and then subtract out the expression for $D_{a}\left(\tau_{a}\right)$ given in Eq. (3.103).

For the case $a=0$ (thrust), the analytic form of $\mathrm{d} \sigma^{\mathrm{PT}} / \mathrm{d} \tau_{0}$ is known [74], with which our formula Eq. (D.10) for $A_{0}\left(\tau_{0}\right)$ agrees. Using Eqs. (D.10) and (3.103), we obtain the remainder function

$$
\begin{equation*}
r_{0}\left(\tau_{0}\right)=\frac{\alpha_{s} C_{F}}{2 \pi}\left[\frac{2\left(2-3 \tau_{0}+3 \tau_{0}^{2}\right)}{1-\tau_{0}} \frac{\ln \left(1-2 \tau_{0}\right)}{\tau_{0}}-\frac{2\left(1-3 \tau_{0}\right)}{1-\tau_{0}} \ln \tau_{0}+6+9 \tau_{0}\right] \tag{3.106}
\end{equation*}
$$

which we see is integrable down to $\tau_{0}=0$.

[^8]As a consistency check of this matching technique, we calculated the total integral ${ }^{8}$ of our fixed-order result,

$$
\begin{equation*}
\sigma_{\text {total }}=\int_{0}^{\tau_{a}^{\max }} \mathrm{d} \tau_{a}\left(\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma_{2}^{\mathrm{PT}}}{\mathrm{~d} \tau_{a}}+r_{a}\left(\tau_{a}\right)\right) \tag{3.107}
\end{equation*}
$$

and compared with the total inclusive cross-section, $\sigma\left(e^{+} e^{-} \rightarrow X\right)=\sigma_{0}\left(1+\alpha_{s} / \pi\right)$. We found that our results agreed to any arbitrary precision which could be achieved by our numerical computation.

## 5 Nonperturbative Model for the Soft Function

In this section we adapt the model for the soft function used in jet mass and thrust distributions as constructed in [100] to work for all angularities with $a<1$. This model is designed to describe the small $\tau_{a}$ region where perturbation theory breaks down, while leaving the perturbatively reliable large- and intermediate- $\tau_{a}$ regions unaffected. The gap parameter in this model is designed to turn off the soft function at energies below a minimum hadronic threshold. Such a parameter is known to have renormalon ambiguities [100], which must cancel those in the perturbative soft function (which we denote in this section as $S^{\mathrm{PT}}$ ) to yield a renormalon-free total soft function $S$. To ensure perturbative stability, a scheme is needed to explicitly enforce this cancellation order-by-order in perturbation theory. Recently, the position-mass scheme developed in Ref. [106] was used to define a renormalon-free gap parameter for hemisphere jet masses in Ref. [98]. This gap parameter obeys transitive RG evolution and has a well-behaved perturbative expansion. We implement this scheme generalized to arbitrary angularity.

### 5.1 Review of hemisphere and thrust soft function models

To motivate the functional form of the model function that we will use for all angularity distributions, we begin with the model hemisphere soft function constructed in [113]. This model is a function of two variables which can be chosen to be $l^{+}$and $l^{-}$, defined as the + and - components of the momentum in the $n$ and $\bar{n}$ hemispheres, respectively. It takes the form

$$
\begin{equation*}
f^{\exp }\left(l^{+}, l^{-}\right)=\theta\left(l^{+}\right) \theta\left(l^{-}\right) \frac{\mathcal{N}(A, B)}{\Lambda^{2}}\left(\frac{l^{+} l^{-}}{\Lambda^{2}}\right)^{A-1} \exp \left(\frac{-\left(l^{+}\right)^{2}-\left(l^{-}\right)^{2}-2 B l^{+} l^{-}}{\Lambda^{2}}\right) \tag{3.108}
\end{equation*}
$$

The parameter $A$ controls how steeply the soft function falls as $l^{ \pm} \rightarrow 0$, and $B$ contains information about the cross-correlation of the soft particles in the two hemispheres. $f^{\text {exp }}$ is normalizable for $A>0$ and $B>-1 . \Lambda$ is an $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}\right)$ parameter that describes the range that hadronic effects can smear the soft function around a given $l^{+}, l^{-}$. Finally, $\mathcal{N}(A, B)$ is chosen such that $f^{\exp }$ is normalized to unity, $\int_{-\infty}^{+\infty} \mathrm{d} l^{+} \mathrm{d} l^{-} f^{\exp }\left(l^{+}, l^{-}\right)=1$.

In Ref. [87], this model was used to relate the total hemisphere soft function $S_{\text {hemi }}\left(l^{+}, l^{-}\right)$ to the perturbative hemisphere soft function $S_{\text {hemi }}^{\mathrm{PT}}\left(l^{+}, l^{-}\right)$via the convolution

$$
\begin{equation*}
S_{\mathrm{hemi}}\left(l^{+}, l^{-} ; \mu\right)=\int_{-\infty}^{+\infty} \mathrm{d} \tilde{l}^{+} \mathrm{d} \tilde{l}^{-} S_{\mathrm{hemi}}^{\mathrm{PT}}\left(l^{+}-\tilde{l}^{+}, l^{-}-\tilde{l}^{-} ; \mu\right) f^{\exp }\left(\tilde{l}^{+}-\Delta, \tilde{l}^{-}-\Delta\right) \tag{3.109}
\end{equation*}
$$

[^9]where $\Delta$ is the gap parameter. This method of implementing the model function ensures a smooth continuation between the nonperturbative, model-dominated and the perturbative regions of the cross-section.

To use this expression in our formalism, we first relate the $a=0$ soft function, $S_{0}\left(\tau_{0}, \mu\right)$, and the hemisphere soft function, $S_{\mathrm{hemi}}\left(l^{+}, l^{-}, \mu\right)$. Using that $\tau_{0}=\left(l^{+}+l^{-}\right) / Q$, we find

$$
\begin{align*}
S_{0}\left(\tau_{0} ; \mu\right) & =\int \mathrm{d} l^{+} \mathrm{d} l^{-} S_{\mathrm{hemi}}\left(l^{+}, l^{-} ; \mu\right) \delta\left(\tau_{0}-\frac{l^{+}+l^{-}}{Q}\right) \\
& =Q \int \mathrm{~d} l S_{\mathrm{hemi}}\left(l, Q \tau_{0}-l ; \mu\right) \tag{3.110}
\end{align*}
$$

This gives the model function convolution for $S_{0}\left(\tau_{0} ; \mu\right)$ as

$$
\begin{align*}
S_{0}\left(\tau_{0} ; \mu\right) & =Q \int \mathrm{~d} l \int \mathrm{~d} l^{+} \mathrm{d} l^{-} S_{\mathrm{hemi}}^{\mathrm{PT}}\left(l-l^{+}, Q \tau_{0}-l-l^{-} ; \mu\right) f^{\exp }\left(l^{+}-\Delta, l^{-}-\Delta\right) \\
& =\int \mathrm{d} \tau_{0}^{\prime} S_{0}^{\mathrm{PT}}\left(\tau_{0}-\tau_{0}^{\prime} ; \mu\right) f^{\exp }\left(\tau_{0}^{\prime}-\frac{2 \Delta}{Q}\right) \tag{3.111}
\end{align*}
$$

where (absorbing $A$ and $B$ dependent constants into the normalization $\mathcal{N}$ )

$$
\begin{align*}
f^{\exp }(\tau) & \equiv Q^{2} \int \mathrm{~d} \tau^{\prime} f^{\exp }\left(Q \tau-Q \tau^{\prime}, Q \tau^{\prime}\right) \\
& =\theta(\tau) \mathcal{N}(A, B) \frac{Q}{\Lambda}\left(\frac{Q \tau}{\Lambda}\right)^{2 A-1}{ }_{1} F_{1}\left(\frac{1}{2}, \frac{1}{2}+A,(B-1) \frac{(Q \tau)^{2}}{2 \Lambda^{2}}\right) e^{-(B+1) \frac{(Q \tau)^{2}}{2 \Lambda^{2}}} \tag{3.112}
\end{align*}
$$

$f^{\exp }(\tau)$ inherits its normalization from $f^{\exp }\left(l^{+}, l^{-}\right), \int_{-\infty}^{\infty} \mathrm{d} \tau f^{\exp }(\tau)=1$.

### 5.2 Adaptation to all angularities

For nonzero $a$, we still want to use a convolution of the form

$$
\begin{equation*}
S_{a}\left(\tau_{a} ; \mu\right)=\int \mathrm{d} \tau_{a}^{\prime} S_{a}^{\mathrm{PT}}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu\right) f_{a}^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \Delta_{a}}{Q}\right) \tag{3.113}
\end{equation*}
$$

Moreover, we would like to retain the functional form of $f^{\exp }$ since it has had relatively good success in describing different event shapes with the same values of $A$ and $B$ [113]. However, we must at a minimum modify $f^{\exp }$ so that the first moment of $S_{a}\left(\tau_{a} ; \mu\right)$ satisfies the scaling relation given in Eqs. (3.24) and (3.27). In terms of the first moment of $S_{a}^{\mathrm{PT}}\left(\tau_{a} ; \mu\right)$ and $f_{a}^{\text {exp }}$, the first moment of $S_{a}\left(\tau_{a} ; \mu\right)$ is

$$
\begin{align*}
\int \mathrm{d} \tau_{a} \tau_{a} S_{a}\left(\tau_{a} ; \mu\right) & =\int \mathrm{d} \tau_{a} \tau_{a} \int \mathrm{~d} \tau_{a}^{\prime} S_{a}^{\mathrm{PT}}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu\right) f_{a}^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \Delta_{a}}{Q}\right) \\
& =S_{a}^{\mathrm{PT}[1]}(\mu)+\left[\int \mathrm{d} \tau_{a} S_{a}^{\mathrm{PT}}\left(\tau_{a} ; \mu\right)\right]\left(\frac{2 \Delta_{a}}{Q}+f_{a}^{\exp [1]}\right) \\
& =S_{a}^{\mathrm{PT}[1]}(\mu)+\frac{2 \Delta_{a}}{Q}+f_{a}^{\exp [1]}, \tag{3.114}
\end{align*}
$$

where here $S_{a}^{\mathrm{PT}[1]}(\mu)$ and $f_{a}^{\exp [1]}$ are the first moments of $S_{a}^{\mathrm{PT}}\left(\tau_{a} ; \mu\right)$ and $f_{a}^{\exp }\left(\tau_{a}\right)$, respectively, and in the third line we dropped $\alpha_{s}$ corrections to the $\mathcal{O}\left(\Lambda_{\mathrm{QCD}} / Q\right)$ power corrections $\Delta_{a} / Q$ and $f_{a}^{\exp [1]}$.

Since the first moment of the perturbative soft function, $S_{a}^{\mathrm{PT}[1]}$, already obeys the proper scaling (cf. Eq. (3.42)) we simply rescale the gap parameter,

$$
\begin{equation*}
\Delta_{a}=\frac{\Delta}{1-a} \tag{3.115}
\end{equation*}
$$

and require that the parameters of $f_{a}^{\exp }$ vary from those in $f^{\text {exp }}$ such that

$$
\begin{equation*}
f_{a}^{\exp [1]} \equiv \int \mathrm{d} \tau_{a} \tau_{a} f_{a}^{\exp }\left(\tau_{a}\right)=\frac{1}{1-a} \int \mathrm{~d} \tau \tau f^{\exp }(\tau)=\frac{1}{1-a} f^{\exp [1]} \tag{3.116}
\end{equation*}
$$

This latter condition is most easily satisfied by fixing $A$ and $B$ to their value at $a=0$ and allowing $\Lambda \rightarrow \Lambda_{a}$ to vary accordingly. Note from the definition of $f^{\exp }$, Eq. (3.112), $\Lambda f^{\exp }(\Lambda \tau / Q)$ is independent of $\Lambda$ and hence $\Lambda_{a} f_{a}^{\exp }\left(\Lambda_{a} \tau / Q\right)=\Lambda f^{\exp }(\Lambda \tau / Q)$ when $A$ and $B$ are fixed. This implies that

$$
\begin{equation*}
f_{a}^{\exp [1]}=\left(\frac{\Lambda_{a}}{Q}\right)^{2} \int \mathrm{~d} \tau_{a} \tau_{a} f_{a}^{\exp }\left(\frac{\Lambda_{a}}{Q} \tau_{a}\right)=\left(\frac{\Lambda_{a} \Lambda}{Q^{2}}\right) \int \mathrm{d} \tau \tau f^{\exp }\left(\frac{\Lambda}{Q} \tau\right)=\left(\frac{\Lambda_{a}}{\Lambda}\right) f^{\exp [1]} \tag{3.117}
\end{equation*}
$$

and so to satisfy Eq. (3.116) we take $f_{a}^{\exp }$ to be defined as in Eq. (3.112) but with $\Lambda$ replaced with $\Lambda_{a}$ where

$$
\begin{equation*}
\Lambda_{a}=\frac{\Lambda}{1-a} . \tag{3.118}
\end{equation*}
$$

### 5.3 Renormalon cancellation

We want to ensure that the $1 / Q$ renormalon ambiguity in $S^{\mathrm{PT}}\left(\tau_{a} ; \mu\right)$ is cancelled order-by-order in perturbation theory. To implement the position-mass renormalon cancellation scheme defined in Ref. [106] for jet-masses and applied to the $a=0$ gap parameter in Ref. [98], we first take the Fourier transform of $S_{a}\left(\tau_{a} ; \mu\right)$ with respect to $Q \tau_{a}$,

$$
\begin{align*}
S_{a}\left(x_{a} ; \mu\right) & \equiv \int \mathrm{d} \tau_{a} e^{-i Q \tau_{a} x_{a}} S_{a}\left(\tau_{a} ; \mu\right) \\
& =\int \mathrm{d} \tau_{a} e^{-i Q \tau_{a} x_{a}} \int \mathrm{~d} \tau_{a}^{\prime} S_{a}^{\mathrm{PT}}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu\right) f_{a}^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \Delta_{a}}{Q}\right) \\
& =S_{a}^{\mathrm{PT}}\left(x_{a} ; \mu\right) f^{\exp }\left(x_{a}\right) e^{-2 i \Delta_{a} x_{a}} \\
& =\left[S_{a}^{\mathrm{PT}}\left(x_{a} ; \mu\right) e^{-2 i \delta_{a}(\mu) x_{a}}\right]\left[f_{a}^{\exp }\left(x_{a}\right) e^{-2 i \bar{\Delta}_{a}(\mu) x_{a}}\right], \tag{3.119}
\end{align*}
$$

where in the second line we used Eq. (3.113) and in fourth line we split $\Delta_{a}$ into two $\mu$ dependent pieces, $\Delta_{a}=\bar{\Delta}_{a}(\mu)+\delta_{a}(\mu)$. Note that since $\Delta_{a}$ is $\mu$-independent, $S_{a}^{\mathrm{PT}}$ and $S_{a}$ obey the same RG equation.

Next, we demand that for some value $R$, the term in the first pair of brackets in the last line of Eq. (3.119) satisfies

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d}\left(i x_{a}\right)} \ln \left[S_{a}^{\mathrm{PT}}\left(x_{a} ; \mu\right) e^{-2 i \delta_{a}(\mu) x_{a}}\right]_{i x_{a}=\left(R e^{\gamma} E\right)^{-1}}=0 \tag{3.120}
\end{equation*}
$$

a condition which guarantees no ambiguity in $S_{a}^{\mathrm{PT}}$ at order $1 / Q$. This gives $\delta_{a}(\mu)$ to all orders in terms of $S_{a}^{\mathrm{PT}}\left(\tau_{a} ; \mu\right)$ as

$$
\begin{equation*}
\delta_{a}(\mu)=-\frac{Q}{2} \frac{\int \mathrm{~d} \tau_{a} \tau_{a} e^{-Q \tau_{a} /\left(R e^{\gamma} E\right)} S_{a}^{\mathrm{PT}}\left(\tau_{a} ; \mu\right)}{\int \mathrm{d} \tau_{a} e^{-Q \tau_{a} /\left(R e^{\gamma} E\right)} S_{a}^{\mathrm{PT}}\left(\tau_{a} ; \mu\right)} \tag{3.121}
\end{equation*}
$$

which to leading order is given by the expression

$$
\begin{equation*}
\delta_{a}^{1}(\mu)=-R e^{\gamma_{E}} \frac{8 C_{F}}{1-a}\left(\frac{\alpha_{s}(\mu)}{4 \pi}\right) \ln \frac{\mu}{R} . \tag{3.122}
\end{equation*}
$$

Since $\Delta_{a}=\bar{\Delta}_{a}(\mu)+\delta_{a}(\mu)$ is $\mu$-independent we find that to $\mathcal{O}\left(\alpha_{s}\right)$,

$$
\begin{equation*}
\mu \frac{\mathrm{d}}{\mathrm{~d} \mu} \bar{\Delta}_{a}(\mu)=-\mu \frac{\mathrm{d}}{\mathrm{~d} \mu} \delta_{a}(\mu)=\operatorname{Re}^{\gamma_{E}}\left[\frac{8 C_{F}}{1-a}\left(\frac{\alpha_{s}(\mu)}{4 \pi}\right)\right] \equiv-\operatorname{Re}^{\gamma_{E}}\left[\Gamma_{S}^{0}\left(\frac{\alpha_{s}(\mu)}{4 \pi}\right)\right] . \tag{3.123}
\end{equation*}
$$

Using that $\Gamma_{\bar{\Delta}}\left[\alpha_{s}\right] \propto \Gamma_{S}\left[\alpha_{s}\right]$ (cf. Refs. $[98,106]$ ) to all orders, we find that the NLL expression for $\mu \mathrm{d} \bar{\Delta}_{a} / \mathrm{d} \mu$ is and that, for arbitrary $a, \Gamma_{S}\left[\alpha_{s}\right] \propto \Gamma_{\text {cusp }}\left[\alpha_{s}\right]$ (cf. App. B)

$$
\begin{equation*}
\mu \frac{\mathrm{d}}{\mathrm{~d} \mu} \bar{\Delta}_{a}(\mu)=-\operatorname{Re}^{\gamma_{E}}\left[\Gamma_{S}^{0}\left(\frac{\alpha_{s}(\mu)}{4 \pi}\right)\left(1+\frac{\Gamma_{\text {cusp }}^{1}}{\Gamma_{\text {cusp }}^{0}} \frac{\alpha_{s}(\mu)}{4 \pi}\right)\right], \tag{3.124}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
\bar{\Delta}_{a}(\mu)=\bar{\Delta}_{a}\left(\mu_{0}\right)-\frac{R e^{\gamma_{E}}}{2} \omega_{S}\left(\mu, \mu_{0}\right), \tag{3.125}
\end{equation*}
$$

where $\omega_{S}\left(\mu, \mu_{0}\right)$ is given in Eq. (3.92). Note that since $\delta_{a}^{1}(\mu)$ and $\bar{\Delta}_{a}(\mu)-\bar{\Delta}_{a}\left(\mu_{0}\right)$ are proportional to $1 /(1-a)$, Eq. (3.115) suggests that we should choose $\bar{\Delta}_{a}\left(\mu_{0}\right)$ to be $\bar{\Delta}\left(\mu_{0}\right) /(1-a)$, where $\bar{\Delta}\left(\mu_{0}\right)$ is the best choice for $a=0$.

Expanding Eq. (3.113) in powers of $\alpha_{s}$ to $\mathcal{O}\left(\alpha_{s}\right)$ gives

$$
\begin{equation*}
S_{a}\left(\tau_{a} ; \mu\right)=\int \mathrm{d} \tau_{a}^{\prime}\left[S_{a}^{\mathrm{PT}}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu\right)+\frac{2 \delta_{a}^{1}(\mu)}{Q} \frac{\mathrm{~d}}{\mathrm{~d} \tau_{a}^{\prime}} S_{a}^{\mathrm{PT}}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu\right)\right] f^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \bar{\Delta}_{a}(\mu)}{Q}\right) \tag{3.126}
\end{equation*}
$$

where $S_{a}^{\mathrm{PT}}$ at NLO in the first term in brackets and at LO in the second term should be used since $\delta_{a}^{1}$ is $\mathcal{O}\left(\alpha_{s}\right)$. Using the fixed-order expression $S_{a}^{\mathrm{PT}}\left(\tau_{a} ; \mu\right)=\delta\left(\tau_{a}\right)+\mathcal{O}\left(\alpha_{s}\right)$ in the second term and integrating this term by parts gives

$$
\begin{equation*}
S_{a}\left(\tau_{a} ; \mu\right)=\int \mathrm{d} \tau_{a}^{\prime}\left[S_{a}^{\mathrm{PT}}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu\right) f_{a}^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \bar{\Delta}_{a}(\mu)}{Q}\right)\right]-\frac{2 \delta_{a}^{1}(\mu)}{Q} \frac{\mathrm{~d}}{\mathrm{~d} \tau_{a}} f_{a}^{\exp }\left(\tau_{a}-\frac{2 \bar{\Delta}_{a}(\mu)}{Q}\right) \tag{3.127}
\end{equation*}
$$

Evolving $S_{a}\left(\tau_{a} ; \mu_{S}\right)$ to the scale $\mu$ with $U_{S}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu, \mu_{S}\right)$ as in Eq. (3.88) gives

$$
\begin{align*}
S_{a}\left(\tau_{a} ; \mu\right)=\int \mathrm{d} \tau_{a}^{\prime} & {\left[S_{a}^{\mathrm{PT}}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu\right) f_{a}^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \bar{\Delta}_{a}\left(\mu_{S}\right)}{Q}\right)\right.} \\
& \left.-\frac{2 \delta_{a}^{1}\left(\mu_{S}\right)}{Q} U_{S}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu, \mu_{S}\right) \frac{\mathrm{d}}{\mathrm{~d} \tau_{a}^{\prime}} f_{a}^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \bar{\Delta}_{a}\left(\mu_{S}\right)}{Q}\right)\right] \tag{3.128}
\end{align*}
$$

Here we keep $\bar{\Delta}_{a}$ and $\delta_{a}$ at the scale $\mu_{S}$ which is needed to achieve the $1 / Q$ renormalon cancellation [99].

Finally, Eq. (3.128) implies that the total resummed distribution at NLL convoluted with the model function $f_{a}^{\exp }$ is

$$
\begin{align*}
\left.\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} \tau_{a}}\right|_{\mathrm{NLL} / \mathrm{NLO}}= & \int \mathrm{d} \tau_{a}^{\prime}\left\{\left.\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma^{\mathrm{PT}}}{\mathrm{~d} \tau_{a}}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu\right)\right|_{\mathrm{NLL} / \mathrm{NLO}} f_{a}^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \bar{\Delta}_{a}\left(\mu_{S}\right)}{Q}\right)\right. \\
& \left.-\frac{2 \delta_{a}^{1}\left(\mu_{S}\right)}{Q}\left[U_{a}^{\sigma}\left(\tau_{a}-\tau_{a}^{\prime} ; \mu, \mu_{H}, \mu_{J}, \mu_{S}\right)\right]_{+} \frac{\mathrm{d}}{\mathrm{~d} \tau_{a}^{\prime}} f_{a}^{\exp }\left(\tau_{a}^{\prime}-\frac{2 \bar{\Delta}_{a}\left(\mu_{S}\right)}{Q}\right)\right\} \tag{3.129}
\end{align*}
$$

where the resummed two-jet distribution matched to QCD, $\mathrm{d} \sigma^{\mathrm{PT}} /\left.\mathrm{d} \tau_{a}\right|_{\mathrm{NLL} / \mathrm{NLO}}$, is given in Eq. (3.105) and $U_{a}^{\sigma}$ is given in Eq. (3.96).

### 5.4 Numerical results for the soft function

By plugging the partonic soft function Eq. (3.42) into the model Eq. (3.127), we obtain for the full convoluted model soft function to $\mathcal{O}\left(\alpha_{s}\right)$,

$$
\begin{align*}
S_{a}\left(\tau_{a} ; \mu\right)= & \left\{1-\frac{\alpha_{s} C_{F}}{2 \pi} \frac{1}{1-a}\left[\ln ^{2}\left(\frac{\mu^{2}}{Q^{2}\left(\tau_{a}^{\Delta}\right)^{2}}\right)-\frac{\pi^{2}}{6}\right]\right\} f_{a}^{\exp }\left(\tau_{a}^{\Delta}\right)-\frac{2 \delta_{1}^{a}(\mu)}{Q} \frac{\mathrm{~d}}{\mathrm{~d} \tau_{a}} f^{\exp }\left(\tau_{a}^{\Delta}\right)  \tag{3.130}\\
& +\frac{2 \alpha_{s} C_{F}}{\pi} \frac{1}{1-a} \int_{0}^{\tau_{a}^{\Delta}} \mathrm{d} \tau^{\prime} \frac{1}{\tau^{\prime}} \ln \left(\frac{\mu^{2}}{Q^{2} \tau^{\prime 2}}\right)\left[f_{a}^{\exp }\left(\tau_{a}^{\Delta}-\tau^{\prime}\right)-f_{a}^{\exp }\left(\tau_{a}^{\Delta}\right)\right]
\end{align*}
$$

where $\tau_{a}^{\Delta} \equiv \tau_{a}-2 \bar{\Delta}_{a}(\mu) / Q$. To integrate against the plus distributions in Eq. (3.42), we used the prescription

$$
\begin{gather*}
\int_{0}^{a} \mathrm{~d} x\left[\frac{\theta(x)}{x}\right]_{+} f(x)=\int_{0}^{a} \mathrm{~d} x \frac{\theta(x)}{x}[f(x)-f(0)]+f(0) \ln a  \tag{3.131a}\\
\int_{0}^{a} \mathrm{~d} x\left[\frac{\theta(x) \ln x}{x}\right]_{+} f(x)=\int_{0}^{a} \mathrm{~d} x \frac{\theta(x) \ln x}{x}[f(x)-f(0)]+\frac{1}{2} f(0) \ln ^{2} a \tag{3.131b}
\end{gather*}
$$

which correspond to the definition of plus-functions given in Eq. (3.40). To minimize the logarithms in the peak region of the soft function while also avoiding the Landau pole in $\alpha_{s}$, it is natural to choose the scale to be of order $\mu \gtrsim \Lambda_{\mathrm{QCD}}$. To minimize the logarithms for larger values of $\tau_{a}$, it is natural to choose $\mu \sim Q \tau_{a}$. A scale choice that interpolates between these two regions is

$$
\begin{equation*}
\mu=\sqrt{\theta\left(Q \tau_{a}-\mu_{S}^{\min }\right)\left(Q \tau_{a}-\mu_{S}^{\min }\right)^{2}+\left(\mu_{S}^{\min }\right)^{2}} \tag{3.132}
\end{equation*}
$$

where the minimum scale is $\mu_{S}^{\min } \gtrsim \Lambda_{\mathrm{QCD}}$.
In Fig. 3.6, we plot $S_{a}\left(\tau_{a} ; \mu\right)$ for six values of $a$ between -2 and $1 / 2$. In each plot, we show the tree-level (LO) soft function with a gap parameter (solid gray), the one-loop (NLO) soft function with a gap parameter but without renormalon subtraction (dashed green), and the one-loop soft function with a gap and renormalon subtraction (solid blue). For the parameters in the model function Eq. (3.112) we take $A=2.5, B=-0.4, \Lambda=0.55 \mathrm{GeV}$, as extracted from a fit to the jet mass distribution [113]. For the scale dependence of the gap parameter, we choose
$S_{a}\left(\tau_{a} ; \mu\right)$







Figure 3.6: Angularity soft functions with a gap parameter, at tree-level (solid gray) and at oneloop with (solid blue) and without (dashed green) renormalon subtraction, for $Q=100 \mathrm{GeV}$, for several values of $a$ as labeled on each plot. The variation of the soft functions with the scale $\mu$ is illustrated by first setting $\mu_{S}^{\min }=1.0 \mathrm{GeV}$ in Eq. (3.132) and choosing $\mu$ to be $(0.8,1,1.2)$ times the formula in Eq. (3.132), with the plots for smaller values of $\mu_{S}$ peaking earlier in $\tau_{a}$. For the model parameters we take $A=2.5, B=-0.4, \Lambda=0.55 \mathrm{GeV}$. In the renormalon subtraction Eq. (3.122), we have chosen $R=200 \mathrm{MeV}$.
$\bar{\Delta}_{0}(1 \mathrm{GeV})=100 \mathrm{MeV}$ and use Eq. (3.125) to evolve to other scales. We choose $R=200 \mathrm{MeV}$ in the renormalon subtraction Eq. (3.122) and the minimum value of the scale in Eq. (3.132) to be $\mu_{S}^{\min }=1 \mathrm{GeV}$. We illustrate the variation of $S_{a}\left(\tau_{a} ; \mu\right)$ with the scale $\mu$ by varying it between 0.8 and 1.2 times the formula in Eq. (3.132). The tree-level soft functions depend on $\mu$ only through the gap parameter $\bar{\Delta}_{a}(\mu)$ and thus artificially have smaller scale variation than the one-loop soft functions, at which order the nontrivial $\mu$ dependence is first probed.

The one-loop soft functions in Fig. 3.6 display unphysical behavior near $\tau_{a}=0$ by taking negative values, due to the renormalon ambiguity in the perturbative series for the partonic soft function. By cancelling the renormalon ambiguity between the partonic soft function and the nonperturbative gap parameter $\Delta_{a}$ through Eq. (3.127), we obtain the renormalon-free one-loop soft functions. One of the plots of the soft function for $a=1 / 2$ still exhibits a small negative dip after renormalon subtraction, but it is nevertheless much smaller than the original negative dip, and from its size may be expected to an effect of higher-order power corrections. The dip does not appear in the total cross-section calculated below in Sec. 6.

## 6 Numerical Results for the Full Distribution

In this section we plot the angularity distributions $\mathrm{d} \sigma / \mathrm{d} \tau_{a}$ which include LO and NLO perturbative hard, jet, and soft function contributions, resummation of large logarithmic terms to NLL accuracy, matching to QCD at $\mathcal{O}\left(\alpha_{s}\right)$, and the effects of the nonperturbative gapped soft functions.

In Fig. 3.7 we plot the angularity distributions given by Eq. (3.129), plugging in the NLL resummed partonic distribution given by Eq. (3.95) and matched according to Eq. (3.105). We keep the same soft model function parameters as in the previous section. As noted earlier, the logarithms in the hard, jet, and soft functions are minimized by choosing $\mu_{H}=Q, \mu_{J} \sim Q \tau_{a}^{1 /(2-a)}$, and $\mu_{S} \sim Q \tau_{a}$. In order to avoid the Landau pole in $\alpha_{s}$ as $\tau_{a} \rightarrow 0$, we choose the scales as in Eq. (3.132) ,

$$
\begin{align*}
\mu_{S} & =\sqrt{\theta\left(Q \tau_{a}-\mu_{S}^{\min }\right)\left(Q \tau_{a}-\mu_{S}^{\min }\right)^{2}+\left(\mu_{S}^{\min }\right)^{2}}  \tag{3.133a}\\
\mu_{J} & =\sqrt{\theta\left(Q \tau_{a}^{1 /(2-a)}-\mu_{J}^{\min }\right)\left(Q \tau_{a}^{1 /(2-a)}-\mu_{J}^{\min }\right)^{2}+\left(\mu_{J}^{\min }\right)^{2}} . \tag{3.133b}
\end{align*}
$$

We may vary $\mu_{S, J}^{\min }$ independently, or choose them in a correlated fashion suggested by their natural scaling $\mu_{S} \sim Q \lambda, \mu_{J} \sim Q \lambda^{1 /(2-a)}$, that is,

$$
\begin{equation*}
\mu_{J}^{\min }=Q^{(1-a) /(2-a)}\left(\mu_{S}^{\min }\right)^{1 /(2-a)} . \tag{3.134}
\end{equation*}
$$

In Fig. 3.7 we have done the latter. The NLL/NLO distributions exhibit negative values for small $\tau_{a}$ as a result of the renormalon ambiguity. Performing the renormalon subtraction in the soft function removes this pathology.

$$
\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} \tau_{a}}
$$









Figure 3.7: Angularity distributions at $Q=100 \mathrm{GeV}$ for six values of $\tau_{a}$ between -2 and $1 / 2$. The solid gray curves are the LO partonic distributions resummed to NLL and convoluted with the gapped soft model function. The dotted green curves are NLL/NLO convoluted with the gapped soft function but without renormalon subtraction. The dashed red curves are the same as the green but with renormalon subtraction, and the solid blue curves are the same as the red but matched to fixed-order QCD at $\mathcal{O}\left(\alpha_{s}\right)$. We choose the scales $\mu=Q, \mu_{S}^{\min }=1 \mathrm{GeV}$, and $\mu_{J}^{\min }$ given by Eq. (3.134). For the gap parameter we take $\bar{\Delta}_{0}(1 \mathrm{GeV})=100 \mathrm{MeV}$ and in the renormalon subtraction $R=200 \mathrm{MeV}$.


Figure 3.8: Angularity distributions at $Q=100 \mathrm{GeV}$. $\tau_{a^{\prime}}$ The full, NLL/NLO resummed, renormalonsubtracted distributions in Fig. 3.7 are here shown all on the same scale. The parameters are chosen the same as in Fig. 3.7. From highest to lowest peak value, the curves are for $a=-2,-1,-\frac{1}{2}, 0, \frac{1}{4}, \frac{1}{2}$.

|  | $F=S$ | $F=J$ |
| :---: | :---: | :---: |
| $j_{F}$ | 1 | $2-a$ |
| $\Gamma_{F}^{0}$ | $-8 C_{F} \frac{1}{1-a}$ | $8 C_{F} \frac{1-a / 2}{1-a}$ |
| $\gamma_{F}^{0}$ | 0 | $6 C_{F}$ |

Table 3.1: $\Gamma_{F}^{0}, \gamma_{F}$ and $j_{F}$ for the jet and soft functions.
 (light blue band) of the NLL/NLO resummed, renormalon-subtracted angularity distributions at $Q=100 \mathrm{GeV}$ for $a=-1, a=0, a=1 / 4$, and $a=1 / 2$. For the hard scale variation, $\mu_{H}$ varied between $Q / 2$ and $2 Q$ and for the correlated scale variation, $\mu_{J}$ and $\mu_{S}$ are varied between half the values given in Eq. (3.133) and twice these values.

In Fig. 3.8 we plot angularity distributions for the values of $a$ used in Fig. 3.7 on the same figure to illustrate clearly how they change with $a$. The range of $\tau_{a}$ populated by two-jet-like events grows with increasing $a$, so that the peak regions are populated by jets of increasing narrowness with increasing $a$. This is reflected in the scales $\mu_{J, S}$ in Eq. (3.133) drawing closer as $a$ grows to 1 .

In Fig. 3.9 we vary the hard, jet, and soft scales and plot the resulting variation of our final predictions for the distributions. First we vary the hard scale $\mu_{H}$ between $Q / 2$ and $2 Q$, plotting the result in the dark green band. Then we vary the collinear and soft scales $\mu_{J, S}$ between half and twice the values we chose in Eq. (3.133) and plot the result in the light blue band.

Although published data on $e^{+} e^{-}$angularity distributions for $a \neq 0$ are not yet available, data for the $a=0$ (thrust) distribution are of course plentiful. The remaining difference between our prediction in Fig. 3.7 and existing measurements of the $a=0$ distribution can be accounted for by higher-order perturbative corrections (see, for example, Fig. 6 in Ref. [32]), which are known but have not been included here, since we calculated the other angularity distributions only to NLL/NLO. For $a$ sufficiently smaller than 1 , we expect our predictions of all angularity distributions to agree with data to the same accuracy that the NLL/NLO $a=0$ prediction agrees with the thrust data.

## 7 Comparison to Previous Results and Classic Resummation

To compare to previous predictions of angularity distributions [37, 40] and focus more generally on the differences between SCET and alternative approaches to factorization and resummation, in this section we restrict our attention to the perturbative distribution both before matching, Eq. (3.95), and after matching, Eq. (3.105), leaving out the nonperturbative model of Sec. 5.

Our result for the unmatched NLL resummed distribution Eq. (3.95) involves an evolution factor $U_{a}^{\sigma}$, which resums all leading and next-to-leading logarithms (for example the $\left(1 / \tau_{a}\right) \ln \tau_{a}$ and $1 / \tau_{a}$ terms in the fixed-order $D_{a}(\tau)$ of Eq. (3.103)), and a multiplicative NLO prefactor $1+f_{H}+$ $2 f_{J}+f_{S}=1+\mathcal{O}\left(\alpha_{s}\right)$. Both the evolution factor and the NLO prefactor are sensitive to physics at the three distinct scales $\mu_{H}, \mu_{J}$, and $\mu_{S}$. Keeping these scales arbitrary until after solving the RG equations in Sec. 4 and retaining the freedom to choose them only at the end provides a flexibility which is indispensable in achieving reliable predictions in the SCET approach. This approach has significant advantages over what we refer to as the classic approach to resummation in QCD [48].

To illustrate these advantages, we compare our results for angularity distributions to those obtained in full QCD [37, 40]. The analysis in Ref. [37] used a formalism of factorization and resummation of logarithms through renormalization-group evolution paralleling that of SCET, in principle containing all the advantages that we emphasize here, but which were not fully realized. Before arriving at the explicit prediction for the NLL resummed distribution $\mathrm{d} \sigma / \mathrm{d} \tau_{a}$ given in Ref. [40], the factorized result of Ref. [37] was first converted into the form of a resummed event shape distribution that would be obtained using the classic approach (and has been for $a=0$ ).

One major advantage of the SCET approach over the classic approach is the presence of Landau pole singularities in the results of the classic approach that are not in the results from SCET, as also found in the cases of DIS and Drell-Yan [126, 27, 30]. We can illustrate why SCET avoids this for the case of angularities by returning to our results for the resummed jet and soft functions and for the final resummed distribution. From the expressions for the resummed soft


Figure 3.10: Factorization scale $\mu$ variation of the (unmatched, partonic) SCET NLL/LO (light blue band) and the classic QCD NLL/LO (red band) resummed results for angularity distributions. $\mu$ is varied over the range $\frac{Q}{2} \leq \mu \leq 2 Q$ with $Q=100 \mathrm{GeV}$ for the cases $a=-1, a=0, a=1 / 4$, and $a=1 / 2$. To make a direct comparison to the QCD results, the scales in the SCET results have been chosen as $\mu=\mu_{H}=Q, \mu_{J}=Q \tau_{a}^{1 /(2-a)}$, and $\mu_{S}=Q \tau_{a}$.
function $S_{a}\left(\tau_{a}^{s}\right)$, Eq. (3.93), and for the resummed jet function $J_{a}^{n}\left(\tau_{a}^{n}\right)$, Eq. (3.94), one might be tempted to set $\mu_{S}=Q \tau_{a}^{s}$ and $\mu_{J}=Q\left(\tau_{a}^{n}\right)^{1 /(2-a)}$, since the logarithms in Eqs. (3.93) and (3.94) are minimized for these choices. The problem with this choice is that the soft and jet functions still enter the convolution in the factorization theorem Eq. (3.1) and thus the scales in $\alpha_{s}\left(\mu_{J / S}\right)$ run below $\tau_{a}^{n, s}=\Lambda_{\mathrm{QCD}} / Q$ even for $\tau_{a}>\Lambda_{\mathrm{QCD}} / Q$ (where $\tau_{a}=\tau_{a}^{n}+\tau_{a}^{\bar{n}}+\tau_{a}^{s}$ ) if these $\tau_{a}^{n, s}$-dependent scales are chosen. However, for a $\tau_{a}^{s}$-independent choice of $\mu_{S}$ in the case of the soft function, for instance, the full functional dependence of the resummed $S\left(\tau_{a}^{s} ; \mu\right)$ on $\tau_{a}^{s}$ and $\mu_{S}$ is such that after the integrals over $\tau_{a}^{s}, \tau_{a}^{n}$, and $\tau_{a}^{\bar{n}}$ needed to get to the final resummed distribution, Eq. (3.95), are performed, the resulting dependence on $\mu_{S}$ only comes in the combination $\mu_{S} / Q \tau_{a}$ in logarithms (and similarly for the jet functions). The proper choice is thus $\mu_{S} \sim Q \tau_{a}$ (and $\mu_{J} \sim Q \tau_{a}^{1 /(2-a)}$ ) and not $\mu_{S} \sim Q \tau_{a}^{s}$. With this choice, Landau pole singularites never affect our result for $\tau_{a}>\Lambda_{\mathrm{QCD}} / Q$. Setting $\mu_{S}=Q \tau_{a}^{s}$ before doing the convolution Eq. (3.1) is equivalent to setting $\mu_{S}=Q / \nu$ in the Laplace transform with respect to $\nu$ of the distribution, which is the scale choice made in Ref. [37] needed to reproduce the classic result for $a=0$. Thus, when transforming back to get $\mathrm{d} \sigma / \mathrm{d} \tau_{a}$,
one inevitably runs into spurious Landau pole singularities with this scale choice ${ }^{9}$, confirming the similar observation of [30].

Another difference between the explicit results we give and those given in [37] is that while both achieved resummation of logarithms to NLL accuracy, the latter does not include a full NLO calculation of the jet and soft functions in the distribution $\mathrm{d} \sigma / \mathrm{d} \tau_{a}$, that is, effectively does not have the prefactors $f_{H, J, S}$. As with our SCET results, the results of [37] are not as accurate as fixed-order QCD in the large- $\tau_{a}$ region and need to be matched. This matching was subsequently performed numerically to at $\mathcal{O}\left(\alpha_{s}^{2}\right)$ in Ref. [40]. We summarize this by saying that we have resummed logarithms of $\tau_{a}$ to NLL/NLO with $\mathcal{O}\left(\alpha_{s}\right)$ matching and Ref. [40] has resummed to NLL/LO with $\mathcal{O}\left(\alpha_{s}^{2}\right)$ matching.

The explicit dependence of the NLO prefactor on the separate scales $\mu_{H, J, S}$ makes it distinct from what is obtained by NLO matching to QCD in the large- $\tau_{a}$ region where the three scales are comparable. Specifically, it improves the accuracy in the smaller- $\tau_{a}$ region where the distribution depends on physics at the three widely disparate scales separately, as revealed by the factorization theorem. We emphasize that even though the effects of including this NLO piece are formally of next-to-next-to-leading logarithmic (NNLL) accuracy (using the counting $\alpha_{s} \ln \tau_{a} \sim \mathcal{O}(1)$ ), it is natural to include it in our NLL resummed result since the dependence on the arbitrary scales $\mu_{H, J, S}$ is cancelled to order $\alpha_{s}$ in our NLL/NLO calculation. ${ }^{10}$

Finally, we point out that while SCET can incorporate $\mathcal{O}\left(\alpha_{s}^{2}\right)$ matching with, for example, an $\mathcal{O}\left(\alpha_{s}^{2}\right)$ QCD calculation or an event generator, the classic approach by itself is less easily generalized to achieve full NLL/NLO accuracy. The reason for this difference is that SCET predicts the evolution boundary conditions for the hard, jet, and soft functions, $H\left(Q ; \mu_{H}\right)$ and $F\left(\tau_{a} ; \mu_{F}\right)$ ( $F=J, S$ ) in Eq. (3.88), for arbitrary scales $\mu_{H, J, S}$ order by order in perturbation theory. On the other hand, as discussed in Ref. [140], the classic approach in contrast must effectively use the evolution boundary conditions $F\left(\tau_{a} ; \mu_{0}\right)=\delta\left(\tau_{a}\right)$, which are LO in the SCET point of view. An implication of this difference is that, since our NLO prefactor is formally part of the NNLL series, full NNLL resummation is a nontrivial task in the classic approach (e.g. [46, 73]) whereas it is straightforward in SCET, using no new techniques additional to the ones described above.

In Fig. 3.10, we compare our result with the classic result obtained in [37]. To make this comparison, we truncate our result to NLL/LO accuracy and make the scale choices that are equivalent to those that were made in Ref. [37] for the purpose of arriving at the classic resummed form. Namely, we run the jet and soft functions from their respective natural scales, $\mu_{J}=Q \tau_{a}^{1 /(2-a)}$ and $\mu_{S}=Q \tau_{a}$, to the hard scale set to $\mu_{H}=Q$. In addition, in Ref. [37] the factorization scale $\mu$ was also chosen to be $\mu=\mu_{H}$, effectively turning off running between $\mu_{H}$ and $\mu$. Thus, to make a genuine comparison, we vary $\mu$ both in the classic result given in [40] and in our result Eq. (3.95) over the range $Q / 2$ to $2 Q$, fixing $\mu_{H}=\mu$ in our result. Notice from the plots that the peak position appears to be more stable in the SCET results relative to the classic results and that there is a discrepancy in the overall normalization in the peak region, both of which may be attributed to

[^10]power corrections arising from the spurious Landau poles present in the classic result.

## 8 Conclusions

We have calculated angularity distributions in $e^{+} e^{-}$collisions for $a<1$ to $\mathcal{O}\left(\alpha_{s}\right)$ in fixedorder accuracy, resummed leading and next-to-leading large logarithms in the perturbative series, incorporated the effects of a nonperturbative model for the soft function with a gap parameter, and cancelled the leading renormalon ambiguities in the perturbative expansion of the distribution and the gap parameter. Our new results for the one-loop jet and soft functions for all $a<1$ and the NLL resummation of logarithms of $\tau_{a}$ with explicit analytical dependence on the scales $\mu_{H, J, S}$ made possible what we believe are the most precise predictions of angularity distributions to date.

These predictions, especially after extension to higher orders in perturbation theory and resummation of logarithms, can prove useful in improving extraction of the strong coupling $\alpha_{s}$ or the parameters of nonperturbative models for the soft function. At the present time, in the absence of a new linear collider, such extractions would require the re-analysis of LEP data to extract the angularity distributions.

We also gain insight into the steps that will be required to predict jet observables in hadronic collisions, a broad range of which have been studied in $[7,6]$ using the classic approach. An SCET-based framework to factorize jet observables in this environment was developed in [15]. Our analysis of angularities suggests that the study of any set of jet observables which vary in their sensitivity to narrower or wider jets or which depend on a jet algorithm picking out narrower or wider jets should be scrutinized in the same way as we did for angularities to determine whether the contributions of collinear and soft modes to each observable can be clearly separated. Also, our calculations of light quark angularity distributions in $e^{+} e^{-}$collisions can be extended to calculating individual jet shapes for jets of various origins to higher accuracy, contributing to strategies to use such jet shapes to distinguish experimentally different types of jets [3, 2].

While we have used SCET to calculate and explore the behavior of angularity distributions, the variation in behavior of the angularities has in turn shed light on the behavior and applicability of the effective theory. Varying $a$ essentially varies the collinear scale of SCET, in effect interpolating between (and extrapolating beyond) $\mathrm{SCET}_{\mathrm{I}}$ and $\mathrm{SCET}_{\mathrm{II}}$, and so angularities provide an ideal testing ground for the behavior of these effective theories.

It is natural and straightforward to consider further improvement of our predictions to higher perturbative accuracy and reduced nonperturbative uncertainty. We believe by using the cut diagram methods described above to obtain the angularity distributions to $\mathcal{O}\left(\alpha_{s}\right)$ we can extend our results to $\mathcal{O}\left(\alpha_{s}^{2}\right)$ in a straightforward manner. Also, all of the ingredients necessary for NNLL resummation at $a=0$ are already known [32], and we would only need to calculate those pieces which change with $a$. The three-loop $\Gamma_{J, S}$ part of the jet and soft anomalous dimensions for arbitrary $a$ can be obtained from the known three-loop $\Gamma_{\text {cusp }}[30]$ and the all-orders proportionality $\Gamma_{J, S} \propto \Gamma_{\text {cusp }}$ which we verified in Appendix B. The only unknown ingredients are the two-loop non-cusp part of the jet and soft anomalous dimensions. These can be obtained solely from the UV divergences of the two-loop graphs, and would immediately extend our results to NNLL accuracy. As for nonperturbative effects in the angularity distributions, we have treated these effects in the soft function in the simplest manner possible, adapting the $a=0$ soft model function to all $a$ by rescaling its first moment. Comparison of these predictions to $e^{+} e^{-}$data can shed light on the
reliability of this choice.
Angularities and other event shapes have proven to be powerful probes of QCD and its effective theories, and promise to play a key role in the new era of collider physics searching for signals of new physics amid a sea of jets and strong interactions.

## Chapter 4

## On Glauber Gluons in SCET

## 1 Introduction

Factorization of QCD hard scattering cross-sections into calculable high-energy and universal nonperturbative parts plays vital role in our theoretical understanding of strong interactions. In practice one should derive a factorization formula on a process by process basis. Then, one could extract the hadron Parton-Distribution Function (PDF) say from the Deeply Inelastic Scattering (DIS) and use it in the factorized Drell-Yan (DY) [82] cross-section as an input to make theoretical prediction that can be compared to data.

Glauber gluons play special role in DY like processes where they threaten Factorization [44, 65]. They are low-energy momentum exchanges involving remnants in hadronic collisions, where the transferred momentum is almost entirely in the direction perpendicular to the beam axis. The presence of this transverse interaction causes the factorization to be broken in the usual sense of PDF's and the generalized Transverse Momentum Dependant PDF's (TMDPDF) should be introduced for the exclusive in $Q_{\mathrm{T}}$ DY cross-section [67]. However, in the inclusive cross-section, i.e. after integrating over the $Q_{\mathrm{T}}$, the effects from Glauber gluons cancel, and Factorization holds [43, 66].

The modern approach to Factorization proofs, which has the advantage of straightforward resummation of large logarithms of multiple physical scales, is using one or more effective field theories. In this approach the ingredients of a Factorization formula are identified with Wilson coefficients and matrix elements of operators in these field theories, see e.g. [124].

Soft-collinear effective theory (SCET) [12, 14, 25, 21] plays an important role and has been employed in proofs of Factorization for many jet-involving processes. It is thus of particular interest how Glauber gluons can be accounted for in SCET. The straightforward approach is to assign a momentum scaling of $\left(\lambda^{2}, \lambda^{2}, \lambda\right)$ for the $(+,-, \perp)$ light-cone components and treat them as propagating fields, at least for book-keeping purposes. Since these fields are off-shell and cannot appear as external particles in perturbation theory, they may be integrated out of the effective theory, leading to a potential between pairs of collinear fields in opposite directions.

An attempt to include Glauber gluons into SCET was done in [122], where the factorization of DY cross-section in the presence of Glauber mode was reconsidered. However in this attempt the overlaps between modes which we find to play a very important role is completely ignored.

Inclusion of Glauber gluons into SCET lagrangian has been phenomenologically suitable
for description of jet broadening in dense QCD matter [103, 75].
The purpose of the present Chapter is to motivate the inclusion of Glauber gluons into SCET to have a consistent effective theory for the DY cross-section. The proven cancelation [43, 66] of Glauber interactions in the inclusive DY cross-section needs to be understood from the effective theory point of view.

The plan of the Chapter is as follows. In Section 2 we perform a one-loop matching calculation within SCET involving DY amplitude topologies and show that the effective theory breaks down, while in SCET+Glauber mode we get the consistency back into effective theory. In Section 3 we perform the pinch analysis of DY amplitudes at one loop and identify the right modes for the effective theory for each topology. In Section 4 we discuss the reconciliation of having an off-shell Glauber pinch and the Coleman and Norton theorem, and finally we conclude in Section 5.

## 2 Setting up the playground



Figure 4.1: One-loop examples of - Left: active-active interactions, Middle: spectator-active interactions, Right: spectator-spectator interactions

The goal of this Chapter is to study interactions that are mediated by a momentum configuration with Glauber scaling, i.e. $l \sim\left(\lambda^{2}, \lambda^{2}, \lambda\right)$. It is well known that such modes are present between spectators at the amplitude level for Drell-Yan type processes [Collins, Soper, Sterman]. It is helpful to construct an example in SCET in which the conditions that lead to Glauber gluon exchanges are present. To this end we reconsider the well-studied SCET current $O_{2}=\bar{\chi}_{\bar{n}} \Gamma \chi_{n}$, for which the Wilson coefficient $C_{2}$ and its anomalous dimension $\gamma_{2}$ are known to high precision [Pecjak et. al.] by explicit calculation using partonic external states of free quarks $\langle\bar{q} q| O_{2}|0\rangle$. However, since our aim is directed toward spectator interactions, we intentionally choose more complicated external states, namely $\left\langle\gamma^{*} \gamma^{*} \rightarrow \bar{q} q \bar{q} q\right| O_{2}|\bar{q} q\rangle$, which must yield the same results for $C_{2}$ and $\gamma_{2}$ as they are independent of the choice of external states. Examples of Feynman diagrams to consider are depicted in Figure 4.1.

Since we will work backwards from a known result, we may formulate our expectations as follows. Interactions between particles participating in the hard scattering process, called "active" particles, will reproduce the previous results, while the new type of topologies where an active particle interacts with a spectator or purely between spectators will not contribute to $C_{2}$ or $\gamma_{2}$ in the matching calculation. In other words, the sum of the full theory graphs in the new topologies must be reproduced in its entirety within SCET.

In the next subsection we will match the full (scalar) theory to SCET at one-loop order, where the field content of the effective theory is given by soft, collinear and anti-collinear momentum
modes. We assign momenta $p+\bar{p}$ and $q+\bar{q}$ to the two inital virtual photons, and $\bar{p}$ and $q$ to the two outgoing partons. Note that the tree-level amplitude is simply given by the $1 /\left(p^{2} \bar{q}^{2}\right)$,

$$
\begin{equation*}
\left\langle\gamma^{*} \gamma^{*}\right| O_{2}|\bar{q} q\rangle_{\text {tree }}=\frac{1}{p^{2} \bar{q}^{2}} \tag{4.1}
\end{equation*}
$$

At one loop order, the full theory amplitude of the matrix element of our interest is equal to sum of three topologies, which we write as $I_{3}, I_{4}, I_{5}$, namely a triangle graph in the active-active, box graphs in the spectator-active and a pentagon graph in the spectator-spectator topology,

$$
\begin{equation*}
\left\langle\gamma^{*} \gamma^{*}\right| O_{2}|\bar{q} q\rangle_{\mathrm{FT}}=\frac{1}{p^{2} \bar{q}^{2}} I_{3}+\frac{1}{\bar{q}^{2}} I_{4}^{(n \bar{n})}+\frac{1}{p^{2}} I_{4}^{(\bar{n} n)}+I_{5} \tag{4.2}
\end{equation*}
$$

where the prefactors of $1 / p^{2}, 1 / \bar{q}^{2}$ take into account the propagators that are independent of the loop-momenta. The notation $I_{4}^{(n \bar{n})}$ and the one with $n, \bar{n}$ reversed takes into account two spectatoractive graphs: firs one with spectator in the $n$ direction and the active quark in the $\bar{n}$ direction, and the second one vise verse.

In the the first effective theory that we consider, which is the usual, unmodified $\mathrm{SCET}_{\mathrm{I}}$, we consider only collinear and ultrasoft modes (which we for brevity call soft everywhere below). The one loop amplitude for this effective theory equals to

$$
\begin{equation*}
\left\langle\gamma^{*} \gamma^{*}\right| O_{2}|\bar{q} q\rangle_{\mathrm{EFT}_{1}}=\frac{1}{p^{2} \bar{q}^{2}}\left(I_{3}^{c}+I_{3}^{\bar{c}}+I_{3}^{s}\right)+\frac{1}{\bar{q}^{2}}\left(I_{4}^{(n \bar{n}) c}+I_{4}^{(n \bar{n}) s}\right)+\frac{1}{p^{2}}\left(I_{4}^{(\bar{n} n) \bar{c}}+I_{4}^{(\bar{n} n) s}\right)+I_{5}^{s} \tag{4.3}
\end{equation*}
$$

Here we have already used the fact that some graphs, i.e. $I_{4}^{(n \bar{n}) \bar{c}}, I_{4}^{(\bar{n} n) c}, I_{5}^{c}, I_{5}^{\bar{c}}$, are power-suppressed.
Finally we will repeat the same calculation in another effective theory in which one additional (Glauber gluon) mode is included, which has momentum scaling $\left(\lambda^{2}, \lambda^{2}, \lambda\right)$. In this effective theory our matrix element equals

$$
\begin{align*}
\left\langle\gamma^{*} \gamma^{*}\right| O_{2}|\bar{q} q\rangle_{\mathrm{EFT}_{2}}= & \frac{1}{p^{2} \bar{q}^{2}}\left(I_{3}^{c^{\prime}}+I_{3}^{\bar{c}^{\prime}}+I_{3}^{g}+I_{3}^{s}\right)+\frac{1}{\bar{q}^{2}}\left(I_{4}^{(n \bar{n}) c^{\prime}}+I_{4}^{(n \bar{n}) g}+I_{4}^{(n \bar{n}) s}\right) \\
& +\frac{1}{p^{2}}\left(I_{4}^{(\bar{n} n) \bar{c}^{\prime}}+I_{4}^{(\bar{n} n) g}+I_{4}^{(\bar{n} n) s}\right)+I_{5}^{g}+I_{5}^{s} \tag{4.4}
\end{align*}
$$

The primed integrals differ from the unprimed ones pricipally in their "zero-bin subtraction", i.e. their overlap with the other modes present in the theory. For example, the collinear contribution in $\mathrm{EFT}_{1}$ are given by subtracting the overlap with the soft mode,

$$
\begin{equation*}
I_{k}^{c}=\tilde{I}_{k}^{c}-\left(I_{k}^{c}\right)_{0 s} \tag{4.5}
\end{equation*}
$$

while in $\mathrm{EFT}_{2}$ all three modes overlap with each other: collinear, Glauber and the soft. The following subtractions avoid the double counting:

$$
\begin{align*}
I_{k}^{c^{\prime}} & =\tilde{I}_{k}^{c^{\prime}}-\left(\left(I_{k}^{c^{\prime}}\right)_{0 g}-\left(I_{k}^{c^{\prime}}\right)_{0 g 0 s}+\left(I_{k}^{c^{\prime}}\right)_{0 s}\right)  \tag{4.6}\\
I_{k}^{g} & =\tilde{I}_{k}^{g}-\left(I_{k}^{g}\right)_{0 s} \tag{4.7}
\end{align*}
$$

For completeness we perform below the one-loop analysis of all the integrals in both effective theories and compare the resulting matching coefficient to the one with simple external states, $\langle\bar{q} q| O_{2}|0\rangle$.

In that case we have

$$
\begin{align*}
\langle\bar{q} q| O_{2}|0\rangle_{\mathrm{FT}} & =I_{3}  \tag{4.8}\\
\langle\bar{q} q| O_{2}|0\rangle_{\mathrm{EFT}_{1}} & =I_{3}^{c}+I_{3}^{\bar{c}}+I_{3}^{s}  \tag{4.9}\\
\langle\bar{q} q| O_{2}|0\rangle_{\mathrm{EFT}_{2}} & =I_{3}^{c^{\prime}}+I_{3}^{\bar{c}^{\prime}}+I_{3}^{g}+I_{3}^{s} \tag{4.10}
\end{align*}
$$

The consistency check on the either of the effective theories is that the matching coefficient is independent of the external states and can be written as follows:

$$
\begin{equation*}
\left(C_{2}\right)_{\mathrm{EFT}_{i}}=\frac{\langle\bar{q} q| O_{2}|0\rangle_{\mathrm{FT}}-\langle\bar{q} q| O_{2}|0\rangle_{\mathrm{EFT}_{i}}}{\langle\bar{q} q| O_{2}|0\rangle_{\text {tree }}}=\frac{\left\langle\gamma^{*} \gamma^{*}\right| O_{2}|\bar{q} q\rangle_{\mathrm{FT}}-\left\langle\gamma^{*} \gamma^{*}\right| O_{2}|\bar{q} q\rangle_{\mathrm{EFT}_{i}}}{\left\langle\gamma^{*} \gamma^{*}\right| O_{2}|\bar{q} q\rangle_{\text {tree }}} \tag{4.11}
\end{equation*}
$$

where $i=1,2$ for two effective theories under consideration.
We will explicitly show below that one of the effective theories, EFT ${ }_{1}$, does not satisfies this consistency check, while $\mathrm{EFT}_{2}$ does.

### 2.1 Full Theory one loop calculation

The active-active topology in the full theory is simply a standard scalar triangle integral:

$$
\begin{align*}
I_{3} & =\mu^{4-D} \int \frac{\mathrm{~d}^{D} l}{(2 \pi)^{D}} \frac{1}{\left[l^{2}+i 0\right]\left[(l+p)^{2}+i 0\right]\left[(l-\bar{q})^{2}+i 0\right]}  \tag{4.12}\\
& =\frac{i}{16 \pi^{2}} \cdot \frac{1}{p^{+} \bar{q}^{-}}\left(\frac{\pi^{2}}{3}+\ln \frac{p^{2}}{p^{+} \bar{q}^{-}} \cdot \ln \frac{\bar{q}^{2}}{p^{+} \bar{q}^{-}}\right)+\mathcal{O}\left(\epsilon, \lambda^{2}\right) \tag{4.13}
\end{align*}
$$

The spectator-active topology is the scalar box integral:

$$
\begin{align*}
& I_{4}^{(n \bar{n})}=\mu^{4-D} \int \frac{\mathrm{~d}^{D} l}{(2 \pi)^{D}} \frac{1}{\left[l^{2}+i 0\right]\left[(l-\bar{p})^{2}+i 0\right]\left[(l+p)^{2}+i 0\right]\left[(l-\bar{q})^{2}+i 0\right]}  \tag{4.14}\\
&=\frac{i}{16 \pi^{2}} \cdot \frac{1}{\bar{q}^{-}} \cdot \frac{1}{\bar{p}^{2} p^{+}+p^{2} \bar{p}^{+}}\left(\frac{\pi^{2}}{3}-2 \operatorname{Li}_{2}\left(-\frac{p^{2} \bar{p}^{+}}{\bar{p}^{2} p^{+}}\right)+\left(\ln \left(\frac{\bar{p}^{2} p^{+}}{p^{2} \bar{p}^{+}}\right)-i \pi\right) \ln \left(\frac{\bar{q}^{-}\left(p^{+} \bar{p}^{2}+\bar{p}^{+} p^{2}\right)^{2}}{\bar{q}^{2}(p+\bar{p})^{2} p^{+} p^{2}}\right)\right)+ \\
& \mathcal{O}\left(\epsilon, \lambda^{0}\right) . \tag{4.15}
\end{align*}
$$

Similar expression is valid for for the second spectator-active integral $I_{4}^{(\bar{n} n)}$.
The spectator-spectator topology in the full theory can be calculated via a pentagon integral which by standard procedures can be reduced to sum of five box integrals. The result is:

$$
\begin{align*}
& I_{5}= \mu^{4-D} \int \frac{\mathrm{~d}^{D} l}{(2 \pi)^{D}} \frac{1}{\left[l^{2}+i 0\right]\left[(l-\bar{p})^{2}+i 0\right]\left[(l+p)^{2}+i 0\right]\left[(l-\bar{q})^{2}+i 0\right]\left[(l+q)^{2}+i 0\right]}  \tag{4.16}\\
&= \frac{i}{16 \pi^{2}}\left[\frac{M^{+} M^{-}}{p^{+} \bar{p}^{+}(p+\bar{p})^{2} q^{-} \bar{q}^{-}(q+\bar{q})^{2}}\left(\ln \left(\frac{\bar{p}^{+} p^{2}}{p^{+} \bar{p}^{2}}\right) \ln \left(\frac{q^{-} \bar{q}^{2}}{\bar{q}^{-} q^{2}}\right)+i \pi \ln \left(\frac{\bar{p}^{2} p^{2} \bar{q}^{2} q^{2}}{\bar{p}^{+} p^{+} \bar{q}^{-} q^{-}\left(M^{+} M^{-}\right)^{2}}\right)+\pi^{2}\right)+\right. \\
&\left.\frac{2 \pi i M^{+} M^{-}}{p^{+} \bar{p}^{+}(p+\bar{p})^{2}\left(M^{-}\right)^{2}-q^{-} \bar{q}^{-}(q+\bar{q})^{2}\left(M^{+}\right)^{2}}\left(\frac{\left(M^{-}\right)^{2} \ln \left(\frac{M^{+}\left(M^{-}\right)^{3}}{q^{-} \bar{q}^{-}(q+\bar{q})^{2}}\right)}{q^{-} \bar{q}^{-}(q+\bar{q})^{2}}-\frac{\left(M^{+}\right)^{2} \ln \left(\frac{\left(M^{+}\right)^{3} M^{-}}{p^{+} \bar{p}^{+}(p+\bar{p})^{2}}\right)}{p^{+} \bar{p}^{+}(p+\bar{p})^{2}}\right)\right]+ \\
& \mathcal{O}\left(\epsilon, \frac{1}{\lambda^{2}}\right) .
\end{align*}
$$

### 2.2 EFT-1: Soft and collinear gluon exchanges

The loop integrals for the effective theory modes in each topology can be found trivially by expanding the corresponding full theory integrals $I_{3}, I_{4}, I_{5}$ with the appropriate scaling of the gluon momenta. ${ }^{1}$ The zero-bin subtraction integrals can be found similarly by expanding the effective theory loop integrals with the scaling of the overlap mode. All zero-bin integrals are zero in this effective theory, so they behave as a pool up mechanism, converting infrared poles into the ultraviolet ones.

The results for all modes in $\mathrm{EFT}_{1}$ are given below:

$$
\begin{align*}
& I_{3}^{c}=\frac{i}{16 \pi^{2}} \cdot \frac{1}{p^{+} \bar{q}^{-}}\left(-\frac{1}{\epsilon^{2}}-\frac{\ln \frac{\mu^{2}}{p^{2}}+i \pi}{\epsilon}-\frac{1}{2}\left(\ln \frac{\mu^{2}}{p^{2}}+i \pi\right)^{2}+\frac{\pi^{2}}{12}\right),  \tag{4.17}\\
& I_{3}^{\bar{c}}=\frac{i}{16 \pi^{2}} \cdot \frac{1}{p^{+} \bar{q}^{-}}\left(-\frac{1}{\epsilon^{2}}-\frac{\ln \frac{\mu^{2}}{\bar{q}^{2}}+i \pi}{\epsilon}-\frac{1}{2}\left(\ln \frac{\mu^{2}}{\bar{q}^{2}}+i \pi\right)^{2}+\frac{\pi^{2}}{12}\right),  \tag{4.18}\\
& I_{3}^{s}=\frac{i}{16 \pi^{2}} \cdot \frac{1}{p^{+} \bar{q}^{-}}\left(\frac{1}{\epsilon^{2}}+\frac{1}{\epsilon} \ln \frac{\mu^{2} p^{+} \bar{q}^{-}}{p^{2} \bar{q}^{2}}+\frac{i \pi}{\epsilon}+\frac{1}{2} \ln ^{2} \frac{\mu^{2} p^{+} \bar{q}^{-}}{p^{2} \bar{q}^{2}}+i \pi \ln \frac{\mu^{2} p^{+} \bar{q}^{-}}{p^{2} \bar{q}^{2}}-\frac{\pi^{2}}{4}\right),  \tag{4.19}\\
& I_{4}^{(n \bar{n}) c}=\frac{i}{16 \pi^{2}} \cdot \frac{1}{\bar{q}^{-}} \cdot \frac{1}{\bar{p}^{2} p^{+}+p^{2} \bar{p}^{+}}\left(\frac{\ln \frac{p^{2} \bar{p}^{+}}{\bar{p}^{+} p^{+}}+i \pi}{\epsilon}-\frac{7 \pi^{2}}{6}-2 \operatorname{Li}_{2}\left(-\frac{p^{2} \bar{p}^{+}}{\bar{p}^{2} p^{+}}\right)+i \pi \ln \frac{\mu^{2} p^{2}(p+\bar{p})^{2}\left(\bar{p}^{+}\right)^{2}}{\left.\bar{p}^{2} p^{+}+p^{2} \bar{p}^{+}\right)^{2} \bar{p}^{2}}+,\right. \\
& \left.\ln \frac{\bar{p}^{2} p^{+}}{p^{2} \bar{p}^{+}}\left(\ln \frac{\left(\bar{p}^{2} p^{+}+p^{2} \bar{p}^{+}\right)^{2}}{(p+\bar{p})^{2} p^{+} \bar{p}^{+} \bar{p}^{2}}-\frac{1}{2} \ln \frac{\mu^{4} p^{+}}{p^{2} \bar{p}^{2} \bar{p}^{+}}\right)\right),  \tag{4.20}\\
& I_{4}^{(n \bar{n}) s}=\frac{i}{16 \pi^{2}} \cdot \frac{1}{\bar{q}^{-}} \cdot \frac{1}{\bar{p}^{2} p^{+}+p^{2} \bar{p}^{+}}\left(-\frac{\ln \frac{p^{2} \bar{p}^{+}}{\bar{p}^{+} p^{+}}+i \pi}{\epsilon}+\frac{1}{2} \ln \frac{\bar{p}^{2} p^{+}}{p^{2} \bar{p}^{+}} \ln \frac{\mu^{4} p^{+} \bar{p}^{+}\left(\bar{q}^{-}\right)^{2}}{p^{2} \bar{p}^{2}\left(\bar{q}^{2}\right)^{2}}-i \pi \ln \frac{\mu^{2} p^{2}\left(\bar{p}^{+}\right)^{2} \bar{q}^{-}}{\bar{q}^{2}\left(\bar{p}^{2}\right)^{2} p^{+}}+\frac{3}{2} \pi^{2}\right), \\
& I_{5}^{s}=\frac{i}{16 \pi^{2}} \frac{\bar{p}^{+} \bar{p}^{+}(p+\bar{p})^{2} q^{-} \bar{q}^{-}(q+\bar{q})^{2}}{}\left[-\frac{2 i \pi}{\epsilon}+\ln \left(\frac{\bar{p}^{+} p^{2}}{p^{+} \bar{p}^{2}}\right) \ln \left(\frac{q^{-} \bar{q}^{2}}{\bar{q}^{-} q^{2}}\right)+i \pi \ln \left(\frac{\bar{p}^{2} p^{2}}{\bar{p}^{+} \bar{q}^{-} q^{-} \mu^{4}}\right)+3 \pi^{2}\right] .
\end{align*}
$$

The contribution to the Wilson coefficient $C_{2}$ can be written as sum of three topologies, where the active-active topology gives the same contribution as the final result for $C_{2}$, so for the consistency the remaining two topologies should give contributions to $C_{2}$ that add up to zero. For the different Wilson coefficient contributions we get:

[^11]\[

$$
\begin{align*}
& \Delta\left(C_{2}\right)_{\mathrm{EFT}_{1}}^{(\mathrm{AA})}=I_{3}-I_{3}^{s}-I_{3}^{c}-I_{3}^{\bar{c}}=\frac{1}{\epsilon^{2}}+\frac{\ln \frac{\mu^{2}}{p^{+} \bar{q}^{-}}+i \pi}{\epsilon}+\frac{1}{2} \ln ^{2} \frac{\mu^{2}}{p^{+} \bar{q}^{-}}+i \pi \ln \frac{\mu^{2}}{p^{+} \bar{q}^{-}}-\frac{7}{12} \pi(44,21) \\
& \Delta\left(C_{2}\right)_{\mathrm{EFT}_{1}}^{(\mathrm{SAA})}=p^{2}\left(I_{4}-I_{4}^{(n \bar{n}) s}-I_{4}^{(n \bar{n}) c}\right)=0,  \tag{4.22}\\
& \Delta\left(C_{2}\right)_{\mathrm{EFT}_{1}}^{(\mathrm{SSS}}=p^{2} \bar{q}^{2}\left(I_{5}-I_{5}^{s}\right)=\frac{1}{\epsilon_{\mathrm{UV}}}+\frac{1}{\epsilon_{\mathrm{IR}}}+\text { finite. } \tag{4.23}
\end{align*}
$$
\]

We see that $\mathrm{EFT}_{1}$ breaks down since it fails to reproduce the IR of QCD.

### 2.3 EFT-2: EFT-1 + Glauber gluons

Having found a serious problem in the $\mathrm{EFT}_{1}$ we go ahead and do the similar matching calculation to check the consistency for the $\mathrm{EFT}_{2}$.

In this effective theory the only non vanishing zero-bin subtraction integral turns out to be the overlap between collinear and Glauber modes in the spectator-active topology: $\left(I_{4}^{(n \bar{n}) c^{\prime}}\right)_{0 g}$. All the rest zero-bin subtractions are scaleless in dimensional regularization.

The explicit results for all the mode contributions in $\mathrm{EFT}_{2}$ are presented below:

$$
\begin{align*}
& I_{3}^{c^{\prime}}=I_{3}^{c}  \tag{4.25}\\
& I_{3}^{c^{\prime}}=I_{3}^{\bar{c}}  \tag{4.26}\\
& I_{3}^{g}=0  \tag{4.27}\\
& I_{4}^{(n \bar{n}) c^{\prime}}=I_{4}^{(n \bar{n}) c}-\left(I_{4}^{(n \bar{n}) c^{\prime}}\right)_{0 g}  \tag{4.28}\\
& I_{4}^{(n \bar{n}) g}=\text { write down explicit formula }  \tag{4.29}\\
& I_{5}^{g}=\frac{i}{16 \pi^{2}}\left[\frac{M^{+} M^{-}}{p^{+} \bar{p}^{+}(p+\bar{p})^{2} q^{-} \bar{q}^{-}(q+q)^{2}}\left(\frac{2 \pi i}{\epsilon}-2 \pi^{2}+2 \pi i \ln \left(\frac{\mu^{2}}{M^{+} M^{-}}\right)\right)+\right.  \tag{4.30}\\
& \left.\frac{2 \pi i M^{+} M^{-}}{p^{+} \bar{p}^{+}(p+\bar{p})^{2}\left(M^{-}\right)^{2}-q^{-} \bar{q}^{-}(q+\bar{q})^{2}\left(M^{+}\right)^{2}}\left(\left(M^{-}\right)^{2} \frac{\ln \left(\frac{\left(M^{-}\right)^{3} M^{+}}{q^{-} \bar{q}^{-}(q+\bar{q})^{2}}\right)}{q^{-} \bar{q}^{-}(q+\bar{q})^{2}}-\left(M^{+}\right)^{2} \frac{\ln \left(\frac{\left(M^{+}\right)^{3} M^{-}}{p^{+} \bar{p}^{+}(p+\bar{p})^{2}}\right)}{p^{+} \bar{p}^{+}(p+\bar{p})^{2}}\right)\right] .
\end{align*}
$$

where the only non-zero zero-bin integral $\left(I_{4}^{(n \bar{n}) c^{\prime}}\right)_{0 g}$ is identically equal to the Glauber integral in the spectator-active topology:

$$
\begin{equation*}
\left(I_{4}^{(n \bar{n}) c^{\prime}}\right)_{0 g}=I_{4}^{(n \bar{n}) g} \tag{4.31}
\end{equation*}
$$

The corresponding contributions to the Wilson coefficient $C_{2}$ from different topologies are equal to:

$$
\begin{align*}
& \Delta\left(C_{2}\right)_{\mathrm{EFT}_{2}}^{(\mathrm{AA})}=I_{3}-I_{3}^{c}-I_{3}^{\bar{c}}-I_{3}^{g}-I_{3}^{s}=\Delta\left(C_{2}\right)_{\mathrm{EFT}_{1}}^{(\mathrm{AA})}  \tag{4.32}\\
& \Delta\left(C_{2}\right)_{\mathrm{EFT}_{2}}^{(\mathrm{SA})}=p^{2}\left(I_{4}-I_{4}^{(n \bar{n}) c}-I_{4}^{(n \bar{n}) g}-I_{4}^{(n \bar{n}) s}\right)=0  \tag{4.33}\\
& \Delta\left(C_{2}\right)_{\mathrm{EFT}_{2}}^{(\mathrm{SS})}=p^{2} \bar{q}^{2}\left(I_{5}-I_{5}^{g}-I_{5}^{s}\right)=0 \tag{4.34}
\end{align*}
$$

We observe that $\mathrm{EFT}_{2}$ successfully reproduces the IR of QCD and leads to the correct matching coefficient for $C_{2}$ given by active-active topology only.

## 3 Pinch analysis and power counting

In this section we will identify the correct effective theory modes, needed to describe the infrared behavior of the spectator-spectator loop integral:

$$
\begin{equation*}
D_{(S S)}^{\mathrm{full}}=\int \frac{d^{4} l}{(2 \pi)^{4}} \frac{1}{l^{2}+i 0} \frac{1}{(l+p)^{2}+i 0} \frac{1}{(l-\bar{p})^{2}+i 0} \frac{1}{(l+q)^{2}+i 0} \frac{1}{(l-\bar{q})^{2}+i 0} \tag{4.36}
\end{equation*}
$$

Decomposing the loop momentum $l$ into its light-cone components we arrive at the following form, which is suitable for first integrating over the + component by contours and leaving the $\perp$ components as a final integration:

$$
\begin{equation*}
D_{(S S)}^{\mathrm{full}}=\frac{1}{2} \int \frac{d^{2} l_{\perp}}{(2 \pi)^{2}} \int \frac{d l^{-}}{2 \pi} N^{-}\left(l^{-}\right) \int \frac{d l^{+}}{2 \pi} \prod_{i=0}^{4} \frac{1}{l^{+}-z_{i}\left(l^{-}, l_{\perp}\right)} \tag{4.37}
\end{equation*}
$$

where $1 / N^{-}\left(l^{-}\right)=l^{-}\left(l^{-}+p^{-}\right)\left(l^{-}-\bar{p}^{-}\right)\left(l^{-}+q^{-}\right)\left(l^{-}-\bar{q}^{-}\right)$. The singularities in the complex $l^{+}$ plane are functions of $l^{-}$and $l_{\perp}$, as well as the external momentum components. Explicitly they are given by

$$
\begin{array}{cl}
z_{0}\left(l^{-}, l_{\perp}\right)= & \frac{l_{\perp}^{2}-i 0}{l^{-}} \\
z_{1}\left(l^{-}, l_{\perp}\right)=\frac{\left(l_{\perp}+p_{\perp}\right)^{2}-i 0}{l^{-}+p^{-}}-p^{+}, & z_{3}\left(l^{-}, l_{\perp}\right)=\frac{\left(l_{\perp}+q_{\perp}\right)^{2}-i 0}{l^{-}+q^{-}}-q^{+} \\
z_{2}\left(l^{-}, l_{\perp}\right)=\frac{\left(l_{\perp}-\bar{p}_{\perp}\right)^{2}-i 0}{l^{-}-\bar{p}^{-}}+\bar{p}^{+}, & z_{4}\left(l^{-}, l_{\perp}\right)=\frac{\left(l_{\perp}-\bar{q}_{\perp}\right)^{2}-i 0}{l^{-}-\bar{q}^{-}}+\bar{q}^{+} . \tag{4.40}
\end{array}
$$

Note that the locations of the poles above or below the real axis changes during the integration over $l^{-}$at the transitions $l^{-}=-q^{-} \sim \mathcal{O}(1), \bar{q}^{-} \sim \mathcal{O}(1),-p^{-} \sim \mathcal{O}\left(\lambda^{2}\right), \bar{p}^{-} \sim \mathcal{O}\left(\lambda^{2}\right)$ and $l^{-}=0$.

In order to identify which modes one should put into the effective theory, we must find all the momentum regions that contain a pinch singularity and which also are of leading power. One way of finding that out is to expand the integrand in equation (4.37) and count the measures and propagators in the appropriate powers of $\lambda$. Also one could analyze the pinch structure of the expanded integrals. In our explicit matching calculation we basically did exactly that.


Figure 4.2: Left: magnitude of pole locations as a function of $l_{\perp}$. Dashed lines denote poles in the lower half plane, while solid ones are in the upper half plane. Right: magnitude of the residues of poles in the upper half plane. The color coding is identical to the one on the left.

Alternatively, it is instructive to choose a countour of integration for $l^{+}$, e.g. closing the loop in the upper half plane, and plotting the residues and measures for each of the poles. To that end we define

$$
\begin{equation*}
\lambda^{n_{j}^{\mathrm{Res}}\left(n_{\perp}, n^{-}\right)}=\lambda^{2 n_{\perp}+n^{-}}\left|N^{-}\left(\lambda^{n^{-}}\right) \prod_{i \neq j} \frac{1}{z_{j}\left(\lambda^{n^{-}}, \lambda^{n_{\perp}}\right)-z_{i}\left(\lambda^{n^{-}}, \lambda^{n_{\perp}}\right)}\right| \tag{4.41}
\end{equation*}
$$

In other words, $n_{j}^{\mathrm{Res}}\left(n_{\perp}, n^{-}\right)$is the power of the $j$ th residual term in the integral (4.37) for a given assignment of $l^{-} \sim \lambda^{n^{-}}$and $l_{\perp} \sim \lambda^{n_{\perp}}$.

Now we can answer the question which pinched surfaces are leading order in power counting for the loop integral under consideration, by explicitly plotting the poles in Eq. (4.38)-Eq. (4.40) and the residues in Eq. (4.41). In order to have a two-dimensional visualized picture we have to fix the value for $l^{-}$, which we take for both figures to be $l^{-} \sim \lambda^{2}$, i.e. $n^{-}=2$. This choice limits us to considering only soft, glauber and collinear modes, but not the anti-collinear one. However in our case the anti-collinear is equivalent to collinear under substitutions $p, \bar{p} \leftrightarrow q, \bar{q}$. Thus this choice $n^{-}=2$ will still allow us to find all the relevant modes.

In Figure 4.2 we plot the sufficient information needed to identify the set of effective theory modes to describe the spectator-spectator interaction topology. The left graph represents five lines, one for each pole in $l^{+}$, given in Eq. (4.38)-Eq. (4.40), which show the dependance of the $\left|z_{j}\left(\lambda^{2}, l_{\perp}\right)\right|$ on $l_{\perp}$. The colors are: green $\left(z_{0}\right)$, orange $\left(z_{1}\right)$, red $\left(z_{2}\right)$, purple $\left(z_{3}\right)$,blue $\left(z_{4}\right)$. Solid lines correspond to poles in the upper complex plane, while the dashed ones to the lower one, thus whenever the solid and dashed lines come close to each other we have a pinched pole. On the right graph of Figure 4.2 we plot the value of the residue $\lambda^{n_{j}^{\mathrm{Res}}\left(n_{\perp}, n^{-}\right)}$including the loop integral measure, according to Eq. (4.41).

The analysis of both graphs in Figure 4.2 in conjunction gives information about the
effective theory modes. Indeed, we can see from the graph on the right that the leading in power counting contribution, which is $\lambda^{-4}$ in this case, comes from the region where $l_{\perp} \sim\left(\lambda^{2} \ldots \lambda\right)$ and comes from the residues of the poles $z_{0}$ (green) and $z_{4}$ (blue). On the other hand, the graph on the left shows that this entire region is pinched, and the value of $l^{+}$is $l^{+} \sim \lambda^{2}$. This means that the general pinched leading order region in the spectator-spectator topology looks like: $\left(\lambda^{2}, \lambda^{2}, \lambda^{p}\right)$, and where $p \in[1 . .2]$.

We see that choosing $p=1$ and $p=2$ in our general pinched leading region obtained above, we observe that the soft and the glauber modes are pinched and leading order, thus should be included into the effective theory.

Another observation that can be made from the left figure above is that there is a pinched pole at $l \sim\left(\lambda^{0}, \lambda^{2}, \lambda\right)$, which corresponds to the collinear gluon mode. However according to the right figure this mode is contributing at sub-leading order, $\lambda^{-2}$, since it is contained exactly in the residues of one of the poles $z_{0}$ (green) or $z_{2}$ (red). Of course the anti-collinear mode, even though it's beyond our consideration because of our choice for $l^{-}$, is analogously power suppressed.

Finally we note that it is not wrong to introduce even more modes into the effective theory, for example one with the scaling $l \sim\left(\lambda^{2}, \lambda^{2}, \lambda^{3 / 2}\right)$, as it passes the test of coming from a pinch singularity and contributing at leading power. This will lead to a scaleless integral again, and the overlap with the soft and glauber modes will subtract its contribution again. This "new" contribution is therefore zero, and the mode not useful. Another way of stating this is that the full theory integrand displays no feature for this momentum scaling. Same is true for all other modes with $1<p<2$ in the general leading pinched region that we have found using Figure 4.2.

## 4 Coleman-Norton theorem and off-shell modes

We established in Section 2 that SCET should be expanded by a Glauber mode in order to consistently describe the exclusive Drell-Yan cross-section. However as it follows from the scaling of the Glauber mode $p_{g} \sim\left(\lambda^{2}, \lambda^{2}, \lambda\right)$, it cannot be made exactly on-shell, since $p_{g}^{2} \sim-\mathbf{p}_{\perp}^{2} \neq 0$. This seems to contradict to the famous Coleman-Norton Theorem (CNT) [60].

The CNT is essentially a physical interpretation of Landau equations [117], see also [137] for a review of this subject. The Landau equations are the necessary conditions for the appearance of a pinch singularity in the arbitrary loop integral. One additional element of the theorem is the proof that Landau equations are also a sufficient conditions for the pinch, if one assumes that the Gram matrix of external loop momenta does not have more than one zero eigenvalue.

Under these rather general assumptions the CNT states that the infrared singularities of any amplitude to any order in perturbation theory come from the configurations of the momentum in the loops such that all intermediate propagators are on-shell, or they are shrinked to a point. Of


Figure 4.3: Physical picture of both soft and glauber exchange between spectators.
course in that limit the process described by the amplitude becomes a physically observable process with real on-shell particles created and annihilated at the intermediate level.

In our case of three different topologies we showed explicitly that the Glauber region is pinched only in the spectator-spectator topology, while in the remaining topologies usual soft and collinear pinches only occur, which have no problem with the CN interpretation since they can be easily made on-shell because of their momentum scaling.

Let us focus on the spectator-spectator case. The sufficient condition of the CN theorem breaks down for this topology, as the Gram matrix has two additional zero eigenvalues. This can be trivially checked, and the reason for such degeneracy is that most of the products are collinear to each other and thus vanish in the strictly collinear limit $\lambda \rightarrow 0$. However, even though formally CN theorem fails for the spectator-spectator graph, the Glauber mode should still satisfy the Landau equations. One of these equations states that the propagating degrees of freedom should be exactly on-shell. Yet, still the Glauber gluon is off-shell, so what is the contradiction that we are facing?

The point is that in the Landau formulation of necessary conditions for the pinch there is no power counting associated. Indeed the goal of the Landau analysis was to identify the cases of the external kinematics when the integral becomes singular. Examples of results from analysis of Landau equations are: finding the threshold singularities in the triangle, box, etc diagrams, also see an interesting application in Higgs physics. Thus the result of solving Landau equations is what external momenta of the given loop integral lead to a singularity. Since these equations involve the loop momentum, they also address the question where in the loop momenta the singularity is located. As an example one can see that both Soft and Collinear pinch for the active-active topology can be found by solving Landau equations (see Sterman's Tasi lectures). However in order to distinguish between Glauber and Soft singularities, one would need to go beyond Landau Equations, and include power counting into the singular region.

Thus the original Landau equations fail to distinguish between Soft pinch and Glauber pinch since both in the limit $\lambda \rightarrow 0$ go to the gluon momentum $l^{\mu} \rightarrow 0$. In this limit of course the Glauber gluon becomes on-shell, so if one views the Landau equation in this limit there is no problem with off-shellness, since it goes to zero.

It would be interesting to reformulate the Landau equations in the effective theory friendly language with power counting, i.e. instead of writing down a condition when you get a true pinch singularity, assign off-shellness to external legs and find a condition for pinched poles to occur at distance of say order $\lambda^{2}$ from each other. It should be the case that one would be able to tell the difference between the soft and Glauber pinches in the spectator-spectator diagram, through such Relaxed Landau equations. This is beyond the scope of the present work.

As argued above the formal proof of Coleman and Norton theorem fails for the Glauber diagram, because of the fact that sufficient condition for the pinch is not true. However, since we know from direct pinch analysis and also from the figures above that the Glauber pinch is really there, for this particular case we know that the theorem is still true, and thus Glauber contribution should fit into the CN spacetime picture. If one writes the Landau equations for this case, it is easy to see that solution should satisfy (same for the soft pinch):

$$
\begin{align*}
& \alpha_{2} p^{+}-\alpha_{3} \bar{p}^{+}=0,  \tag{4.42}\\
& \alpha_{4} \bar{q}^{-}-\alpha_{5} q^{-}=0,  \tag{4.43}\\
& \alpha_{i}=\mathcal{O}(1), \quad i=1,2, . ., 5 \tag{4.44}
\end{align*}
$$

Equations (4.42) and (4.43) have physical meaning that the active-active collisions occur at the same time and point (along the collision axis) as the interaction of spectators. It makes sense if you think about space-time picture of particles moving at the speed of light and splitting in two and colliding.

## 5 Conclusions

Our matching calculation shows the necessity of inclusion of Glauber gluons into the SCET lagrangian in order to describe the full infrared physics of Drell-Yan amplitude at one loop order.

Indeed we observed that in SCET (which is same as EFT ${ }_{1}$ ) the consistency check on the effective theory, that the matching coefficient $C_{2}$ of the operator $O_{2}$ is independent of the external states, failed. However in $\mathrm{EFT}_{2}$, where we included the contribution of the Glauber mode, the consistency check perfectly works. Even though we didn't directly consider the Drell-Yan process, our choice of external states was such, that contributions of spectator-active and spectator-spectator interactions in addition to active-active one allowed us to make parallels between our conclusion about the consistency of matching and the correct modes for the Drell-Yan amplitude.

For our analysis it was important to avoid double counting between the modes by performing zero-bin subtractions [129] from the collinear and Glauber modes. Especially we want to emphasize the spectator-active case for $\mathrm{EFT}_{2}$, since in this topology there is an interesting example of non-vanishing in dimensional regularization zero-bin subtraction from the naive collinear mode $\left(I_{4}^{(n \bar{n}) c^{\prime}}\right)_{0 g} \neq 0$, which makes sure that the inclusion of the Glauber mode for this topology doesn't change the effective theory one loop result compared to EFT ${ }_{1}$, which is of course expected from the pinch analyses as explained in section 3.

We explained why the presence of an off-shell mode is in no conflict with the ColemanNorton theorem for infrared singularities of scattering amplitudes. Our result is that Landau Equations are insensitive in distinguishing Glauber pinch from the Soft one, since they are valid in the limit of strict singularity, when $\lambda=0$, in which case both regions collapse to $l^{\mu}=0$, in which the off-shellness of Glauber gluon becomes exactly zero.

The next important step would be to include Glauber gluons into the SCET lagrangian and study their expected cancelation in the Drell-Yan inclusive in transverse momentum of the lepton pair cross-section. The main challenge in doing so is that the Glauber mode scaling is such that the corresponding particle is always off-shell. One might interpret this mode conveniently as an effective potential, similar to the one in NRQCD.
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## Appendix A

## Diagrammatic proof of the equivalence of QCD and SCET with one collinear direction

In the main body of Chapter 2 we have shown that any collinear SCET diagram can be obtained using a gener- ating functional in which the interactions between the fields are equivalent to full QCD, but the external cur- rents are modified to contain projection operators. This relation was first discussed in [14] and used in [28] to calculate jet functions in SCET. In this appendix we want to prove this identity diagrammatically for the correlator containing two collinear fermions and $N$ collinear gluons.

We will accomplish this by working out in both theories the Feynman diagrams for $N$ gluons coupled to a fermion line, from which the correlator can be constructed. Using this result we will then show that both of these calculations lead to equivalent answers. Note that there are $N$ ! possible color structures, and for each of them the QCD result has to equal the SCET result. We begin by showing this equivalence for the color structure $T^{a_{1}} T^{a_{2}} \ldots T^{a_{N}}$, and then discuss how the result can be modified to include the other color structures as well.

Define $Q^{(N)}$ and $S^{(N)}$ to be the QCD and SCET cor- relators for this color structure in momentum space, multiplied by a factor of $p_{i}^{2}$ for each internal propagator and with the factor $g_{s}^{N}$ removed. This gives

$$
\begin{align*}
& Q^{(N)}=P_{n} \not \partial p_{0} \gamma^{\mu_{1}} \not p_{1} \ldots \gamma^{\mu_{N}} \not \partial p_{N} P_{\bar{n}}  \tag{A.1}\\
& S^{(N)}=\sum_{k=1}^{N} S^{(N-k)} L_{k} \tag{A.2}
\end{align*}
$$

The first equation follows simply from the QCD Feynman rules, while the SCET equation is a recurrence formula, that takes into account all the possibilities of having $k$ out of the $N$ gluons being emitted from a single vertex. $L_{k}$ is therefore the Feynman rule for $k$-gluon emissions from a single vertex, multiplied by a factor of $\prod_{i} p_{i}^{2} / g_{s}$ to account for the removal of the factors $p_{i}^{2}$ and $g_{s}$, as discussed above:

$$
\begin{equation*}
L_{k} \frac{\not \ddot{ }}{2}=i\left(\bar{n} \cdot p_{N}\right) \frac{p_{N-k+1}^{2} \cdots p_{N-1}^{2}}{(-g)^{k}} V_{k}, \tag{A.3}
\end{equation*}
$$

with

$$
\begin{align*}
& V_{k}=\frac{i(-g)^{k} \bar{n}^{\mu_{N-k+2}} \ldots \bar{n}^{\mu_{N-1}}}{\bar{n} \cdot p_{N-k+1} \ldots \bar{n} \cdot p_{N-1}} \frac{\not \partial \bar{n}}{2} \times  \tag{A.4}\\
& \times\left(\gamma_{\perp}^{\mu_{N-k+1}} \gamma_{\perp}^{\mu_{N}}-\bar{n}^{\mu_{N}} \gamma_{\perp}^{\mu_{N-k+1}} \frac{\not \partial p_{N}^{\perp}}{\bar{n} \cdot p_{N}}+\right. \\
& \left.+\frac{\not \partial p_{N-k}^{\perp} \not \partial p_{N}^{\perp}}{\bar{n} \cdot p_{N-k} \bar{n} \cdot p_{N}} \bar{n}^{\mu_{N-k+1}} \bar{n}^{\mu_{N}}-\bar{n}^{\mu_{N-k+1}} \frac{\not p p_{N-k}^{\perp} \gamma_{\perp}^{\mu_{N}}}{\bar{n} \cdot p_{N-k}}\right) .
\end{align*}
$$

We will show the equivalence $Q^{(N)}=S^{(N)}$ by induction. For $N=0$ it is straightforward:

$$
\begin{align*}
Q^{(0)} & =P_{n} \not \partial p_{0} P_{\bar{n}}=\frac{\not \partial n}{2} \bar{n} \cdot p_{0},  \tag{A.5}\\
S^{(0)} & =\frac{\not \partial n}{2} \bar{n} p_{0}=Q^{(0)} . \tag{A.6}
\end{align*}
$$

Next, we assume that the statement $Q=S$ holds for $0,1, \ldots N-1$ to show that this leads to $Q^{(N)}=S^{(N)}$. This implies

$$
\begin{equation*}
Q^{(N)}=\sum_{k=1}^{N} Q^{(N-k)} L_{k} \tag{A.7}
\end{equation*}
$$

To prove Eq. (A.7) we rewrite the general QCD correlator $Q^{(N)}$ by pushing the projection operator $P_{n}$ in Eq. (A.1) through the $\not \partial p_{n}$ and $\gamma^{\mu_{n}}$, to obtain

$$
\begin{equation*}
Q^{(N)}=\frac{\not \partial n}{2} \sum_{m=0}^{N} \sum_{l=1}^{C_{2 N+1}^{2 m}} \chi_{i_{1} \ldots i_{2 m}}^{2 m, 2 N+1}, \tag{A.8}
\end{equation*}
$$

where

$$
\begin{align*}
& \chi_{i_{1} \ldots i_{2 m}}^{2 m, 2 N+1}=(-1)^{i_{1}+\cdots+i_{2 m}-(1+\cdots+2 m)} \perp_{i_{1}} \cdots \perp_{i_{2 m}} \\
& \quad \times\left(\bar{n}_{j_{1}} n_{j_{2}} \bar{n}_{j_{3}} \cdots n_{j_{2 N-2 m}} \bar{n}_{j_{2 N+1-2 m}}\right) . \tag{A.9}
\end{align*}
$$

Here $C_{k}^{l}$ denotes the binomial coefficient for $l$ choose $k$, and we have used a shorthand notation in which $\bar{n}_{j}$ corresponds to $\bar{n} \cdot p$ for even $j$ and to $\bar{n}^{\mu}$ for odd $j$ and accordingly $\perp_{j}$ corresponds to $\not \partial p_{\perp}$ for even $j$, while $\gamma_{\perp}^{\mu}$ for odd $j$.

We would like to comment on how we obtained this result. Expanding each $\gamma$ matrix on the right hand side of the Eq. (A.1) according to $\gamma^{\alpha}=\bar{n}^{\alpha} \frac{\not \partial n}{2}+n^{\alpha} \frac{\partial \bar{n}}{2}+\gamma_{\perp}^{\alpha}$ will result in terms with fixed number $0 \leq N_{\perp} \leq 2 N+1$ of $\gamma_{\perp}$ 's, together with $\left(2 N+1-N_{\perp}\right)$ of $\not \partial n$ or $\not \partial \bar{n}$. Since the $\not \partial n$ and $\not \partial \bar{n}$ terms have to alternate, and the projection operator forces the first and last term to be $\not \partial n$, $N_{\perp}$ has to be an even number.

As a next step, we work out the sum on the right hand side of Eq. (A.7). Note that the term $L_{k}$ contains factors of $p_{i}^{2}$ in the numerators, while there are no such terms on the left hand side of Eq. (A.7). However, both $Q^{(N-k)}$ and $L_{k}$ contain terms with $\not \partial p_{\perp}$, which can lead to $p_{\perp}^{2}=p^{2}-n \cdot p \bar{n} \cdot p$. After a straightforward, but lengthy calculation, one can show that

$$
\begin{equation*}
\sum_{k=1}^{N} Q^{(N-k)} L_{k}=\frac{\not \partial n}{2} \sum_{m=0}^{N} \sum_{l=1}^{C_{2 N+1}^{2 m}} \chi_{i_{1} \ldots i_{2 m}}^{2 m, 2 N+1} \tag{A.10}
\end{equation*}
$$

Thus, both sides of Eq. (A.7) are equal and we have thus shown that $Q^{(N)}=S^{(N)}$ for all values of $N$.

So far we have only dealt with the term with color structure $T^{a_{1}} \ldots T^{a_{N}}$. Keeping the general color structure allows us to write

$$
\begin{align*}
Q^{(N)} & \rightarrow \sum_{l=1}^{N!} Q_{i_{1} \ldots i_{N}}^{(N)} T^{a_{i_{1}}} \ldots T^{a_{i_{N}}},  \tag{A.11}\\
S^{(N)} & \rightarrow \sum_{l=1}^{N!} S_{i_{1} \ldots i_{N}}^{(N)} T^{a_{i_{1}}} \ldots T^{a_{i_{N}}} . \tag{A.12}
\end{align*}
$$

What we have shown so far is that $Q_{1,2, \ldots, N}^{(N)}=S_{1,2, \ldots, N}^{(N)}$. However, it is clear that the proof goes through for any color permutation, with obvious replacements to account for the different orderings of the gluons. Finally, notice that triple or quartic gluon vertices do not change the result, since they are the same in QCD and SCET. This completes the proof.

## Appendix B

## Relation Among Hard, Jet, Soft, and Cusp Anomalous Dimensions

In Eq. (3.92) we used that the $\Gamma_{F}\left[\alpha_{s}\right]$ part of the jet or soft function anomalous dimension, defined in Eq. (3.85), is proportional to the cusp anomalous dimension $\Gamma_{\text {cusp }}$ to all orders in $\alpha_{s}$. This fact is well known for the standard $a=0$ jet function and soft functions. In this section we verify that this relation remains true for all $a$. Our strategy will be to show that $\Gamma_{J, S}\left[\alpha_{s}\right]$ must always remain proportional to $\Gamma_{H}\left[\alpha_{s}\right]$, which is independent of $a$ and is already known to be proportional to $\Gamma_{\text {cusp }}$.

The consistency of the factorization theorem Eq. (3.18) requires a relation among the hard, jet, and soft function renormalization counterterms, and, thus, among the anomalous dimensions (see, e.g., $[37,87]$ ). This relation can be derived by requiring that Eq. (3.18) remain true when written in terms of either the bare or renormalized hard, jet, and soft functions on the right-hand side. This requires that

$$
\begin{equation*}
Z_{H}^{-1}(\mu) \delta\left(\tau_{J}-\tau_{S}\right)=\int \mathrm{d} \tau^{\prime} \int \mathrm{d} \tau^{\prime \prime} Z_{J}\left(\tau_{J}-\tau^{\prime} ; \mu\right) Z_{J}\left(\tau^{\prime}-\tau^{\prime \prime} ; \mu\right) Z_{S}\left(\tau^{\prime \prime}-\tau_{S} ; \mu\right) \tag{B.1}
\end{equation*}
$$

to all orders in $\alpha_{s}$. To $\mathcal{O}\left(\alpha_{s}\right)$, we can easily verify this relation using Eqs. (3.31), (3.43), and (3.64) with $Z_{H}(\mu)=\left|Z_{\mathcal{O}}(\mu)\right|^{-2}$. This relation amongst the counterterms requires in turn that the anomalous dimensions satisfy

$$
\begin{equation*}
-\gamma_{H}(\mu) \delta(\tau)=2 \gamma_{J}(\tau ; \mu)+\gamma_{S}(\tau ; \mu) \tag{B.2}
\end{equation*}
$$

To all orders in $\alpha_{s}$ the hard anomalous dimension takes the form of Eq. (3.72) and the jet and soft anomalous dimensions take the general form of Eq. (3.85) [95], where the constant $j_{F}$ is $j_{J}=1 /(2-a)$ for the jet function and $j_{S}=1$ for the soft function. The constraint Eq. (B.2) then requires the three independent relations

$$
\begin{align*}
0 & =\frac{4}{j_{J}} \Gamma_{J}\left[\alpha_{s}\right]+\frac{2}{j_{S}} \Gamma_{S}\left[\alpha_{s}\right],  \tag{B.3}\\
-\Gamma_{H}\left[\alpha_{s}\right] & =2 \Gamma_{J}\left[\alpha_{s}\right]+\Gamma_{S}\left[\alpha_{s}\right],  \tag{B.4}\\
-\gamma_{H}\left[\alpha_{s}\right] & =2 \gamma_{J}\left[\alpha_{s}\right]+\gamma_{S}\left[\alpha_{s}\right], \tag{B.5}
\end{align*}
$$

to all orders in $\alpha_{s}$. These relations can be verified to $\mathcal{O}\left(\alpha_{s}\right)$ from Eq. (3.71) and Table 3.1. The first two relations Eqs. (B.3) and (B.4) taken together imply that

$$
\begin{equation*}
\Gamma_{S}\left[\alpha_{s}\right]=\frac{1}{1-a} \Gamma_{H}\left[\alpha_{s}\right], \quad \Gamma_{J}\left[\alpha_{s}\right]=-\frac{1-a / 2}{1-a} \Gamma_{H}\left[\alpha_{s}\right] \tag{B.6}
\end{equation*}
$$

to all orders in $\alpha_{s}$ and for all $a<1$. Since $\Gamma_{H}\left[\alpha_{s}\right] \propto \Gamma_{\text {cusp }}$ and is independent of $a$, both $\Gamma_{S, J}\left[\alpha_{s}\right] \propto$ $\Gamma_{\text {cusp }}$ as well.

## Appendix C

## Evaluation of Resummed Jet and Soft Functions and Full Distribution

To evaluate the resummed jet and soft functions, we used the following method. First, note that from the expressions for the evolution equation, Eq. (3.88), the form of the evolution kernel, Eq. (3.89), and the generic form of the NLO jet and soft functions,

$$
\begin{equation*}
F\left(\tau ; \mu_{0}\right)=c_{1} \delta(\tau)+c_{2}\left(\frac{1}{\tau}\right)_{+}+c_{3}\left(\frac{\ln \tau}{\tau}\right)_{+}, \tag{C.1}
\end{equation*}
$$

the resummed jet and soft functions are proportional to

$$
\begin{equation*}
F(\tau ; \mu) \propto \int \mathrm{d} \tau^{\prime}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)^{1+\omega}}\right]_{+} F\left(\tau^{\prime} ; \mu_{0}\right)=c_{1} W_{1}+c_{2} W_{2}+c_{3} W_{3}, \tag{C.2}
\end{equation*}
$$

where

$$
\begin{align*}
W_{1} & =\int \mathrm{d} \tau^{\prime}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)^{1+\omega}}\right]_{+} \delta\left(\tau^{\prime}\right), \\
W_{2} & =\int \mathrm{d} \tau^{\prime}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)^{1+\omega}}\right]_{+}\left[\frac{\theta\left(\tau^{\prime}\right)}{\tau^{\prime}}\right]_{+} \\
W_{3} & =\int \mathrm{d} \tau^{\prime}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)^{1+\omega}}\right]_{+}\left[\frac{\theta\left(\tau^{\prime}\right) \ln \left(\tau^{\prime}\right)}{\tau^{\prime}}\right]_{+} . \tag{C.3}
\end{align*}
$$

Next, note that from the definitions of the plus functions, Eqs. (3.40) and (3.91), we can find $W_{i}$ as the coefficient of $\delta^{i}$ in the Taylor series of $W(\delta)$, where $W(\delta)$ is defined as

$$
\begin{equation*}
W(\delta) \equiv \int \mathrm{d} \tau^{\prime}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)^{1+\omega}}\right]_{+}\left[\frac{\theta\left(\tau^{\prime}\right)}{\tau^{\prime 1+\delta}}\right]_{+}=\frac{\Gamma(-\omega) \Gamma(-\delta)}{\Gamma(-\omega-\delta)}\left[\frac{\theta(\tau)}{\tau^{1+\omega+\delta}}\right]_{+} . \tag{C.4}
\end{equation*}
$$

Eq. (C.4) follows from the fact that

$$
\begin{equation*}
\int \mathrm{d} \tau^{\prime \prime}\left[\frac{\theta\left(\tau-\tau^{\prime \prime}\right)}{\left(\tau-\tau^{\prime \prime}\right)^{1+\omega_{1}}}\right]_{+}\left[\frac{\theta\left(\tau^{\prime \prime}-\tau^{\prime}\right)}{\left(\tau^{\prime \prime}-\tau^{\prime}\right)^{1+\omega_{2}}}\right]_{+}=\frac{\Gamma\left(-\omega_{1}\right) \Gamma\left(-\omega_{2}\right)}{\Gamma\left(-\omega_{1}-\omega_{2}\right)}\left[\frac{\theta\left(\tau-\tau^{\prime}\right)}{\left(\tau-\tau^{\prime}\right)^{1+\omega_{1}+\omega_{2}}}\right]_{+} \tag{C.5}
\end{equation*}
$$

By expanding both sides of Eq. (C.4) in $\delta$ and comparing like powers of $\delta$, we find that

$$
\begin{align*}
& W_{1}=\left[\frac{\theta(\tau)}{\tau^{1+\omega}}\right]_{+}, \quad W_{2}=\left[(\ln (\tau)-H(-1-\omega))\left(\frac{\theta(\tau)}{\tau^{1+\omega}}\right)\right]_{+} \\
& W_{3}=\left[\left(\frac{1}{2} \ln ^{2}(\tau)-\ln (\tau) H(-1-\omega)+\frac{\pi^{2}}{12}\right.\right. \\
&\left.\left.\quad+\frac{1}{2} H(-1-\omega)^{2}-\frac{1}{2} \psi^{(1)}(-\omega)\right)\left(\frac{\theta(\tau)}{\tau^{1+\omega}}\right)\right]_{+} \tag{C.6}
\end{align*}
$$

Here, $H(z)$ is the harmonic number function and $\psi^{(\nu)}(z)$ is the polygamma function.
The same technique can be used to analytically calculate the fully resummed cross-section, Eq. (3.18), directly from the unresummed jet and soft functions. The resummed cross-section is of the form

$$
\begin{equation*}
\frac{1}{\sigma_{0}} \frac{\mathrm{~d} \sigma^{\mathrm{PT}}}{}{ }^{\mathrm{PT}} \propto \prod_{i=1}^{3}\left(\int \mathrm{~d} \tau_{i} \mathrm{~d} \tau_{i}^{\prime} F_{i}\left(\tau_{i}^{\prime} ; \mu_{i}\right)\left[\frac{\theta\left(\tau_{i}-\tau_{i}^{\prime}\right)}{\left(\tau_{i}-\tau_{i}^{\prime}\right)^{1+\omega_{i}}}\right]_{+}\right) \delta\left(\tau-\tau_{1}-\tau_{2}-\tau_{3}\right) \tag{C.7}
\end{equation*}
$$

where the jet and soft functions $F_{i}\left(\tau_{i}, \mu_{i}\right)$ are all of the form given in Eq. (C.1). These integrals can be done most easily by replacing the $F_{i}\left(\tau_{i} ; \mu_{i}\right)$ on the right-hand side of Eq. (C.7) with $\left[\theta(\tau) / \tau^{1+\delta_{i}}\right]_{+}$, expanding in $\delta_{i}$ before and after combining all the plus distributions using Eq. (C.5), and comparing like powers of the $\delta_{i}$. The result for the resummed cross-section Eq. (3.95) then follows.

## Appendix D

## Angularity Distribution in QCD to $\mathcal{O}\left(\alpha_{s}\right)$

In Sec. 6 we matched the NLL resummed two-jet angularity distributions in SCET onto the $\mathcal{O}\left(\alpha_{s}\right)$ fixed-order distributions in full QCD using the remainder function $r_{a}\left(\tau_{a}\right)$, defined in Eq. (3.104). In this section we provide some details of how we calculate the QCD contribution to $r_{a}\left(\tau_{a}\right)$ away from $\tau_{a}=0, A_{a}\left(\tau_{a}\right)$. In the process, we show that for $a \lesssim-1.9$ the angularities of events with more two-jet like kinematics become degenerate with those of more three-jet like events and contribute to the same $\tau_{a}$, and that for $a \lesssim-2.6$ the maximally symmetric three-jet event contributes to a smaller $\tau_{a}$ then some more two-jet like events. Thus, for small enough $a$, angularities fail to separate two-jet and three-jet like events.

Both the one loop $q \bar{q}$ and tree-level $q \bar{q} g$ final states contribute to $\mathrm{d} \sigma / \mathrm{d} \tau_{a}$ at $\mathcal{O}\left(\alpha_{s}\right)$. However, the $q \bar{q}$ final states' contribution is proportional to $\delta\left(\tau_{a}\right)$ and hence only contributes to $A_{a}^{\delta}$. Thus to find $A_{a}\left(\tau_{a}\right)$ we only need to consider the tree-level $q \bar{q} g$ final states. Their contribution can be writtten as

$$
\begin{equation*}
\frac{1}{\sigma_{0}}{\frac{\mathrm{~d} \sigma}{\mathrm{~d} \tau_{a}}}^{q \bar{q} q}=\left(\frac{\alpha_{s}}{2 \pi}\right) A_{a}\left(\tau_{a}\right) \tag{D.1}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{a}\left(\tau_{a}\right)=C_{F} \int \mathrm{~d} x_{1} \mathrm{~d} x_{2} \frac{x_{1}^{2}+x_{2}^{2}}{\left(1-x_{1}\right)\left(1-x_{2}\right)} \delta\left(\tau_{a}-\tau_{a}\left(x_{1}, x_{2}\right)\right), \tag{D.2}
\end{equation*}
$$

and where $x_{1,2} \equiv 2 E_{1,2} / Q$ are the energy fractions of any two of the three final-state partons. By momentum conservation, $x_{1}+x_{2}+x_{3}=2$. For a three-particle final state, the thrust axis is given by the direction of the particle with the largest energy. The $x_{1,2}$ phase space can be divided into three regions, as illustrated in Fig. D.1A, according to which parton has the largest energy. In the region in which $x_{i}$ is larger than $x_{j, k}$, the angularity $\tau_{a}\left(x_{1}, x_{2}\right)$ is given by

$$
\begin{equation*}
\left.\tau_{a}\left(x_{1}, x_{2}\right)\right|_{x_{i}>x_{j, k}}=\frac{1}{x_{i}}\left(1-x_{i}\right)^{1-a / 2}\left[\left(1-x_{j}\right)^{1-a / 2}\left(1-x_{k}\right)^{a / 2}+\left(1-x_{j}\right)^{a / 2}\left(1-x_{k}\right)^{1-a / 2}\right] . \tag{D.3}
\end{equation*}
$$

At each fixed value of $\tau_{a}=c$ in the distribution Eq. (D.1), the delta function restricts the integral over $x_{1,2}$ to a linear contour determined by the equation $\tau_{a}\left(x_{1}, x_{2}\right)=c$, where $\tau_{a}\left(x_{1}, x_{2}\right)$ is given by Eq. (D.3). Examples of these integration contours are shown in Fig. D.1B.
 of the three particles satisfy $x_{1}+x_{2}+x_{3}=2$. In region I, $x_{1}>x_{2,3}$, in region II, $x_{2}>x_{1,3}$, and in region III, $x_{3}>x_{1,2}$. The thrust axis is in the direction of the particle with the largest energy. (B) Contours of constant $\tau_{a}=1 / 10$ for $a=-1$ (purple), $a=0$ (gray), and $a=1$ (pink). The differential cross-section $\mathrm{d} \sigma / \mathrm{d} \tau_{a}$ is given by integrals over these contours in the $x_{1,2}$ phase space.

It is sufficient to consider the part of the phase space corresponding to region III shown in Fig. D.1, where $x_{3}>x_{1,2}$. Integration over the remaining two regions can be related to the integration over region III by a trivial shift of variables of integration. Thus we need to solve

$$
\begin{equation*}
c=\frac{1}{2-x_{1}-x_{2}}\left(x_{1}+x_{2}-1\right)^{1-a / 2}\left[\left(1-x_{1}\right)^{1-a / 2}\left(1-x_{2}\right)^{a / 2}+\left(1-x_{1}\right)^{a / 2}\left(1-x_{2}\right)^{1-a / 2}\right], \tag{D.4}
\end{equation*}
$$

where $x_{1,2}$ lie in region III. To find an explicit one-variable parameterization for $x_{1,2}(w)$ which satisfies Eq. (D.4), we first absorb the factor $1 /\left(2-x_{1}-x_{2}\right)$ inside the brackets and define

$$
\begin{equation*}
w \equiv \frac{1-x_{1}}{2-x_{1}-x_{2}} . \tag{D.5}
\end{equation*}
$$

In terms of $w$, Eq. (D.4) can be written as

$$
\begin{equation*}
c=\left(x_{1}+x_{2}-1\right)^{1-a / 2}\left[w^{1-a / 2}(1-w)^{a / 2}+w^{a / 2}(1-w)^{1-a / 2}\right] . \tag{D.6}
\end{equation*}
$$

Solving Eqs. (D.5, D.6) for $x_{1}, x_{2}$ gives:

$$
\begin{align*}
& x_{1}(w)=1-w+w\left(\frac{c}{w^{1-a / 2}(1-w)^{a / 2}+w^{a / 2}(1-w)^{1-a / 2}}\right)^{\frac{1}{1-a / 2}}, \\
& x_{2}(w)=x_{1}(1-w) . \tag{D.7}
\end{align*}
$$



Figure D.2: The local minimum (green line) and faximum (led line) of the function $F_{a}(w)$ over the range $0<w<1 / 2$ coincide at the point $a \equiv a_{1} \approx-1.978$. At $a \equiv a_{2} \approx-2.618$, the value of angularity for the maximally symmetric three-jet case, $\tau_{\text {sym }}(a)=1 / 3^{1-a / 2}$ (blue line), intersects the local maximum and so for $a<a_{2}$, the value of maximum angularity for such $a$ corresponds not to the maximally symmetric case but to a more two-jet like event.

Clearly from Eq. (D.5), $w$ lies in the interval $0 \leq w \leq 1$. The precise range of values for $w$ is determined from the conditions $x_{1}(w) \leq 2-x_{1}(w)-x_{2}(w)$ and $x_{2}(w) \leq 2-x_{1}(w)-x_{2}(w)$. These inequalities can be simplified to

$$
c \leq \min \left\{F_{a}(w), F_{a}(1-w)\right\}=\left\{\begin{array}{lll}
F_{a}(w) & \text { for } & 0 \leq w \leq 1 / 2  \tag{D.8}\\
F_{a}(1-w) & \text { for } & 1 / 2 \leq w \leq 1
\end{array},\right.
$$

where

$$
\begin{equation*}
F_{a}(w) \equiv \frac{w(1-w)^{a / 2}}{(1+w)^{1-a / 2}}\left(w^{1-a}+(1-w)^{1-a}\right) . \tag{D.9}
\end{equation*}
$$

The function $F_{a}(w)$ is monotonically increasing over the range $0<w<1 / 2$ only for $2>a \geq a_{1} \approx-1.978$, but for $a<a_{1}$ turns out to have exactly one local maximum, $\tau_{\max }(a)$, and one local minimum, $\tau_{\min }(a)$. At $a=a_{2} \approx-2.618, \tau_{\max }(a)$ is equal to the angularity of the symmetric three-jet configuration $x_{1}=x_{2}=x_{3}$ (where $w=1 / 2$ ), $\tau_{\text {sym }}(a)=1 / 3^{1-a / 2}$. Thus, the global maximum of $\tau_{a}$ over the whole range $0 \leq w \leq 1$, defined as $\tau_{a}^{\max }$, is $\tau_{\max }(a)$ for $a \leq a_{2}$ and is $\tau_{\text {sym }}(a)$ for $a \geq a_{2}$.

In Fig. D.2, we show how the maximum and minimum of the function $F_{a}(w)$ depend on $a$, along with the $a$ dependence of the symmetric three-jet configuration, and plot the special points $a_{1}$ and $a_{2}$.

In Fig. D. 3 we plot the boundary of $\tau_{a}\left(F_{a}(w)\right.$ for $0 \leq w \leq 1 / 2$ and $F_{a}(1-w)$ for $1 / 2 \leq w \leq 1)$ together with the contours of constant $\tau_{a}\left(x_{1}, x_{2}\right)=c$ for different values of $c$ in the full $x_{1}-x_{2}$ plane for the cases $a=-1, a=-2.3$, and $a=-4$, which qualitatively represent the three cases $a>a_{1}, a_{1}>a>a_{2}$, and $a_{2}>a$, respectively. From this analysis we conclude that for $a<a_{1}$ and especially $a<a_{2}$ angularities fail to separate two-jet like and three-jet like events.

To obtain $A_{a}\left(\tau_{a}\right)$, we evaluate the integral in Eq. (D.1) over the appropriate contours in the $x_{1,2}$ phase space numerically, except for $a=0$, for which the integral can be evaluated


Figure D.3: (A), (B), (C) Allowed regions for the parameter $w$ as a function of fixed $\tau_{a}=c$ are bounded by the curves $F_{a}(w)$ and $F_{a}(1-w)$. For (A), (D) $a=-1$, the integration is over a single, continuous domain for all fixed $\tau_{a}=c$ but for (B), (E) $a=-2.3$ and (C), (F) $a=-4$, there are multiple disjoint regions of integration for large enough values of $c$. In (D), (E), and (F), the blue, red, and green curves represent contours of integration for fixed $\tau_{a}=c$, in order of increasing $c$, and correspond to integration over a range of $w$ given by the lines of constant $\tau_{a}=c$ in the regions of the same color in (A), (B) and (C), respectively.
analytically, giving (cf. [74])

$$
\begin{equation*}
A_{0}\left(\tau_{0}\right)=C_{F}\left[\frac{2\left(2-3 \tau_{0}+3 \tau_{0}^{2}\right)}{\tau_{0}\left(1-\tau_{0}\right)} \ln \left(\frac{1-2 \tau_{0}}{\tau_{0}}\right)-\frac{3\left(1-3 \tau_{0}\right)\left(1+\tau_{0}\right)}{\tau_{0}}\right] . \tag{D.10}
\end{equation*}
$$


[^0]:    ${ }^{1}$ We mean collinear gauge invariance here.

[^1]:    ${ }^{1}$ We here omit any reference to gauge-fixing and potential ghost terms. We will address the quantization of gauge fields later on.

[^2]:    ${ }^{1}$ Even though traditional factorization breaks down for $a=1$ (jet broadening), the resummation of jet broadening in QCD was performed in [49, 77] and nonperturbative effects were discussed in [78].

[^3]:    ${ }^{2}$ Note that here and below a superscript $n$ on a quantity is not a power but denotes " $n$-collinear" just as $\bar{n}$ denotes " $\bar{n}$-collinear" and $s$ denotes "soft".

[^4]:    ${ }^{3}$ The operator-based method that was developed in [135] for calculating weighted cross-sections can be used to relate matrix elements such as in the left-hand side of Eq. (3.33) directly to the ordinary discontinuity of matrix elements of time-ordered products of fields. However, for the scope of this paper, we choose simply to apply the prescription Eq. (3.33).

[^5]:    ${ }^{4}$ By this we mean that had we evaluated the individual cut virtual QCD-like diagrams contained in the first line of Eq. (3.52) directly, we would have encountered the complication of cutting one lone quark propagator and thus putting the second lone, uncut quark propagator on shell also.

[^6]:    ${ }^{5}$ We would like to thank M. Strassler for suggesting this terminology to CL.

[^7]:    ${ }^{6}$ Note that from the definition in Eq. (3.91), for $\omega<0$ the ' + ' label can be dropped and so Eq. (3.91) is consistent with the distribution relation Eq. (3.39).

[^8]:    ${ }^{7}$ Technically, we mean that the difference of the two distributions integrated from 0 to $\epsilon$ vanishes as $\epsilon \rightarrow 0$.

[^9]:    ${ }^{8}$ The upper limit on $\tau_{a}$ in Eq. (3.107), $\tau_{a}^{\max }$, is that of the maximally symmetric three-jet configuration, $\tau_{\mathrm{sym}}(a)=$ $1 / 3^{1-a / 2}$ [40], but only for $a \gtrsim-2.6$ (see Appendix D).

[^10]:    ${ }^{9}$ There are also inherent Landau pole singularities in the classic approach before transforming back to $\tau_{a}$-space and thus not associated with making $\nu$-dependent scale choices for $\mu_{J, S}$. In the classic approach, a prescription to avoid both types of Landau pole singularities is employed, but at the expense of introducing unphysical power corrections [48, 52]. The results of [40] plotted in Fig. 3.10 used the prescription of [48].
    ${ }^{10}$ More generally, in an $\mathrm{N}^{n} \mathrm{LL} / \mathrm{N}^{m} \mathrm{LO}$ calculation, the dependence on $\mu_{H, J, S}$ cancels up to order $\alpha_{s}^{\min \{n, m\}}$, as the $\mu_{H, J, S}$ derivative of the logarithm of the distribution receives contributions from the prefactor at order $\alpha_{s}^{m}$ and from the anomalous dimension at order $\alpha_{s}^{n}$.

[^11]:    ${ }^{1}$ In the collinear integrals the power counting requires to set the off-shellness regulator to zero when shrinking the propagator to a point. This has one disadvantage, which is that after doing so, the off-shellness does not properly regularize all the infrared physics, and some of the $1 / \epsilon$ poles in the dimensional regularization will correspond to infrared origin. If one ignores the power counting and leaves the off-shellness in the shrinked to a point propagator, then the off-shellness regularizes all of the infrared properly. We repeated the calculation for this case too, and all of the conclusions of this section, namely the matching coefficient is identical to the case, which we present below, in which we respect the power counting. We thank Thomas Becher for suggesting to us to do the calculation both ways.

