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Abstract

Two-Dimensional Electronic-Vibrational Spectroscopy

by

Nicholas Henry Cohen Lewis

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Graham R. Fleming, Chair

This dissertation describes the development and initial applications of Two-Dimensional
Electronic-Vibrational spectroscopy (2DEV), a multidimensional ultrafast spectroscopic tech-
nique that is capable of directly probing the coupling between electronic and vibrational
transitions in molecular species.

This thesis first provides the necessary background and motivation driving the devel-
opment of this spectroscopy, discussing the role of electronic-vibrational coupling in small
molecule photophysics and the ways we can take advantage of these physics to study elec-
tronic excitation transfer in photosynthetic light harvesting systems. It then discusses the
details of the apparatus constructed to perform the 2DEV experiments, as well as some of
the important aspects of the signal processing and extraction of the desired signal, using
phase cycling techniques. It goes on to describe the development of a simple model to be
used in understanding the new information content accessible with 2DEV, and presents ex-
perimental results from the laser dye DTTCI. The basic predictions of the model, such as the
dynamics of the spectral lineshape, are shown to hold in these experimental results, and we
provide an experimental measurement for the difference in the strength of the vibration-bath
coupling between the electronic ground and excited states.

In chapter 4, the model is extended to the case of an electronically coupled dimer, and a
method is proposed by which 2DEV could potentially be used to study the movement of elec-
tronic excitations through a molecular aggregate, such as a photosynthetic light harvesting
complex. It is shown how it might be possible to measure the electronic excited state popula-
tions directly in the site basis, without the need for an accompanying model. To demonstrate
an experimental implementation of this method, the 2DEV spectra of Chlorophyll a and b
in solution are then presented, assigning the important spectral features and demonstrating
conclusively the connection between spectral shifts along the electronic and vibrational axes
due to changes in the axial coordination state of the central Mg. This is a first step which
is then expanded upon with the demonstration of the experimental application of 2DEV to
the major light harvesting complex in plants, LHCII, and an illustration that the technique
proposed in chapter 4 is technically sound. Indications are observed of long lived population
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of Chl b which contradicts the predictions of current models for the excitonic structure of
this system, and calls into question our current understanding of the initial energy transfer
dynamics in plant photosynthesis.

Finally, a discussion is provided of some of the promising directions for 2DEV to be
further developed in the future.
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Chapter 1

Introduction

The most fundamental meaning of coupling between electronic and vibrational transi-
tions is the changes in the shape of the potential energy surface along a particular nuclear
coordinate between different electronic states. For very small molecules like I2, these surfaces
and their basic parameters, such as vibrational frequency, equilibrium position, anharmonic-
ity and dissociation energy, can be determined with high accuracy, using a combination of
spectroscopy and theoretical calculations.[121] For larger molecules, and for molecules in
solution, the dimensionality of the problem becomes too large to determine these surfaces in
their complete detail, and we can at best consider only a few degrees of freedom at a time,
and to introduce additional parameters to describe the coupling of the system to a bath.

The basic picture is that of the Frank-Condon approximation, where the nuclear degrees
of freedom are considered fixed on the timescale of the electronic transition. The excited
state dynamics are then launched from a distribution of nuclear coordinates determined by
the equilibrium populations on the ground electronic state. If we consider the potential
energy surfaces to be approximately harmonic, the electronic-vibrational coupling can then
be described by the shift in the equilibrium positions and the changes in the vibrational
frequencies between the ground and excited electronic states. A schematic illustration of
theses effects is shown in figure 1.1 for the one dimensional and two dimensional case.

For simple systems like gas phase I2, there is very little information that can be obtained
with, for example, 2D electronic spectroscopy (2DES) or transient absorption (TA) over
just the linear electronic absorption, as there is only a single nuclear coordinate that can
produce the electronic absorption lineshape. For more complicated systems, the transient
spectroscopy can reveal much more about the excited state evolution by providing a direct
measure of the dynamics which take place following the excitation. 2DES can provide further
information, by directly reporting on the couplings that exist between the different degrees
of freedom important for driving those dynamics.

Two dimensional spectroscopy has been well developed both in the visible regime, where
it probes electronic transitions and excited state dynamics and in the infrared, where the
ground state vibrational structure and dynamics are interrogated. By resolving the excita-
tion frequency as well as the detection frequency, it improves over TA in several ways. On
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Figure 1.1: Schematic representations of the typical physical pictures of electronic-vibrational
coupling mechanisms. A) A single coordinate picture depicting the strongest mechanisms
of coupling, the displacement of the equilibrium coordinate ∆Q and the change in the vi-
brational frequency ∆ω between the ground and excited electronic states. B) An extension
of this picture to multiple coordinates, where anharmonic coupling ∆12 between vibrational
modes can induce a coupling to the electronic transition in an otherwise inactive mode.

the margins, the Fourier transform techniques remove the usual trade off between time reso-
lution and frequency resolution. Excitation pulses with large bandwidth and short duration
can be used to excite many transition in the system, which are then resolved in frequency by
using interferometric techniques. Furthermore, there is inherently new information contained
in the two dimensional spectroscopies that can, at best, only be inferred from one dimen-
sional techniques. This includes the separation of the diagonal and antidiagonal linewidths
for a transition, together with their dynamics, which are capable of providing information
about the structure of the coupling between the system and its bath, separating different
components by the timescales with which they are able to relax.

The more dramatic improvement of 2D spectroscopy over TA is the capability of di-
rectly resolving crosspeaks between different transitions. These cross peaks provide direct
information about the coupling between different states, and can be used to follow the flow
of energy through a complicated system. For 2D infrared spectroscopy (2DIR), this might
mean distinguishing different secondary structures in a protein by the distinct patterns of
the crosspeaks in the peptide amide region,[143] or tracking the rate of complexation in a
chemical exchange reaction.[182] For 2DES it might mean following the motion of a vibra-
tional wavepacket as it oscillates on the ground or excited potential energy surface,[22] or
the transfer of excitation energy between different pigments in a molecular aggregate, such
as a photosynthetic antenna complex.[18]

These methods certainly have their limitations. 2DIR is capable of providing a great deal
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of information about a molecule’s structure and structural dynamics, but it is very difficult to
extend it to transient species like electronic excited states without dramatically increasing
the experimental complexity.[15, 32, 115] Purely electronic spectroscopies like 2DES have
proven to be very useful tools for studying the electronic excited state dynamics and the
energetic flow of excitations, but they are relatively lacking in structural information, except
what can be determined from wavepacket analysis and comparison to model calculations. It
would potentially be of substantial interest for certain classes of problems to experimentally
obtain the link between the electronic and structural degrees of freedom more directly. There
are several 1D transient techniques that begin to fill this gap between these different tools,
such as transient infrared spectroscopy and femtosecond stimulated Raman, but there has
not been a successful 2D extension of these techniques, which could take their advantages
but mitigate the deficiencies that come with 1D transient techniques. To address this gap,
we have set forth to develop 2D electronic-vibrational spectrsocopy (2DEV), which would
directly measure the crosspeak between the electronic and vibrational degrees of freedom, and
would resolve both the electronic excitation frequency axis as well as the infrared detection
frequency axis.

In chapter 2 we discuss the practical tools and instrumentation necessary to implement
and develop 2DEV spectroscopy in our lab. This includes the design and construction of a
broadband short pulse visible noncolinear optical parametric amplifier (NOPA) to generate
the visible excitation pulses for the experiment. The experimental design is based on earlier
methods for performing multidimensional optical spectroscopic measurements in the partially
colinear pump-probe geometry and takes advantage of an optical pulse shaper to perform
the interferometric measurements and to extract the desired signal using phase cycling,[154,
122] with the details chosen for the particular situation of exciting the sample with visible
laser pulses and probing it with the infrared. The experimental setup is described in detail
in section 2.2. To fully take advantage of the potential promise of 2DEV, it was necessary
for the NOPA to be optimized for this application. This meant, for example, that particular
focus had to be paid to the quality of the spatial mode of the NOPA signal and in particular
its spectral homogeneity, a common issue in typical NOPA designs, as well as to ensure that
the excitation pulse could be fully compressed to its Fourier transform limit at the position of
the sample with the broadest possible bandwidth using the equipment and the pulse shaper
available at this time, with sufficient power to drive the experiment. These constraints
together resulted in the NOPA design discussed in section 2.3. The extreme difference in
the colors used in the experiment, together with the experimental geometry described in
section 2.2, means that it is impossible to extract the desired signal using traditional phase
matching techniques. Instead, we utilize the control afforded to us by the pulse shaper to
extract the signal with phase cycling. The mathematical and practical details of the phase
cycling method we used are discussed in section 2.4.

We described the initial demonstration of 2DEV in reference [127] where we demonstrated
that the correlated electronic and vibrational dynamics in a model charge transfer system,
the laser dye DCM, could be measured. The structure of DCM is shown in figure 1.2, together
with two possible schema for the essential excited state dynamics following the excitation.
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Figure 1.2: Structure for the dye molecule DCM used in the initial demonstration of 2DEV
(top) together with the two models for the initial excited state evolution for this molecule
(bottom).

DCM can be considered as a type of ‘push-pull’ chromophore, containing both an electron
donating dimethylamino group as well as a pair of electron accepting cyanomethylene groups.
The result of this is a fast charge transfer from the donating side to the accepting side upon
electronic excitation. This causes the electronic transition to be very strongly coupled to the
bath, and generates a very broad, strongly solvatochromic absorption band, together with
a very large Stokes shift.[170] Two different models have been proposed for the dynamics
of the charge transfer process in this molecule, illustrated in figure 1.2. In one situation,
there would be a barrier to the charge separation, separating the locally excited state (LE)
from the charge transfer state (CT), while in the other case this process would be barrierless
and could not be described as two distinct states. The 2DEV spectra of this molecule,
shown in figure 1.3, definitively answer which of these processes is occurring. By tracking
the evolution of an important vibrational mode localized primarily on the acceptor side
as it shifts in central frequency along the vibrational detection axis, as well as along the
electronic excitation axis, we are able to show that the dynamics are well correlated so long
as the wavepacket remains near the Franck-Condon region. There is no evidence of two
distinct configurations separated by a substantial barrier, as the changes in the vibrational
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Figure 1.3: A series of 2DEV spectra of DCM in DMSO at different waiting times t2. The
positive (yellow-red) bands are due to vibrational modes on the electronic ground state,
while the negative (green-blue) bands are due to vibrational modes on the electronic excited
state. The dashed box marks the initial position of the main band of interest, illustrating
the simultaneous blue shift of the vibrational frequency with the red shift of the electronic
excitation frequency.

spectrum are all continuous, and restricted to the high frequency modes which are coupled to
the solvation coordinate. Subsequent simulations calculating the 2DEV spectra arising from
these two possible models demonstrate conclusively that this interpretation is correct.[166]

While demonstrating an important proof of principle that the experiment was not only
feasible but could also report on the types of dynamics not readily captured by other spec-
troscopic techniques, the analysis of the experimental results we were capable of providing
in this work was quite limited. Together with reference [43], the work described in chap-
ter 3, which is also described in reference [108], presents the initial quantitative analysis
of the type of information content that is unique to 2DEV over other techniques. In this
chapter we discuss a simple physical model capable of reproducing many of the features
observed in the experimental 2DEV spectra of isolated chromophores. We use a short time
approximation to the third order lineshape function to derive an analytical expression for
the centerline slope of a transition in the 2DEV spectrum, and show that this is proportional
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to fluctuations induced by the coupling of the vibration to the bath. The proportionality
constant, which we term α0, is of significant interest, as it describes the degree to which the
reorganization energy for the vibrational transition changes between the ground and excited
electronic states. We are unaware of a different technique capable of easily measuring this
quantity. We demonstrate the major features predicted by this simple model with experi-
mental results from the laser dye DTTCI. The dynamics of the centerline slope for the band
arising from exciting the S1 electronic state and probing the C=C backbone stretching mode
follows exactly the prediction made by the model, and we were able to measure α0 ' 1.5, a
value which is commensurate with the change in the magnitude of the electronic permanent
dipole moment between the S0 and S1 electronic states for this molecule. This work provides
a theoretical basis with which we can understand the 2DEV spectra of simple systems, and
supports this theoretical basis with experimental results.

In chapter 4 we extend the theoretical model developed in reference [43] and chapter
3 to the case of an electronically coupled dimer. The purpose of this work is to consider
the potential application of 2DEV to studying the dynamics of excitation energy transfer in
extended systems like photosynthetic light harvesting complexes. The essential idea is to try
to use discrete localized vibrational motions as a proxy for position in a nanoscopic system,
and to use them to track the flow of electronic excitation energy through the complex.
In this discussion, we develop an approximate model for calculating the 2DEV spectra for
a dimer system using standard approximations for response functions of dimer systems,
with the population dynamics added back in an ad hoc manner consistent with Redfield
theory under the secular approximation. Using this model, we are able to show how 2DEV
could potentially be used to follow the motion of excitation energy through a complex.
Furthermore, we were able to derive a method by which, in principle, it would be possible to
use the 2DEV results to measure the electronic populations directly in the site basis. This
is not possible with standard electronic spectroscopies, as these interact with the system
only in the natural basis for the electronic excitations, the so-called exciton basis. The
transformation to the site basis can only be made in this situation by fitting to complicated
underdetermined models to determine the Hamiltionian in the site basis. This process is
generally highly inexact, as it is often very difficult to reliably distinguish between the effect
on the electronic spectrum of coupling interactions versus shifts in the electronic site energies.
2DEV has the potential to provide the link between these two physically important bases
in a very direct way, which provides significant promise in the study of electronic energy
transfer in photosynthetic light harvesting.

Before we could attempt to apply the methods proposed in chapter 4 to an actual pho-
tosynthetic light harvesting complex, it was of course necessary to understand the 2DEV
spectra of the isolated chromophores. Our ultimate target was the major photosynthetic
light harvesting complex for photosystem II in higher plants, known as LHCII, which binds
a combination of chlorophyll (Chl) a and b, as well as several carotenoids. Therefore, in
chapter 5, we discuss the 2DEV spectra for these Chls in isolation, in ethanol solution. The
spectra are somewhat complex due to the variety of carbonyl and chlorin ring stretching
modes that are IR active in the spectral region near 1600 cm−1, which will each have some
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degree of shift between the ground and excited states. Furthermore, the spectra contain con-
tributions from both the Qy and Qx absorption bands, introducing some complex structure
along the excitation axis. Additional complexities arise from the effects on the spectrum
of different axial coordination states of the central Chl Mg. In solvents with varying nucle-
ophilicity, Chl may axially coordinate to 0, 1 or 2 solvent molecules, which produces shifts
in the spectral absorptions for both the electronic and vibrational degrees of freedom. These
shifts were identified separately for the electronic absorption and the vibrational frequencies,
and assigned to the same effect.[35, 61] In ethanol, both the states where 1 or 2 solvent
molecules are bound to the Mg are stable, and in the 2DEV spectra we are able to sepa-
rately resolve the peaks corresponding to each of these coordination states along both the
electronic excitation axis as well as the vibrational detection axis. By directly measuring
the crosspeak between these two degrees of freedom, we are able to definitively demonstrate
that the features identified in the linear spectra of the two separate domains do indeed arise
from the same state. These results are also presented in reference [106].

Once we were able to describe and assign the major features of the 2DEV spectra of
isolated Chl a and b, we were able to apply this in an attempt study the excitation energy
transfer dynamics among the Chls in LHCII isolated from Spinach. This work is presented
in chapter 6, and is also described in reference [109]. We demonstrate that it is feasible
to measure the 2DEV response of these complicated pigment protein complexes at cryo-
genic temperatures, and by following the dynamics for the vibrational bands which we can
definitively assign to either Chl a or Chl b we are able to show that we can indeed observe
the effects of electronic excitation transfer using this technique. Using spectral decomposi-
tion methods, we can furthermore identify spectral features associated with three different
timescales of excitation energy transfer – a fast timescale that primarily arises from the Chl
b to Chl a energy transfer, a slower relaxation associated with equilibration within the Chl a
moieties and transfer to the exit sites, and the distinct signatures of transient intermediates,
which are presumably due to the higher energy Chl a states and lower energy Chl b states
which are important in the pathways of energy transfer through the complex to the low
energy Chl a exit sites. The spectra are very rich in their spectral and dynamical features,
and while we are able to clearly separate features associated with the different types of Chl,
it is very difficult to make assignments of bands to specific sites, as we would ultimately
like to do. This is because of limitations in current techniques from predicting the effects
on the shifting of the vibrational frequencies on the electronically excited states induced by
the complex environment of the protein. These shifts can be induced by a variety of mech-
anisms, such as different hydrogen bonding patterns, different coordination states and axial
ligands and differences in the local electrostatic environments of the individual pigments.
Our experimental results demonstrate that the desired information is present in the data
and in principle it could be extracted, but we require improvements in the current state of
theoretical and computational techniques before it will be possible to quantitatively assign
the bands and extract this information in a meaningful and useful way.

Finally, in chapter 7 we discuss possible future directions of study for further development
and application of 2DEV spectroscopy. This comes in two major parts, the development of its
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usefulness for studying small molecule photophysics such as a study of the spectral signatures
and physical quantities which might arise from conical intersections in the topology of the
potential energy surfaces, and in the further understanding of how electronic energy transfer
could be studied using this experimental method. There remains a significant number of
gaps in our understanding of the spectral structures which might arise in these situations,
and it may be that the true usefulness of 2DEV as an experimental technique has yet to be
revealed.
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Chapter 2

Two-Dimensional
Electronic-Vibrational Spectrometer

2.1 Introduction

In 2DEV spectroscopy, the colors involved differ in wavelength by an order of magnitude.
This, in addition to the difficulties involved with using mid-IR laser sources, provides a
number of constraints on the experimental design of the spectrometer. In particular, it is
practically very difficult to implement a 2DEV spectrometer which takes advantage of phase
matching to generate a background-free heterodyne detected signal, although it is in principle
possible to design such a setup.[17, 42] Because of this, the design of the 2DEV spectrometer
is based on previously demonstrated 2D coherent spectrometers in the partially collinear
pump-probe geometry based on pulse shaping and phase cycling.[122, 154] The details of
the experimental design are provided in this chapter.

2.2 Experimental Design

A schematic of the experimental setup, which is essentially a high time resolution tran-
sient IR absorption spectrometer with the addition of a pulse shaper into the visible pump
beam, is shown in figure 2.1. The excitation laser is derived either directly from a Ti:Sapphire
(Ti:Saph) regenerative amplifier (Coherent Legend Elite) seeded by a Ti:Saph oscillator (Co-
herent Micra), or from a home-build non-collinear optical parametric amplifier (NOPA), the
details of which are provided in section 2.3. The IR probe pulse is derived from a home-built
near-IR OPA equipped with difference frequency generation between the signal and idler to
convert the laser to the mid-IR.[73] The details of this OPA can be found in the dissertation
of Aaron J. Van Tassle.[169]

After the pump beam passes through the prism compressor immediately following the
NOPA, it is rotated by a half wave plate to the polarization required for the pulse shaper
(Fastlite Dazzler). The pulse shaper is used to compress the pulse to nearly the Fourier
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Figure 2.1: Schematic of the 2DEV experimental setup. The visible pump beam is shown
in red, and the IR probe beam is shown in purple. The t1 time delay and φ12 relative phase
difference between the pump pulse pair is generated and controlled by the pulse shaper
(Dazzler), while the t2 time delay between the pump and the probe is controlled with the
delay stage. A reference beam (dashed purple line) follows next to the probe beam through
the sample and is imaged onto a second array in the detector. The signal is self heterodyned
by the collinear probe beam. The relative polarization between the pump and the probe are
determined by the half wave plate in the pump beam before the focusing OAP.

transform limit (FTL), and to split the pulse into two identical pulse pairs with a controlled
time delay t1, as well as a controlled relative phase φ12. The details of the phase cycling
used to isolate the 2DEV signal is described in section 2.4. This pump pulse pair is then
reflected from a retroreflector mounted on a computer-controllable delay stage (Newport)
which is used to control the relative delay between the visible pump pulse and the IR probe
pulse t2. The beam is then passed through another half wave plate mounted in a computer
controllable rotation stage (Thorlabs) to control the relative polarization between the pump
and probe beams, allowing for the measurement of the anisotropy response of the transient
signal. The pump beam is then focused into the sample by a silver coated f = 25 cm 90◦

off-axis parabolic mirror (OAP) to a spot of ∼ 250 µm, where it is spatially overlapped with
the IR probe beam.

The IR beam, which, for alignment purposes, is combined with a mode-matched He-Ne
on the mid-IR long-pass filter in the OPA, first passes through a series of Ge plates (removed
during alignment with the HeNe). These are used to compress the pulse by compensating
for the other materials in the probe line, such as the ZnSe beam splitter, the CaF2 sample
windows and, if the experiment is performed at cryogenic temperatures, the ZnS and CaF2

cryostat windows.[40] The reference beam is then split from the probe beam with a ZnSe
beamsplitter (∼ 40% R). The probe and reference beams are focused through the sample
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Figure 2.2: Schematic of the NOPA with pulse-front-tilt matching between the pump and
the seed. λ/2: half wave plate, BS: 2% reflective beam splitter, BBO1: β-BBO for 800 SHG,
θ = 29.2◦, φ = 90◦, 1mm thick, DM: dichroic mirror, reflect 400nm, transmit 800nm, P: 90◦

fused silica prism, LP: fused silica lens f = 20cm, 400nm AR coating, VND: variable neutral
density filter, Iris: adjustable aperture, LS: BK7 lens f = 15cm, 650− 1050nm AR coating,
Saph: 3mm thick sapphire plate, uncoated, OAP: silver coated 90◦ off axis parabolic mirror,
f = 2.5cm, SM: silver coated spherical mirror, f = 25cm, BBO2: β-BBO for amplification,
θ = 29.2◦, φ = 90◦, 2mm thick.

by a f = 15 cm 90◦ gold coated OAP to a spot size of ∼ 160 µm, such that the focal
spots of the probe and reference are displaced and only the probe is overlapped with the
pump beam. The beams are then recollimated by a matched OAP, and focused onto the
slit of a spectrometer (HORIBA TRIAX 190) with a f = 10 cm ZnSe lens, such that the
probe and reference beams are imaged onto the two 64 element HgCdTe photodiode arrays
of the detector (Infrared Associates). The signal is then passed through a 128 channel boxcar
integrator (Infrared Systems Development) balanced to match the responses of the individual
HgCdTe elements. The probe spectrum is then normalized by the reference spectrum on a
pulse-to-pulse basis to mitigate the fluctuations in the IR laser power.

2.3 Visible Pulse Generation

The NOPA, a schematic of which is shown in figure 2.3, was built incorporating several
optimization elements based on earlier designs,[156, 13] together with some simplifications
allowed by the needs of our application. In particular, we use a partially reflected seed
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Figure 2.3: Typical spectrum of the NOPA signal optimized for the center of the tuning
range.

generation line, which reduces the chirp of the seed, and implement pulse-front matching
between the pump and the seed, which significantly improves the spectral homogeneity of
the beam. A single amplification stage was found to be capable of producing sufficient power
for the experiment, so a second stage was not incorporated.

In detail, 350 mW of the output from the amplifier is passed through a half wave plate
to rotate the polarization, then split into the two lines of the NOPA, with 2% being split off
to the seed generation line while the remaining 98% is used for the pump line. To generate
the seed, the beam is passed through a variable neutral density filter and an iris to control
both the power and the mode of the beam, then focused into a 3 mm sapphire plate with a
f = 15 cm lens to generate a white light continuum. The white light is then collimated with
a f = 2.5 cm silver coated 90◦ OAP. A mirror is used instead of a lens so as to reduce the
amount of chirp imparted to the white light prior to the amplification stage, which allows for
a greater portion of the seed bandwidth to be temporally overlapped with the pump in the
amplification crystal, and hence for a larger bandwidth in the output of the NOPA. An OAP
is used instead of a spherical mirror to avoid the introduction of significant astigmatism to
the seed beam, which can be a problem when using short focal length spherical mirrors. The
seed is then focused by a f = 25 cm silver coated spherical mirror towards the amplification
crystal, a 2 mm thick type II β-BBO crystal (θ = 29.2◦, φ = 90◦), from a distance of ∼ 30
cm. The distance from the focusing mirror to the crystal is adjusted to optimally match the
mode of the seed beam to that of the pump beam.

The remaining 98% of the input beam is passed through a 1 mm thick type II β-BBO
crystal (θ = 29.2◦, φ = 90◦) to generate ∼ 30 mW of the second harmonic at 400 nm. The
remainder of the 800 nm fundamental beam is removed by two dichroic mirrors (R 400 nm,
T 800 nm) placed on an adjustable delay stage to control the timing of the pump relative to
the seed. The beam is then passed through a fused silica prism with apex angle θapex = 45◦

at a 49◦ angle of incidence, as close to the apex as possible. It is then focused with an
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Figure 2.4: Two photon absorption strength as a function of second order dispersion applied
by the pulse shaper (top) and the accurately measured temporal profile and the FTL for
the visible pulse using SRSI (bottom). The measured FWHM is 15.3 fs, as compared to the
FTL 14.3 fs.

f = 20 cm fused silica lens towards the amplification crystal from a distance of 22 cm. The
purpose of this prism is to tilt the wavefront of the pump pulse relative to the direction of
propagation. The angles of the prism’s geometry, the angle of incidence of the laser on the
prism, and the ratio of the focal length of the lens and the distance from the crystal, are
chosen to optimize the match between the wavefronts of the pump and seed pulses inside of
the crystal,[13] while also maintaining a small enough enough pump spot to have sufficient
pump fluence for efficient amplification. The wavefront matching of the pulses aids the
generation of a spectrally homogeneous signal, compromised by the non-collinear crossing of
the pump and seed beams at the amplification crystal in the NOPA. When the wavefront
tilt is not corrected, the result is an angular dependence of the amplification frequency and
a tilted pulse-front in the signal, which can make it impossible to compress the pulse to the
Fourier transform limit.

After generation, the signal is collimated with a second f = 25 cm silver coated spherical
mirror, and passed through another half wave plate before being routed to a prism compressor
and the experimental setup. Immediately subsequent to the amplification stage, the NOPA
signal is ∼ 5 − 10 mW, tunable from 480 − 750 nm with ∼ 100 − 150 nm bandwidth. An
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example spectrum of the signal at the center of the tuning range before the prism compressor
is shown in figure 2.3. After the signal is passed through another half wave plate to minimize
reflection losses on the prisms, it is sent to the prism compressor, shown in figure 2.1, which is
composed of two equilateral SF14 prisms spaced 42 cm apart apex-to-apex. The purpose of
this prism compressor is not to fine tune the pulse duration, but to impart as much negative
second order dispersion as possible, without severely truncating the spectrum, to compensate
for the dispersion induced by the 2.5 cm long TeO2 crystal of the pulse shaper. This allows
the pulse shaper to be able to shape a larger bandwith for the fine-tuning of the compression
and generation of the pump pulse pair. In this configuration, the prism compressor imparts
∼ −7000 fs2, compared to the ∼ 12500 fs2 imparted by the material dispersion of the pulse
shaper crystal.[171] The use of prisms made from highly dispersive glass for this application
has the limitation of imparting significant third order dispersion, limiting the size of the
prisms that can be used and therefore the distance between the prisms, and the amount of
negative second order dispersion that can be imparted. This limitation could be addressed by
replacing the prisms with a combined grating-prism compressor,[56] which would potentially
allow for the use of pulses as short as 10 fs, without additional major changes.

A two-step approach was used to optimally compress the visible pulse. For the rough
compression it is focused onto a SiC photodiode, which, with an optical bandgap ' 400
nm, is sensitive to the two-photon absorption (2PA), but not the one-photon absorption.
The pulse shaper is used to scan the phase parameters and to maximize the 2PA signal,
which will correspond to the optimally compressed pulse. An example of the results of a
scan of the second order dispersion is shown in figure 2.4. Once the pulse has been roughly
compressed in this way its duration can be precisely measured using self referenced spectral
interferometry (SRSI) using a Wizzler (Fastlite).[125] Feedback between the precise spectral
phase measured from the SRSI and the pulse shaper can be used to compress the pulse to
nearly the FTL. An example of a 15.3 fs pulse measured using SRSI is shown in figure 2.4,
together with the corresponding 14.3 fs FTL. The cross-correlation time between the visible
and IR pulses can then be estimated from the step-like transient absorption response of a
50 µm Ge plate.

2.4 Signal Extraction

The 2DEV signal can be considered as arising from a time dependent third-order polar-
ization, which can be calculated using standard perturbation theory approaches[120] as the
triple convolution of the third-order response function S(3)(t1, t2, t3) with the electric field of
the laser pulses E(t) given by

P (3)(t) = S(3) ⊗ E ⊗ E ⊗ E

=

∫ ∞
0

∫ ∞
0

∫ ∞
0

S(3)(τ1, τ2, τ3)E(t− τ1 − τ2 − τ3)E(t− τ2 − τ3)E(t− τ3)dτ1dτ2dτ3. (2.1)
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For a sequence of three short laser pulses, the electric field at the sample can be described
as E(t) =

∑3
i=1Ei(t) with

Ei(t) = Ai(t− t1) exp
[
−iω0

i (t− ti)− iφi + iki · r
]

(2.2)

where Ai(t) is the envelope of the ith pulse, considered to be centered at ti, ω
0
i its carrier

frequency, φi its absolute phase relative to some common reference and ki its wavevector.
The total third-order polarization for such an electric field is rather complicated, including
many different signal pathways, and can be expanded in these signals as

P (3)(t) =
∑
s

P (3)
s (t) exp [−iωst+ iks · r] (2.3)

where ωs = ±ω1 ± ω2 ± ω3 and ks = ±k1 ± k2 ± k3 is a linear combination of the frequency
and wavevector of the three interactions between the sample and the laser pulses. This time
dependent polarization will then radiate a signal with frequency ωs in a direction parallel to
ks.[120]

Traditional degenerate or near-degenerate 2D spectroscopic techniques can take advan-
tage of these phase matching conditions to generate the desired signal spatially separated
from the other undesired signals by arranging the three beams in useful geometries, such as
the square so-called boxcar geometry.[17] For highly non-degenerate experiments like 2DEV,
however, the geometries necessary, while not impossible,[42] become difficult and imprac-
tical. This is due to the nearly order of magnitude difference between the wavelengths of
the visible pump pulses and the IR probe pulse, which affects the phase matching direction
by the relation between the magnitude of the wavevector and the wavelength of the light
|k| = 2π/λ. Because of the practical difficulties of implementing the experimental geometries
necessary for the background-free 2DEV signal, especially when accounting for the necessity
of accurate and stable sub-wavelength delay control of the visible pulses for the interfero-
metric measurement of the photon echo signal, it is highly advantageous to instead use the
partially collinear pump-probe geometry k1 = k2 6= k3 with phase cycling methods to isolate
the desired signal from the background.

In the pump-probe geometry, the signal that is detected will include the desired 2DEV
signal together with the transient absorption arising from two interactions with either of
the visible pump pulses and the static background of the probe beam. The total measured
amplitude to third order is given by∣∣∣S̃(3)

T (t1, t2, ω3; ∆φ12)
∣∣∣2 =

∣∣∣(S̃(3)
123(t1, t2, ω3) + S̃

(3)
113(t1, t2, ω3) + S̃

(3)
223(t1, t2, ω3) + 1

)
E3(ω3)

∣∣∣2
=
∣∣∣S̃(3)

123(t1, t2, ω3)E3(ω3)
∣∣∣2 +

∣∣∣(S̃(3)
113(t1, t2, ω3) + S̃

(3)
223(t1, t2, ω3) + 1

)
E3(ω3)

∣∣∣2
+ 2 Re

[
ei∆φ12S̃

(3)
123(t1, t2, ω3)

(
S̃

(3)
113(t1, t2, ω3) + S̃

(3)
223(t1, t2, ω3) + 1

)∗] ∣∣∣Ek(t3)
∣∣∣2 (2.4)

where

S̃
(3)
ij3(t1, t2, ω3)Ek(ω3) =

∫
dt3 e

−iω3t3S(3)(t1, t2, t3)⊗t1 E∗i (t1)⊗t2 Ej(t2)⊗t3 E3(t3) (2.5)
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Figure 2.5: Comparison between theoretical (left) and experimental (right) interference pat-
terns between the pump pulse pair as a function of delay time for relative phases ∆φ = 0,
π/2, π and 3π/2.

is the Fourier transform over t3 of the signal convolved with the laser fields. The total field
amplitude is measured because of the use of a square-law detector. The key to extracting
the desired signal, S̃

(3)
123(t1, t2, ω3), comes from the difference in how this term and the various

background terms depend on the relative phases of the electric fields. The major background
terms can be removed by modulating ∆φ12 = φ1 − φ2, the relative phase between the two
pump pulses. The signal term acquires an overall prefactor that depends on this phase
as ei∆φ12 , while the major background terms are unaffected. Therefore, the signal can be
effectively isolated by repeating the measurement n times with n different values of ∆φ12

evenly spaced around the unit circle, demodulating the measured signal by the acquired
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phase factor and summing the results to give

1

n

n−1∑
k=0

e−2πki/n
∣∣∣S̃(3)

T (t1, t2, t3; ∆φ12 = 2πk/n)
∣∣∣2

= 2S̃
(3)
123(t1, t2, ω3) Re

[
S̃

(3)
113(t1, t2, ω3) + S̃

(3)
223(t1, t2, ω3) + 1

] ∣∣∣Ek(t3)
∣∣∣2

' 2S̃
(3)
123(t1, t2, ω3)

∣∣∣Ek(t3)
∣∣∣2. (2.6)

The cross-terms between the 2DEV signal and the transient absorptions terms cannot be
completely removed, but because they scale as the square of a third-order field they will be
negligible compared to the desired signal, which is linear in the third-order field. When the
probe spectrum is removed in the division by the reference spectrum, we have then effectively
isolated the desired 2DEV signal. To convert this to the purely absorptive 2DEV spectrum,
this signal can be Fourier transformed about t1, though it is typically beneficial to process
the data further to improve the quality of the signal.

If it is desired to separate the rephasing pathways from the nonrephasing pathways, a
time domain windowing method can be used. The separation will rely on the difference in
the relative sign of the phase evolution for these pathways during t1 and t3, which means
that they can only be separated if the number of relative phases used in the phase cycling
n ≥ 3, so that both the real and imaginary parts of the signal have been obtained. Once
the phase cycling has been applied, the signal must be Fourier transformed along ω3 to the
pure time domain response. Because only the positive values of t1 have been measured, this
places the rephasing signal in the quadrant with t3 ≤ 0, because of the opposite signs of
the phase evolution during these time periods for these pathways, while the nonrephasing
signal, which evolves with the same sign during these time periods, will be constrained to
the t3 ≥ 0 quadrant. The separate rephasing and nonrephasing spectra can then be obtained
by using an appropriate windowing function to select one or the other of these regions, then
converting the signal back into the frequency domain using the Fourier transform about
both t1 and t3. It is important to note that both rephasing and nonrephasing must contain
t3 = 0 when performing this apodization, otherwise the projection-slice theorem will cause
a dramatic distortion of the spectrum.

A demonstration of the phase control capabilities with the pulse shaper is shown in figure
2.5. The interferogram generated by dispersing the pulse pair on a spectrometer is shown
as a function of the delay between the pulses for a series of different relative phases between
the pulses. The comparison between the measured interferograms and the interferograms
calculated from a simple model shows strong agreement, which confirms that the pulse pair
is being generated and controlled correctly.



18

Chapter 3

Measuring Correlated Electronic and
Vibrational Spectral Dynamics Using
Line Shapes

3.1 Introduction

Ultrafast multi-dimensional spectroscopies have been developed into highly effective tech-
niques for studying the dynamics of molecules in condensed phases. The most prevalent
of these techniques, two-dimensional electronic spectroscopy (2DES) and two-dimensional
infrared spectroscopy (2DIR), are capable of characterizing the transition frequency fluc-
tuations of electronic or vibrational degrees of freedom.[87, 17, 95, 75, 182] In particular,
certain parameters of the lineshapes of the resulting correlation spectra, such as the ellip-
ticity of a feature or the slope of the center line, have been shown to be directly related
to the frequency-frequency correlation function for the relevant degrees of freedom.[99, 145,
101, 100] Recently we have developed a two color spectroscopic technique that combines
the advantages of electronic and vibrational spectroscopies and provides new information
by correlating these disparate degrees of freedom, an experiment that we have termed 2D
electronic-vibrational spectroscopy (2DEV).[127] This technique directly measures the cross
peak that would occur between the 2DES and 2DIR spectra, which provides information
about the coupling between the electronic and vibrational degrees of freedom.

As was discussed in chapter 2, the 2DEV experiment utilizes a sequence of three laser
pulses, with controlled time delays between each interaction. The first two pulses are resonant
with an electronic transition, while the third pulse is resonant with a fundamental vibrational
transition. Following the first pulse the system evolves for the time period t1 according
to an electronic coherence, which encodes the initial electronic transition frequency of the
system. The second pulse then causes the system to evolve according to a population, either
on the excited or ground electronic state, for the waiting time t2. During this period the
system undergoes spectral diffusion by interacting with the bath and due to microscopic
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changes in specific solvent-solute interactions. The third pulse subsequently probes the
changes that have occurred during t2 by causing the system to once again evolve according
to a coherence, which radiates the third-order signal as a function of the third time delay
t3. Because the third pulse is resonant with a vibrational transition, however, the changes
that are probed are those that are directly correlated to this vibration, isolating only these
components of the frequency-frequency correlation function. The signal field is measured by
interfering it with a local oscillator on a spectrometer, which provides the transition frequency
of the final vibrational state that results from the evolution during t2. In typical 2DES
and 2DIR experiments all three laser pulses are degenerate, and therefore they primarily
interrogate diagonal features, for which the same correlation function describes the coherence
dephasing during t1 and t3 and the spectral diffusion during t2, and cross peaks between
nearby transitions, which typically have similar interactions with the bath. For the 2DEV
experiment, the dynamics instead report on the correlation between these disparate aspects
of the system.

2DEV is still a new technique, and, as discussed in chapter 1, it has shown promise by re-
vealing simultaneous dynamics of the electronic and vibrational states following an electronic
excitation, showing the dynamic Stokes shifts for both these degrees of freedom in the laser
dye 4-(di-cyanomethylene)-2-methyl-6-p-(dimethylamino)styryl-4H-pyran (DCM).[127] The
physical quantities that 2DEV is particularly suited for measuring have not yet been fully
determined, nor how these effects manifest in the spectra. In a separate work we discuss in
general terms what types of correlations in both the homogeneous and the inhomogeneous
line broadening mechanisms are expected to contribute to the spectra, and show that the
slope of the nodal line between the features corresponding to t2 evolution on the electronic
ground and excited states is sensitive to these correlations.[43] In this chapter we focus on
extracting quantitative information about the solvation correlation function and the strength
of the coupling between the system and its bath. In this case the system is the laser dye
3,3’-diethylthiatricarbocyanine iodide (DTTCI) dissolved in deuterated chloroform (CDCl3).

Specifically, we investigate the properties of a model composed of a two-level electronic
system, with the ground and first excited levels of a single vibration treated explicitly on
both the ground and excited electronic states. The level diagram for the model is illustrated
in Figure (3.1.a). The electronic and vibrational degrees of freedom are allowed to interact
with separate baths, each described by its own spectral density. Within this simple four-
level model we will show how the component of the frequency fluctuations that is correlated
between the electronic and vibrational degrees of freedom is directly related to the correlation
function for the vibrational degree of freedom. This is due to the effect that fluctuations
in the vibrational zero point energy on the electronic excited state has on the electronic
transition. We will demonstrate that this can be directly measured via the dynamics in the
center line slope of a feature in the 2DEV spectrum. Indeed, the center line slope is sensitive
to both the dynamical homogeneous component of the correlations (i.e. correlations in the
bath-induced fluctuations) as well as any static inhomogeneous distribution in the transition
frequencies that is correlated between the electronic and vibrational degrees of freedom.

Finally, we present experimental results that demonstrate these dynamical correlations
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via the relaxation of the center line slope. Furthermore, we corroborate our model by showing
the dynamics are the same as the vibrational dephasing time, as directly measured from the
perturbed free induction decay of the vibrational coherence. The center line slope is also used
to extract the strength of the coupling to the bath of the vibration on the excited electronic
state relative to that of the vibration on the ground electronic state. This is a parameter that
2DEV is particularly suited to measure, and represents the unique strength of this technique
in studying the coupling between electronic and vibrational degrees of freedom.

3.2 Theoretical

3.2.1 Model

We consider a simple model for a dye molecule in solution composed of two electronic
levels and one explicit vibrational degree of freedom, with these electronic and nuclear degrees
of freedom each coupled to their own bath. The system will interact first with two visible
fields, where we assume the visible fields excite the red edge of the electronic transition, and
subsequently with an infrared field resonant with the vibrational transition. This allows us
to consider only the ground and first excited vibrational levels on each electronic state. The
Hamiltonian for our system, written in units such that ~ = 1, is

H =Hg0 |g0〉 〈g0|+Hg1 |g1〉 〈g1|
+He0′ |e0′〉 〈e0′|+He1′ |e1′〉 〈e1′|

(3.1)

where the terms in the Hamiltonian are

Hg0 =
∑
ξ

ωξa
†
ξaξ +

∑
j

νjb
†
jbj,

Hg1 =ωg +
∑
ξ

ωξa
†
ξaξ

+
∑
j

νj

[
b†jbj + hj

(
b†j + bj

)]
,

He0′ =εeg +
∑
ξ

ωξ

[
a†ξaξ + dξ

(
a†ξ + aξ

)]
+
∑
j

νj

[
b†jbj + α0hj

(
b†j + bj

)]
,

He1′ =εeg + ωe +
∑
ξ

ωξ

[
a†ξaξ + dξ

(
a†ξ + aξ

)]
+
∑
j

νj

[
b†jbj + α1hj

(
b†j + bj

)]
.

(3.2)

Here, a†ξ and b†j (aξ and bj) are the creation (annihilation) operators for the bath degrees
of freedom for the electronic and vibrational modes, respectively. The constants εeg, ωg
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Figure 3.1: a) A schematic representation of the energy level structure of the hamiltonian.
The states are labeled with the electronic state and the number of quanta in the vibration
(here we will only allow v = 0 or 1). The double-headed arrows represent the bath induced
fluctuations and are labeled with the line shape functions that describe how the states
fluctuate relative to |g0〉 due to system-bath interactions. b) Double sided Feynman diagrams
for the pathways considered in this work. The red arrows represent interactions resonant
with visible photons and the black arrows represent interactions with infrared photons. The
labels represent the rephasing (RR) and nonrephasing (RNR) pathways, evolving on the
ground (Rg) or excited (Re) electronic state during t2.

and ωe represent the transition frequencies for the electronic transition and for the 0-1
vibrational transitions on the ground and excited electronic states. The system-bath coupling
is described by dξ for the electronic states and hj for the vibration, for the ξth or jth bath
modes. The parameters α0 and α1 characterize the strength with which the ground and first
excited vibrational levels on the electronic excited state couple to the bath, scaled relative
to the strength of the coupling to the bath for the vibration on the ground electronic state.

It is important to note that neither electronic nor vibrational relaxation is included.We
assume that the visible field will only excite the electronic transition between the v = 0
vibrational levels of the probed vibration, and so the only contribution of the finite vibrational
lifetime will be in its effects on the line width for the vibrational transition. If such lifetime
broadening is not a major component of the vibrational line width, as expected for high
frequency modes, then this approximation should not significantly affect the results. The
effect of electronic relaxation will be to cause the signal to decay with waiting time t2, which
has no significant effect on the properties of the spectra that are the focus of this work.

Typically, it is convenient to reframe the system-bath coupling in terms of the spectral
density, which here is given as Je(ω) =

∑
ξ d

2
ξω

2
ξδ(ω − ωξ) for the electronic transition, and

likewise Jv(ω) =
∑

j h
2
jν

2
j δ(ω− νj) for the vibration. The parameters α0 and α1 are used to

denote how the vibration-bath coupling, i.e. the spectral density Jv(ω), is rescaled on the
electronic excited state. Within the current model this is independent of the bath mode, and
so it corresponds to a rescaling of the reorganization energy by a factor of α2

0 and α2
1 for the
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0 and 1 vibrational levels on the electronic excited state. In general, these parameters are
complicated to determine, and they likely depend on a large number of molecular parameters,
such as the electronic dipole moment, the polarizability of the environment and the transition
dipole of the vibration.[104, 123]

In the current model we neglect explicit correlation between the fluctuations of the elec-
tronic and vibrational levels. In other words, we assume completely independent baths for
these different kinds of states. In general we expect this to be a reasonable approximation, as
the electronic transition will typically couple more strongly to fluctuations on a shorter time
scale than vibrational transitions. A detailed consideration of explicit correlation between
these degrees of freedom is beyond the scope of this work.

The response functions for this model can be derived using typical cumulant expansion
methods.[43, 120, 28, 74] The four Liouville pathways that are considered in this work are
illustrated in Figure (3.1.b). The rephasing pathways are denoted RR

g (t1, t2, t3), RR
e (t1, t2, t3)

where the subscript indicates the electronic state populated during t2. Likewise, the non-
rephasing pathways are given as RNR

g (t1, t2, t3), RNR
e (t1, t2, t3), and the total response is given

by the sum of all four terms. They are as follows:

RR
g (t1, t2, t3) =

〈
µ2
egµ

2
10

〉
exp [iεegt1 − iωgt3]

× exp
[
−g∗e(t1)− α2

0g
∗
v(t1)− gv(t3)

+α0f
−
v
∗
(t1, t2, t3)

]
,

RR
e (t1, t2, t3) = −

〈
µ2
egµ

2
1′0′

〉
exp [iεegt1 − iωet3]

× exp
[
−g∗e(t1)− α2

0g
∗
v(t1)− (α1 − α0)2gv(t3)

+α0(α1 − α0)f+
v
∗
(t1, t2, t3)

]
,

RNR
g (t1, t2, t3) =

〈
µ2
egµ

2
10

〉
exp [−iεegt1 − iωgt3]

× exp
[
−ge(t1)− α2

0gv(t1)− gv(t3)

−α0f
−
v (t1, t2, t3)

]
,

RNR
e (t1, t2, t3) = −

〈
µ2
egµ

2
1′0′

〉
exp [−iεegt1 − iωet3]

× exp
[
−ge(t1)− α2

0gv(t1)− (α1 − α0)2gv(t3)

−α0(α1 − α0)f+
v (t1, t2, t3)

]
,

(3.3)

where the auxiliary functions are defined as

f+(t1, t2, t3) =g∗(t2)− g∗(t2 + t3)

− g(t1 + t2) + g(t1 + t2 + t3),

f−(t1, t2, t3) =g(t2)− g(t2 + t3)

− g(t1 + t2) + g(t1 + t2 + t3).

(3.4)

The subscripts e and v on the line shape functions indicate whether it corresponds to the
electronic or vibrational degrees of freedom. The pre-factors depend on the transition dipole
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Figure 3.2: Simulated purely absorptive 2DEV spectra using the exact response functions
in equation (3.3) with the center lines superimposed. The positive-going (red) features
correspond to the vibration on the electronic ground state and the negative-going (blue)
features correspond to the vibration on the electronic excited state. The details of this
simulation are given in the text.

moment for the electronic transition µeg and for the vibrational transitions µ10 and µ1′0′ on
the ground or excited electronic states, and here the angled brackets indicate orientational
averaging. The line broadening functions are given by

g(t) =− iλt+

∫ ∞
0

dω
J (ω)

ω2
coth

(
ωβ

2

)
(1− cosωt)

+ i

∫ ∞
0

dω
J (ω)

ω2
sinωt,

(3.5)

where J (ω) is the spectral density for the electronic or vibrational degrees of freedom and
β is the Boltzmann inverse temperature. The solvent reorganization energy is given by
λ =

∫∞
0

dωJ (ω)
ω

and is determined separately for the electronic and vibrational states by
relevant spectral densities.

In the impulsive limit, the frequency domain 2D spectra S(ω1, t2, ω3) for each term in
the total response function can be obtained by taking the Fourier transform over t1 and
t3, and the total purely absorptive correlation spectrum, here referred to as Sabp, is ob-
tained by combining the rephasing and nonrephasing components and taking the real part
as Sabp(ω1, t2, ω3) = Re

[
SR(−ω1, t2, ω3) + SNR(ω1, t2, ω3)

]
. Spectra simulated using this

method are shown in Figure (3.2). For this simulation the spectral densities are chosen to
be Drude-Lorentian, which has the form J (ω) = 2λωcω

ω2
c+ω2 . The purpose of this simulation is

not to reproduce the experimental results shown later, but to illustrate the main features
of the 2DEV spectra for parameters similar to those typically used for the type of cyanine
dye studied in the current experiments.[135] For the electronic degrees of freedom the cutoff
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frequency ωce = 50 cm−1 and the reorganization energy λe = 50 cm−1 and for the vibrational
degrees of freedom ωcv = 10 cm−1 and λv = 5 cm−1. The parameters scaling the strength of
the coupling to the bath on the electronic excited state are set to α0 = 0.6 and α1 = 1.8, the
frequency of the vibration on the ground electronic state is ωg = 1500 cm−1, the frequency of
the vibration on the electronic excited state is ωe = 1300 cm−1 and the electronic transition
frequency is εeg = 12600 cm−1. The transition dipoles µ10 and µ1′0′ are taken to be the same.
Of particular note is the slope of the center lines that are shown in the figure. At early t2
the slope is positive, due to the correlation between the fluctuations of the electronic and
vibrational transitions. After a few picoseconds, however, the slope decays to zero, due to
the decay of the correlation function. In the following section an analytical form for the
center line slope is derived.

3.2.2 Center Line Slope

The derivation is based on a short time approximation of the response for the time periods
t1 and t3.[99, 137, 100, 101, 145] The dephasing times for the electronic coherence during t1
and the vibrational coherence during t3 are typically short (∼ 100 fs - ∼ 1 ps) compared to
the typical electronic population relaxation times during t2 (∼ 100 ps - ∼ 1 ns), so we can
perform a Taylor expansion of these variables in equations (3.4) and (3.5) and truncate to
second-order. Following this procedure we obtain

f+(t1, t2, t3) =2it3
(
L(1)(t2)− λ

)
+ i(t1 + t3)t3

dL(1)(t2)

dt
+ t1t3L

(2)(t2),

f−(t1, t2, t3) =t1t3

(
L(2)(t2) + i

dL(1)(t2)

dt

) (3.6)

and

g(t) =
1

2
Ω2t2 (3.7)

where

L(1)(t) ≡
∫ ∞

0

dω
J (ω)

ω
cosωt

L(2)(t) ≡
∫ ∞

0

dωJ (ω) coth

(
ωβ

2

)
cosωt

Ω2 ≡
∫ ∞

0

dωJ (ω) coth

(
ωβ

2

)
.

(3.8)

Here L(1)(t) is the solvation correlation function and Ω2 is the mean square fluctuation of the
transition frequency for the relevant degrees of freedom. The functions L(1)(t) and L(2)(t) are
related by the fluctuation dissipation theorem. L(1)(t) describes the bath induced dissipation,
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and L(2)(t) describes the fluctuations.[164] If L(1)(t) is a slowly varying function, then we
can neglect the terms that involve dL(1)(t)/dt and further simplify equation (3.6) to obtain

f+(t1, t2, t3) = 2it3
(
L(1)(t2)− λ

)
+ t1t3L

(2)(t2),

f−(t1, t2, t3) = t1t3L
(2)(t2).

(3.9)

This approximation is reasonable for the absorptive (real) part of the spectrum when the
solvation correlation function is over-damped, and at high temperatures.[99] The validity of
these approximations, for the parameter regime considered in this work, are illustrated with
an example simulation in Figure (3.3).

Together, using equations (3.7) and (3.9), the response functions in equation (3.3) can
be simplified to

RR
g (t1, t2, t3) =

〈
µ2
egµ

2
10

〉
× exp [iεegt1 − iωgt3]

× exp

[
−1

2
At21

]
× exp

[
−1

2
Bgt

2
3

]
× exp [−Cg(t2)t1t3] ,

RR
e (t1, t2, t3) =−

〈
µ2
egµ

2
1′0′

〉
× exp [iεegt1 − i (ωe + ∆ωe(t2)) t3]

× exp

[
−1

2
At21

]
× exp

[
−1

2
Bet

2
3

]
× exp [−Ce(t2)t1t3] ,

RNR
g (t1, t2, t3) =

〈
µ2
egµ

2
10

〉
× exp [−iεegt1 − iωgt3]

× exp

[
−1

2
At21

]
× exp

[
−1

2
Bgt

2
3

]
× exp [Cg(t2)t1t3] ,

RNR
e (t1, t2, t3) =−

〈
µ2
egµ

2
1′0′

〉
× exp [−iεegt1 − i (ωe + ∆ωe(t2)) t3]

× exp

[
−1

2
At21

]
× exp

[
−1

2
Bet

2
3

]
× exp [Ce(t2)t1t3] ,

(3.10)

where
∆ωe(t) ≡ 2α0 (α1 − α0)

(
L(1)
v (t)− λv

)
(3.11)
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is the dynamic Stokes shift for the vibrational transition on the electronic excited state and
we have defined

A ≡ Ω2
e + α0Ω2

v,

Bg ≡ Ω2
v,

Be ≡ (α1 − α0)2Ω2
v,

Cg(t2) ≡ −α0L
(2)
v (t2),

Ce(t2) ≡ −α0(α1 − α0)L(2)
v (t2)

(3.12)

to simplify the notation. These terms correspond to the different origins of the overall
line shape, where A is the component for the electronic transition, and Bg and Be are
the pure vibrational components on the ground and excited electronic states. The most
interesting terms are Cg(t2) and Ce(t2), which are the components of the line shape that are
correlated between the electronic and vibrational degrees of freedom. Within the current
approximations A, Bg and Be are static components of the line shape, whereas Cg(t2) and

Ce(t2) evolve with t2, decaying proportionally to the vibrational correlation function L
(2)
v (t2).

The Fourier transforms over t1 and t3 can be performed analytically for the form of the
response functions given in equation (3.10) to provide:

Sabpg (ω1, t2, ω3) =
2
〈
µ2
egµ

2
10

〉(
ABg − (Cg(t2))2)1/2

× exp


(
−A(ω3 − ωg)2 −Bg(εeg − ω1)2

− 2Cg(t2)(εeg − ω1)(ωg − ω3)

)
2ABg − 2 (Cg(t2))2

 ,
Sabpe (ω1, t2, ω3) =

−2
〈
µ2
egµ

2
1′0′

〉(
ABe − (Ce(t2))2)1/2

× exp


(
−A (ωe + ∆ωe(t2)− ω3)2 −Be(εeg − ω1)2

− 2Ce(t2)(εeg − ω1)(ωe + ∆ωe(t2)− ω3)

)
2ABe − 2 (Ce(t2))2

 .

(3.13)

The complete spectrum is obtained by adding the contributions from the ground and
excited electronic states.

At early t2, the fluctuations in the electronic and vibrational degrees of freedom are
correlated through the fluctuations of the vibrations on the electronic excited state. This
has the effect of making the slope of the center lines of each feature non-zero. To evaluate
the dynamics of the center line slopes, we can determine an analytic form as a function of
t2. To do this we differentiate the real (absorptive) part of the spectrum with respect to ω3,
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which is then set to 0 and can be solved to give ωg
′ and ωe

′, the maxima in ω3 as a function
of ω1, parameterized by t2

ωg
′(ω1, t2) = kg(t2)(ω1 − εeg) + ωg

ωe
′(ω1, t2) = ke(t2)(ω1 − εeg) + ωe + ∆ωe(t2)

(3.14)

where the slopes of the center lines are given by

kg(t2) =
α0L

(2)
v (t2)

Ω2
e + α0Ω2

v

,

ke(t2) =
α0(α1 − α0)L

(2)
v (t2)

Ω2
e + α0Ω2

v

,

(3.15)

and so the center line slopes for both the ground (kg) and excited (ke) electronic states are

directly proportional to L
(2)
v (t2). Furthermore, we can take the ratio

ke(t2)

kg(t2)
= (α1 − α0) (3.16)

and therefore if it is possible to separately measure kg and ke for the same vibrational
mode, then these can be used to provide an approximation for the strength with which the
vibrational transition on the electronic excited state couples to its bath. The dynamics for
the center line slope extracted from simulated spectra are shown in Figure (3.3) comparing
the center line slope for the exact response function with the short time approximation and
the analytical result in equation (3.15).

In the presence of inhomogeneous broadening, a result analogous to equation (3.16) can
be obtained. To determine this we allow the transition energies εeg, ωg and ωe to be described
by a joint Gaussian distribution function, such as

p(εeg, ωg) =
1

2πσegσωg
√

1− ζ2

× exp

[
−

(εeg − ε0eg)2

2 (1− ζ2)σ2
eg

−
(ωg − ω0

g)
2

2 (1− ζ2)σ2
ωg

+
ζ(εeg − ε0eq)(ωg − ω0

g)

(1− ζ2)σegσωg

] (3.17)

where ζ is a correlation factor between the distributions of electronic and vibrational transi-
tion frequencies that is 0 when there is no correlation, ζ > 0 for positive correlation and ζ < 0
for negative correlation. The widths of the inhomogeneous distribution is given by σeg for the
electronic transition, and by σωg and σωe for the vibrational transitions on the ground and
excited electronic states. The effects that would result in this type of correlated frequency
distribution have been described theoretically,[27, 71] and the effect of an inhomogeneous
distribution with this form is discussed at greater length elsewhere.[43] The effect of this
inhomogeneous broadening on the spectrum can be obtained by integrating Sabp(ω1, t2, ω3)
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Figure 3.3: The center-line slope of the ground state feature for the model shown in Figure
(3.2). The solid blue line shows the analytical result from equation (3.15), the green crosses
show the result for the calculation with the short-time approximation without the further
approximation in equation (3.9) and the red circles show the result for the calculation using
the exact response functions in equation (3.3). The small discrepancy between the exact
result and the analytical result comes from the relatively long vibrational dephasing and the
short-time approximation. The discrepancy decreases as λv is increased.

over this distribution, after which k̃g and k̃e, the center line slopes with inhomogeneous
broadening included, can be found in the same manner as before:

k̃g(t2) =
α0L

(2)
v (t2) + ζσegσωg

(Ω2
e + α0Ω2

v) + σ2
eg

,

k̃e(t2) =
α0(α1 − α0)L

(2)
v (t2) + ζσegσωe

(Ω2
e + α0Ω2

v) + σ2
eg

.

(3.18)

The long-time slope is determined by the widths of the inhomogeneous distribution and the
correlation factor, and by subtracting this component and taking the ratio of these slopes
we recover the same result as in equation (3.16)

k̃e(t2)− k̃e(∞)

k̃g(t2)− k̃g(∞)
= (α1 − α0). (3.19)

If instead of taking the derivative with respect to ω3 to find the center-line as a function
of ω1 we do the reverse, differentiating with respect to ω1, we can find an analogous centerline
slope, k′, defined via the equations

ω′g(ω3, t2) = k′g(t2)(ω3 − ωg) + εeg

ω′e(ω3, t2) = k′e(t2)(ω3 − ωe −∆ωe(t2)) + εeg.
(3.20)
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For one-color measurements, where the same degrees of freedom are correlated with them-
selves after the waiting time t2, these slopes are equivalent. Here, because the measurement
is of a cross-peak, these slopes are not directly related in this manner, and instead we can
find

k̃′g(t2) =
α0L

(2)
v (t2) + ζσegσωg

Ω2
v + σ2

ωg

,

k̃′e(t2) =
α0(α1 − α0)L

(2)
v (t2) + ζσegσωe

(α1 − α0)2 Ω2
v + σ2

ωe

.

(3.21)

These slopes are somewhat less useful than their counterparts, however, because it is not
possible to extract (α1−α0) as in equation (3.19). In the absence of correlated inhomogeneous
broadening, i.e. when either the system is purely homogeneously broadened or ζ = 0, if we
note that L

(2)
v (0) = Ω2

v then we can determine α0 and α1 explicitly and find them to be

α0 = k′g(0)

α1 =
k′g(0)

k′e(0)
+ k′g(0).

(3.22)

Therefore in certain circumstances it can be possible to directly measure the relative strengths
with which the vibration couples to the bath on the excited versus the ground electronic
states.

Through the derivation of equations (3.16) and (3.22) we have a general analytical pro-
cedure which can be used to extract information from 2DEV spectra about the correlated
aspects of the line shape, as well as to obtain values for the important parameters α0, α1 and
α1−α0 which describe the strength of the vibrational coupling to the bath on the electronic
excited state for a given vibrational mode.

3.3 Experimental

3.3.1 Methods

The experimental details involved in 2DEV have been described previously,[127] and in
chapter 2. Briefly, the experiment was driven by the output of an amplified Ti:Sapphire
femtosecond laser system (Coherent; Legend Elite USP; 806 nm, 40 fs, 0.9 mJ, 1 kHz). A
portion of this laser (∼ 0.2 mJ) was used to pump a homebuilt mid-IR optical parametric
amplifier (OPA), creating 200 nJ pulses centered at 7 µm with a duration of ∼ 80 fs.

The pulse pair for the electronic excitation was derived from a small portion of the regen-
erative amplifier beam. Prior to the sample, the pump was passed through an acousto-optic
programmable dispersive filter (Fastlite; Dazzler) which was used to temporally compress
the pump to 40 fs at the sample position and to generate a pair of identical pulses with a
controlled time delay t1 and relative phase φ12. This pulse pair was then delayed by reflecting
it off a retroreflector mounted on a translation stage to control the time delay t2 between the
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Figure 3.4: (a-b) The linear absorption of DTTCI dissolved in CDCl3 at the concentration
used in the present experiment is shown in blue. The electronic absorption is shown in a)
and the vibrational absorption, with the solvent signal subtracted, is shown in b). In each
case the normalized laser spectrum used to excite the relevant transition superimposed in
black. c) Stick spectra of the calculated normal mode frequencies and infrared intensities
within the probed region calculated for the S0 (blue) and S1 (red) electronic states. Note
the axes for the two sets of data differ by a factor of 50. In each case the frequencies have
been scaled by a factor of 0.98.[4] The details of the calculation are given in the text.
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Figure 3.5: a) A purely absorptive 2DEV spectrum of DTTCI at t2 = 0 ps. The dotted
line indicates the slice through the spectrum shown as a function of t2 in b). For t2 > 0 the
signal at ω3 = 1400 cm−1 decays with a time constant of ∼ 250 ps. For t2 < 0 it decays with
a time constant of 1.5 ps.

second 800 nm pulse and the 7 µm probe pulse. At the sample, the total power of the pump
beam was 100 nJ, focused to a spot size of 250 µm by an f = 25 cm, 90◦ off-axis parabolic
silver mirror. The spectrum of the excitation laser at the sample position is shown in Figure
(3.4.a).

Following the OPA, this 7 µm beam was split by a 50:50 ZnSe beam splitter to form
the probe and reference beams, which were both focused at the sample to separate 250
µm spots by an f = 15 cm, 90◦ off-axis parabolic gold mirror. The probe and reference
beams were then dispersed in a spectrometer (Horiba; Triax 180) and imaged onto a dual-
array HgCdTe detector with 64 elements per array (Infrared Systems Development). The
spectrum of the probe laser at the sample position is shown in Figure (3.4.b). The reference
beam was used to normalize the probe spectrum, to compensate for shot-to-shot instability
in the laser intensity. The probe beam was overlapped in the sample with a small portion of
the regenerative amplifier output to serve as the pump. The cross-correlation time between
the pump and probe pulses was measured to be ∼ 90 fs.

For each waiting time t2 a 2DEV surface was measured by using the pulse shaper to
scan the delay t1 from 0 fs to 175 fs in 0.875 fs steps. For each value of t1 the signal was
measured with the relative phase φ12 set to 0, π

4
, π

2
and 3π

4
and the signal was recovered using

a 4 × 1 × 1 phase cycling scheme.[122, 181] The signal was collected in the rotating frame,
to remove the optical frequency of the pump from the signal. Because the experiment was
performed in a partially collinear geometry (referred to as the pump-probe geometry) it was
not necessary to perform a separate phasing procedure to recover the purely absorptive part
of the spectrum.[64]
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The sample was prepared by dissolving the laser dye DTTCI in CDCl3 so that the optical
density at the maximum of the electronic transition (760 nm) was 1.2 OD in a 250 µm path
length cell, corresponding to 0.4 OD at the wavelength of maximum pump laser intensity (806
nm). Under these conditions ∼ 9.5% of the molecules in the interaction volume were excited.
The vibrational transition had an optical density of ∼ 0.06. The cell was constructed from a
pair of CaF2 windows separated by a 250 µm teflon spacer, and the sample was continuously
flowed to minimize the effects of local heating and photo-induced degradation of the dye.
The electronic linear absorption was measured before and after the experiments to ensure
the sample did not degrade over the course of the 2DEV measurements. The experiments
were performed at ambient temperature. The linear absorption spectra for the electronic and
vibrational transitions of the sample, with solvent subtracted, are shown in Figure (3.4.a)
and (3.4.b), respectively.

3.3.2 Results

A 2DEV spectrum of DTTCI probed near 1400 cm−1 at t2 = 0 ps is shown in Figure
(3.5.a). The spectrum is dominated by a single positive-going feature centered at an ex-
citation energy 12600 cm−1 and a detection energy of 1400 cm−1. This is assigned to the
bleaching of the backbone C=C stretch mode on the electronic ground state, based on den-
sity functional theory (DFT) calculations using the ωB97XD functional and the 6-311+G(d)
gaussian basis set using the Gaussian09 package with a polarizable continuum solvent model
with parameters appropriate for chloroform.[58] The corresponding feature for evolution of
this mode on the electronic excited state is not observed because of the very small extinc-
tion coefficient associated with the vibrational transition on the electronic excited state, as
predicted from TDDFT calculations. The calculated vibrational frequencies and infrared
activities are shown in Figure (3.4.c). The S1 vibrations in the probed region are predicted
to have activities ∼ 100 times smaller than the 1400 cm−1 S0 mode.

In addition to the primary resonance at 1400 cm−1, there are several smaller features,
including two positive-going peaks, one at ω3 = 1420 cm−1 and the other at 1455 cm−1,
and a negative-going peak at ω3 = 1440 cm−1. These features correspond to, respectively,
ground and excited electronic state vibrations with small vibrational oscillator strength, such
as backbone C-H wag modes. Additionally there is a small amplitude negative-going peak
at the same detection frequency as the primary feature but centered at a lower excitation
frequency of ω1 = 12100 cm−1. The origin of this peak is unclear, as it is located past the
red-most edge of the DTTCI linear electronic absorption in CDCl3. Due to the low intensity
of these peaks the signal to noise ratio is poor, and they will not be considered further.

The dynamics of the spectrum at the frequency of the maximum absorption at ω1 = 12600
cm−1 is shown in Figure (3.5.b) as a function of detection frequency ω3 and waiting time t2.
For t2 > 0 ps the signal of the 1400 cm−1 mode decays with a single time constant of ∼ 250
ps. This decay is substantially faster than previous studies, which have found the excited
state lifetime for the S1 state of DTTCI to be 845 ps in ethanol.[69] It is known, however,
that chloroform acts as a quencher for electronic excited states,[14, 173] and so the decay we
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Figure 3.6: a) Purely absorptive 2DEV spectra of the 1400 cm−1 mode of DTTCI in CDCl3
at waiting times t2 = 0, 1 and 5 ps. The center line with respect to ω3 is indicated by the
solid lines and the center line with respect to ω1 is indicated with dashed lines. b) The center
line slope with respect to ω3, kg(t2), as a function of the waiting time t2. The solid red line
is the fit of the data to a single exponential, with a lifetime of τ = 1.8 ps. c) The center line
slope with respect to ω1, k′g(t2), as a function of the waiting time t2. The solid red line is
the fit of the data to a single exponential, with a lifetime of τ = 1.6 ps and an amplitude of
k′g(0) = 1.5.

observe appears to be consistent with the lifetime of the recovery of the bleach of the ground
electronic state vibration, due to electronic relaxation. The central position and width of
the 1400 cm−1 feature in the ω3 axis does not change significantly in the first 10 ps following
electronic excitation.

For t2 < 0 ps, the infrared laser excites a vibrational coherence on the ground electronic
state which is subsequently perturbed by the 800nm laser, and so the signal corresponds to
the perturbed free-induction-decay of the vibrational coherence.[72] This signal is therefore
expected to decay with the dephasing time for the vibration. It is observed that the sig-
nal intensity decays with a single time constant of 1.5 ps, providing a direct time domain
measurement for the dephasing time for this vibration within the current experiment.
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Of particular interest are the dynamics of the line shape of the main 1400 cm−1 peak.
A series of 2DEV spectra at t2 = 0, 1 and 5 ps is shown in Figure (3.6.a), focusing on the
dominant feature in the spectrum. The center line slope kg for the feature is illustrated with
the solid blue lines superimposed on the spectra, while the inverse slope k′g is shown with
the dashed blue lines. To minimize potential issues with lower signal to noise ratio at the
wings of the feature we only consider values greater than the half-maximum. At early t2
the peak shows a clear ellipticity and diagonal elongation with positive center-line slopes.
The decay of the center line slope kg is shown in Figure (3.6.b) and the dynamics of k′g
is shown in (3.6.c). Here we can see that kg has an initial value of ∼ 0.006 while k′g has
an initial value of ∼ 1.5. Both slopes decay on a few picosecond timescale. They can be
fit to a single exponential with lifetimes of τ = 1.8 ps for kg and 1.6 ps for k′g, which are
very close (within error) to the vibrational dephasing time found for this vibration from the
perturbed free-induction decay. This agreement between the dynamics of kg(t2) and k′g(t2)
and the vibrational dephasing time is consistent with the model Hamiltonian and equation
(3.15). This provides support for the model discussed in this work, which predicts that these
parameters should all decay with the same lifetime.

In both Figures (3.6.b) and (3.6.c) we note the slopes decay completely to 0, with no
long time offset. This indicates that the 1400 cm−1 mode of DTTCI is either primarily
homogeneously broadened, as would be expected for a dye in solution at room temperature,
or that the inhomogeneous broadening is not correlated (ζ = 0). In the former of these
scenarios, equation (3.22) is applicable and we can use the fit to estimate α0 = 1.5, providing
a direct measurement for the relative strength of the bath on the electronic excited state
versus the ground state for this mode. The primary sources for error in this estimate come
from the approximations made in the derivation of equations (3.18, 3.21), particularly the
impulsive limit and the short time approximation. The precise effect of these approximations
on the estimate for α0 have not been fully characterized. The origin of this increase in the
strength of the coupling to the bath on the electronic excited state could be explained for
example by the increase in the permanent electric dipole moment – from DFT calculations
the electric dipole moment increases from 1.32 D on the ground state to 1.63 D on the excited
state – or other related parameters such as the polarizability.

It is interesting to note that despite analyzing a spectral feature that corresponds to
t2 evolution on the electronic ground state, it is possible to measure α0, a parameter that
describes the electronic excited state. This is because the dynamics are initiated by an
electronic absorption, which depends on α0 via its effect on the line broadening function for
the electronic transition. If we also could measure the center line slope for the excited state
feature corresponding to the same nuclear coordinate then it would be possible to measure α1

for that mode in addition to α0. If the system were inhomogeneously broadened then it would
not be possible to directly measure α0 and α1, but only the difference. This parameter is still
of interest, because it describes the strength of the coupling to the bath of the vibrational
transition on the electronic excited state. 2DEV is uniquely capable of measuring these
parameters, α0 and α1. This information would be very difficult to extract from a 2DES
spectrum, as it would be incorporated as a component of the overall electronic line shape
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function. In principle it might be possible to extract the α1−α0 from a combination of 2DIR
and transient-2DIR, but to our knowledge this has not been attempted.[15, 115] Indeed, it
would likely not be as straight forward as measuring the center line slopes, as these provide
the normalized solvation correlation function, whereas α1 and α0 are related to the absolute
magnitude of the coupling to the bath.

3.4 Conclusion

In this chapter we have analyzed the line shape of a 2DEV resonance for a simple model
comprised of a two-level electronic system with a single vibration, coupled to a bath. We
make use of a short-time approximation to derive an analytical form for the center line slope
of a resonance. In particular, we find that the center line slope has a decaying component
which is proportional to the vibrational correlation function and a static component that
depends on the correlation between the inhomogeneous frequency distributions for the elec-
tronic and vibrational transitions. The origin of the dynamic component as the vibrational
correlation function comes from the effect that fluctuations in the vibrational zero point
energy on the electronic excited state has on the electronic transition frequency.

In addition to the dynamics of the slope, we show that it is possible in certain circum-
stances to measure the relative strength of the coupling of a vibration to the bath on the
electronic excited state relative to the ground state, here referred to as α0 for the 0 vibra-
tional level and α1 for the first excited vibrational level. These are unique parameters that
the 2DEV spectroscopic technique is particularly suitable for observing, as they are theoret-
ically or practically excluded from being extracted from 2DES or 2DIR spectra. It may be
possible to measure these parameters using transient-2DIR, but this would likely depend on
a more complicated analytical procedure than that which was been presented here.

We also demonstrate experimentally the validity and practical application of the theoret-
ical results, by showing 2DEV spectra of the 1400 cm−1 mode of the dye DTTCI. Here the
center line slope is shown to decay with a time constant of ∼ 1.7 ps, which is very close to the
observed vibrational dephasing time. Furthermore, we are able to directly measure a value
for α0 for the 1400 cm−1 vibration of ∼ 1.5. In other words, on the electronic excited state
this vibration couples to the environment about 1.5 times more strongly than the electronic
ground state vibration for the same mode.

In this data we only observe the ground electronic state feature of a single vibration. An
open question, therefore, is whether the parameters α0 and α1 vary within the same molecule
for different vibrational modes. Exactly what molecular parameters these values depend on
also remains uncertain, and will require further theoretical developments.
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Chapter 4

A Method for the Direct
Measurement of Electronic Site
Populations in a Molecular Aggregate

4.1 Introduction

Photosynthetic pigment-protein complexes perform a number of distinct tasks, including
light harvesting, exciton migration, dissipation of excess energy, and the separation and
transfer of charge carriers.[152, 5, 12] They are able to perform these tasks with only a
relatively small molecular toolbox, consisting primarily of a variety of chlorin derivatives
and carotenoids. Photosynthetic organisms are able to use this small toolbox to significant
advantage, tuning the properties towards specific roles. They accomplish this by precisely
controlling the spatial organization and the local environments of the pigments to tune the
electronic structure of the complex, affecting the electronic energies of each pigment as well
as the strength of the coupling between neighboring molecules. These interactions result in
varying degrees of delocalization in the electronic excited states and help to guide both the
energetic and the spatial dynamics of the electronic excitation energy.

In recent years, two-dimensional electronic spectroscopy (2DES) has become a mature
technique for studying electronic dynamics in photosynthetic complexes, as well as other
types of molecular aggregates.[65, 117] Much progress towards the understanding of elec-
tronic excitation dynamics in these types of systems has been enabled by this technique,
with the determination of precise energetic pathways and unraveling of the degree to which
electronic coherence may, or may not, determine the rate and efficiency of energy trans-
fer.[103, 49, 88, 138, 133, 34, 132, 147, 62] All of these applications of electronic spectro-
scopies, however, critically rely on the development of accurate models to provide the link
between the electronic energy levels and the spatial character of the states. Typically, these
models rely on incomplete information regarding both the electronic and spatial structures
of these complexes, and necessitate complicated procedures that aim to optimize the fit to
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a number of different, but related, observables, such as the spectral structures in 2DES and
various linear spectra.[1, 30, 21, 77] It has been demonstrated that the polarization depen-
dence of 2DES can provide structural information that helps constrain the parameters of the
model,[151, 66] but this crucially relies on complex mutant studies to link the excitons with
their spatial locations. Imperfections in the model still have substantial ramifications for the
results, potentially resulting in an incorrect interpretation of the spatial localization of the
excitation due to the difficulty in correctly separating the site energies from the strength of
the electronic coupling. The information derived from this model-based approach has been
very successfully applied towards the accurate reproduction of experimental observables in
even very large and complex systems,[10] and recent developments in highly scalable elec-
tronic structure methods show promise in aiding the future refinement of these models.[159]
To improve feedback between theory and experiment, however, there is a distinct need for an
experimental method capable of directly linking the energetic and spatial domains without
need for a model, or the assumptions that this entails.

Electronic spectroscopies, like 2DES, are very useful for understanding energetic struc-
ture and dynamics in complicated systems, but they lack a direct connection to spatial
information. Alternatively, vibrational spectroscopies are capable of providing structural
information, and 2D infrared spectroscopy (2DIR) has become a widespread tool in the
study of protein structure and structural dynamics.[52, 74] Pure vibrational spectroscopy
does not, however, provide any information about electronic dynamics. The recently devel-
oped 2D electronic-vibrational spectroscopy (2DEV) provides a direct link between these two
regimes.[127] 2DEV measures the direct correlation between electronic and vibrational de-
grees of freedom, providing the cross peak between the traditional 2DES and 2DIR spectra.
The successful application of 2DEV to the study of molecular aggregates, such as photo-
synthetic pigment protein complexes, has the potential to provide a direct experimental
connection between the energetic and spatial domains of electronic energy transfer that has
heretofore been missing.

In this chapter, we propose a method by which 2DEV spectra of a molecular aggregate
could be used to directly measure electronic site populations, without need for a model. This
method is based on the idea that a localized vibrational mode that is only weakly coupled
to the electronic transition of interest could be used as a proxy for spatial location in an
extended molecule or aggregate. This idea of using localized vibrations as proxies for position
in a molecular aggregate has been used previously in the analysis of visible-infrared pump-
probe spectroscopy,[68, 161] and is similar to the idea of using high frequency vibrational
modes to monitor conformational dynamics commonly found in the analysis of femtosecond
stimulated Raman spectroscopy.[98, 33] The extension of the method to a multidimensional
technique, in which both the excitation axis and the detection axis are resolved, allows
for much greater detail in the information extracted from the spectra. Indeed, the approach
described here not only provides the rates of energy transfer and relaxation, but also, without
approximation, enables the extraction of electronic populations in the site basis.

The specific method that we propose in this chapter is not without its flaws, and indeed
is not entirely general. It crucially relies on the ability to resolve a spectral feature corre-
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sponding to each electronic excited state and a vibration localized on each monomer. In our
spectral simulations, the parameters have been chosen to provide an illustrative example.
Our goal here is not to provide a fully general analysis method that will work with spectra
where these conditions are not met, but rather to demonstrate that in principle the informa-
tion can be extracted with a relatively straight-forward technique. To this end, it important
to note the distinction between the approximate model we use to provide illustrative sim-
ulations, and the method used to extract the information from these approximate spectra,
which is not subject to the same approximations.

In this chapter, we extend the response functions developed and discussed in chapter 3
for simulating the 2DEV spectra of a monomer, and successfully applied to the study of
correlated electronic and vibrational spectral dynamics and disorder,[43, 108] to the case of
a molecular dimer. We then describe how these spectra can be used to directly measure
the electronic site populations in a generic molecular aggregate without need for an accom-
panying model. Finally, we use the response function simulations to provide a numerical
demonstration of this method for the dimer case, which shows that the resulting measured
populations are exactly equal to those from a direct calculation using a quantum master
equation with the same dynamical model.

4.2 Model

4.2.1 Dimer Hamiltonian

To demonstrate the feasibility of the proposed measurement, we use a simplified model
to describe the system. A schematic illustration of this model is shown in figure 4.1. The
Hamiltonian for our model is given by

H = HA +HB + J (|eA〉 〈eB|+ |eB〉 〈eA|) , (4.1)

where HA and HB are the Hamiltonians for the monomers A and B, J is the electronic
coupling, and |eA〉 and |eB〉 are the electronic excited states for the monomers. The monomer
Hamiltonians are taken to be the same as in our previous studies of the 2DEV spectra of a
solvated dye molecule,[43, 108] and are considered as four-level systems with the form

HM = HM
bath +HM

g1 |gM1〉 〈gM1|+HM
e0 |eM0〉 〈eM0|+HM

e1 |eM1〉 〈eM1| , (4.2)

where each of the terms are defined as

HM
bath = ~

∑
i

ωMi a
M
i

†
aMi + ~

∑
j

νMj b
M
j

†
bMj , (4.3)

HM
g1 = ~ωM + ~

∑
j

hMj ν
M
j

(
bMj
†

+ bMj

)
, (4.4)
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Figure 4.1: A schematic illustration of the model used in this work (energies are not drawn
to scale). The electronic ground state is indicated by green for monomer A and yellow for
monomer B, whereas the electronic excited state is indicated by blue and red, respectively.
Solid lines indicate the vibration is on the ground state, while dashed lines indicate the
vibration is excited. Note that when one of the excitons is populated, a vibrational excitation
can occur with that monomer on either the ground or excited electronic state.

HM
e0 = εM + ~

∑
i

dMi ω
M
i

(
aMi
†

+ aMi

)
+ ~

∑
j

αM0 h
M
j ν

M
j

(
bMj
†

+ bMj

)
, (4.5)

HM
e1 = εM + ~ω′M + ~

∑
i

dMi ω
M
i

(
aMi
†

+ aMi

)
+ ~

∑
j

αM1 h
M
j ν

M
j

(
bMj
†

+ bMj

)
. (4.6)

Here, M = A or B labels the monomers. We define εM as the electronic energy gap, while
ωM and ω′M are defined as the frequency of the probed vibrational mode when monomer M is
on the ground (ωM) or excited (ω′M) electronic state. HM

bath denotes the Hamiltonian for the

environment, and the operators aMi

(
aMi
†
)

and bMj

(
bMj
†
)

are the annihilation (creation) op-

erators for the bath degrees of freedom for the electronic and vibrational modes, respectively,
which are taken to be harmonic oscillators with frequencies ωMi and νMj . The electronic and
vibrational degrees of freedom on each monomer are all assumed to have completely in-
dependent baths. The parameters dMi and hMj describe the strength of the system-bath
coupling for the electronic and vibrational degrees of freedom. These system-bath coupling
components of the Hamiltonian are typically characterized by spectral densities, defined as
JM
e (ω) =

∑
i d

M
i

2
ωMi

2
δ(ω−ωMi ) and JM

v (ω) =
∑

j h
M
j

2
νMj

2
δ(ω− νMj ) for the electronic and

vibrational levels, respectively. The coupling between the electronic and vibrational system
degrees of freedom is included via the change in the frequency of the vibration and the pa-
rameters αM0 and αM1 , which rescale the strength of the vibration-bath coupling due to the
electronic excitation.[43, 108] We have shown previously, in chapter 3, how these parameters
can be extracted from the 2DEV spectra of a monomer.[108]
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In choosing this form for the monomer Hamiltonians, we have made several assumptions
and approximations. First of all, we assume that the laser used to drive the electronic
transition only excites the fundamental 0-0 transition in the vibration that is being probed,
and does not excite higher vibronic transitions, either due to insufficient bandwidth or small
Franck-Condon factors. This assumption allows us to consider the monomers as four-level
systems, and greatly reduces the number of pathways that must be considered, simplifying
the resulting spectra. It also allows us to neglect any displacement in the equilibrium position
of the vibration that is probed, the dominant effect of which would be to modify the Franck-
Condon factors and shift the oscillator strength of the electronic transition towards higher
vibronic transitions. Additionally, we assume that the monomer Hamiltonian is diagonal in
the basis {|gM0〉 , |gM1〉, |eM0〉, |eM1〉}, and therefore we neglect relaxation of the electronic
and vibrationally excited states. In photosynthetic light harvesting complexes, electronic
relaxation to the ground state typically occurs on a much longer timescale (∼ 100 ps - 1 ns)
than the energy transfer processes (∼ 100 fs - 1 ps) we are concerned with here, and should
be easily separable from the desired information using our proposed procedure. Neglecting
vibrational relaxation should not have a significant effect due to the assumption that the
initial excitation only involves the ground vibrational states. Because of this assumption,
the vibrational lifetime will primarily contribute via its effects on the vibrational linewidth,
which will not have a significant impact on the quantities that are the focus of this work.

For the interaction between the monomers, we include an electronic coupling term, char-
acterized by the parameter J . The electronic coupling serves to mix the electronic states
and form delocalized excitons, labelled |µ〉 and |ν〉, with the form

|µ〉 = cos θ |eA〉+ sin θ |eB〉 ,
|ν〉 = − sin θ |eA〉+ cos θ |eB〉 ,

(4.7)

where the mixing angle θ depends on the strength of the electronic coupling J and the
difference in electronic site energies, and is given by

tan 2θ =
2J

εA − εB
, (4.8)

where εM = εM+λMe +αM0
2
λMv is the electronic transition energy on monomerM renormalized

by the environmental reorganization energy for the electronic transition. The reorganization
energy is related to the spectral density by λMx = ~

∫∞
0

dωJM
x (ω)/ω, with x = e or v. Using

this analytic form for the diagonalization of the Hamiltonian, we have four total electronic
states for the system, the ground state |g〉, the two exciton states |µ〉 and |ν〉 and the doubly
excited state |f〉, which is not accessible in the current experiment and will not be considered
further. The overall state of the system can then be described as |ε vA vB〉, where ε denotes
the electronic state, and vA and vB denote the vibrational quantum number for monomers A

and B, respectively. The exciton energies are εµ = (εA + εB) /2 + sign(J)
√

(εA − εB)2 + 4J,

and εν = (εA + εB) /2 − sign(J)
√

(εA − εB)2 + 4J . Throughout this work we use capital
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Roman letter to index sites, lowercase Greek letters to index excitons, and lowercase Roman
letters to index other quantities. In particular, when we refer to the specific case of the
dimer, we use µ and ν to denote the excitons, and A and B to denote the sites, whereas α,
β, γ and δ are used to denote generic excitons, and M and N are used to denote generic
sites, in the case of the dimer as well as in the case of a larger molecular aggregate.

We assume that the coupling only induces mixing between the electronic states, and that
the vibrations have no role in the mixing and remain localized on the monomers. This should
be a reasonable approximation for the range of parameter values considered here, where the
energies of the vibrations are substantially larger than the energy gaps between the electronic
states. Furthermore, for the method we propose here, all that is required is that there exists
a vibrational mode on each monomer that has these properties. This will likely always be the
case, even when other modes are strongly mixed with the electronic states. The inclusion of
vibronic mixing and the study of its effects on the structure of the 2DEV spectra would be
very interesting, but the details become complicated, and a proper treatment would require
a more sophisticated method for solving the quantum dynamics than used in this study.[19,
146, 96, 60, 26] We leave the incorporation of these effects for future work.

The total Hamiltonian can be rewritten in the exciton representation as

H = HA
bath +HB

bath +HA
g1 |g10〉 〈g10|+HB

g1 |g01〉 〈g01|
+
(
HA
e0 cos2 θ +HB

e0 sin2 θ + J sin 2θ
)
|µ00〉 〈µ00|

+HA
e1 cos2 θ |µ10〉 〈µ10|+HB

e1 sin2 θ |µ01〉 〈µ01|
+
(
HA
e0 sin2 θ +HB

e0 cos2 θ − J sin 2θ
)
|ν00〉 〈ν00|

+HA
e1 sin2 θ |ν10〉 〈ν10|+HB

e1 cos2 θ |ν01〉 〈ν01|

−
[(
HA
e0 −HB

e0

) sin 2θ

2
− 2J cos 2θ

]
(|µ00〉 〈ν00|+ |ν00〉 〈µ00|)

−HA
e1

sin 2θ

2
(|µ10〉 〈ν10|+ |ν10〉 〈µ10|) +HB

e1

sin 2θ

2
(|µ01〉 〈ν01|+ |ν01〉 〈µ01|) . (4.9)

In the derivations of the response functions used in this work, it is necessary for us to
neglect the terms of the Hamiltonian that go as (|µ . . .〉 〈ν . . .|+ |ν . . .〉 〈µ . . .|), which drive
energy transfer between the excitons. To account for energy transfer processes, we include
the dynamics in an ad hoc manner similar to that used previously in the development of
response functions for energy transfer and reactive systems,[178, 179] modified so that the
dynamics are equivalent to Redfield theory under the secular approximation.[139, 140] The
details of the method by which we include these dynamics in the response functions are given
in section 4.6.

To be precise, we use excited state dynamics that are fully determined by rates of popu-
lation transfer. The rates are taken from Redfield theory, which is based on a second order
perturbative expansion of the system-bath coupling terms in the Hamiltonian, together with
a Markov approximation.[139, 140] For a generic molecular aggregate, the Redfield relaxation
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tensor is given by

Rαβ,γδ = Γδβ,αγ + Γ∗γα,βδ − δβδ
∑
κ

Γακ,κγ − δαγ
∑
κ

Γ∗βκ,κδ (4.10)

with the damping matrix

Γαβ,γδ =
1

~2

∑
M,N

〈α |VM | β〉 〈γ |VN | δ〉CMN [ωδγ]. (4.11)

Here, VM = ~
∑

i d
M
i ω

M
i

(
aMi
†

+ aMi

)
is the system-bath coupling operator for the electronic

degrees of freedom, CMN [ω] is the Fourier-Laplace transform of the environment correlation
function and ~ωαβ = εα − εβ is the difference energy between excitons α and β. The indices
α, β, γ and δ run over the electronic states, expressed in the exciton basis, and M and N
run over the sites. With the Redfield tensor defined in this way, the dynamics of the density
matrix are given by the Redfield master equation

∂

∂t
ραβ = −iωαβραβ(t) +

∑
γ,δ

Rαβ,γδργδ(t). (4.12)

The element Rαβ,γδ represents the rate of exchange from state |γ〉 〈δ| to state |α〉 〈β|. In
the full Redfield theory, any of these elements may take nonzero values. Therefore, any pair
of elements in the density matrix, either population or coherence, might be coupled. By
considering only the rates of population transfer, we are making the secular approximation,
whereby when |ωαβ − ωγδ| 6= 0, we set Rαβ,γδ = 0. This serves to decouple the dynamics of
populations and coherences, and significantly simplifies the interpretation of the dynamics
and the derivation of the response functions. In general it is not a good approximation,[163,
89] but it provides a sufficient illustration for the purposes of this work. A demonstration
that the dynamics used in the response functions in this work are equivalent to the secular
Redfield theory is provided in section 4.7.

4.2.2 Response Functions

The double-sided Feynman diagrams for the Liouville pathways included in the present
approximate description are shown in figure 4.2. In this section we restrict our focus to
the specific case of the dimer, though the results can be extended to a larger molecular
aggregate.[30, 28] Only the diagrams corresponding to rephasing pathways are depicted,
and for each there is a corresponding nonrephasing pathway, which differs by a complex
conjugation of the state during t1. Due to the very large difference in the frequencies of the
electronic and vibrational coherences during the t1 and t3 periods, these pathways do not
possess a significant rephasing power, and so the the information content of the rephasing
and nonrephasing pathways are essentially equivalent.[43] Despite this, we maintain this



CHAPTER 4. A METHOD FOR THE DIRECT MEASUREMENT OF ELECTRONIC
SITE POPULATIONS IN A MOLECULAR AGGREGATE 43

g00 g00

g00 ν00

g00 g00

g10 g00 t3

t1
t2

g00 g00

g00 ν00

g00 g00

g01 g00

g00 g00

g00 μ00

g00 g00

g10 g00

g00 g00

g00 μ00

g00 g00

g01 g00

g00 g00

g00 ν00

μ01 μ00

ν00 ν00

μ00 μ00

ν00 ν00

ν00 ν00

...

μ00 μ00

t3

t1

t2

τ0

τ1

τ2

τ -1k

τ k

g00 g00

g00 ν00

ν01 ν00

ν00 ν00

μ00 μ00

ν00 ν00

ν00 ν00

...

μ00 μ00

g00 g00

g00 ν00

μ10 μ00

ν00 ν00

μ00 μ00

ν00 ν00

ν00 ν00

...

μ00 μ00

g00 g00

g00 ν00

ν10 ν00

ν00 ν00

μ00 μ00

ν00 ν00

ν00 ν00

...

μ00 μ00

g00 g00

g00 μ00

μ01 μ00

μ00 μ00

ν00 ν00

μ00 μ00

ν00 ν00

...

μ00 μ00

g00 g00

g00 μ00

ν01 ν00

μ00 μ00

ν00 ν00

μ00 μ00

ν00 ν00
...

μ00 μ00

g00 g00

g00 μ00

μ10 μ00

μ00 μ00

ν00 ν00

μ00 μ00

ν00 ν00

...

μ00 μ00

g00 g00

g00 μ00

ν10 ν00

μ00 μ00

ν00 ν00

μ00 μ00

ν00 ν00

...

μ00 μ00

RνA RνB

RννA’

RννB’

RμA RμB

RνμA’

RνμB’

RμμA’

RμμB’

RμνA’

RμνB’

A

A’

B

B’

νμ

RμμA’ RμνA’-- , RννA’ RνμA’-- ,

RμμB’ RμνB’-- , RννB’ RνμB’-- ,

RμA+ ,
RμμA’ RμνA’-- ,

RνA+ ,
RννA’ RνμA’-- ,

RμB+ ,
RμμB’ RμνB’-- ,

RνB+ ,
RννB’ RνμB’-- ,

Excitation Freq.

D
e

te
c

ti
o

n
 F

re
q

.

Figure 4.2: The rephasing Liouville pathways considered in this work (right), and a schematic
representation of the resulting spectrum (left). The pathways that evolve on the electronic
ground state are labelled as RαM to indicate that exciton |α〉 is excited, and the vibration
on site M is probed, while those on the electronic excited state are labelled as RαβM ′ , to
indicate the population is transferred from exciton |α〉 to exciton |β〉 during t2 and that
the vibration on site M is probed. The interactions with the visible laser are indicated by
red arrows while the interactions with the infrared laser are indicated by black arrows, and
the emission of the infrared signals are indicated by the black dashed arrows. Within the
current approximations, the pathways that evolve on the electronic ground state during t2
have positive contributions (solid red lines), while the pathways that evolve on an electronic
excited state make negative contributions (dashed blue lines). The plus and minus signs are
present to emphasize the sign of each contribution to the total response. The time variables
{ τi } are used to describe the details of the trajectory on the electronic excited state.
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language here to make a clear the connection with degenerate spectroscopies. The response
functions have the form

RR
αM(t1, t2, t3) =

〈
|~µα|2 |~µM |2

〉
× exp

[
i
εα
~
t1 − iωM t3

]
FR
αM(t1, t2, t3),

RNR
αM(t1, t2, t3) =

〈
|~µα|2 |~µM |2

〉
× exp

[
−iεα

~
t1 − iωM t3

]
FNR
αM (t1, t2, t3),

(4.13)

for the rephasing and nonrephasing pathways on the ground electronic state. The angled
brackets represent an orientational average, and the transition dipole moment ~µα corresponds
to the transition between the ground state and exciton |α〉, whereas the factor ~µM corre-
sponds to the transition dipole moment for the 0 → 1 transition for the vibration on site
M , on the electronic ground state. The coherence factor oscillates during the time period
t1 at the renormalized exciton frequency εα/~ = (εα + λα) /~, and at the renormalized vi-
brational frequency ωM = ωM + λMv /~ during the time period t3. The factors FαM(t1, t2, t3)
are the third-order lineshape functions, and can be written in terms of the linear lineshape
functions which describe the bath induced fluctuations in the energies of the electronic and
vibrational states, gAe (t), gBe (t), gAv (t) and gBv (t), which in turn can be directly calculated
from the spectral densities for the different components of the bath.[120, 28]

The pathways that evolve on the electronic excited state during t2 have a similar structure,
with a few important differences. They take the form:

RR
αβM ′(t1, t2, t3) = −

(〈
|~µα|2 |~µM ′|2

〉
|UβM |2 exp

[
i
εα
~
t1 − iω′M t3

]
+
〈
|~µα|2 |~µM |2

〉 (
1− |UβM |2

)
exp

[
i
εα
~
t1 − iωM t3

])
FR
αβM ′(t1, t2, t3), (4.14)

RNR
αβM ′(t1, t2, t3) = −

(〈
|~µα|2 |~µM ′|2

〉
|UβM |2 exp

[
−iεα

~
t1 − iω′M t3

]
+
〈
|~µα|2 |~µM |2

〉 (
1− |UβM |2

)
exp

[
−iεα

~
t1 − iωM t3

])
FNR
αβM ′(t1, t2, t3), (4.15)

where α is the initial excitonic state and β is the final excitonic state. Note that α and β

may or may not be equal. The factor ω′M = ω′M +
(
αM1 − αM0

)2
λMv /~ is the renormalized

vibrational frequency when the monomer is in the electronic excited state. The factor ~µM ′
denotes the transition dipole moment for the 0→ 1 transition for the vibration on site M , on
the electronic excited state. Aside from the increased complexity of the third-order lineshape
functions, which are described in detail for the general case in section 4.6, the main difference
from the ground state pathways is in the transition dipole term, with the replacement of e.g.
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|~µM |2 with |~µM ′UβM |2, the transition dipole for the vibration on site M when exciton |β〉 is
populated. The origin of the two terms can be understood from figure 4.1. The first term
is related to the probability that the monomer M is in the electronic excited state, whereas
the second term is related to the probability that it is in the electronic ground state. The
factor of UβM is the fraction of exciton |β〉 that is localized on site M . For the case of the
dimer, it is simply related to the mixing angle, e.g. as either UµA = cos θ or UνA = − sin θ.
This additional factor scales the signal with the probability that the electronic excitation is
localized on a given site, and is a crucial piece of information that impacts the 2DEV spectra
much more directly than other techniques, such as 2DES.

We assume for this work that the interaction with the infrared pulse will only drive
vibrational transitions, neglecting the possibility that it will excite transitions between the
excitons. For the small excitonic energy gaps considered here, such transitions would appear
at a much lower frequency (∼ 200 cm−1) than the vibrational transitions (∼ 1500 cm−1).
A combined excitation of a vibration together with the excitonic transition will, however,
have a similar energy to the pure vibrational transition, but these transitions might be
very weak, depending on the symmetries and selection rules for the vibrations. For large
polyatomic molecules, these selection rules can become very complex.[47, 81, 160] In either
case, the electronic coherences will typically dephase much more quickly than the vibrational
coherences, and so the resulting features are expected be broad and structureless.

The frequency domain 2DEV spectrum is computed in the impulsive limit by taking
the Fourier transform over the t1 and t3 domains for each term in the response function.
The total response is then given by the sum of the rephasing and nonrephasing components
as Stot(ω1, t2, ω3) = SR(−ω1, t2, ω3) + SNR(ω1, t2, ω3). The rephasing component is reflected
along the ω1 axis because of the change in the sign of the t1 coherence oscillation term between
the rephasing and nonrephasing pathways. The purely absorptive spectrum corresponds to
the real part of the total spectrum, so the final result is given by Sabp = Re [Stot]. To
relax the impulsive approximation, the response functions should be convolved with the
electromagnetic fields prior to the Fourier transforms. So long as the spectral bandwidths of
the fields are sufficient to cover all of the transitions of interest and the pulse durations are
significantly shorter than the timescale of the exciton dynamics, inclusion of realistic laser
pulses should not significantly alter the discussion of the current work, so for simplicity we
do not account for this additional experimental complication.

The response function method used in this work does not provide the exact result, pri-
marily due to the neglect of the exciton coupling terms in the Hamiltonian, as described
following equation (4.9), but it has substantial benefits in the ease of interpretation. With
the response functions, it is easy to consider the results term-by-term, and so there is no
doubt as to the origin or interpretation of any given feature. It would certainly be possible
to simulate the spectral response using an exact method for solving the quantum dynamics,
such as the Hierarchy Equations of Motion,[60, 93, 92] but for establishing the feasibility of
our proposed approach, the current method should prove adequate.
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Figure 4.3: 2DEV spectra for an electronic coupling of J = −50 cm−1 at a) t2 = 0 ps, b)
t2 = 1 ps and c) t2 = 5 ps, and for an electronic coupling of J = −150 cm−1 at d) t2 = 0 ps,
e) t2 = 0.4 ps and f) t2 = 5 ps. The excitons and vibrations are labelled for clarity. The rest
of the parameters used in this simulation are provided in the text.

4.3 Simulation Results

A series of 2DEV spectra calculated using this model are shown in figure 4.3 for two
different strengths of the electronic coupling J , where we have chosen J = −50 cm−1 and
−150 cm−1. The spectra are shown at several different waiting times following the initial
excitation, to demonstrate the structure of the spectra that result from our model. For
these simulations, the site energy difference was εB − εA = 125 cm−1, and the vibrational
frequencies were set to ωA = 1800 cm−1, ω′A = 1700 cm−1, ωB = 1500 cm−1 and ω′B = 1400
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cm−1. These values for the frequencies were chosen to be similar to a C=C or C=O double
bond stretch, as these types of modes are common in organic chromophores, and have been
studied in previous transient infrared experiments of light-harvesting complexes.[68, 161, 41]
The spectral densities for the baths were taken to have the Drude-Lorentz form,

JM
x (ω) =

2λMx ωc
M
x ω

ωcMx
2 + ω2

, (4.16)

with reorganization energies set to λAe = λBe = 35 cm−1 and λAv = λBv = 5 cm−1 and cutoff
frequencies for the timescales of the baths were set to ωc

A
e = ωc

B
e = ωc

A
v = ωc

B
v = 50 cm−1.

We have chosen the parameters α0 and α1 for both monomers to take on the values 0.6 and
1.6, respectively, so that the vibrational transition on the electronic excited state couples to
the bath with the same overall strength as the vibrational transition on the ground electronic
state. The magnitude of these parameters is comparable to those found in measurements
on the laser dye 3,3’-diethylthiatricarbocyanine iodide (DTTCI) in chloroform.[108] The
temperature was set to T = 77 K, as most multidimensional spectroscopy experiments on
photosynthetic pigment-protein complexes are performed at this temperature, to improve
the resolution of overlapping excitonic states. At T = 300 K for the current parameters, the
features become broad and unresolvable (results not shown). The bath parameters were cho-
sen to be similar to those typically found in photosynthetic pigment-protein complexes.[25,
90] For demonstrative purposes, the transition dipole moments were all set to 1, and the
electronic transition dipole moments for the monomers were assumed to be perpendicular.
We will demonstrate in section 4.4 how these parameters can be removed in the extraction
of the electronic site populations, and so this choice does not affect the results.

In each of the spectra shown in figure 4.3, there are four positive-going features that
correspond to probing vibrations on the ground electronic state, and four negative-going
features that correspond to vibrations on the electronic excited states (see figure 4.2). The
features arise from each combination of exciton and vibrational mode, and the intensity of
a given feature is proportional to the probability that the electronic excitation is localized
on that monomer, together with the associated transition dipole moments. As t2 increases,
the intensities of the features change, with those features corresponding to probing site A
(the lower energy site) increasing and those corresponding to probing site B (the higher
energy site) decreasing, due to the relaxation of the electronic populations towards thermal
equilibrium. Comparing the simulations with different strengths of electronic coupling, for
the stronger coupling case the exciton absorption energies show a greater separation, due
to the larger splitting between the excitonic energies. Furthermore, the intensities of the
features resulting from probing the separate monomers are more similar, due to the greater
delocalization of the excitons relative to the weaker coupling case. Both traits are directly
related to the formation of delocalized excitonic states by the electronic coupling.

The 2DEV spectrum reports on the exciton that is initially populated, but otherwise it
does not provide direct information on the electronic state of the system. Instead, it provides
information relating to the spatial distribution of the electronic excitation. As the higher
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energy exciton |ν〉 relaxes and the population is transferred to |µ〉, the ratio between the peaks
corresponding to exciting |ν〉 and probing the vibrations on sites A and B becomes more like
the ratio of site populations for exciton |µ〉. At long waiting times, the spectra reflect the
thermal populations of electronic excited states. For the low temperature simulations shown
here, the equilibrium population of the higher energy exciton is very small, and, whether |µ〉
or |ν〉 is initially excited, the long-time ratios between the monomer A and B features are
very similar to the ratio for the lower energy exciton.

There is no difference between the dynamics obtained by probing the vibrations when the
monomer is on either the ground or the excited electronic state. In each case, the dynamics
originate from the pathways RαβM ′ , where the system evolves according to the electronic
excited state. From equations (4.14), (4.15), (4.33) and (4.34), the amplitudes resulting
from these pathways depend on the probability that a given exciton is populated, together
with the fraction of that exciton localized on each monomer. These features suggest that
it should be possible to directly extract the electronic site populations from the spectra,
without the need for a model. A method for isolating this information is described in section
4.4.

In addition to reporting on the dynamics of the system during the waiting time, the 2DEV
spectra also provide information about the bath dynamics, and the system-bath coupling.
At early waiting times, the features in the 2DEV spectra have positive center-line slopes,
which is indicative of the initial correlation between the electronic and vibrational transition
frequencies. For the isolated monomers, the decay of this slope is proportional to the corre-
lation function for the bath-induced fluctuations in the energy of the vibrational transition,
and there may be a long-time non-zero slope when there exists a correlation between the
inhomogeneous distributions of the electronic and vibrational energy gaps.[43, 108] Due to
the electronic mixing in the dimer, the specific form of the center-line slope becomes more
complicated, as it will contain contributions from multiple pathways and will depend on the
electronic mixing angle and the correlation functions for the vibration on each monomer.
The dynamics still reflect the correlation between the electronic and vibrational transitions,
primarily induced via the fluctuations of the vibrational zero-point energies on the electronic
excited state, but interference effects may complicate the precise dynamics.[178, 179] A de-
tailed analysis of the information that can be extracted from these slopes is left for future
considerations.

4.4 Measurement of Electronic Site Populations

The major advantage of 2DEV comes from its ability to provide a direct experimental
connection between the electronic eigenstates and the physical location of the excitation
energy on a molecular scale. In this section, we demonstrate how the 2DEV spectrum of a
molecular aggregate could be used to directly measure the electronic site populations. As
will become clear, this method does not rely on a model. The fundamental experimentally
measurable quantity that we use is SαM(t2), the integrated intensity of the spectral feature
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Figure 4.4: The site populations extracted from the simulated spectra (circles), compared
against the populations calculated by integrating the Redfield master equation (lines). The
parameters are for the same as figure 4.3. Panel a) shows results for J = −50 cm−1, and
panel b) shows results for J = −150 cm−1. The blue and red curves show the populations on
sites A and B following initial excitation to the higher energy exciton, while for the cyan and
magenta curves the initial excitation was to the lower energy exciton. For this figure, the
values from the spectral simulations were taken from the electronic excited state features. It
makes no difference if the ground state features are used instead.

arising from excitation of exciton |α〉 and detection of the vibration on site M . We can
choose to use the features that arise from probing the vibration on either the electronic
ground or excited state, each of which contains contributions from the pathways RαβM ′ . For
probing the vibration on the electronic ground state, this is given by

SαM(t2) =

∫
dω1dω3

∑
β

SabpαβM(ω1, t2, ω3) =
〈
|~µα|2 |~µM |2

〉
PαM(t2), (4.17)

where PαM(t2) is the probability that the electronic excitation is localized on site M at time
t2, given that the initial excitation populated exciton |α〉. The sum runs over all the exciton
states. The only change that is made for probing the vibration on the electronic excited state
is to replace the vibrational transition dipole on the electronic ground state, |~µM |2, with that
on the electronic excited state, |~µM ′|2. The overall probability that an electronic excited state
is populated at time t2, following excitation to exciton |α〉, is given by

∑
N PαN(t2), so the
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normalized site population is given by

PαM(t2)∑
N PαN(t2)

=

(
1 +

∑
N 6=M

PαN(t2)

PαM(t2)

)−1

=

(
1 +

∑
N 6=M

〈
|~µM |2

〉〈
|~µN |2

〉 SαN(t2)

SαM(t2)

)−1

. (4.18)

The only information required in addition to the 2DEV spectral amplitudes is therefore the
ratios of transition dipole moments for the vibrations on either the electronic ground or
excited state, depending on which features are being used. It is also important to note that
any decay of the signal due to relaxation to the electronic ground state will be removed
by the normalization. If it is desired that the relaxation to the ground electronic state be
included, then equation (4.18) must be modified by taking the denominator on the left-hand
side at t2 = 0. This, however, may introduce difficulties related to the finite duration of real
laser pulses.

So far as the current discussion is concerned, there is no significant difference between
the information content that can be extracted from probing the vibrations on the ground
versus the excited electronic states. This choice is a practical matter, since in particular
molecules and for particular vibrations the vibrational transition dipoles on the ground
and excited electronic states might have very different magnitudes. For example, 2DEV
spectra of the C=C backbone stretch mode in DTTCI are dominated by the electronic
ground state feature,[108] whereas in 8’-apo-β-caroten-8’-al the spectrum is dominated by
electronic excited state features.[131, 126] Additionally, it is often easier to assign vibrations
on the ground electronic state, due to the computational expense of ab. initio excited state
frequency analysis.

There is, however, a substantial difference in the ease with which the ratio of vibrational
transition dipoles that appears in equation (4.18) can be measured for the ground or excited
electronic states. For the ground electronic state, this ratio can be easily extracted from the
vibrational linear absorption. The ratio

〈
|~µM ′|2

〉
/
〈
|~µN ′|2

〉
between vibrational transition

dipoles on the electronic excited state, however, is in general very difficult to measure.
In principle it could be extracted from transient-2DIR spectra, or approximated from the
2DEV spectra of the monomers in isolation, but each of these approaches would require
performing another difficult experiment in addition to measuring the 2DEV spectra of the
system of interest. Here, we propose a method for measuring this ratio that requires only
the 2DEV spectrum at t2 = 0 and the electronic linear absorption spectrum. To understand
this procedure, consider S

(1)
α , the integrated intensity of the electronic linear absorption to

exciton |α〉. This is given by

S(1)
α =

∫
dω
〈
|~µα|2

〉
S(1)
α (ω) =

〈
|~µα|2

〉
, (4.19)

where S
(1)
α (ω) is given by the Fourier Transform of the linear lineshape function gα(t). This

integrated intensity can be related to the integrated intensity of the 2DEV spectrum at t2 = 0
as S

(1)
α =

∑
N SαN(0)/

〈
|~µN ′ |2

〉
. Therefore, if we populate a vector |S(1)〉 with the values S

(1)
α
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for every exciton |α〉, and a matrix Ŝex−site with the values SαN(0) for every exciton |α〉 and
site N , then it is possible to extract the required ratio of transition dipoles as

〈
|~µM ′|2

〉〈
|~µN ′ |2

〉 =

〈
N
∣∣∣Ŝ−1

ex−site

∣∣∣S(1)
〉

〈
M
∣∣∣Ŝ−1

ex−site

∣∣∣S(1)
〉 , (4.20)

where |N〉 = |01, 02, . . . 0N−1, 1N , 0N+1, . . .〉 indicates a unit vector representing site N . In
equation (4.20), the matrix Ŝex−site can be thought of as a linear mapping between the
exciton basis and the site basis. The special case of the dimer is given by〈

|~µA′ |2
〉〈

|~µN ′ |2
〉 =

S
(1)
µ SνA(0)− S(1)

ν SµA(0)

S
(1)
ν SµN(0)− S(1)

µ SνN(0)
, (4.21)

where N is either site A or B. Therefore, so long as it is possible to measure SαN(t2) and S
(1)
α

for each exciton |α〉 and each siteN , then it should be possible to isolate PαM(t2)/
∑

N PαN(t2),
the population on site M following excitation to exciton |α〉 at time t2. Note that in a real
experiment with finite pulse durations the spectrum at t2 = 0 might be contaminated by
other pathways, and so equation (4.20) becomes approximate, and it may be necessary to
use a different method to estimate the ratio of transition dipoles.

Once the relevant ratio of vibrational transition dipole moments has been measured,
the only information necessary from the 2DEV spectrum to extract the site populations
following excitation to exciton |α〉 is the quantity SαM(t2), for each site M . This might be
a very difficult task in a real situation, when there are many vibrational transitions and
many excitons, all potentially overlapping in the spectrum. In the case shown in figure 4.3
d-f) with electronic coupling J = −150 cm−1, it is relatively easy to see that this would
be possible, due to the substantial splitting between the exciton energies. For the weaker
electronic coupling of J = −50 cm−1 shown in figure 4.3 a-c), the features corresponding
to different excitons overlap significantly, and the separation of the contributions from each
feature becomes more difficult. In many cases, even this degree of spectral resolution might
not be possible. For experimental data, one method for extracting the necessary information
and removing the interference from neighboring features might be to perform an evolution-
associated decomposition of the spectrum.[162, 174, 128] In principle, however, equation
(4.18) provides a method by which the site population could be directly extracted from the
experimental data without the need for a model Hamiltonian to relate the excitons to the
sites.

A numerical demonstration of this procedure is shown in figure 4.4. We take advantage
of the fact that each term of the total response function is calculated separately, and so it is
trivial to calculate the integral over each individual contribution. In this figure, we compare
the site populations as extracted from the simulations of the 2DEV spectra using equation
(4.18) with those calculated directly by propagating the Redfield master equations under the
secular approximation. For the Redfield dynamical simulations, the initial conditions were
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Figure 4.5: A schematic overview of the proposed method for measuring the electronic site
populations for a dimer. Either the ground or excited electronic state features are chosen
for the analysis. The ratio of transition dipole moments for the vibrations on the relevant
electronic state can be measured with any method, though some suggestions that rely only
on linear absorption and the 2DEV spectrum are described in the text.

chosen as either ρ(0) = |µ〉 〈µ| or |ν〉 〈ν|. The results from the spectral simulations match
perfectly with the results from the secular Redfield theory, demonstrating that there is no
approximation in equation (4.18). Furthermore, this method of extracting populations is not
specific to the use of secular Redfield theory for the dynamics, and we expect that it should
work equally well for exact quantum dynamics, or to extract the true quantum dynamics
from the real experimental data. Therefore, this method provides a means by which 2DEV
spectra can be used to directly extract the electronic site population as a function of time
without need for a model, or the associated approximations. To our knowledge, no other
experiment is currently capable of this measurement.

A schematic summary of the proposed method for extracting the electronic site popu-
lations from the 2DEV spectra is shown in figure 4.5. The choice to use either the ground
or excited electronic state features can be made based on convenience, and makes only a
practical difference. The only information required in addition to the 2DEV spectra is the
ratio of vibrational transition dipoles, and no comparison with a model is necessary.

4.5 Conclusion

In this work, we have derived response functions for simulating the 2DEV spectra of
a molecular dimer, and proposed a method by which the 2DEV spectra of a molecular
aggregate could be used to directly measure the electronic site populations following the
initial electronic excitation, without the need for a model to interpret the results. The
proposed method, given by equation (4.18) and illustrated schematically in figure 4.5, makes
no approximations that are apparent with the current model. To demonstrate the feasability



CHAPTER 4. A METHOD FOR THE DIRECT MEASUREMENT OF ELECTRONIC
SITE POPULATIONS IN A MOLECULAR AGGREGATE 53

of this experiment, we have analyzed the results from the response function simulations that
use excitonic dynamics consistent with Redfield theory, under the secular approximation,
and compared the results with a direct quantum dynamics simulation. We believe that
the results do not depend on the specific quantum dynamics used, and, in future work,
we intend to demonstrate this, as well as relax some of the assumptions in the model. Of
significant interest would be the direct measurement of coherent electronic dynamics, and
the incorporation of vibronic mixing between the sites, involving either the probed vibration
or a separate low frequency mode.[60, 49, 34, 96] A number of synthetic and biological dimers
which sample different parameter regimes have been described, which would serve as very
interesting systems to test the practical application of this experiment.[130, 63, 24, 76, 165,
78, 53, 70]

It is important to note that there are a number of practical difficulties that might limit
the general applicability of the approach described in this work. In particular, it crucially
relies on the ability to resolve the spectral features corresponding to each exciton and to
a vibration on each site in the 2DEV spectra. For many commonly studied molecular ag-
gregates, including J-aggregates and most photosynthetic pigment-protein complexes, this
may be a difficult task. It is exacerbated by the absence of strong rephasing power in 2DEV
spectroscopy, which means that the homogeneous and inhomogeneous components of the
linewidth cannot be separated onto different axes, as occurs with degenerate techniques such
as 2DES and 2DIR. This implies that unless the features can be resolved in the linear ab-
sorption spectra, it is unlikely that they will be resolvable in the 2DEV spectra. A possible
approach to alleviating this difficulty might be to use an evolution-associated spectral de-
composition, to take advantage of the different dynamics for each exciton and site, but this
approach can be complicated, and is not always guaranteed to provide all of the information
required here. We expect that future experimental and theoretical studies will provide a
method that is more generally applicable and robust to the complexity of real experimental
systems.

Aside from these limitations, the promise of the proposed experiment is substantial. It
represents, to our knowledge, the first experimental technique that directly links the energetic
dynamics of electronic excitations with spatial information describing where in the complex
the excitation is located, on the scale of individual pigments. Other experiments, such
as time resolved fluorescence or transient absorption anisotropy,[176, 183, 116] 2DES with
polarization control[151, 66] and coherent nonlinear frequency generation,[39] can provide
indirect information which, when assisted by a model, can inform our understanding of the
link between the excitonic and spatial structures, but they will always be strongly dependent
on the details and quality of the model. 2DEV is capable of providing a direct experimental
link between these representations, and shows promise in aiding the development of a more
complete picture of excitonic dynamics in molecular aggregates.
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Figure 4.6: Generic Feynman diagrams for the type of exciton dynamics considered in this
work. During t2 we allow k transitions between the population states in the one exciton
manifold obeying some rate equation, with no coupling into coherences.

4.6 Derivation of the Dimer Response Functions

Generic Feynman diagrams for the type of pathway considered in this work to describe
the excited state dynamics are shown in figure 4.6. The derivations in this section do not
depend on any specific details of the system, so the labels a−f are used to denote any generic
states. The central approximation we are making here is that the energy transfer dynamics
are determined by a rate kc←b from |b〉 〈b| to |c〉 〈c|, and a rate kb←c for the reverse process,
while assuming that there is no transfer between these populations and the coherences, eg:
|b〉 〈b| to |b〉 〈c|. If we take the rates from the Redfield theory, then this is corresponds to
the secular approximation. It is important here because it allows us to write a relatively
simple closed form for the response function. The substantial simplification allowed by this
approximation appears if we notice that the overall nuclear propagator during t2 has no
contribution when isolated, and so when we perform the second order cumulant expansion
we will only have to consider the cross terms between t1 and t2 and between t2 and t3. The
terms in the expansion that only depend on t2 all cancel.

The response functions shown in figure 4.6 can be written as[178, 179]

F (t1, t2, t3; {τm}) =

〈
Gde,de(t3)

[
k∏

m=0

(δmeGbb,bb(τm) + δmoGcc,cc(τm))

]
Gaf,af (t1)ρeq

〉
(4.22)

where ρeq is the equilibrium density matrix, Gij,ij(t) denotes the Liouville space Green’s
function that describes evolution according to the state |i〉 〈j|, and δme and δmo are delta
functions that test for whether m is even or odd, respectively.



CHAPTER 4. A METHOD FOR THE DIRECT MEASUREMENT OF ELECTRONIC
SITE POPULATIONS IN A MOLECULAR AGGREGATE 55

Written in terms of the Hilbert space time evolution operators, we have

F (t1, t2, t3; {τm}) =

〈
exp−

(
i

~

∫ t1

0

dτ ′Ufg

)
exp−

(
i

~

∫ t1+τ0

t1

dτ ′Ubg

)
×

[
k−1∏
m=0

exp−

(
i

~

∫ t1+
∑m+1
n=0 τn

t1+
∑m
n=0 τn

dτ ′m (Ucgδme + Ubgδmo)

)]

× exp−

(
i

~

∫ t1+t2+t3

t1+t2

dτ ′Ueg

)
exp+

(
− i
~

∫ t1+t2+t3

t1+t2

dτ ′Udg

)
×

[
k−1∏
m=0

exp+

(
− i
~

∫ t1+
∑m+1
n=0 τn

t1+
∑m
n=0 τn

dτ ′m (Ucgδme + Ubgδmo)

)]

× exp+

(
− i
~

∫ t1+τ0

t1

dτ ′Ubg

)
exp+

(
− i
~

∫ t1

0

dτ ′Uag

)
ρeq

〉
, (4.23)

where exp+ and exp− are, respectively, the positively and negatively time-ordered expo-
nentials, and Uig = (Vi − Vg) − 〈Vi − Vg〉 denotes the difference between the system-bath
coupling terms in the Hamiltonian for level |i〉 and the ground state.[120, 28] Now, via an
application of the second order cumulant expansion, we can find the general result for the
third order lineshape function to be

F (t1, t2, t3; {τm}) = F(t1, t2, t3)× F(t2, t3, {τm}), (4.24)

where the part that depends on the initial and final states, but not on the specific trajectory,
is

F(t1, t2, t3) = exp
[
−gdd(t3)− g∗ee(t3)− gaa(t1)− g∗ff (t1)

]
× exp

[
−f−da(t1, t2, t3) + f−df

∗
(t1, t2, t3) + 2 Re [gde(t3)]

]
× exp

[
2 Re [gaf (t1)] + f−ae(t1, t2, t3)− f−fe

∗
(t1, t2, t3)

]
(4.25)

with the auxiliary lineshape function

f−ij (t1, t2, t3) = gij(t2)− gij(t1 + t2)− gij(t2 + t3) + gij(t1 + t2 + t3). (4.26)
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The part that depends on details of the particular trajectory is

F(t2, t3, {τm}) =

× exp [2i Im [gbe(t2 + t3)− gbe(t2 + t3 − τ0)− gbe(t2) + gbe(t2 − τ0)]]

× exp

[
2i

k−1∑
m=0

δmo Im

[
gbe

(
t2 + t3 −

m∑
n=0

τn

)
− gbe

(
t2 + t3 −

m+1∑
n=0

τn

)

−gbe

(
t2 −

m∑
n=0

τn

)
+ gbe

(
t2 −

m+1∑
n=0

τn

)]]

× exp

[
2i

k−1∑
m=0

δme Im

[
gce

(
t2 + t3 −

m∑
n=0

τn

)
− gce

(
t2 + t3 −

m+1∑
n=0

τn

)

−gce

(
t2 −

m∑
n=0

τn

)
+ gce

(
t2 −

m+1∑
n=0

τn

)]]
× exp [−2i Im [gbd(t2 + t3)− gbd(t2 + t3 − τ0)− gbd(t2) + gbd(t2 − τ0)]]

× exp

[
−2i

k−1∑
m=0

δmo Im

[
gbd

(
t2 + t3 −

m∑
n=0

τn

)
− gbd

(
t2 + t3 −

m+1∑
n=0

τn

)

−gbd

(
t2 −

m∑
n=0

τn

)
+ gbd

(
t2 −

m+1∑
n=0

τn

)]]

× exp

[
−2i

k−1∑
m=0

δme Im

[
gcd

(
t2 + t3 −

m∑
n=0

τn

)
− gcd

(
t2 + t3 −

m+1∑
n=0

τn

)

−gcd

(
t2 −

m∑
n=0

τn

)
+ gcd

(
t2 −

m+1∑
n=0

τn

)]]
. (4.27)

Here we define the lineshape functions

gij(t) =

∫ t

0

dτ1

∫ τ1

0

dτ2Cij(τ2)

Cij(t) =
1

~2
〈Uig(t)Ujg(0)ρeq〉

(4.28)

where the angular brackets indicate averaging over the bath coordinates. Note that for any
given pathway, either a or f is the ground state, so many of the terms in the above equation
will not contribute (note that Ugg(t) = 0). Typically, there will also be some relation between
d and e that will result in simplification, as well.

To calculate the total response, it is necessary to integrate the above equation over
all possible trajectories for a fixed t2. The probability of a specific trajectory that has k
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transitions during t2 and begins on state |b〉 〈b| is given by

Pb(k, t2, {τm}) = Θ

(
t2 −

k−1∑
m=0

τm

)(
δke (kc←b kb←c)

k
2 + δko

(
k
k+1
2

c←b k
k−1
2

b←c

))
× exp

[
− (kc←bδke + kb←cδko)

(
t2 −

k−1∑
m=0

τm

)]
k−1∏
m=0

exp [− (kc←bδme + kb←cδmo) τm] (4.29)

Where Θ(t) denotes a Heaviside step function. The overall response function is then given
by

F (t1, t2, t3) =
∞∑
k=0

∫ t2

0

dτ0

∫ t2

0

dτ1 . . .

∫ t2

0

dτk−1 Pb (k, t2, {τm}) F (t1, t2, t3; {τm}) (4.30)

To calculate a specific term of the response function, it is necessary to split up equation
(4.30) in terms of the final state, which gives us the final result:

Fbb(t1, t2, t3) =
∞∑
k=0

∫ t2

0

dτ0

∫ t2

0

dτ1 . . .

∫ t2

0

dτk−1 δke Pb (k, t2, {τm}) F (t1, t2, t3; {τm})

(4.31)

Fbc(t1, t2, t3) =
∞∑
k=0

∫ t2

0

dτ0

∫ t2

0

dτ1 . . .

∫ t2

0

dτk−1 δko Pb (k, t2, {τm}) F (t1, t2, t3; {τm}).

(4.32)

In practice, these summations can be truncated after a finite number of terms, as for a
given t2, the probability of a trajectory approaches 0 for large values of k. This can be
clearly seen when it is recognized that equation (4.29) reduces to a Poisson distribution
when kc←b = kb←c. For the simulations in this work the multidimensional integrals were
computed using the VEGAS Monte Carlo algorithm,[105] and it was typically sufficient to
truncate the summation to fewer than 10 terms.

4.7 Equivalence with Secular Redfield

We can verify that the dynamics used in the spectral simulations are the same as for
secular Redfield theory, with the initial conditions of ρ(0) = |µ〉 〈µ| or ρ(0) = |ν〉 〈ν|. For
the spectral simulations, the dynamics following excitation of exciton |µ〉 are given by the
direct integration of equations

ρµ←µ(t) =
∞∑
k=0

∫ t

0

dτ0

∫ t

0

dτ1 . . .

∫ t

0

dτk δke Pµ (k, t, {τi}) (4.33)
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and

ρν←µ(t) =
∞∑
k=0

∫ t

0

dτ0

∫ t

0

dτ1 . . .

∫ t

0

dτk δko Pµ (k, t, {τi}) (4.34)

with analogous equations for the initial condition ρ(0) = |ν〉 〈ν|.
To show that the secular Redfield dynamics are equivalent to the dynamics from equations

(4.33) and (4.34), we can write the formal solution to the Redfield equations in the interaction
picture,[89]

ραβ = ραβ(0)eRαβ,γδt +
∑

(γ,δ)6=(α,β)

Rαβ,γδ

∫ t

0

dt′ eRαβ,αβ(t−t′)ei(ωαβ−ωγδ)t
′
ργδ(t

′). (4.35)

Now we will make the secular approximation and focus on the population dynamics of the
dimer system, and take the initial condition to be ρµµ(0) = 1. Under these conditions, we
can find the population terms for the singly excited states to be:

ρµµ(t) = e−Rµµ,µµ(t) +Rµµ,νν

∫ t

0

dt′ eRµµ,µµ(t−t′)ρνν(t
′)

ρνν(t) = Rνν,µµ

∫ t

0

dt′ eRνν,νν(t−t′)ρµµ(t′).

(4.36)

By combining these equations, and making the identification of kν←µ = Rµµ,µµ = −Rνν,µµ

and kµ←ν = Rνν,νν = −Rµµ,νν , we can get a recursive equation for ρµµ(t), which when taken
to infinite depth becomes

ρµµ(t) =
∞∑
k′=0

∫ t

0

dt′0 . . .

∫ t′2k−1

0

dt′2k (kµ←νkν←µ)k
′

2k′∏
i=0

(exp [−(kν←µδie + kµ←νδio)(t− t′i)])

(4.37)
with an analogous equation for ρνν(t). Under a straightforward change of variables, equation
(4.37) is equivalent to equation (4.33). Therefore, the only approximation to the dynamics
in the spectral simulations on top of those already made in the secular Redfield theory is the
truncation of equations (4.33) and (4.34) after a finite number of terms. This is acceptable,
because this sum can be made to converge to the limiting value with a moderate number of
terms.
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Chapter 5

Two-Dimensional
Electronic-Vibrational Spectroscopy
of Chlorophyll a and b

5.1 Introduction

Chlorophyll serves a central role in the photosynthetic apparatus of most photosynthetic
organisms, including plants. In higher plants, chlorophyll molecules (structure shown in
Figure 5.1), in particular chlorophyll a (Chl a) and chlorophyll b (Chl b) serve as the
major light absorbing molecules in photosynthetic pigment-protein complexes (PPCs).[12]
The majority of Chl a and Chl b molecules can be found bound in the light-harvesting
complex II (LHCII), which is the primary light harvesting PPC in plants. In this complex,
the major role of the Chl a and b is to absorb light, and to transfer this energy through
space until it reaches the reaction center, where the electronic excitation can drive charge
separation, ultimately leading to the excitation energy being converted to chemical energy.

A detailed understanding of the excitation energy transfer pathways in LHCII and re-
lated PPCs is essential for a complete and accurate understanding of the workings of the
photosynthetic apparatus, and much progress has been made in recent years in mapping out
the energetic landscape of these PPCs using multidimensional electronic spectroscopy.[21,
149, 151, 77, 7, 129, 54, 44, 20, 46] There still remain important questions, however, about
the details of the relationship between the energetic structures of these PPCs, which are
readily accessible with electronic spectroscopies, and the spatial structures of the actual pig-
ment layout in the protein. In chapter 4, we proposed a method by which two-dimensional
electronic-vibrational spectroscopy (2DEV) could be used to make this link between the
energetic and spatial domains, by using localized vibrational modes as a proxy for position
within a complex system, such as a photosynthetic PPC.[107] This method critically relies
on an ability to resolve and assign both electronic and vibrational features for each chro-
mophore and electronic state of interest. A prerequisite for this to be possible is a detailed
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Figure 5.1: Structure of Chlorophyll molecule with IUPAC numbering and ring labels, and
labelling of the distinct types of carbons on the porphyrin macrocycle (Ca and Cb on the
pyrrole groups and Cm methine groups).

understanding of the spectral response of the relevant pigments in isolation. In this chapter,
we present 2DEV spectra of isolated Chl a and Chl b dissolved in deuterated ethanol. By
measuring the dependence of these spectra on the relative polarizations of the visible exci-
tation and infrared (IR) probe laser pulses, in conjunction with density functional theory
(DFT) calculations, we provide assignments for the major features of these spectra. We also
provide evidence of features in the 2DEV spectra that correspond to different solvation states
of the Chl molecules, distinguishing the contributions of pentacoordinate and hexacoordinate
magnesium (Mg) species.

The 2DEV spectroscopic technique provides a method for correlating a molecule’s elec-
tronic transitions, in the visible region of the electromagnetic spectrum, with its IR active
vibrations.[127, 43, 108] The method is closely related to transient IR absorption pump-
probe spectroscopy, whereby a molecule is electronically excited, and the resulting changes
in the IR absorption is observed in a time resolved manner. Unlike transient IR absorption,
however, 2DEV uses Fourier techniques to provide spectral resolution of the electronic exci-
tation axis of the spectrum, in addition to the IR detection axis. This removes the trade-off
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between temporal resolution and frequency resolution and reveals new types of information
concerning correlations in the system.[43, 108, 107] 2DEV also makes it possible to more
readily resolve and assign overlapping spectral features, by spreading the spectrum along an
additional axis and thereby providing more information about their spectral structures.

An additional technique that can aid in providing assignments for bands in complex
spectra is the use of the polarization dependent response and the spectral anisotropy. In
combination, the isotropic (magic angle) response Siso, the anisotropic response Saniso and
the anisotropy parameter r = Saniso/Siso can be used to assign spectral features based on
the relative angles between their transition dipole moments.[102] The anisotropy parameter
in particular is very useful, as for a spectrally isolated oscillator it can be directly related
to the angle θ between the transition dipole moments for the pumped and probed states,
according to the well known relation r(θ) = 1

5
(3 cos2 θ − 1). Because of this property, it is

also possible to use the dynamics of the anisotropy parameter to measure such quantities as
the rotational correlation function, or energy transfer dynamics.[94, 112] At a given waiting
time, the anisotropy for a spectrally isolated transition is constrained to some frequency
independent value in the region [−0.2, 0.4]. However, when spectral features of opposite
sign interfere, it is possible for r to take on any value and demonstrate substantial spectral
structure.[94] In this common scenario, r becomes much less useful as a quantitative measure
of relative angles, but can still be used to identify features in complex spectra.

5.2 Results and Discussion

The transient IR pump-probe spectra of the high energy C=O and C=C stretch region of
Chl a and Chl b are shown in Figure 5.2. In each case there are two major positive features,
which are due to vibrations on the electronic ground state. The stronger of these appears
at 1660 cm−1 and is assignable to a C=O stretching motion. Based on a DFT harmonic
frequency analysis this is most likely the antisymmetric combination of the C−131 ketone
group and the C−133 ester group on ring E (see Figure 5.1 for labels). The weaker positive
band appears around 1550 cm−1, and is attributable to a C=C stretch mode localized on the
macrocycle. This band has been previously assigned to a combination of CbCb and CaCm

stretching motions.[114, 83, 55] Based on the DFT results, this mode is primarily localized
on rings C and E, and can be considered as predominantly a pyrrole stretching mode on
ring C. In addition to these ground state vibrations, both the Chl a and the Chl b spectra
show a strong negative band peaked near 1615 cm−1, and showing a long broad shoulder to
lower frequencies. This band is most readily assignable to the carbonyl stretching mode on
an electronic excited state. The shoulder might be due to either a second mode centered
near 1580 cm−1, or to a positive ground electronic state feature interfering with the excited
electronic state feature. The assignment of this shoulder will be made clear with the 2DEV
spectra. In addition to these features common to both Chl species, the Chl b spectrum
additionally shows a narrow negative feature at 1640 cm−1. This is unique to the Chl b
spectrum, and therefore is likely related to the formyl group at position C−71 on ring B,
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Figure 5.2: Isotropic transient IR absorption spectra of Chl a (a, b) and Chl b (c, d). Panels
a) and c) show the transient spectra at waiting time t2 = 250 fs, and panels b) and d) show
the full time resolved spectra. The positive (yellow/red) features indicate vibrations on the
electronic ground state, and the negative (blue) features indicate vibrations on an electronic
excited state. The ∗ in panel c) indicates an artifact introduced by atmospheric water.

which distinguishes Chl b from Chl a (see Figure 5.1). Because it is related to an electronic
excited state and is not readily paired with an electronic ground state feature, it is difficult
to assign precisely. It may be either a C=O stretch mode, or a distortion induced in a pyrrole
mode on ring B due to the nearby electron withdrawing group. A sharp positive feature is
also observed in the Chl b spectrum at 1655 cm−1, which is the result of an artifact caused
by a depletion in the IR laser intensity by atmospheric H2O being incompletely normalized
from the final spectrum, and is not indicative of a Chl b vibrational band. This artifact
does not significantly affect the 2DEV spectra due to the greater degree of signal processing
necessary for the construction of 2D spectra.

In making these assignments, we are proposing that all of the observed bands are results
of primarily a 1 ← 0 vibrational transition, in which case the sign of the band is a direct
indication of the electronic state on which this vibrational motion is occurring. It is also
possible, in principle, to observe positive and negative features due to stimulated emission or
induced absorption by excited vibrational states on either the ground or excited electronic
states. These types of features would decay with the lifetime of the vibrational excited state,
which would typically be on the order of ∼ 1−10 ps. All of the features in the current spectra
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decay on a substantially longer timescale, commensurate with the Qy lifetimes for isolated
Chl a and Chl b.[158] Therefore we can rule out the possibility that the direct probing of
vibrationally excited states are contributing significantly to these spectra.

The visible laser pulses used in these experiments had sufficient bandwidth to excite both
the Qy and the Qx electronic transitions, for both Chl a and Chl b. The pump-probe spectra
inherently integrate over both these contributions, but by performing 2DEV measurements,
these features can be resolved. The polarization sensitive 2DEV spectra of both Chl a and
Chl b are shown in Figure 5.3 for a waiting time t2 = 250 fs. This time was chosen to be late
enough to prevent any contribution from pulse overlap effects, yet early enough to avoid any
substantial orientational relaxation which would complicate the anisotropy data, though
rotational contributions are also substantially suppressed by performing the experiments
with the sample at 77 K (the rotational lifetime in ethanol at 77 K is ∼ 100 ns according to
the Debye relation).[119] All of the major spectral features observed at this early time are
maintained to at least 250 ps.

For the Chl a spectra in Figure 5.3 (a-c) there are clearly two major excitation bands,
at around 14650 cm−1 and 15400 cm−1. These structures are readily assignable from the
electronic linear absorption. The intense anisotropic lower energy band is the Qy transition,
while the weaker isotropic band is the x-polarized feature known to be a mixture between the
Qx electronic transition and a vibronic excitation of the Qy band.[141] Due to substantial
overlap between different spectral bands, the precise angles between pumped and probed
transition dipole moments cannot be readily extracted, but the qualitative polarization de-
pendence of these bands is generally consistent with the assignments we have provided for
these vibrational bands and the computed transition dipole moments for these modes. For
the Chl b spectra shown in Figure 5.3 (d-f) there is an intense anisotropic band at 15100
cm−1 which is due to the Qy transition. Strong signals corresponding to exciting the Qx

transition are not observed for Chl b, but weak features located near 16600 cm−1 could be
due to this electronic excitation. It is unclear why the Qx band is so weak in the Chl b
spectra relative to those in the Chl a spectra, but this may be due to the lesser degree of
vibronic mixing between Qx and Qy in Chl b,[141] or simply due to poorer overlap with the
excitation laser spectrum.

It is important to note that while we certainly observe features in the 2DEV spectra that
result from initially exciting the Qx band, at least for Chl a, this does not imply that the
Qx electronic state has significant population at 250 fs. The lifetime of electronic relaxation
from Qx to Qy has been calculated from non-adiabatic excited state molecular dynamics to
be 128 fs for Chl a and 208 fs for Chl b.[16] In each case it is likely that the true rate is
faster than observed in these calculations, due to the substantially overestimated Qx − Qy

energy gap and the neglect of the vibronic mixing shown to exist between these states.[141]
Therefore, by 250 fs, the majority of the population has already relaxed to the Qy state, and
the observation of spectral bands at the Qx excitation energy are due to population in Qy

which merely originated as population in Qx. The cross-correlation times of the visible and
infrared laser pulses used in these experiments were measured to be ∼ 90 fs, comparable
to the Qx lifetime, and therefore it is unlikely that any vibrational features attributable to
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Figure 5.3: Polarization sensitive 2DEV spectra of the carbonyl stretch region of Chl a (a,
b, c) and Chl b (d, e, f) at waiting time t2 = 250 fs. Solid contours indicate positive values
for the spectrum, whereas dashed contours indicate negative values. The isotropic response
Siso is shown in panels a) and d), the anisotropic response Saniso in panels b) and e), and
the anisotropy parameter r is panels c) and f). The anisotropy values are overlaid by the
contour plot of the isotropic spectra for the same waiting time. The value of r can diverge
in the vicinity of nodes in the isotropic spectrum, so the color bars in panels c) and f) are
truncated to [−0.2, 0.4], the allowed range for an isolated transition.
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population in the Qx state could be observed with confidence in these 2DEV spectra.
For the isotropic response of both Chl a and Chl b, a significant shoulder on the low

vibrational frequency side of the primary excited electronic state feature is observed. As
mentioned previously this could reflect a second vibrational mode, but this interpretation
is discredited by the anisotropic response shown in Figure 5.3 (b, e). For the anisotropic
response of both molecules, there appears to be a single negative anisotropic feature. Indeed,
by examining the anisotropy parameter r, shown in Figure 5.3 (c, f), a feature appears
at around 1590 cm−1 with very large values for the anisotropy, around 0.4 for Chl b and
reaching 0.6 in the Chl a spectrum. For a region where the isotropic spectrum has significant
amplitude, this type of structure in the anisotropy strongly implies that there is a positive
feature at this position in the spectrum, as the only way to obtain a value for r greater
than 0.4 is when multiple features with opposite sign interfere. In this case, because the
positive band is not sufficiently intense to fully cancel the strong negative feature, the value
for r does not diverge, but in the case where the negative feature is anisotropic (as is here)
with a sufficiently strong, primarily isotropic positive feature, r can take on an arbitrarily
large value. In this case, the positive feature is due to the well known band observed in
the ground state IR absorption and resonance Raman of metallochlorins.[114, 83, 55] This
vibrational mode is delocalized over the majority of the chlorin macrocycle, with a character
of predominantly a CaCm stretch with some contribution of a CbCb stretch. The structure
of the anisotropy does not allow us to determine with certainty whether the anisotropic
negative feature is composed of a single broadened vibrational transition (presumably with
C=O stretch character) or of two modes, with a lower energy transition related to the C=C
mode. For both the Chl a and Chl b anisotropic spectra this feature has the qualitative
appearance of a single band, which seems to suggest that it is likely to be predominantly
due to a single broad transition.

So far, we have provided assignments for most of the major features appearing in the
transient IR absorption and 2DEV spectra. There are, however, several smaller features that
are evident in the 2DEV spectra for which the assignments are less immediately obvious.
These include weak positive bands that appear in both the Chl a and Chl b spectra at higher
energies than the ground electronic state C=O stretch mode at 1660 cm−1 along both axes,
as well as a substantial negative feature in the Chl b spectra displaced to higher energies
along both axes from the dominant excited electronic state feature. The positive feature
in the Chl a spectra appears at an excitation frequency of ∼ 14900 cm−1 and a detection
frequency of 1680 cm−1, while the corresponding feature in the Chl b spectra appears at
an excitation frequency near ∼ 15350 cm−1 and a detection frequency of 1690 cm−1. The
negative feature appears at roughly the same excitation frequency, with a detection frequency
near 1640 cm−1. The assignment of these features is not immediately clear, as there is no
known electronic excited state that lies between Qy and Qx, and they decay on the timescale
of Qy relaxation and therefore cannot be attributed to vibrational excited states.

We propose that these features are due to different coordination states of the central
Mg. In nucleophilic solvents, like ethanol, it is possible for the Mg to exist in either a
pentacoordinate or a hexacoordinate states, in which it has bound to either one or two
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Table 5.1: Chl S1 ← S0 excitation energies (cm−1)

No. ethanol molecules
0 1 Z 1 E 2

Chl a 18346 18326 18213 18092
Chl b 18271 18159 18031 17769

solvent molecules. It has been shown using resonance Raman and IR absorption that for
Chl and Bacteriochlorophyll (BChl) these two solvation states can be distinguished using
several vibrational bands in this high frequency region.[36, 114, 61] These studies show that
for Chl a, Chl b and BChl a in methanol, the dominant species is the hexacoordinate state.
For ethanol, both configurations are present, with Cotton and Van Duyne showing that Bchl
a is predominantly in the hexacoordinate state while Fujiwara and Tasumi argue that this
is reversed for Chl a and b, which are predominantly pentacoordinate.[36, 61] In addition
to these vibrational spectroscopies, it has been argued by J. J. Katz and co. that these
solvation states can be distinguished by shifts in the electronic absorption spectra of the Q
bands.[35, 50] For Chl a dissolved in methanol, they show that in addition to the primary
Qy absorption at 665 nm that is due to the hexacoordinate species, there is also a minor
component located at 650 nm which they attribute to the pentacoordinate state. Using
2DEV we can correlate these shifts along the electronic and vibrational axes, and provide
direct evidence that they are indeed due to the same species.

In contrast to previous work, we conclude that in ethanol the hexacoordinate state is the
dominant species for both Chl a and Chl b. While not impossible, it would be surprising if
such a dramatic change in the dominant solvation state of the Mg would arise due to the
differences between methanol and ethanol, or between Chl and BChl. It is also possible that
this has a temperature dependence, as has been demonstrated that in n-propylether, BChl
forms a mixture of penta- and hexacoordinate at 228 K, but becomes entirely hexacoordinate
at 160 K.[50]

To confirm our assignment of the blue-shifted bands as a minority population of pentaco-
ordinate Chl molecules, we performed a series of DFT and time-dependent DFT (TD-DFT)
calculations on isolated Chl a and Chl b, on these species with a single ethanol molecule
coordinated to the face of the molecule either E or Z with respect to the phytyl chain, and
with the Mg coordinated to two ethanol molecules, one on each face. For each of the equi-
librium ground state geometries for both Chl a and Chl b in the various solvation states, we
performed TD-DFT calculations to determine estimates for the S1 ← S0 excitation energies.
In each case, the calculation correctly identified S1 with the Qy transition. The results of
these calculations are shown in Table 6.1. For Chl a, the energy difference between the
hexacoordinate species and the Z pentacoordinate species is 234 cm−1, and for the E pen-
tacoordinate species is 121 cm−1. For Chl b these differences are 390 cm−1 and 262 cm−1,
respectively. These values compare reasonably well to the observed energy differences of
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∼ 250 cm−1 for Chl a and ∼ 340 cm−1 for Chl b. The TD-DFT calculations may not quanti-
tatively predict the correct energy differences, but it does correctly predict the smaller energy
difference for Chl a compared to Chl b. These values for the changes in electronic excitation
energy for the various solvation states, together with the previously observed differences in
the vibrational and electronic absorption spectra for the different states suggest that this is
a plausible assignment for these spectral features, and that, at least at low temperature, the
hexacoordinate species is the dominant solvation state for Chl a and Chl b in ethanol.

In principle, it should be possible to use the 2DEV spectra to measure the exchange
rate between the different coordination states of the Mg, in a similar manner as has been
demonstrated with 2DIR spectroscopies. [175, 182] We do not see evidence of a significant
degree of exchange between these species, for either Chl a or Chl b, within 250 ps. Given
that these experiments were performed at cryogenic temperatures (77 K), with any significant
energetic barrier separating the different species, and with diffusion essentially eliminated,
such a slow rate of exchange is reasonable. It would be interesting in future work to study
the temperature dependence of the 2DEV spectra to determine the magnitude of this energy
barrier between the pentacoordinate and hexacoordinate Chl species in varying solvents, as
well as to study how the ratio between these species changes at higher temperatures.

5.3 Conclusion

To conclude, we have presented transient IR absorption spectra and 2DEV spectra of
isolated Chl a and Chl b dissolved in deuterated ethanol and held at 77 K. We have provided
assignments for the major spectral features that appear in the 1540 − 1700 cm−1 spectral
region, including bands assignable to C=O and C=C stretch modes on the electronic ground
state, and the C=O stretch on the Qy electronic excited state. For Chl a we observe strong
features due to initial excitation of the Qx band, which either do not appear or are very
weak in the Chl b spectra. The assignments were made by comparing the observed spectra
with the well known IR and resonance Raman spectra of these Chl species, using DFT
calculations, and by taking advantage of the polarization dependence of the spectra, which
is capable of revealing spectral features which cannot be otherwise resolved. We have also
observed features resolvable from the main Qy bands along both the electronic and the
vibrational axes, which we assign to be the different solvation states of the Chl molecules,
with either a pentacoordinate or a hexacoordinate Mg. This work demonstrates the potential
usefulness of 2DEV as a technique for distinguishing molecular conformers, and serves as an
important first step towards using 2DEV to study the electronic and vibrational properties
of photosynthetic PPCs.
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5.4 Methods

5.4.1 Two-Dimensional Electronic-Vibrational Spectroscopy

The 2DEV technique has been described in detail previously, in chapter 2.[127] Briefly,
the experiment was driven by a Ti:Saph regenerative amplifier (Coherent; Legend Elite USP;
806 nm, 40 fs, 0.9 mJ, 1 kHz) seeded by a Ti:Saph oscillator (Coherent; Micra). This was
used to pump a home-built optical parametric amplifier (OPA) with difference frequency
generation and a home-built non-collinear OPA (NOPA). The OPA was tuned to generate
∼ 300 nJ pulses centered at 6.1 µm with a pulse duration of ∼ 80 fs. This beam was
split by a 50:50 ZnSe beamsplitter to generate the probe and reference beams, which were
subsequently focused to ∼ 200 µm spots by a f = 15 cm gold coated 90◦ off-axis parabolic
mirror. The reference beam was displaced so that it would not overlap with the pump or
probe beams at the sample. After the sample, the probe and reference beams were dispersed
in an imaging spectrometer (Horiba; Triax 180) and detected with a dual-array HgCdTe
detector with 64 elements per array (Infrared Systems Development). The reference beam
was used to normalize the probe spectrum and to compensate for instability in the laser
intensity on a shot-by-shot basis.

The NOPA was used to generate 3.5 µJ broadband pulses spanning ∼ 500 − 800 nm.
The beam was passed through an acousto-optic programmable dispersive filter (AOPDF)
(Fastlite; Dazzler). For the Chl a samples, the beam was attenuated to 315 nJ and limited
to 120 nm total bandwidth centered at 660 nm and compressed at the sample position to 22
fs. For the Chl b samples, the beam was attenuated to 350 nJ and limited to 120 nm total
bandwidth centered at 640 nm and compressed at the sample position to 18 fs. The NOPA
spectra are shown in Figure 5.4. The AOPDF was additionally used to split the pump beam
into two degenerate pulses, with a controllable time delay t1 and phase φ1 between the two
pulses. Subsequent to the AOPDF, the pump beam was bounced off a retroreflector on a
controllable delay stage to control the time delay t2 between the pump pulse pair and the
probe pulse, and focused to a ∼ 250 µm spot at the sample by a f = 25 cm silver coated 90◦

off-axis parabolic mirror. The relative polarization between the pump pulses and the probe
pulse was controlled with a λ/2 waveplate in the pump beam. The isotropic response Siso
and anisotropic response Sansio were constructed from the parallel S‖ and perpendicular S⊥
spectra using the relations Siso = S‖+ 2S⊥ and Saniso = S‖−S⊥. The cross-correlation time
between the pump pulse and probe pulse was found to be ∼ 90 fs.

For a given waiting time t2 between the pump pulses and the probe pulse, a 2DEV
spectrum was acquired by scanning t1 from 0 − 75 fs in 2.4 fs steps and the desired signal
was isolated by phase cycling with respect to φ1 in a 4 × 1 × 1 phase cycling scheme.[122]
The signal was collected in the fully rotated frame with respect to t1 to remove the optical
frequency of the pump laser. It was not necessary to phase the signal by fitting to a separate
pump-probe experiment, due to the partially collinear geometry used in this setup.[64]
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Figure 5.4: Electronic (a, b) and solvent-subtracted vibrational (c) linear absorption of Chl
a and Chl b. Superimposed in red (a, b) and green (c) are the laser spectra (normalized)
used to excite these electronic transitions. The IR laser spectrum in (c) is normalized to 0.1.

5.4.2 Sample

The experiments were performed with the sample held at 77 K in a cryostat (Oxford
Instruments; OptistatDN2) with CaF2 outer windows and ZnS inner windows. The Chl a
and Chl b samples were both purchased from Sigma Aldrich and used without further purifi-
cation. The samples were dissolved in fully deuterated ethanol purchased from Cambridge
Isotopes to an optical density of ∼ 2 at the absorption maximum of the Qy electronic tran-
sition in a sample cell composed of two CaF2 windows separated by a 100 µm thick kapton
spacer. This concentration corresponds to an optical density of ∼ 0.04 − 0.1 for the vibra-
tions. The linear electronic absorption spectra, with the cryostat background subtracted,
and the solvent-subtracted IR absorption spectra are shown in Figure 5.4.

The high optical density of the sample in the visible, and the relatively high pump laser
power deserve some discussion. It has been shown that the use of high optical density samples
can introduce distortions to degenerate 2D spectra.[180, 110] Several of the mechanisms for
these distortions are strongly dependent on the experimental geometry, and become far less
significant in the pump-probe geometry used here. This is due primarily to the unimportance
of phase-matching, and the co-propagation of the local oscillator with the signal. Indeed,
it has been demonstrated that experiments performed in this geometry are less sensitive
to these distortions.[177] The remaining distortion mechanisms that depend directly on the
optical density are due to the reshaping of the pump spectrum by the sample absorption,
and the reabsorption of the signal. The latter of these effects is effectively irrelevant for the
current work, due to the very low optical densities of the vibrational transitions. The primary
effect of the reshaping of the pump spectrum is to induce broadening of the spectrum along
the excitation axis. The magnitude of this effect has been shown to be on the order of ∼ 10
cm−1, which is relatively unimportant for the current experiments.[177, 110] Furthermore,
we do not rely on the spectral linewidths for the results of this work, so its effect on these
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Figure 5.5: Ground state equilibrium geometries of Chl a with 0 ethanol molecules (a, b),
with 1 ethanol molecule bound to the face E to the phytyl chain (c, d), on the face Z to the
phytyl chain (e, f) and with 2 ethanol molecules (g, h).

results are minimal. The high pump laser power is mitigated by the large focal spots used
in this experiment, so that the actual photon flux is not substantially larger than generally
considered acceptable for 2D electronic spectroscopy. The sample was monitored for laser-
induced degradation, and none was observed.
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5.4.3 Electronic Structure Calculations

Density functional theory (DFT) calculations were performed using the Q-Chem 4.32
computational package.[153] All calculations were performed in vacuo with the B3LYP func-
tional and the 6-31G(d,p) basis set. The equilibrium geometries were calculated for each Chl
a and Chl b as isolated molecules, coordinated through the Mg to a single ethanol molecule
on either face of the macrocycle as well as coordinated to two ethanol molecules with a D4h

type symmetry about the Mg. For each of these coordination states a harmonic vibrational
analysis was performed for the ground electronic states. Additionally, the transition en-
ergy for the Qy and Qx transitions were calculated using TD-DFT under the Tamm-Dancoff
approximation. The equilibrium structures in Cartesian coordinates can be provided upon
request.

To reduce the cost of these calculations, the phytyl chains were truncated at position
C−P4, subsequent to the olefin moiety. The relaxed ground state geometries for the various
Chl a species are shown in Figure 5.5. The structures for Chl b were found to be similar.
For both the four-coordinate (no ethanols) and the hexacoordinate (two ethanols) species,
the chlorin macrocycle was found to be highly planar, with N-Mg-N angles close to 180◦

with respect to the plane of the macrocycle (the Mg is shifted slightly away from the center
of the macrocycle, so the exact N-Mg-N angle is close to 177◦) . For the pentacoordinate
species, however, the macrocycle is significantly distorted from planarity, with the Mg pulled
out of the plane of the molecule and the ring distorted, so that the N-Mg-N angles become
close to 163◦, and the entire macrocycle becomes somewhat puckered. The observation that
the chlorin ring becomes deformed in certain solvation states, and that the Mg serves as the
primary site for solvation by nucleophilic solvents, is not new, and has been used to explain
shifts in the low energy Raman Mg-N modes.[114]
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Chapter 6

Spatio-Energetic Dynamics in Light
Harvesting Complex II

6.1 Introduction

Light harvesting complex II (LHCII) is the major photosynthetic antenna complex for
higher plants. It comprises a substantial fraction of the protein content in the thylakoid
membrane, and binds a majority of the chlorophyll (Chl) a and b found in plants.[12] In
the membrane, LHCII forms a trimer with pseudo-C3 symmetry. Each monomer binds 14
Chl molecules, typically 8 Chl a and 6 Chl b, as well as four carotenoids – two luteins,
one neoxanthin and one violaxanthin, which is believed to interconvert according to the
violaxanthin-antheraxanthin-zeaxanthin cycle.[6] The positions of the chlorophyll molecules
inside the LHCII trimer are shown in figure 6.1. The Chls serve primarily as light harvesting
pigments, absorbing solar photons and transferring the electronic excitation energy to the
photosystem II (PSII) reaction center. The role of the various carotenoids is rather more
complex, as they can function both in light harvesting and in photoprotection.[57, 172, 85,
148, 3, 111, 59]

LHCII is responsible for the majority of light absorption associated with PSII. Because
of this central role in oxygenic photosynthesis, the structure and the detail of the electronic
excitation dynamics in LHCII have been thoroughly characterized,[6] using a wide variety
of techniques, ranging from x-ray crystallography,[97, 113] genetic manipulation,[142, 37]
and structure-based modeling[67, 124] to a broad variety of steady-state and time resolved
spectroscopies,[48, 79, 45, 11, 2, 167, 136, 150] including a series of recent studies utilizing
two-dimensional electronic spectroscopy (2DES).[149, 21, 151, 46] However, there remain
limits on our understanding that are imposed, in large part, by the limitations of the tech-
niques which have been hitherto available.

All spectroscopic methods which rely solely on interaction with electronic transitions
suffer from the same defect, which is related ultimately to the difficulty in separating the
effects of differences in electronic site energies of individual pigments and of electronic cou-
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Figure 6.1: (a) Structure of LHCII trimer viewed from the stromal surface, from the 2.72 Å
x-ray crystal structure.[113, 86] The Chl a and b are represented by their Mg (red spheres)
and N (Chl a green, Chl b cyan). The carotenoids and lipids are omitted for clarity. The Chl
ligands in monomer II are labelled with the crystal structure numbers. The Chl ligands in
monomer III are marked with colored orbs, where the color indicates the 14 exciton states.
The size of each orb indicates the degree to which that site contributes to the exciton,
according to the Novoderezhkin Hamiltonian.[124] (b) The electronic absorption spectrum
of LHCII at 77 K, together with the normalized excitation laser spectrum.

pling between pigments. Electronic transitions occur between eigenstates of the electronic
Hamiltonian, which in complex systems are often not easily related to the site basis of actual
pigments and their positions. This fact necessitates sophisticated modeling efforts to provide
the link between the electronic spectroscopies and the actual flow of the excitation energy
through the complex, which is typically the goal of these studies. A variety of techniques
based on a combination of structural and spectroscopic information have been developed to
address this issue for photosynthetic light harvesting complexes,[67, 1] and progress has also
been made in addressing these questions using quantum chemistry techniques,[155, 82, 159,
23, 38] but a significant degree of ambiguity and uncertainty remains. Additional complexi-
ties arise from the fact that the site basis is generally the natural basis in which to describe
to describe the environment and the interactions between the environment and the electronic
excited states, and that the strength of the coupling to the environment is typically of the
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same order of magnitude as the strength of the electronic coupling between pigments, and the
thermal energy kBT . Thus, accurate quantum dynamics simulations must rely on compu-
tationally expensive exact methods,[89, 88] or on approximation schemes that must balance
accuracy with cost.[67, 124, 144, 10] The spatial organization of the electronic eigenstates
according to the best currently available Hamiltonians developed using these modeling pro-
cedures is shown in figure 6.1, but an experimental approach capable of directly providing
this link between the electronic eigenstates and the site basis would be of great value in the
research of photosynthetic light harvesting.

In chapter 4, we proposed an experimental method by which this direct link might be
obtained, based on 2D electronic-vibrational (2DEV) spectroscopy.[127, 107] 2DEV spec-
troscopy is a two-color coherent multidimensional spectroscopic technique that is capable of
directly correlating the electronic transitions of a molecule with its vibrational structure, by
using a combination of visible and mid-infrared (IR) laser pulses.[127, 43, 108] The essential
idea is to leverage the local character of certain high frequency Chl vibrational modes, and
use these localized vibrations as a proxy for position within the large protein complex. The
pigments are located in different positions within the protein, and are therefore exposed to
slightly different electrostatic fields induced by the protein. Furthermore, the differences in
the various binding pockets induce different minor structural deformations in the Chls lo-
cated at each binding site, and bind the Chl to the protein using different axial ligands and
hydrogen bonding configurations.[113] Together, these effects cause shifts in the frequencies
of various high energy vibrations, making it possible, in principle, to identify specific sites by
their vibrational bands. These are the same effects which result in different electronic ener-
gies for each site. However, unlike the electronic absorption spectrum, which is determined
by both the site energies as well as the electronic couplings, the vibrational spectrum of the
individual pigments is not likely to be strongly affected by dipole interactions with neigh-
boring pigments. Therefore, so long as it is possible to assign vibrational bands to specific
pigments, it should be possible to use 2DEV spectroscopy to directly relate the electronic
excitation spectrum and the excited state energy transfer dynamics to specific sites within
the complex.

Here, we present 2DEV spectra of the Chl a and Chl b Q bands in isolated LHCII trimers
and demonstrate how different bands display different dynamics, depending on the both the
electronic state that is excited as well as the vibration that is probed. Some of these features,
such as the relaxation from Chl b site to Chl a sites, are easy to assign, and provide us with
an unambiguous measurement of these relaxation dynamics, potentially revealing discrep-
ancies with the best available Hamiltonians for LHCII. Other vibrational bands are more
difficult to localize, and at present can only be tentatively assigned based on their dynamics
and the available Hamiltonians. These results compare favorably to previous transient IR
spectra of LHCII, which, due to the nature of transient absorption spectroscopy, suffered
from limitations in spectral and temporal resolution, hindering the degree of information
that could be extracted.[161] We expect that a combination of mutant studies, theoretical
calculations of vibrational electrochromic shifts and high level QM/MM simulations will
make the assignments of these bands possible, thereby placing these measurements among
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the most detailed experimental studies of the electronic relaxation dynamics in LHCII, or
any other photosynthetic light harvesting complex, to date.

6.2 Results and Discussion

We present the discussion of the results in three parts. In section 6.2.1 we provide assign-
ments for the major features observed in the 2DEV spectra of LHCII, given in comparison to
2DEV spectra of isolated Chl a and Chl b. In section 6.2.2 we qualitatively describe the dy-
namics observed in the spectra. Finally, in section 6.2.3, we perform a principal component
analysis of the LHCII spectra based on the singular value decomposition (SVD), and provide
a more quantitative analysis of the timescales and dynamics observed in these spectra.

6.2.1 Spectral Assignments

2DEV spectra of isolated Chl a and Chl b and of LHCII at an early waiting time t2 = 0.25
ps, prior to the majority of the exciton transfer and relaxation, are shown in figure 6.2. The
features in spectra of the isolated chromophores have been assigned in detail in chapter 5,[106]
but for clarity we will briefly discuss them here. These spectra are dominated by several
broad structures along the detection axis ω3. The intense bleach features at ω3 = 1655 cm−1

in the Chl a spectra and at 1665 cm−1 in the Chl b spectra are assigned to C=O stretch
modes, while the broad excited state absorptions peaking near 1610 cm−1 are most likely due
to the analogous modes on the electronic excited states. Less intense bleaches are observed
at 1550 cm−1 and as depletions in the excited state feature near 1590 cm−1 are assigned
to chlorin ring-stretching modes. Along the excitation axis ω1 of the Chl a spectra, two
major features are observed, at 14650 cm−1 and 15400 cm−1, corresponding to excitation of
the electronic transitions that dominate the visible linear absorption spectrum – the lower
energy Qy band, and the higher energy band that arises from a vibronic mixture of Qy and
Qx.[141] In the Chl b spectra shown in figure 6.2 (b), the Qy band dominates at ω1 = 15000
cm−1, and the Qx associated bands appear as weak features near ω1 = 16500 cm−1. In
addition to these major spectral features, there are also weaker bands which are important
to discuss, particularly a weak bleach band in the Chl a spectra at ω1 = 14900 cm−1 and
ω3 = 1680 cm−1, and two moderate intensity bands in the Chl b spectra at ω1 = 15350 cm−1,
a bleach at ω3 = 1690 cm−1 and an excited state absorption at 1640 cm−1. These features
are due to the five-coordinate Chl molecules, where the central Mg is axially bound to only
a single solvent molecule, as opposed to the major features of the spectra, which arise from
the six-coordinate species, axially coordinated by two solvent molecules.[106] According to
the crystal structure of LHCII,[113] the majority of the Chl pigments are either four- or
five-coordinate, and so the spectral positions of these peaks should be expected to be more
similar to the features observed in the LHCII spectra.

The 2DEV spectrum of LHCII shown in figure 6.2 (c) shows several bands that can be
readily related to the spectra of Chl a and Chl b. The spectrum shows two major electronic



CHAPTER 6. SPATIO-ENERGETIC DYNAMICS IN LIGHT HARVESTING
COMPLEX II 76

a b

Exc. Freq. ω1 (cm-1 × 104)

1.45 1.5 1.55 1.6 1.65

D
et

. F
re

q
. ω

3 (
cm

-1)

-0.8-0.400.40.8

1.45 1.5 1.55 1.6 1.65

15
40

15
60

15
80

16
00

16
20

16
40

16
60

16
80

17
00

1.45 1.5 1.55 1.6 1.65

15
40

15
60

15
80

16
00

16
20

16
40

16
60

16
80

17
00

15
40

15
60

15
80

16
00

16
20

16
40

16
60

16
80

17
00

1520 1540 1560 1580 1600 1620 1640 1660 1680 1700 1720
-1

-0.5

0

0.5

1

In
te

n
si

ty
 (a

rb
) Chl a

Chl b
LHCII

1520 1540 1560 1580 1600 1620 1640 1660 1680 1700 1720
-1

-0.5

0

0.5

1

In
te

n
si

ty
 (a

rb
) Chl a

Chl b
LHCII

Det. Freq. ω3 (cm-1)

ω1 = 14,800 cm-1

ω1 = 15,400 cm-1

c

d

e

1660/1680 cm-1 
Chl a ground state C=O

1670 cm-1 ESA 

1650 cm-1 ESA

1635 cm-1 ESA

Chl a and b
C=C ring stretch

1690 cm-1 Chl b 
ground state C=O

1590 cm-1 ESA

Interfering ground
state band

(C=C ring stretch)

Mainly Chl a
Excited

Mainly Chl b
Excited

Vibronic Shoulder

Figure 6.2: 2DEV spectra of Chl a (a), Chl b (b) and LHCII (c) at t2 = 250 fs. The
positive features shown in yellow-red and solid contours indicate the bleach of the vibrational
modes on the ground excited state, and the negative features shown in blue and dashed
contours indicate absorptions by vibrations on the electronic excited states. Each spectrum
is normalized relative to its own absolute maximum. The dashed lines at ω1 = 14800 cm−1

and 15400 cm−1 mark the location of the slices shown in (d) and (e). The assignments of
the bands of the LHCII spectrum (c) have been labeled.

excitation bands at ω1 = 14800 and 15400 cm−1, as well as a low intensity shoulder to higher
excitation energies. These structures can be understood in direct relationship to the LHCII
linear visible absorption spectrum shown in figure 6.1 (b). The 14800 cm−1 band has been
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assigned as a combination of several electronic states associated with Chl a Qy transitions,
while the 15400 cm−1 band arises primarily from Chl b transitions, with some contribution
from higher energy Chl a states.[149, 124] Presumably, this band also contains contributions
from Chl a Qx transitions, which in isolation occur at a similar energy. The higher energy
shoulder, which extends past 16500 cm−1, is due to the Qx transitions and higher energy
vibronic excitations.

Along the detection axis ω3, there are several features which can be directly assigned
based on comparison to the 2DEV spectra of the isolated chromophores. Slices through
the Chl a, Chl b and LHCII spectra at ω1 = 14800 and 15400 cm−1 are shown in figure
6.2 (d) and (e) to facilitate the comparison between these spectra. The bleach feature at
ω1 = 15400 cm−1 and ω3 = 1690 cm−1 is a clear indication of populated Chl b in LHCII,
being located at precisely the same spectral location as the bleach of the five-coordinate Chl
b in the isolated chromophore. The two prominent positive features in the LHCII spectrum
located at ω1 = 14800 cm−1 and at ω3 = 1660 and 1680 cm−1 undergo identical dynamics
and most likely arise from the same underlying band, corresponding to the ground electronic
state C=O stretch of the Chl a, with an interfering excited state band at ω3 = 1670 cm−1.
An excited state band corresponding to the same vibrational mode can be clearly observed
at the early waiting times for initial excitation to the higher energy electronic band, at
ω1 = 15400 cm−1. It is unclear whether this excited state band corresponds to a mode
on Chl a, on Chl b or on both, as this band does not appear in the 2DEV spectra of the
isolated chromophores. Another possibility is that this band arises from distortions induced
in nearby protein vibrations due the excitation of a Chl. According the the 2.72 Å crystal
structure, a number of the Chl ligands are coordinated to the side chain of a glutamate
moiety (a602, b609, a610), an asparagine moiety (a612) or a glutamine moiety (a613), or
to a backbone carbonyl (b601, b605). Each of these amino acids possess vibrational modes
with frequencies near 1670 cm−1,[8] mostly with C=O stretch character. If the frequency
or absorption strength of these protein modes is altered by the electronic excitation of the
coordinated Chl, this could potentially explain the appearance of the new induced absorption
band.

In addition to these bleach bands which can be used to identify excited state population
on Chl a and Chl b, the bleach of a chlorin ring stretching mode is observed at ω3 = 1555
cm−1 across the whole excitation band. This band appears to be blue-shifted by ∼ 5 cm−1

relative to the corresponding band in the spectra of the isolated pigments. This shift can
be explained by interactions between the pigments and the protein. The Chls bound to
proteins are generally not entirely planar, as observed in the crystal structure,[113] due to
the coordination state and the structures of the binding pockets. Furthermore, many of the
pigments are in close proximity to charged amino acid residues, so the shift of this band
could also be caused by some combination of the vibrational electrochromic shift induced by
the electrostatic charges of the protein,[134, 29, 31] and hydrogen bonding interactions.

The 2DEV spectra of LHCII shown in figures 6.2 (c) and 6.3 (a-d) are dominated by
broad negative features, which correspond to absorption by vibrations on the electronic
excited states. In addition to the narrow feature at 1670 cm−1 we have already described,
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these absorption features are composed of two major bands, centered at ω3 ' 1590 cm−1

and 1640 cm−1, and arise from excitation anywhere in the visible absorption spectrum. The
gap between these absorption features at ω3 = 1620 cm−1 is caused by interference with
a bleach feature that can be observed in the transient infrared absorption spectrum and
appears in the t2 < 0 ps vibrational perturbed free induction decay. The intense, broad
absorption feature is most likely related to the Chl C=O stretch modes on the electronic
excited states. The ∼ 100 cm−1 width of this band is caused by the effect of the different
protein environments experienced by each chlorophyll in the complex. It appears that the
protein induced frequency shifts significantly broaden the electronic excited state features
relative to the ground state bands. This is likely due to the greater polarizability and more
diffuse character of electronic excited states, which would likely magnify the vibrational shifts
due to nearby electrostatic interactions. The dynamics of different portions of this band,
then, should provide specific information about the electronic populations of the different
Chl moieties in the LHCII, and make it possible to track the flow of electronic excitation
energy through the complex.[107]

6.2.2 Dynamics

The evolution of the LHCII 2DEV spectrum with respect to the waiting time t2 is il-
lustrated in figure 6.3 (a-d). The time points that are easiest to understand are the early
time spectrum shown in figure 6.3 (a), before most electronic energy transfer occurs, and the
long time spectrum shown in figure 6.3 (d), at t2 = 15 ps. The latter, which is subsequent
to the majority of the transient excitation transfer dynamics, shows a significant degree of
symmetry between the two major electronic excitation bands. The structures in the spectra
can be most readily interpreted in relation to theoretical simulations of the 2DEV spectra of
an electronically coupled dimer.[107] The t2 = 0 ps spectrum is representative of the distri-
bution of excited state population initially created by the visible excitation laser. For each
excitation frequency ω1, the spectrum with respect to the detection frequency ω3 is given by
the vibrational spectrum of the sites which can be populated by a visible excitation at ω1.
The weight in the spectrum of each individual site is provided by the participation of that
site in the exciton states excited by that excitation energy. The loss of strong dependence
on ω1 at longer waiting times t2 indicates that the excitation energy in the complex has
largely approached its equilibrium distribution with respect to the excited state manifold.
It is believed to take ∼ 50 ps for excitation energy in LHCII to fully equilibrate.[124] The
dependence of the spectral intensity on ω1 depends primarily on the amount of population
initially created with that energy, therefore this aspect of the structure is not expected to
relax.[107] For LHCII at 77 K, when the electronic excited states have equilibrated, the
majority of the population will be localized on the low energy trimer composed of the sites
a610, a611 and a612.[124] This t2 = 25 ps spectrum, then, should be described reasonably
well as the 2DEV spectrum of these three sites, with the ratio of each given by their relative
population at equilibrium, independent of the excitation energy.
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Figure 6.3: 2DEV spectra of LHCII at t2 = 0 ps (a), 1 ps (b), 5 ps (c) and 15 ps (d). Slices
through these spectra at ω1 = 14800 cm−1 and 15400 cm−1, the positions marked by vertical
dashed lines on (a-d), are shown in (e) and (f) normalized to their absolute maxima at t2 = 0,
where the dynamics have been normalized by the fit to the first right singular vector V1 to
facilitate visualization of the excited state dynamics, with the overall relaxation removed.

Between the limiting cases of the initial excitation distribution observed in the t2 = 0 ps
spectrum and the long time spectrum of the roughly equilibrium populations, 2DEV spectra
at intermediate times contain the details of excited state energy transfer and relaxation. To
facilitate the visualization of the effect of the excitation energy transfer between the various
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chromophores in the complex, we plot slices through the two main electronic excitation
bands at ω1 = 14800 and 15400 cm−1 in figures 6.3 (e) and (f). Here, the dynamics have
been normalized to the fit to the first right singular vector V1(t), which represents to overall
relaxation of the spectrum, and will be discussed in greater detail in section 6.2.3.

The dynamics that are easiest to interpret are those of the bleach features related to Chl b
at ω1 = 15400 cm−1 and ω3 = 1690 cm−1 which decays with increasing t2. At the same time,
the bleach associated with Chl a at ω1 = 15400 cm−1 and ω3 = 1680 and 1660 cm−1 grows
in. These are clear, unambiguous indications of excited state population that was initially
created in Chl b undergoing energy transfer to Chl a. The Chl a bleach features located
at ω1 = 14800 and 15400 cm−1 can be compared to separately track the population that
originated on Chl b and other high energy excited states from that which originated on the
lower energy Chl a states. Notably, there is a shoulder at ω3 = 1690 cm−1 for all excitation
frequencies that persists out to long time. This feature may be an indication of a long
lived excited state population on Chl b, even when the lower energy electronic absorption
band traditionally assigned as Chl a has been excited. According to the Novoderezhkin
Hamiltonian for LHCII,[124] the lowest energy electronic eigenstate which contains at least
10% of its population on a Chl b lies 310 cm−1 above the overall lowest energy exciton.
While this might be sufficient to explain the presence of this shoulder at ω1 = 14800 cm−1

for early waiting times, it cannot explain its persistence with t2 – the thermal energy at 77
K is insufficient to populate this state subsequent to exciton relaxation. This observation
of long-lived Chl b population, therefore, suggests that there may be a significant problem
with the currently available Hamiltonians for LHCII, and that there are low energy states
with significant Chl b character. Even if these observations are further substantiated, it
seems unlikely that the overall connectivity of the current Hamiltonians is incorrect, as this
is determined in large part by the crystal structure for LHCII. The models used to estimate
the site energies and coupling strengths, however, will certainly have to be reevaluated.

In addition to the dynamics of these bleach features specifically associated with either
Chl a or Chl b, the broad excited state absorption feature also of significant interest. They
can be roughly separated into three regions, which display different kinetics: two narrower
bands at ω3 ' 1650 and 1635 cm−1, and a broad region encompassing ∼ 1560− 1620 cm−1

(centered near 1590 cm−1). The dynamics of these bands are somewhat different for the
slices corresponding to excitation at ω1 = 14800 or 15400 cm−1, but they share some similar
features. For both excitation regions the 1650 cm−1 band shows an overall decay, on the
timescale of several ps. This is in sharp contrast with the neighboring band at 1635 cm−1,
which shows an initial increase in intensity on a sub ps timescale. For the lower energy
excitation at ω1 = 14800 cm−1, this band then levels off and remains roughly constant for
the remainder of the waiting time. For the higher energy excitation at ω1 = 15400 cm−1,
however, following a similar initial rise, this vibrational band subsequently decays, after
several ps. The 1590 band behaves differently, showing a monotonic increase in intensity
for both excitation regions. Following an initial sub ps timescale shared between the two
excitation bands, for the higher energy excitation this increase slows substantially, and the
intensity remains roughly constant, whereas it continues to gain intensity for the lower energy
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excitation region.
Together, the dynamics of these modes suggest a flow of excitation energy through the

complex. Under this interpretation, the ω3 = 1650 cm−1 band serves as a proxy for the
population of some higher energy electronic excited states, which are most likely associated
with Chl b moieties. As the excitation relaxes from these higher energy states, it flows
through some transient intermediates, which contribute to the 1660 cm−1 band, and end up
in the low energy states, manifesting in the broad 1590 cm−1 band. Because the dynamics
are somewhat different for the higher and lower energy electronic bands, there must of course
be a number of chromophores that contribute to each of these vibrational bands, and so the
differing dynamics show that there are distinct energy transfer pathways from the regions
of the protein in which lower energy Chl a states are located, separate from those regions
containing the higher energy, predominantly Chl b states. Because of the similarities in
the dynamics, however, there must also be common pathways through which a substantial
amount of the excitation energy is transported.

6.2.3 Principal Component Analysis

The spectral structures and dynamics illustrated in figure 6.3 are quite complex. To per-
form a more quantitative analysis of these electronic excited states dynamics, the utilization
of data reduction techniques, such as the singular value decomposition (SVD), becomes essen-
tial.[157, 80] In performing this decomposition, we consider the total spectrum S(ω1, t2, ω3)
as a mapping between a vector space composed of 2D spectral surfaces Ui(ω1, ω3) and their
associated dynamics Vi(t2) and linearly weighted by the singular values Σi, so that the spec-
trum can be written as a matrix product S = U · Σ · V†. This decomposition provides a
set of basis spectra which, taken together with the singular values Σi, describe the overall
2DEV spectrum. The most straight-forward way to understand the SVD components is that
the first component is the single spectrum and dynamics which best describe the total data.
If this component is subtracted off, then the second component is the best spectrum and
dynamics to describe the remainder, and so-forth. Upon performing the SVD, we find that
there are four components which are not dominated by noise. These components are shown
in figure 6.4, with the left singular vectors Ui (the spectral component) shown in panels
(A-D) and the corresponding right singular vectors Vi (the dynamics component) shown in
panel (E). To describe the kinetics of the right singular vectors, we have performed fits to
biexponential decays of the form Vi(t2) = A1 exp(−t2/τ1) +A2 exp(−t2/τ2) +A3 for the data
from t2 = 0 ps onwards. The results of these fits, together with the singular values for the
significant components, are provided in table 6.1.

The first spectral component U1 shows very similar structures to the spectrum at t2 = 1
ps, as seen in figure 6.3 (b). This is indicative of the fact that the overall changes to the
spectrum with respect to t2 are relatively minor, with the major features remaining essentially
unchanged. The dynamics in the first right singular vector V1 reflect the overall decay of
the spectrum as the excited state population returns to the ground state. The kinetics are
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Figure 6.4: Singular value decomposition of the LHCII 2DEV spectrum. The first four
left singular vectors (spectral component) are shown in (a-d), normalized to their individual
absolute maxima. The corresponding right singular vectors (dynamics component) are shown
in (e), with fits to biexponential decays from t2 = 0 onwards. The fit parameters are given
in table 6.1.

described by two components with similar amplitudes, time constants of τ1 = 1.13 ps and
τ2 = 9.97 ps, with the slower nanosecond scale relaxation captured by the constant offset.

The other three significant components can be most easily understood as describing
the evolution of the spectrum with respect to the overall relaxation captured by U1(ω1, ω3)
and V1(t2). The spectral components U2, U3 and U4 are rather complicated, but there are
several features for which we have made the assignments, which aids in the interpretation
of the associated dynamics. U2 is the only SVD component other than U1 which shows
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Table 6.1: Fits to the significant right singular vectors following the biexponential form
A1 exp(−t/τ1) + A2 exp(−t/τ2) + A3

Vi(t) = A1 exp(−t/τ1) + A2 exp(−t/τ2) + A3

Singular Value Σi A1 τ1 (ps) A2 τ2 (ps) A3

29.25 0.07 1.13 0.08 9.97 0.03
4.46 0.22 0.05 0.09 0.50 -0.04
2.92 -0.30 0.46 -0.10 2.90 0.11
1.42 -0.45 0.67 0.39 4.21 -0.15

a significant peak at the position of the Chl b ground state C=O stretch at ω1 = 15400
cm−1 and ω3 = 1690 cm−1. This indicates that a significant process represented by this
component is the relaxation from Chl b to Chl a. The dynamics in V2 show a very fast 50
fs fit component, commensurate with the time resolution of the experiment, and a 0.5 ps fit
component. The latter timescale is consistent with the typical timescale reported for the Chl
b to Chl a energy transfer, which was first measured by fluorescence upconversion to occur
with a time constant of 0.68 ps,[48] and has been measured more recently using transient
absorption and 2DES to occur with two timescales of ∼ 100 − 200 fs and . 1 ps.[149, 124,
46] The current experiment, however, has an advantage over these previous measurements,
as it does not require any assumption that the excitation at the 15400 cm−1 band populates
only Chl b states, or that there is no strong mixing between the Chl a and Chl b states –
we can monitor vibrational bands which we know uniquely and unambiguously distinguishes
population of Chl b and Chl a.

In addition to the readily assignable features associated with Chl b, the second, third and
fourth SVD components show dynamics in the excited state absorption bands which can be
related to our earlier qualitative discussion of the dynamics. U2, which is associated with a
very fast, sub ps decay, has a negative feature at ω1 = 15400 cm−1 and ω3 = 1650 cm−1, as
well as a positive feature at ω3 = 1640 cm−1. Together, these suggest a simultaneous decay
of one excited state band, and rise of a separate band, showing the energy transfer between
one set of Chls and another. Following the Novoderezhkin Hamiltonian, this could be a
signature of either the stromal side relaxation from the b601’-b608-b609 cluster to the a602-
a603 cluster and the a610-a611-a612 low energy trimer, or of the lumenal side relaxation
from the b606-b607 dimer to the a604-b605 dimer. The third SVD component shows a rise
component with a timescale of 0.46 and 4.21 ps, and is associated with a negative spectral
feature at ω3 = 1600 cm−1, which seems then to describe the long time rise of the excited
state band in this region of the spectrum. Presumably, this band should be related to the low
energy trimer a610-a611-a612 which contribute to the lowest energy electronic states, and
perhaps the bottleneck sites a604, a613-a614 and a602-a603. The fourth SVD component
shows a fast 0.45 ps rise followed by a 4.21 ps decay, and is associated with a negative
band at ω3 = 1645 cm−1. This feature must be related to some short lived intermediates,
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such as b605, which might act as an important intermediate in the Chl b to Chl a energy
transfer. This seems reasonable, as it is also associated with a positive band near the Chl
b 1690 cm−1 ground state feature, but has its intensity peaked instead at ω3 = 1685 cm−1

and therefore may be a shifted Chl b bleach band. The Novoderezhkin Hamiltonian[124]
predicts the popluation on b605 to decay to a604 on a 3.6 ps timescale, which is in good
agreement with our observed kinetics. The details of these spectral components suggest that
if it is possible to accurately assign the specific vibrational shifts of each Chl molecule in
the LHCII complex, these data will reveal specific energy transfer pathways which would be
very difficult to resolve with conventional time resolved electronic spectroscopies.

6.3 Conclusion

In this work we have presented and discussed the structures and dynamics observed in
2DEV spectra of the photosynthetic light harvesting complex LHCII. The major features of
the spectrum are assigned by comparison to the 2DEV spectra of isolated Chl a and Chl b.
However, there are some significant differences, the details of which are difficult to precisely
assign. The substantial advantage of this method over traditional electronic spectroscopic
techniques comes from the unambiguity with which it can be possible for molecular vibra-
tional bands to be assigned to specific molecular species, as opposed to the broad, relatively
structureless electronic transitions. The major difficulty for this system is in making the
assignments in a large and complex system. An analysis of the vibrational shift induced
by the protein, due to effects such as specific conformational distortions, hydrogen bonding,
coordination state and shifts induced by the electrostatic fields of the protein environment
will provide greater insight into the detailed assignments of the observed vibrational bands.
Advances in quantum chemistry methods which would allow for the exploration of excited
state potential surfaces of large and complex systems like LHCII would be of great value
towards complete understanding of the photophysics of photosynthetic light harvesting.

We use the dynamics of the spectrum, coupled with a SVD spectral analysis, to demon-
strate how 2DEV can be used to follow the flow of excitation energy through the complex.
The distinct vibrational bands of the Chl a and Chl b allow us to directly track the en-
ergy transfer between these different species, with no ambiguities due to imprecise electronic
Hamiltonians or broad electronic linewidths. For these vibrational bands which we can
definitively assign to a specific molecular species, we can track the motion of the electronic
excitation energy through the complex without relying on modeling and spectral fitting.
For example, the spectral decomposition reveals signatures of a short lived (∼ 5 ps) Chl b
intermediate, which is most likely associated with the b605 site. The long lived shoulder at
ω3 = 1690 cm−1 band provides evidence that we might even observe a completely unexpected
Chl b population that survives for longer than 25 ps, which is not predicted by the currently
available Hamiltonians. If this interpretation is correct, this would bring into question the
quality of these Hamiltonians, and would suggest that the details of the exciton transfer
dynamics through LHCII need to be substantially reconsidered.
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The 2DEV experiments furthermore allow us to observe dynamics in the electronic ex-
cited state bands which provide more detailed information about the flow of excitation energy
through the complex. We observe distinct bands which report on the different phases of the
early relaxation of the excitation energy through the complex. Current computational tech-
niques make it very difficult to provide these excited state vibrational bands with definitive
assignments, due in large part to the importance of the environmentally induced shifts, and
the cost of excited state quantum chemistry methods. If it becomes possible to determine
precise assignments of the vibrational band on the electronic excited state for the different
sites in the complex, then these experiments will provide us with unparalleled resolution of
the early time flow of electronic excitation energy through the LHCII complex.

6.4 Experimental Methods

The waiting time t2 between the visible pump pair and the IR probe was controlled with
a motorized delay stage. The relative polarization of the pump and probe lasers was set
to either parallel (giving rise to the signal S‖), or perpendicular (S⊥), and the isotropic
responses were calculated at Siso = S‖ + 2S⊥. The desired 2DEV signal was isolated by
phase cycling the pump pulse pair in a 4× 1 scheme,[122, 181] and a Fourier transform was
performed along t1 to produce the final electronic excitation frequency ω1 vs. vibrational
detection frequency ω3 correlation spectra, parametrized by the waiting time t2.

The LHCII sample was isolated from spinach, and dispersed in a buffer of 50 mM Tris-
HCl (pH 7.8), 0.12 M NaCl, 0.3 M sucrose, and 0.03% n-dodecyl β-D-maltoside in D2O. This
solution was mixed with glycerol-d8 in a 70:30 (vol/vol) glycerol:LHCII ratio. The sample
cell was constructed from two CaF2 plates with a kapton spacer, and had a path-length of
100 μm, and was placed in an optical cryostat (OptistatDN2, Oxford Instruments) at 77 K.
The maximum optical density in the visible, shown in figure 6.1, was 0.8, and was ∼ 0.4 in
the solvent subtracted infrared absorption (dominated by the protein amide bands). The Chl
a and Chl b samples were dissolved in ethanol-d6, held at 77 K in the same type of sample
cell. These samples had optical density of 2 at the absorption maximum in the visible, and
of ∼ 0.1 in the solvent-subtracted infrared absorption.
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Chapter 7

Future Directions for
Two-Dimensional
Electronic-Vibrational Spectroscopy

7.1 Introduction

Thus far in our efforts to formally describe the spectroscopy of 2DEV, we have made a
series of simplifying approximations. Among these is the simplification of considering the
elementary unit as effectively a four-level system, where we assume the electronic laser pulse
excites the 0-0 transition and neglect the direct effect of other molecular vibrations which
we are not directly probing. This is a good place to start in the analysis, as it results in
some substantial simplifications, but it is important to then add the missing pieces back in
and understand how more complicated effects might contribute to the spectrum, and how
interesting and new information could be extracted with this technique. In this chapter I
will describe several of the directions that seem most promising to develop.

7.2 Wavepacket Dynamics and Conical Intersections

The obvious first expansion of the model for the monomer is the inclusion of additional
vibrational levels, either by growing the ladder for the mode being probed, or by adding in the
important spectator vibrations. By expanding the system in this way, it becomes necessary
to understand how anharmonicity and anharmonic coupling between modes can contribute to
the spectra, and perhaps how these parameters could be measured on the electronic excited
state. It also becomes natural to consider how coherent wavepackets might appear in the
2DEV spectrum, and how it might be possible to use this technique to gain new insight into
the structural deformations that occur in a molecule upon excitation, or perhaps even as
it passes through a conical intersection. This line of inquiry in particular seems to be of
potential interest, as 2DEV could potentially provide a method for following these excited
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state dynamics in a structurally sensitive way. The proliferation of femtosecond stimulated
Raman spectroscopy (FSRS) for studying this type of problem[98, 84] indicates that there is
substantial interest in this field. Because 2DEV provides similar information to FSRS, but
in a more direct and potentially more detailed way, it seems that it could be a valuable tool
for studying these processes.

To begin to understand how these types of excited state vibrational dynamics might
appear in a 2DEV spectrum, we have performed several preliminary model calculations to
gain an understanding of how different effects might contribute to the spectrum. The models
are based on a simplified version of the model developed by Dong et al.[43] and discussed in
detail in chapter 3, with the necessary additions include the additional vibronic structure.

The more straight forward case is where a FC active mode is directly probed. In this
case we simply expand the system Hamiltonian to allow for a ladder of states in the discrete
vibration, which introduces the necessity for two additional parameters in the model, the
equilibrium displacement dv of the mode being probed between the ground and excited
electronic states, and the anharmonicity ∆v, which will generally be small, and we will assume
to be the same for the ground and excited state manifolds, as this will not dramatically change
the picture. The total Hamiltonian can then be written as

H = Hsys
g |g〉 〈g|+Hsys

e |e〉 〈e|+Hbath +Hsys−bath (7.1)

where these terms are given by

Hsys
g =

(
ωgv −∆va

†
vav
)
a†vav (7.2)

Hsys
e =

(
ωev −∆va

†
vav
)
a†vav + εeg +

(
ωev −∆va

†
vav
)
dv
(
a†v + av

)
(7.3)

Hbath =
∑
i

νei b
e
i
†bei +

∑
j

νvj b
v
j
†bvi (7.4)

Hsys−bath =
∑
i

νidi
(
bei
† + bei

)
|e〉 〈e|+

∑
j

νvj hj
(
bvi
† + bvi

)
a†vav (7.5)

where we have assumed a fully uncorrelated model for the harmonic baths to which the
electronic and vibrational degrees of freedom couple, represented by Hbath, and the system
bath couplings are taken as linear in both the system and the bath. The electronic energy
gap is given by εeg and the coupling between the electronic excitation and the vibrational
degree of freedom comes in the form of the change of the vibrational frequency from ωgv to
ωev and the displacement of the equilibrium coordinate by dv.

The response functions can be derived for this Hamiltonian, which can be simplified using
a short-time approximation to allow it to be calculated directly in the frequency domain.
The pathways corresponding to each of the possible vibronic transitions will be weighted
by the FC factor, which depends on both the change in frequency and the displacement,
as well as by the relevant vibrational transition dipole moment. If we consider only small
values for the anharmonicity ∆v, then we can approximate both of these quantities from
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Figure 7.1: 2DEV spectra calculated for t2 = 0 ps for two different situations of vibronic
excitation. The lineshape functions were calculated using a short time approximation. The
top row shows the case where the mode being probed is itself Franck-Condon (FC) active, for
the fully harmonic case and the case with small anharmonicity ∆v. The bottom row shows the
case where the mode being probed is anharmonically coupled to a lower frequency FC active
mode, for two different values of the anharmonic coupling ∆12. For both cases the FC active
mode has a frequency of 1000 cm−1 on the ground electronic state, 950 cm−1 on the exited
electronic state and a Huang-Rhys factor of 0.45. The FC inactive mode being probed in the
spectra in the bottom row has a frequency of 1500 cm−1 on the electronic ground state and
1450 cm−1 on the ground electronic state. The excitation axes are referenced to the energy
of the zero-phonon transition and the laser pulses are taken to be delta functions.

the formulas for harmonic oscillators. The FC factors for this situation have been derived
previously,[9] and the transition dipole moment will scale as µn→n+1 =

√
n+ 1µ0→1 and

µn→n−1 =
√
nµ0→1 for starting on the nth vibrational level. The 2DEV spectrum at t2 = 0

ps can then be computed by summing over the possible vibronic transitions, taken with the
appropriate weights.

An example is shown in the top row of figure 7.1 for the harmonic case ∆v = 0 cm−1 and
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a slightly anharmonic case ∆v = 5 cm−1. The vibrational frequencies are given by ωgv = 1000
cm−1 and ωev = 950 cm−1, and the displacement is such that the Huang-Rhys factor S = 0.45,
noting that this depends on the displacement dv, the ground state vibrational frequency ωgv
and the vibrational effective mass Mv as S = 1

2
Mvω

g
vd

2
v. The band that arises from the

ground electronic state appears at the detection frequency equal to ωgv , with no meaningful
contribution from the anharmonicity. The lineshape with respect to the excitation axis is
essentially the same as the electronic linear absorption lineshape. For the excited electronic
state bands, there is a greater complexity that arises from the possibility of exciting higher
vibrational levels, and the presence then of both an induced vibrational absorption and a
vibrational stimulated emission, which will occur with opposite sign and can interfere. The
detection frequency at which these bands will occur will depend on the vibrational level n
that was excited with the electronic transition, with the negative induced absorption bands
appearing at the ωev − n2∆v for this model, while the positive stimulated emission bands
will appear at ωev − (n − 1)2∆v. This, together with the differences in the lineshapes for
these different pathways, are the reason for the rather complicated interference patterns
observed in the simulated spectra. As t2 is allowed to evolve, the excited state band should
be indicative of the nuclear evolution on the electronic excited state, decaying eventually
to be a near copy of the ground state band with opposite sign and centered at ωev, after
the vibrational excitation has fully relaxed. It is not simple to incorporate the population
dynamics during t2 in an accurate way, and this would be potentially a very interesting way to
study excited state wavepackets. Inclusion of accurate vibrational dephasing and relaxation
may be possible with the adaptation of a model developed for the ground electronic state by
Ishizaki and Tanimura.[93]

We performed a similar scale of simulation for a simple model where the vibration being
probed is not itself significantly FC active, but is anharmonically coupled to a separate
low frequency mode that does have a significant displacement. The system parts of the
Hamiltonian for this model can be written as

Hsys
g = ω1a

†
1a1 +

(
ωg2 −∆12

∑
n

(
a†1a1

))
a†2a2 (7.6)

Hsys
e = ω1a

†
1a1 +

(
ωe2 −∆12

∑
n

(
a†1a1

))
a†2a2 + εeg + ω1d1

(
a†1 + a1

)
(7.7)

where we are considering mode 2 as the mode being probed, while mode 1 is the lower
frequency FC active mode. A schematic of this model is shown in the bottom left of figure
7.1, and for simplicity we are assuming that d2 = 0, the strength of the anharmonic coupling
between the vibrational modes ∆12 is the same for the ground and excited electronic states,
and the modes are otherwise harmonic. The bath is considered in the same way as with
the previous model, with each system degree of freedom assumed to be coupled to its own
independent set of harmonic oscillators.

The 2DEV spectra for this model can be calculated in the same manner as the previous
model, with some examples shown in the bottom row of figure 7.1. Again we have performed
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a short time approximation and can only consider t2 = 0 ps. Two different values of the
anharmonic coupling are shown here, ∆12 = 0 and 5 cm−1. The major difference from
the previous model comes from the absence of the stimulated emission pathways on the
electronic excited state, as the vibronic progression in this case does not originate from the
mode being probed. The effect of the anharmonic coupling is to cause a slanting down of the
overall lineshape, stepping by ∆12 for each quantum of the FC active mode that has been
excited. Again the precise dynamics for this model will require a more sophisticated method
to calculated, but it is possible to take a different approach to the same type of scenario that
can give us a good sense of the dynamics that could be observed.

Instead of considering the low frequency FC active mode directly as a system degree of
freedom, we can instead include it in the manner traditional for the multimode Brownian
oscillator approach to calculated electronic spectroscopies, by including it as a narrow peak in
the spectral density, corresponding to an underdamped oscillator.[120] If we were to attempt
to use this approach while additionally following the assumption of independent baths for
the electronic and vibrational degrees of freedom, then the only effect of the underdamped
mode would be to modulate the electronic absorption lineshape, in the manner discussed by
Dong et al..[43] To allow the high frequency vibration to also be effected by the wavepacket
oscillation, then, we instead consider a fully correlated bath, and the Hamiltonian can be
simplified to a four level system

Hsys
g = ωgva

†
vav (7.8)

Hsys
e = εeg + ωeva

†
vav (7.9)

Hbath =
∑
i

νib
†
ibi (7.10)

Hsys−bath =
∑
i

νi
(
di |e〉 〈e|+ hia

†
vav
) (
b†i + bi

)
(7.11)

where we only include a single set of harmonic oscillators, with frequencies νi, as the bath.
The system bath coupling for the electronic transition is given by the displacements di, while
for the vibration it is given by the linear coupling parameters hi.

The spectral densities for the transitions are determined by these coupling parameters as
Je(ω) =

∑
i d

2
i ν

2
i δ(ω−νi) and Jv(ω) =

∑
i h

2
i ν

2
i δ(ω−νi). Because we now have only a single

set of bath oscillators, there is also a correlation term to the overall spectral density to which
both system degrees of freedom couple, given by the cross term Jc(ω) = γc

∑
i dihiν

2
i δ(ω−νi),

where 0 ≤ γc ≤ 1 is an ad hoc correlation parameter that can be included to scale the strength
of the correlation between the bath induced fluctuations. We will only consider γc = 1 as
the effect of varying it should be very predictable. The possibility for negative correlation is
inherently included in Jc, as there is no requirement for di ≥ 0 or hi ≥ 0. Therefore, if for
any given bath mode i, if di and hi carry the same sign, then the fluctuations induced by this
bath mode will be correlated, whereas if they carry opposite sign they will be anti correlated.
It is most typical that the excited electronic transitions will have positive displacements, so
usually we should have di ≥ 0. On the other hand, anharmonic coupling will generally
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Figure 7.2: Transient IR absorption for the high frequency vibration on the electronic ground
state (top), the electronic excited state (middle) and spectral densities (bottom) for the corre-
lated bath model with two different values for the Huang-Rhys factor S for the underdamped
bath mode. The signatures of the wavepacket dynamics only show up in the TA for the ex-
cited state band. The detection (probe) frequency is referenced to that of the high frequency
vibration on the ground electronic state prior to renormalization by the bath.

decrease the vibrational transition frequency for higher levels, so it is probably more typical
to have hi ≤ 0. This means that it would generally be expected to have anticorrelated
fluctuations, though of course all other sign combinations will also occur, and it could be
that certain bath modes induce correlated fluctuations while others induce anticorrelated
fluctuations.

In practice we generally specify the spectral density by choosing some model form, such
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Figure 7.3: 2DEV spectra of the vibration on the electronic excited state for a series of waiting
times roughly every half period for the underdamped mode for the correlated bath model
with the same parameters as in figure 7.2. The excitation axis is referenced to the frequency
of the zero-phonon transition and the detection axis is referenced to the frequency of the
high frequency vibration on the ground electronic state, each prior to the renormalization
by the bath.

as the general Brownian oscillator model, which is given by

JBO(ω) =
2Sjωj
π

ω2
jγjω

(ω2
j − ω2) + ω2γ2

j

(7.12)

where Sj is the Huang-Rhys factor, ωj is the natural frequency for the Brownian oscillator
and γj is the damping of the oscillation. In the overdamped limit where γj � 2ωj this can
be simplified to the Drude-Lorentz form

JDL(ω) =
2λ

π

γjω

1 + γ2
jω

2
(7.13)

where λ is the reorganization energy and γ is the timescale of the bath response. For the
preliminary simulations here we will consider the high frequency vibration’s spectral density
as a Drude-Lorentz with λv = 50 cm−1 and γv = 0.67 ps. The electronic transition’s spectral
density will be given by the sum of a Drude-Lorenz with λe = 100 cm−1 and γe = 0.1 ps and
an underdamped Brownian oscillator bath mode with frequency ωj = 100 cm−1, damping
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Figure 7.4: 2DEV spectra of the vibration on the electronic ground state for a series of waiting
times roughly every half period for the underdamped mode for the correlated bath model
with the same parameters as in figure 7.2. The excitation axis is referenced to the frequency
of the zero-phonon transition and the detection axis is referenced to the frequency of the
high frequency vibration on the ground electronic state, each prior to the renormalization
by the bath.

γj = 1 ps and a variable Huang-Rhys factor. Several different calculations based on this
model are shown in figures 7.2, 7.3 and 7.4.

The transient IR absorption calculated using this model are shown in figure 7.2, together
with the relevant spectral densities. The spectral density for the correlated part of the
fluctuations is taken to be Jcorr(ω) = ±γc

√
Je(ω)Jv(ω). By doing this, we are assuming

that the relative signs for the system bath coupling parameters di and hi are independent
of the bath mode. This is not necessary, but it simplifies the treatment. If the relative
sign does depend on the mode, this would introduce nodes into Jcorr. We additionally
take the correlation factor γc = 1, and assume positive correlation. The change of this
sign should have predictable results, reversing the signs for all of the spectral behaviors
induced by this correlation. The effect of the correlation appears in the transient absorption
in the primarily the dynamical change in the frequency of the vibration for the excited
state band, which arises in precisely the same manner as the time dependent Stokes shift in
electronic spectroscopies. This does not contribute at all to the band for the vibration on the
electronic ground state. For the smaller value of S = 0.1 this primarily comes in the form
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Figure 7.5: Center lines with respect to the excitation energy of the excited state band for
a series of waiting times t2 for the excited state band of the correlated bath model with
the same parameters as in figure 7.2. The excitation axis is referenced to the frequency of
the zero-phonon transition and the detection axis is referenced to the frequency of the high
frequency vibration on the ground electronic state, each prior to the renormalization by the
bath.

of an overdamped relaxation with a small oscillation induced by the underdamped mode.
For the S = 1 case the underdamped oscillation is significantly increased in magnitude and
becomes more clear. These dynamics in the vibrational frequency along the detection axis
will not appear in the bands on the ground electronic state.

Several early t2 2DEV spectra of the excited state band with these parameters are shown
in figure 7.3, while the 2DEV spectra for the ground state band are shown in figure 7.4. For
the excited state band the dynamics observed in the transient absorption can be seen in the
evolution of the lineshape in along the detection axis. Along the excitation axis, the vibronic
structure of the electronic transition is visible, showing the effect of the underdamped bath
mode on the absorption. For the case of S = 0.1 this vibronic progression appears as
a shoulder extending to higher excitation energies, while for the S = 1 case a distinct
progression of the bath mode is clear up to at least 3 quanta.

In addition to the static features of the lineshapes, there are noticeable dynamics in the
center lines of the bands, illustrated more clearly in figures 7.5 and 7.6. The centerlines
are clearly not linear with respect to the excitation axis over the entirety of the spectral
band. This is because the approximations used in the derivation of the analytic equations
for the center line slope in chapter 3 are not satisfied for the underdamped bath mode.[108]
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Figure 7.6: Center lines with respect to the excitation energy of the ground state band for
a series of waiting times t2 for the excited state band of the correlated bath model with
the same parameters as in figure 7.2. The excitation axis is referenced to the frequency of
the zero-phonon transition and the detection axis is referenced to the frequency of the high
frequency vibration on the ground electronic state, each prior to the renormalization by the
bath.

Nevertheless, the results can still be used to gain a basic understanding of how the center line
slope will behave. To first order, the center line slope with respect to the exciation frequency
should be proportional to the correlation function describing the fluctuations induced by
the correlated spectral density Jcorr(ω). This can be seen by the overall positive slope of
the center line with respect to the excitation frequency at early times, which relaxes at t2
increases, with some small oscillations with respect to t2 noticeable in the case with the large
Huang-Rhys factor.

The finer oscillatory structure with respect to the excitation frequency in the center
lines is related to the vibronic progression of the underdamped mode, with, in this case,
the positively sloped portions corresponding to the center lines for the individual vibronic
transitions, with the negatively sloped portions coming in between. The differences in the
slopes for each of the vibronic transitions observed in the S = 1 case is caused by the
differences in how strongly each of these transitions couples to the bath, showing that the
degree of correlation decreases for the higher vibronic transitions. Interestingly, there also
appears to be clear differences in how the center line behaves for the resolved vibronic
bands, where it appears to be roughly linear, from the higher energy tail, where it is better
described by a quadratic form for early t2. In the absence of the vibronic transition (i.e.
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S = 0, not shown), the center lines fit reasonably well to a rational function of the form
(aω2

1 + bω1 + c)/(ω1 + d), considering only the main part of the band (ω1 ≥ 0). For the case
of S = 0.1, the slope of the higher energy tail decays more quickly than that of the zero
phonon band. This cannot be captured by the approximations used in chapter 3, and will
require further theoretical analysis.

Other than the t2 dependent offset of the central frequency along the probe axis, which
arises from the effective Stokes shift, the ground state bands show very similar dynamics in
the center line, shown in figure 7.6. From this it is clear that the 2DEV spectra are capa-
ble of reporting on wavepacket dyanamics through the center line, even when the transient
IR absorption cannot. If there are differences in the spectral densities for the vibration on
the ground and excited electronic states, such as discussed in chapter 3, these differences
would manifest in different dynamics of the center lines for these bands. This might make it
possible to separately track the vibrational evolution on the two electronic states, which in
certain situations could be used to learn about the parameters of, for example, conical inter-
sections.[51] In the case of anticorrelated fluctuations, the sign of all of these contributions,
both of the center line slopes and of deviations of the central vibrational frequencies, will be
reversed.

Due to the dependence of Jcorr(ω) on the parameters for the electronic and vibrational
degrees of freedom, it straightforward to relate the effective Huang-Rhys factor which deter-
mines the magnitude of the oscillatory dynamics in the 2DEV spectra in terms of the usual
parameters of the electronic and vibrational transition. Specifically, the effective Huang-Rhys
factor will be given by

Seffj = ±γc
√
Sj∆vj (7.14)

where ∆vj = h2
j/2 is the anharmonic coupling between the mode being probed and the

wavepacket coordinate and Sj = d2
j/2 is the usual Huang-Rhys factor for that mode. This

potentially provides a method for directly measuring the anharmonic coupling between var-
ious vibrational modes in a system. It also means that it may require a very particular set
of parameters for these effects to be significant.

These simple first modeling attempts are useful for understanding the spectral structures
that are expected to arise when a wavepacket is excited in a simple bound, nearly harmonic
potential. It is essentially consistent with the results observed in the dye DCM, which was
determined to evolve along an overdamped wavepacket coordinate from the FC region to
the charge separated state, as tracked by the shift in the shift in the frequency of a mode
anharmonically coupled to the wavepacket coordinate.[127, 166] Many of the most interesting
open questions involving small molecule photophysics involve the different mechanisms of fast
reactive wavepackets, especially those which involve a conical intersection. Many studies have
focused on attempting to unravel the detailed topology of conical intersections, but there
are very few methods which can meaningfully report on the important properties, such as
precisely identifying the important tuning and coupling vibrational coordinates. Even more
so, it is very difficult to accurately measure the strengths of the nonadiabatic couplings which
determine the overall shapes of the potential energy surfaces. Some proposals have been made
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which utilize only structural information that can be inferred from techniques like 2DES
and electronic linear absorption, but these still seem to require that the important modes
have already been identified.[51] Because of the particularly direct and detailed manner in
which 2DEV is capable of reporting on the coupling between the electronic and vibrational
degrees of freedom of a molecule, it seems like a promising technique for learning about these
details, which are otherwise difficult to access. It would be very interesting, then, to perform
a systematic study of some simple conical intersection models with 2DEV, and to identify
whether or not there are specific spectral signatures of the important parameters, such as
identification of the coupling and tuning modes, how to distinguish these from unimportant
spectator modes which happen to be coupled to the wavepacket coordinate, and whether or
not the coupling parameters could be directly measured using this technique. Despite some
early attempts at experimentally studying this type of system,[127, 126] this remains very
much an open question, in need of systematic theoretical analysis.

7.3 Coherent Excitation Transfer

Other than the further development of 2DEV for the detailed study of small molecule pho-
tophysics, there are certain extensions which would be useful to perform to the understanding
of its usefulness in studying excitation energy transfer in system like the photosynthetic light
harvesting complexes. While we are certainly very interested in the possibility of using site
specific vibrations as a tool for probing excitation energy transfer in these types of systems,
it is clear that a number of limitations remain, both in its practical application as well as in
our theoretical understanding.[107, 109]

The practical limitations are due to a long tradition of the method of indirect determina-
tion of these properties via the combination of electronic spectroscopies that operate in the
excitonic basis and underdetermined modeling and the heavy development of this approach,
while the tools necessary for the direct assignments we require are in their relative infancy.
This is a major limitation, and it will likely require a substantial effort and investment of
resources to develop the simulation techniques necessary for the fulfillment of the promise of
using 2DEV for this purpose.

Specifically, we are in need of an accurate tool for predicting the vibrational frequencies
of the chromophore and protein moieties on both the ground and excited electronic states,
in the situation where the effects of the complex environment of the protein scaffold is of
utmost importance. These tools are not completely undeveloped, as there has been a sub-
stantial effort by a number of groups into developing so-called ‘maps’ for how the vibrational
frequencies of protein modes and experimentally important synthetic vibrational probes are
shifted and how their lineshapes are affected by the specifics of the environment in the con-
text of proteins.[27, 71, 31, 143] This research provides a crucial backbone to begin the
specific extensions necessary for the analysis of the 2DEV site-specific mapping. It should
be relatively straight-forward, though certainly non-trivial, to extend the approaches that
have been used in these studies to the specific cases of the photosynthetic chromophores
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embedded in the protein scaffold. So far, however, these tools have only been developed in
the context of the electronic ground states, for obvious reasons. Electronic excited states
are relatively unimportant in the study of protein structure and dynamics. The extension
to include electronic excited states requires the consideration of nonequilibrium situations,
which is inherently more complicated than equilibrium dynamics. It also necessitates the
much greater expense of accurate excited state electronic structure calculations, which are
still limited essentially to TD-DFT, and are plagued with numerous practical problems.

The overall result of these considerations is that the basic tools do not appear to be in
place with the necessary accuracy for our needs. The most obvious approach would require
expensive nonequilibrium QM:MM methods which are still a long way from being applicable
to systems as complex as LHCII, for example. Until these tools have been further refined,
it is difficult to imagine how the theoretical methods could be made to quickly catch up to
the needs of the experimental tools we have developed. This problem will likely require a
substantial amount of careful consideration and study, and it is not obvious what might be
the most promising route.

A separate, perhaps less daunting missing theoretical piece is the extension of our highly
simplified theoretical treatment of the dimer case to a more accurate dynamical model.[107]
In our treatment we were concerned primarily with simplicity and ease of interpretation,
so we made the standard approximations to the dimer system which make it possible to
calculate closed forms for the response functions, but also neglect all of the energy transfer
and other dynamical effects, which are precisely what we are actually interested in studying.
We then had to reintroduce these dynamics during the waiting time t2 in an ad hoc manner
where we assume a simple rate equation for population transfer that is equivalent to Redfield
theory under the secular approximation. The result is an inconsistent calculation, where the
lineshape functions and the populaton dynamics are calculated using different dynamical
models, and therefore do not appropriately satisfy a number of important theoretical con-
cepts, such as the fluctuation-dissipation theory that provides the link between these aspects
of the spectroscopy.

There is an obvious way to improve on this first study, by implementing a 2DEV dimer
model that can be solved using the exact quantum dynamics of by the Hierarchy Equations
of Motion (HEOM) for both the electronic and vibrational degrees of freedom.[93, 91] This
would allow for the extension of the model in several straight-forward ways, such as the
consideration of a dynamical coherence between the electronic eigenstates, and the possibility
of the type of oscillatory excitation dynamics which have been discussed many 2DES studies
of photosynthetic light harvesting complexes.[103, 49, 88, 138, 133, 34, 132, 96, 168, 147, 62]
Indeed, it is conceivable that this approach could make it clear how it might be possible for
2DEV to definitively answer the questions concerning the impact of these coherences on the
excited state populations and the possibility of the significant role of nonsecular dynamics,
where the coherences and populations directly and reversibly interchange.[132] Due to the
limitations of the model we implemented to understand the structures that should appear
in the 2DEV spectra of electronically couple systems, it remains a open question as to
whether or not, and to what extent, this technique is suitable for answering these questions
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about electronic coherences beyond the simple delocalization of the electronic eigenstates.
Due to the apparent sensitivity of this technique to the electronic population as opposed to
coherences, as evident from the major contributing Feynman diagrams, it seems possible that
2DEV might be able to help in determine the answer to some of the questions concerning
the importance of the electronic coherences. The extension of the model and the use of the
HEOM method in the calculation of the spectra and dynamics would be the clearest best
method for continuing this inquiry.

Other than the questions concerning how electronic coherences might be expected to
contribute to the 2DEV spectrum, it would also be very interesting to use a HEOM based
model to study the potential usage of 2DEV in studying the questions of the role of discrete
vibrations in these processes. A significant effort has recently been placed in understanding
how to distinguish between electronic, vibrational and mixed coherences using 2DES.[26, 19,
62, 70, 60, 118] In a spectroscopic method like 2DES that only probes states addressable by
electronic transitions, it is understandable that the role and precise assignments of vibrational
and vibronic contributions could be rather complicated. By directly probing the vibrational
transitions, 2DEV seems like a promising candidate for studying these phenomena. There are
many questions, however, that must first be answered concerning how the different types of
vibronic coherence might contribute to the spectrum, and would be the best way to identify
them. There are at least two general categories of vibronic mixing that must be considered,
the role of low frequency (∼ 10s - 100s of cm−1) modes which cannot be directly excited with
the IR transition, and that of the high frequencies that are addressable by 2DEV. Between
these two situations, the low frequency case is probably of greater interest, as this appears
to be more prevalent in light harvesting complexes, which often exhibit electronic energy
gaps and oscillatory dynamics in the low 100s of cm−1. The hope in this case would be to
use the 2DEV spectrum as a way of obtaining the information contained in the theoretical
site probe response.[118]

The situation where high frequency modes (' 1500 cm−1) serving to strongly couple
highly nondegenerate electronic states appears to be less prevalent in natural light harvesting
complexes. It has, however, been suggested to play an important role in the electronic
dynamics of the antenna complexes in certain cryptophyte algae.[96] While this situation is
probably less prevalent than the case where the coupling is via a low frequency mode, it is
also very unclear how it would contribute to the 2DEV spectra when the coupling mode is
being directly probed. This is the type of situation where the model we developed for the
simulation of the dimer 2DEV spectra would fail most dramatically, and so it is very difficult
to know what to expect from the 2DEV calculated according to this model with accurate
quantum dynamics. Due to some similarities with the role the coupling mode in the context
of conical intersections, the study of these situations might become naturally interrelated,
and could potentially allow 2DEV to become a standard method for studying nonadiabatic
electronic dynamics.
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