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ABSTRACT

Environment applications of atmospheric pressure dielectric barrier discharge
(DBD) for irrigation water enrichment and dry methane reforming were studied. The
treatment of distilled water with varying amounts of dissolved sodium bicarbonate
(representing alkalinity) is considered using an atmospheric pressure electrical dis-
charge. The discharge ignited between a capillary tube (used as powered electrode)
and a ground electrode wrapped around the beaker holding the treated water is
shown to be comprised of streamers propagating at about 200 m/s. The streamer
interaction with water is shown to lead to a decrease in pH and an increase in ni-
trate concentration due to the injection of NO2. The pH variation with time is
shown to be similar to a titration curve for acid-base neutralization with final pH
values around 3 for 22 minutes of treatment. The nitrate ion concentration increase
with time is consistent with a two-rate system-level model that is characterized by
two asymptotic rates for NO2 injection by the plasma. The two asymptotic rates
are calibrated to be about 4.05 µmol/min and 33.75 µmol/min with the transition
between the two rates occurring at the breakeven time that is representative of the
time required for all dissolved bicarbonate to be consumed by the plasma treatment.
Another system-level model that is based on the observed pH variation is also con-
sidered for comparison with measured data. While both system-level models have
discrepancies with the measurements, the two-rate model based on the nitrate ion
concentration is concluded to be more accurate for determining the NO2 injection
rates. The discrepancies are attributed to the simplicity of the system-level models
considered here where the effect of the plasma is completely represented by the in-
jection of just one chemical species in NO2. Nevertheless, the proposed system-level
models could greatly assist in the design of larger plasma treatment systems with
specified alkalinity, pH and nitrate ion levels for irrigation water.

Plasma-assisted biogas conversion was studied and primary results were demon-
strated. As in the plasma-assisted water treatment application, a unique and spe-
cific atmospheric pressure DBD was designed and built. The DBD was designed
with two stainless steel flanges connected by a quartz tube (dielectric). A copper
capillary needle was used as the ground electrode whereas a copper sheet wrapped
around the dielectric was used as the power electrode. The DBD went through a few
modifications for the purpose of improving the conversion of methane to hydrogen.
Conversion of methane to hydrogen was as high as 50 % although some results were
as low as 2 %.
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Chapter 1

INTRODUCTION

Low-temperature plasma physics and technology are diversify and multidis-
ciplinary fields. The plasma parameters can span many orders of magnitude and
applications are found in quite different areas of daily life and industrial production
(see Fig. 1.7). This chapter will cover the current status of low-temperature plasma
research as well as the goals and objective for this thesis. Specifically, the literature
review is structured in four parts. The first part, provides an insight to plasma as
the fourth state of matter. The second part, dives into the applications and tech-
nologies of low-temperature plasma. The third and fourth parts, contain a review
on current water treatment and carbon reforming research as well as background
on relevant research to this thesis. The last two section providing an outline for the
specific goals and objectives of the current thesis and outline for the remainder of
the thesis.

1.1 Description of Plasmas

Plasmas are commonly referred to as the fourth state of matter (Fig. 1.1)
beyond solids, liquids and gases. In other words, providing energy to a solid trans-
forms it into a liquid; providing additional energy to a liquid state creates a gaseous
state and finally, providing energy to a gas leads to the creation of plasmas. While
this energy can be provided in the form of heat (hypersonic flows involving reentry
vehicles lead to plasma formation as a result of the very high temperature), a more
efficient approach to creating laboratory plasmas is to provide this energy in the
form of electrical energy. In spite of being the fourth state of matter with limited
natural presence on earth, 99 % of our universe (including the sun) exists in the
plasma state.

Plasmas, in a broad sense, can be classified into equilibrium and non-equilibrium
plasmas with the distinction based on the value of electron temperature (mean elec-
tron energy) in comparison to the gas temperature. Specifically, equilibrium or
thermal plasmas are plasmas in which the electrons are in equilibrium with the
heavy particles (gas atoms, ions etc.) with most space plasmas belonging to this
category. They are typically characterized by temperatures that are ∼ 10,000 K. On
the other hand, non-equilibrium or non-thermal plasmas (the plasmas dealt with in
this thesis) are characterized by electron temperatures that are significantly higher
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than the heavy particles temperatures. Non-thermal plasmas are, therefore, charac-
terized by electron temperatures that are ∼ 10,000 K and neutral gas temperatures
that are only a few hundred K. The non-equilibrium is a direct consequence of
the massive difference in masses between the electrons and heavy particles thereby
leading to very inefficient elastic energy exchange during collisions.

Figure 1.1: Schematic of a typical phase diagram and corresponding ionized states
of matter. Reprinted from [1] with the permission of AIP Publishing.

Apart from electron temperature, another important parameter of plasmas
is the plasma density (electron number density, Fig. 1.2). The number of electrons
in conjunction with their energies completely determine the physical and chemical
processes that can be initiated by the plasma. While the plasma state is often char-
acterized by the electron temperature (or the mean electron energy), it is important
to mention that the electrons in a typical plasma have an energy distribution that is
a function of various operating parameters including pressure, characteristic length,
and input energy to name a few. The electron energy distribution function (EEDF)
under equilibrium conditions is given by

ge(ε) =
√
εe

−ε
K Te (1.1)
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and is referred to as the Maxwellian energy distribution. The electrons in a
non-thermal plasma typically do not follow the Maxwellian EEDF. The deviation
from a Maxwellian EEDF could either be in the form of a depleted high-energy tail
or a replenished high-energy tail. With the EEDF completely quantifying the rate
at which various reactions occur, the depleted or replenished tail will influence the
reaction rates and hence the chemical processes that could possibly occur in the
plasma. For example, one of the reactions in a simple argon plasma is the ionization
reaction given by

e+ Ar → Ar+ + 2e (1.2)

which has a threshold energy of 15.76 eV (1 eV is 1.602×10−19 J). Therefore,
only electrons which have an energy higher than this threshold will be able to partic-
ipate in ionization. Similarly, as will be described in subsequent sections, there is a
certain energy requirement associated with the dissociation of N2 or O2 (as required
by the water treatment application) as well as CH4 (methane reforming applica-
tion of current thesis). Plasmas are typically ignited by applying a sufficiently large

Figure 1.2: Schematic of electron temperature and number density for differ-
ent discharges, Corona, direct current (DC) discharge, microwave
(MW) discharge; dielectric barrier discharge (DBD), radio-frequency
discharge (RF), glow discharge, gliding arc, nanosecond pulsed dis-
charge (NSD), arc, magneto-hydrodynamic discharge (MHD), and
flame. Reprinted from [2] with the permission of Elsevier.

voltage across two electrodes with the voltage requirement depending on various pa-
rameters including the operating gas, pressure, distance between electrodes and the
electrode material/surface. The applied voltage can either be in the direct current
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(DC) regime as well as the alternating current (AC) regime with fundamental differ-
ences in the physical mechanisms of ignition. DC plasmas are ignited by energizing
ambient free electrons (typically existing at low number densities ∼ 1010 1/m3 even
under ambient conditions) which, in turn, can lead to ionization of neutral gas atom-
s/molecules leading to the formation of ions and additional electrons. The newly
created ions (assuming positively charged ions) will drift towards and eventually
bombard the cathode leading to the emission of secondary electrons. The secondary
electrons can now be energized in the electric field leading to the creation of ad-
ditional electrons and this feedback process (gas phase ionization combined with
secondary electron emission) eventually leads to an avalanche phenomenon leading
to the ignition of the plasma with a large number of free electrons and ions. In
spite of having free charged particles, it is worth emphasizing that the plasma is
quasi-neutral (equally number of positive and negative charge) everywhere except
in a small region near the two electrodes where the positive charged species exceeds
the negative charged species. This positively charged region near the electrodes is
called the plasma sheath.

While DC plasmas are ignited directly between two metallic electrodes, AC
plasmas can be ignited between bare metallic electrodes or metallic electrodes cov-
ered with a layer of dielectric material. This is a direct consequence of the fact that
direct current cannot flow dielectric materials whereas time-varying current can flow
through dielectric material. Plasmas that are ignited using electrodes covered with
dielectric material are referred to as dielectric barrier discharges (DBDs). Alternat-
ing current plasmas have been ignited at a wide range of excitation frequencies from
a few kHz (as in the case of the current thesis) to as high as several GHz with a
constant push toward the THz limit. One of the most popular applications of non-
thermal plasmas is in the materials processing industry with semiconductor chips
going through several plasma processing steps before becoming a part of state-of-
the-art electronics including computers and smartphones. These plasmas are ignited
using radio frequency excitation (MHz frequency) in reactors with a characteristic
length ∼ m at very low gas pressure (∼ 100 mTorr). The product of pressure and
characteristic length (pd) is an important scaling parameter in determining the op-
erating regime of plasmas. During the last two decades, there has been an active
interest in igniting plasmas at atmospheric pressures including ambient air leading
to the exciting area of microplasma science and engineering with several unique ap-
plications that exploit the physical and chemical properties of microplasmas. The
pd scaling is directly responsible for the introduction of microplasmas operating at
or near ambient pressures.

Both macroscale and microscale plasmas have several interesting operating
regimes depending on the pd parameter and the applied voltage. While moderate
pd plasmas operate in glow, abnormal glow and arc modes depending on the current
flowing through the plasma, high pd plasmas operate in the streamer mode. In
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simple terms, streamers can be looked at as a miniature form of lightning (one of
the few natural plasmas observed from earth). The operation of a DBD is inherently
connected to streamers propagating from one electrode to the other. The wide range
of possible tuning parameters and operating conditions in non-thermal plasmas has
led to their application in various fields with some of the more recent ones described
in detail in the following section.

1.2 Emerging Applications of Non-Thermal Plasmas

Plasma applications range from medical to environment to aerospace to agri-
culture to material processing (mentioned in previous section) to assisted combus-
tion and chemical conversion to name a few. In total there are nineteen sub-fields of
plasma research [1,3]. This section will cover applications that exploit plasma such
as chemistry plasma medicine, plasma-assisted combustion, and plasma-assisted sur-
face modifications.

1.2.1 Plasma Medicine

The use of plasma in the medical field is a rapidly developing new area of
non-thermal plasma science and engineering [4, 5]. A key in plasma medicine is
reactive oxygen and nitrogen species (RONS). RONS-based intercellular signaling
research has become more helpful, in recent years, in establishing an explanation or
the observed effects of plasma-generated RONS in living tissue [6,7]. RONS in non-
plasma therapies for wound healing, dermatology and cancer treatment has helped
show the importance of RONS in plasma therapies. A wide variety of intercellular
and intracellular processes are known to have RONS. Although plasma-liquid inter-
action (will be discussed further in the upcoming section) is not fully understood,
plasma-liquid interaction is still a vital part of plasma medicine. Gas phase species
generally interact with liquids, in biological interactions. The exact way chemical
changes occur during plasma treatment of the cell culture medium [8] may not be
completely understood at this time, but the results are undeniable (see Fig. 1.3) and
have proven to have the potential to act therapeutically, Fig. 1.4. Plasma treatment
has the versatility to treat cancer that has spread over relatively larger areas or is
associated with sensitive organs, blood vessels, wound and skin decontamination,
and burn wounds, to name a few [9]. Advances in using therapeutic pulsed electric
fields appear to be related to plasma success in gene transfection, transdermal drug
delivery and possibly to other effects. Typical electric fields magnitudes applied
to tissue surfaces are known to be comparable with field strengths that are known
to be biologically important [10]. One current research [11], reported that a sig-
nificant increase in local blood flow and blood O2 content was induce by applying
plasma jets to a mouses skin. Similar results in human subjects were associated with
plasma-induced generation of nitric oxide (NO) [12]. The effects of these localized
plasma treatments can possibly be transported to more distant regions because of
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Figure 1.3: Dynamics of the healing of venous trophic ulcer during NO2 therapy.
Reprinted from [5] with the permission of John Wiley and Sons.

blood flow. This possibility could change the view of plasma treatment as just a
local effect. Non-thermal plasma applied to tumors has demonstrated induce im-
munogenic cell death, leading to activation of macrophages, generation of tumor
specific antigens and associated cytokine release [13]. These exciting results have
put more emphasis on developing plasma therapies that can controllably regulate
immune responses with minimal side effects. Plasma treatment also has a place
in dental and cosmetic applications. Periodontal infections (bacterial infection of
the gums and bone) affect 23 % of over 65 year olds and over 75 % of pregnant
women [15]. Periodontal infections increase the risk of heart diseases and other
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Figure 1.4: Healing dynamics of the festered burn wound in process of
NO2therapy: a) prior to the beginning of treatment and b) after five
sessions of NO2 therapy. Reprinted from [5] with the permission of
John Wiley and Sons.

Figure 1.5: a) Configuration of the tooth bleaching experiment and b) schematic
of the plasma jet and of the process. Reprinted from [14] with the
permission of John Wiley and Sons.

medical complications (loss of teeth). Since plasma has the ability to penetrate into
microscopic openings between tooth and gum, it would be an ideal candidate for
preventive treatment on top of normal dental care. In addition, tooth bleaching
(see FIg. 1.5) [14, 16] is another application that has been enhanced by the use of
non-thermal plasma. Non-thermal plasma has a synergic effect on tooth bleaching
by hydrogen peroxide (H2O2) because it can generate (among many more species)
hydroxyl radicals (OH) that contribute significantly to tooth bleaching [17–20]. In
cosmetics application, plasma treatment has been use to reconstruct tissue [21–24]
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as well as skin rejuvenation (see Fig. 1.6) using nitrogen plasmas [25,26].

Figure 1.6: a) Facial appearance before and b) 3 months after plasma skin regener-
ation, with improvement in pigmentation and skin texture. Reprinted
from [5] with the permission of John Wiley and Sons.

1.2.2 Plasma-assisted Combustion

Today more than 80 % of the world’s energy is converted by combustion.
This has cause the need for alternative energy sources like solar energy and fuel cell
technology. However, plasma can be use to improve/assist combustion. Plasma-
assisted combustion is a encouraging technology to improve engine performance,
increase lean burn flame stability, reduce emissions, and enhance low temperature
fuel oxidation and processing [2]. Combustion has been playing a dominant role
in air transportation, because of the high energy density of liquid fuels and the
advantage of fast refueling. However, combustion in ground transportation still is
very inefficient and the combustion of fossil fuels has been a major cause of climate
change and air pollution [27–29].

New combustion engine technology such as the Homogeneous Charge Com-
pression Ignition (HCCI) engines [30, 31], Partially Premixed Compression Ignition
engines (PPCI) [32], and the Reactivity Controlled Compression Ignition (RCCI)
engines [33] have been developed. These engines use a higher compression ratio and
lower combustion temperature to increase engine efficiency and reduce emissions
and heat losses. Although since these engines operate at high compression ratio
and engine load, the draw backs of not accurately controlling ignition timing and
heat release rate may lead to unwanted excessive unburned hydrocarbon emissions
or engine knock [34]. Therefore, there is a great need to develop an alternative
method with rapid control of engine ignition. Air transportation has had similar
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technologies in development to increase the fuel efficiency and meet the demanding
emission standards: new lean burn aircraft combustor concepts such as the twin
annular premixing swirled (TAPS) lean-burn burners [35, 36], lean direct injection
(LDI) burners [37], trapped vortex combustion (TVC) lean burners [38], and pres-
sure gain combustors [39]. The biggest challenges facing these new technologies are
flame stability, ignition control, and complete combustion for scramjet engines at
subsonic and supersonic propulsion.

Non-thermal plasmas such as microwave discharge [40], low frequency arc dis-
charge [41], streamer high frequency (HF) discharge [42], surface discharge [43], and
nanosecond pulsed discharge [44] have showed to enhance ignition, flame stabiliza-
tion, and fuel/air mixing via chemical, thermal, and plasma induced aerodynamic
effects in scramjet engines [45]. In addition, plasma discharge have showed to shorten
the ignition delay time, and facilitate the transition from deflagration to detonation
in pulsed detonation engines [46,47]. Gas turbines have also benefited with increased
flame stabilization (extended lower lean blowout limit and lean flammability limit)
from the use of steady plasma jets [48], gliding arc [49], DC electric field [50], and
HF streamer discharge [51] to name a few. Nanosecond pulsed discharge [52], mi-
crowave discharge [53], and radio frequency discharge [54], to name a few, have
all demonstrated to enhanced ignition in internal combustion engines. Emission
control [55] has been effectively reduced through the use of plasma jet [56], pulsed
corona discharge [57], and dielectric barrier discharge [58]. Removal of SOx [59],
unburned hydrocarbons in flue gas [60], and soot formation in the exhausted gas of
diesel engines [61] was all showed to be done by using plasma.

1.2.3 Plasma-assisted Surface Modification

The large number of species in a non-equilibrium plasma has made it possi-
ble for such plasmas to be used for the modification of surfaces of various kinds. In
fact, materials processing was one of the first high-profile applications of laboratory
plasmas with semiconductor manufacturers using it routinely even today. Fig. 1.7
shows a variety of examples of plasma material processing as well as other plasma
technologies that touch daily life [62]. A typical semiconductor chip in today’s
computers and smartphones go through several plasma processing steps including
plasma etching and plasma-enhanced chemical vapor deposition both of which are
built on the foundations of plasma chemistry. For example, plasma immersion ion
implantation was one of the techniques that revolutionized the process of doping and
implantation [63,64]. Similarly, plasma etching [65–70] and plasma-enhanced chem-
ical vapor deposition [71–73] have been known since the 80s and are still widely
used processes. There is a constant push towards controlled atomic layer etch-
ing [74, 75] and the physical and chemical properties of low-temperature plasmas
play an important role in achieving the industry goals of shrinking semiconductor
device dimensions and packing more and more transistors on a chip. Apart from
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Figure 1.7: Plasma-coated jet turbine blade (02), Diamond like plasma CVD eye-
glass coating (04), plasma-processing microelectronics (14), plasma-
treated polymers (16), plasma-treated textiles (17), plasma-treated
heart stent (18), and plasma-sputtered window glazing are various dif-
ferent examples of plasma material processing. NOTE: CVD, chemical
vapor deposition; HID, high-intensity discharge; LED, light- emitting
diode; LCD, liquid crystal display. Reprinted from [62] with the per-
mission of National Academic Press
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materials processing, plasmas have also been widely used for surface modification
of various polymers [76–81] with the goal of making the polymer surface more hy-
drophilic [82] through the attachment of various functional groups. Plasmas have
also been reported to trigger polymerization reactions [83, 84] on polymers apart
from making the surface more resistant to bacteria [85–87]. These properties of
plasma-treated polymers has resulted in their widespread use in treatment of poly-
mers using bioengineering applications [88–90]. With the rapidly growing area of
atmospheric pressure microplasmas, we are able to provide localized surface mod-
ifications as opposed to large-scale modifications using a low-pressure macroscale
plasma.

While the above paragraphs briefly discussed three rapidly growing areas
that exploit plasma chemistry, the focus of this thesis will be on two environmental
applications involving water and energy. The interaction of plasmas with liquids is
also relevant to plasma medicine but the liquid that will be considered in the current
thesis is water. There is already a great amount of interest in the interaction of
plasmas with water as a result of applications in agriculture and water purification
and the section below discusses prior work involving the interaction of non-thermal
plasmas with water.

1.3 Plasmas in Water Treatment

Various technologies have been developed for water treatment, such as mag-
netic assistance [91], membrane technology [92], nanomaterials [93], and semicon-
ductor photocatalysis [94], to name a few. Although the most convectional water
treatment systems, usually employed in city’s water treatment plants, are essen-
tially two processes filtration and disinfection [95]. The draw backs to these systems
are the inability to breakdown toxic organic compounds such as volatile organic
compounds and pharmaceuticals that may be also present in the water. Advanced
oxidation processes (AOPs) [96–99] is one solution by introducing the same species
that can be generated by non-equilibrium plasma. For this reason, non-equilibrium
plasma is very valuable for water treatment.

The rapidly growing world population, with an estimated 11 billion in 2100 [100],
has led to a great emphasis on food security and food production as two major
problems that need to be tackled. This, in turn, has contributed to an increased
importance of irrigation water management and the need to potentially grow crops
in regions that do not have suitable soil or water resources. The acidity or alkalinity
of the irrigation water [101] and soil is an important parameter that determines the
suitability for agriculture. Specifically, pH measures the concentration of hydrogen
ions in the water/soil and should be between 5.5 and 6.5 for most crops to ensure
good irrigation water quality [102]. The soil and irrigation water pH play a crucial
role in determining the outcomes of plant growth [103]. The alkalinity, determined
by the concentration of bicarbonate and carbonate ions (and expressed in units of
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ppm or mg/L or milliequivalents/L), should also be limited to ensure healthy crops.
While the tolerable levels of alkalinity are specific to the crop and the container size,
a general rule of thumb is to limit the bicarbonate levels to 120 mg/L and carbon-
ate levels to 15 mg/L respectively. A common approach to decreasing the pH as
well as alkalinity to tolerable limits is acidification [104] or the process of injecting
acids into the irrigation water. The hydrogen ions in the acid will react with the
bicarbonate/carbonate ions thereby producing carbon dioxide and water as given
below

H+ +HCO−
3 → CO2 +H2O (1.3)

H+ + CO2−
3 → CO2 +H2O (1.4)

Candidate acids for lowering pH and alkalinity of irrigation water include
sulphuric acid, nitric acid, and phosphoric acid with the specific choice depend-
ing on various factors including safety, cost, and potential side-effects to name a
few. For example, nitric acid, inspite of possessing several advantages including
addition of nitrate (NO−

3 ) ions that assist plant growth is seldom used because of
difficulties associated with handling concentrated nitric acid. Magnetic treatment
of irrigation water has also been considered as a candidate for soils with high soda
content [105, 106]. In this context, the use of electrical discharges ignited by the
application of high voltage in ambient air promises to be an attractive alternative
for on-the-fly acid generation and pH/alkalinity reduction. In fact, nature presents
an excellent example of a similar process wherein lightning strikes lead to nitro-
gen fixation and enhanced soil fertility (albeit in limited quantities because of their
short duration). The electrical discharges considered in this work can be classified
as low-temperature laboratory plasmas in contrast to fully-ionized plasmas that are
encountered in space as well as nuclear fusion. Low-temperature plasmas exhibit
significant degrees of non-equilibrium characterized by hot electrons and cold ion-
s/neutrals and are often referred to as non-thermal plasmas. The hot electrons
of plasmas ignited in ambient air have sufficient energy to break the nitrogen and
oxygen bonds and triggering a whole host of reactions leading to the formation of
NO2 among other species. The NO2 when dissolved in water leads to the forma-
tion of HNO3 which, in turn, can consume the bicarbonate ions.The application
of non-equilibrium plasma in agriculture [107–109] has flourished in the last ten to
twenty years. Specifically, non-equilibrium atmospheric-pressure plasma has been
used for inactivation of microorganisms [110], decontamination [111], enhancement
of seed germination and plant growth [112], DNA introduction [113], direct water
disinfection and water softening using discharges in water [114, 115], wastewater
treatment [116], and water purification [95,117] to name a few. Plasma ignition has
been pursued and demonstrated in the gas phase, in the liquid phase [118] as well
as multiphase with plasma formation in either gas phase with dispersed droplets or
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liquid phase with gas bubbles [119]. In spite of the large number of publications
dealing with various aspects of plasma-liquid interaction [120], the interaction with
alkaline water that contains dissolved bicarbonates/carbonates has not been consid-
ered before. A robust energy-efficient technology for decreasing alkalinity in surface
water would greatly benefit irrigation water quality thereby ensuring ideal growth
conditions for the crop. An on-demand technique using limited raw materials such as
the one proposed here would also ensure that there is no need to handle or transport
acids utilized for neutralizing. In this context, the enrichment of irrigation water
through the use of atmospheric pressure electrical discharge is one of the focus of
this thesis.

Figure 1.8: Schematic diagram of some of the most important species and mecha-
nisms for an argon/humid air plasma in contact with water. Reprinted
from [120] with the permission of IOP Publishing copyright 2014.

Plasma-liquid interaction (Fig. 1.8) is a complicated process that involves a
large number of reactive species (O•, OH•, OH•

2 , N•, O∗
3, N

∗
2 , N

∗, OH−, O−
2 , O−,

O+
2 , N+

2 , N+, O+, H2O2, e
− etc [121, 122]) interaction with the liquid’s (water in

this work) surface and the bulk liquid. At the plasma-liquid interface a variety of
results and methods are use to achieve a better understanding of the physics and
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chemistry transport. These results and methods come from the interconnected fields
of aerosol science and atmospheric chemistry [123,124], colloidal and interfacial sur-
face chemistry [125], evaporation and condensation [126], and phase equilibrium
and gas/liquid solubility [127]. The specific tools used to analyze the gas-liquid
interface are classical transport theory [128], classical and non-equilibrium thermo-
dynamics [129]. Monte Carlo and molecular dynamics are also used to analyze the
gas-liquid interface [130]. Most if not all chemical reactions occur simultaneously in
the bulk gas and liquid phases and interface with transport processes happening as
well. A typical reactions that can occur in both phases and in the interface is the
formation of hydrogen peroxide by hydroxyl radical recombination [120]:

2•OH → H2O2 (1.5)

The process by which the recombinations occurs in the gas, liquid, and interface is:

2•OH(g) +M → H2O2(g) +M (1.6)

2•OH(aq) → H2O2(aq) (1.7)

2•OH(int)→ H2O2(int) (1.8)

where the interface reaction is pursed by the injection of the hydrogen peroxide into
the liquid:

H2O2(int) → H2O2(aq) (1.9)

The reaction rates in the bulk gas and liquid phase are the key in modeling of
reaction mechanisms. Reactions occurring at the gas phase usually involve collisions
between two species. This causes determining rate coefficients in the gas phases by
using gas kinetic theory, molecular dynamics, and/or quantum chemical methods.
On the other hand, determining the bulk liquid phase’s rate coefficients is not as
simple. The reactions in the bulk liquid are constantly being impacted by the
liquid itself. Because of this there is no unified approach to theoretically derive the
reaction rate coefficients in liquids [131]. In addition, non-equilibrium reactants that
enter the liquid from the plasma reactions can be dominated. For this reason, rate
coefficients in the bulk liquid are found by a non-equilibrium, rate coefficient based
analysis. Textbooks [4, 132, 133], journal articles [134–137], and online data bases
are the dominate source for reaction rate coefficients in the bulk liquid. Modeling
and simulations of the plasma-liquid interaction [138–145] has increased since the
invested interest in plasma medicine, water treatment and plasma-assisted carbon
reforming.

1.4 Plasmas in Carbon Reforming

With the growing importance of clean energy technologies in today’s world,
alternatives to fossil fuel based energy production is actively pursued. Among many
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options including solar and wind, fuel cells remain an equally attractive option
wherein hydrogen reacts with oxygen to produce a clean product in water. However,
hydrogen is seldom available in its natural form thereby requiring an efficient process
that can produce hydrogen from other raw materials. One of the most widely
used techniques (as of today) to produce hydrogen is the reforming of greenhouse
gases such as methane in the presence of steam [146, 147] and a catalyst such as
Nickel [148–150]. The steam reforming of methane accounts for about 95 % [151,152]
of the hydrogen produced and proceeds through the reaction

CH4 +H2O → CO + 3H2 (1.10)

However, this process occurs at a temperature of about 1200 K and requires
this heat to be produced typically from fossil fuel burning. As in the case of most
temperature-induced processes, the efficiency of this process is about 70 % [153].
The generation of heat through fossil fuel burning and the subsequent production
of clean fuel may reduce the real impact of the clean fuel since the steps involved in
its production utilize fossil fuels leading to greenhouse gas emission.

An alternative to this process stems from the possibility of utilizing low-
temperature non-thermal plasmas with high energy electrons to trigger the conver-
sion of methane to carbon monoxide and hydrogen [154–156]. More specifically, one
could envision a process where two potent greenhouse gases in methane and carbon
dioxide react with each other with assistance from the plasma to produce carbon
monoxide and hydrogen. The plasma-assisted reaction between methane and carbon
dioxide is given by

CO2 + CH4 → 2CO + 2H2 (1.11)

The mixture of carbon dioxide and methane is a biogas. Biogas is a type of
biofuel that is naturally produced from the decomposition of organic waste. When
organic waste (animal manure, food scraps, wastewater, and sewage, etc) decom-
poses in environment absent of oxygen the outcome is the release of a blend of gas
that is mainly composed of methane and carbon dioxide. Biogas is an available
in California, China, and India, to name a few place. As mention above the use
of plasma can be used to converted biogas to a clean fuel (carbon monoxide and
hydrogen).

Microwave (MW) plasma [157–159], gliding arc (GA) discharge [160–162],
and DBD [163–165] have all been used for the conversion of biogas. Much research
has been applied to improving the energy efficiency of the conversion, as well as
the selectivity towards value-added chemicals, in combination with catalysis. GA
discharge has had energy efficiency of the conversion reported to be 43 % [166–168].
MW plasmas have had energy efficiency conversion of up to 90 % [169–171]. The
energy efficiency of a DBD is more limited (typically up to 10 %), [172] but can be
improved by inserting packing inside the plasma [173] and the latter also allows the
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integration of a catalyst, for the selective production of value-added chemicals. In
the view of dry methane reforming, this is the second focus (the first being plasma-
assisted irrigation water enrichment) of the current thesis. The next section will
cover specific goals and objectives for this thesis.

1.5 Research Goals and Objectives

The overarching goal for the water treatment project is to study the inter-
action of an atmospheric pressure electrical discharge set-up with varying concen-
trations of sodium bicarbonate dissolved in distilled water. Apart from decreasing
the alkalinity by reacting with bicarbonate, the HNO3 produced due to plasma
treatment also assists in increasing the nitrate concentration thereby leading to an
enrichment of the irrigation water. In order to achieve this goal the following are
specific objectives that will drive the research:

• Design and build DBD reactor for the use of water treatment.

• Measuring pH and nitrate concentration as a function of plasma treatment
time.

• The formulation of a system-level model that describes the treatment process.

In the context of reforming methane and carbon dioxide to carbon monoxide
and hydrogen, the primary goal of this project is to demonstrate the use and study
of plasma-assisted dry methane reforming. The specific objectives to accomplished
this goal are:

• Design and build DBD reactor for the use of reforming carbon dioxide and
methane to carbon monoxide and hydrogen (clean gas).

• Present primarily data for the conversion of methane to hydrogen.

1.6 Outline of Thesis

The remainder of the thesis is outlined as follows. Chapter 2 presents the
experimental set-up of the DBD reactor used for water treatment of alkaline water,
the formulation of a system-level model that describes the treatment process, and
the experimental set-up of the DBD reactor used for converting methane and carbon
dioxide to carbon monoxide and hydrogen. Chapter 3 covers the process of selecting
the DBD reactor for water treatment as well as presenting the result for decreasing
pH and increasing nitrate concentration of bicarbonate water. Chapter 4 present the
primary data for converting methane to hydrogen through the use of non-equilibrium
atmospheric pressure plasma reactor. Chapter 5 is reserved for summarizing the
conclusions and future recommendation.
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Chapter 2

EXPERIMENTAL SET-UP AND COMPUTATIONAL
ANALYSIS

In this chapter, the experimental set-up of the water treatment project, the
carbon reforming project will be explained as well as computational analysis for the
water treatment project. The water treatment experimental set-up went through
various stages of development until the needle design was settled on. The different
stages of water treatment experimental set-up will be elaborated on in chapter 3.
The carbon reforming experimental set-up did not go through as many changes but
instead was inspired by the plasma reactor of Dr. Annemie Bogaerts’s group at
University of Antwerp. The computational analysis started with predicting the pH
of sodium bicarbonate-distilled water reaction. Then the plasma was introduces to
the sodium bicarbonate-distilled water mixture as if it was an acid, specifically nitric
acid. The next stage of progression was to treat the plasma as nitrogen dioxide.

2.1 Experimental Set-up for Water Treatment

The DBD design went through many changes until we settled with the needle
design (Fig. 2.1). As can be seen in Fig. 2.1, the DBD is made up of stainless
steel tube of dimensions 3 mm outer diameter, 0.5 mm wall thickness, and 49 cm
length. The quartz tube and rubber stoppers are used for stability for the stainless
steel tube. A 90 degree elbow connections is used to connect the 1/8 inch plastic
tubing to the stainless steel tubing. The plastic tubing is connected to the Brooks
Instrument Flow Meter via compression fittings. From the Brooks Instrument Flow
Meter the plastic tubing is connected to Praxair 3012 High Purity Regulators via
compression fittings. The maximum pressure of the regulator is 50 psi. The power
supply used (Fig. 2.2) is PVM500 Plasma Power Generator for Conventional and
Complex Loads. The ranges of voltages, frequencies and power are 1-40 kV, 20-70
kHz, and 10-300 W respectively. The power supply is propped up by a 13 in by
24 in by 6.5 in wooden box. The wooden box was built so that the power connection
could reach the stainless steel and copper sheet comfortably. The copper sheet was
warper around the 250 mL beaker and held together with electric tape. During the
experiments, the power electrode and ground were switched between the stainless
steel tubing and copper sheet depending on the experiments. The copper sheet was
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lined up with the surface of the distilled water in the beaker so that measuring
the distance between electrodes was simple. The distance between electrodes was
measured from the end of the stainless steel tube to the surface of the distilled water.
The distances used were 1 mm, 14 mm, and 29 mm. A detail schematic of the entire
water treatment system can be seen in Fig. 2.7.

Figure 2.1: Needle design.

Figure 2.2: Entire system.
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Figure 2.3: PVM500 Plasma Power Generator for Conventional and Complex
Loads.

Figure 2.4: Brooks Instrument Flow Meter
.

2.2 Computational Analysis

The plasma model was based on a common chemistry problem and from
there the set of equations were modified for our purposes. This section will go over
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Figure 2.5: 90 degree elbow connection with compression fittings.

Figure 2.6: 1/8 inch compression fittings.

the sodium bicarbonate-distilled water reaction and show the progression of the
modification until our final model was reached. Firstly, dealing with the reaction
of adding sodium bicarbonate to the distilled water and predicting the new pH was
our goal. Assuming sodium bicarbonate dissolves completely,

NaHCO3(s) −→ Na+(aq) +HCO−
3(aq) (2.1)

which is a safe assumption and benefits with not having to worry about an
equilibrium. Once free in solution, HCO−

3 can act as both an acid giving an a
proton and a base becoming neutral carbonic acid,

HCO−
3 
 CO2−

3 +H+ (2.2)

HCO−
3 +H+ 
 H2CO3 (2.3)
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Figure 2.7: Schematic of the entire water treatment system.

The hydrogen carbonate ion (HCO−
3 ) ability to act as an acid and base is

called amphiprotic. Carbonic acid can also form carbon dioxide dissolved in water.
Carbon dioxide can exchange with the gas phase, entering and leaving the air,

H2CO3 
 H2Ol + CO2(aq) (2.4)

CO2(g) 
 CO2(aq) (2.5)

There is finally the ubiquitous autoionization of water,

H2O(l) 
 H+ +OH−. (2.6)

Now that all the chemical reactions are accounted for the next step is writing
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the relevant equilibrium expressions that apply to each of the chemical reactions:

[HCO−
3 ][H+]

[H2CO3]
= Ka1 (2.7)

[CO2
3]

[H+]
= Ka2 (2.8)

[H+][OH−] = Kw (2.9)

[H2CO
−
3 ]

[CO2]
= Khydration (2.10)

[CO2]

PCO2

= Ksolvation (2.11)

Currently, we have seven unknowns: [H2CO3], [HCO−
3 ], [CO2−

3 ], [H+], [OH−],
[CO2], and PCO2 . The system is currently under-specified and unsolvable with only
five equations to the seven unknowns. Introducing a charge balance and finding a
solutions for PCO2 would do the job. The partial pressure of carbon dioxide, PCO2 ,
in the air is not a rigorous constant because the amount of water vapor in the air
exhaled and the other factors can change it. Although, terrestrial dry air is com-
posed of about 0.039 % mol of CO2 and indoor air is typically about 1 % mol of
H2O. The ambient pressure is about 1.0 bar and using the Dalton’s Law, the partial
pressure of carbon dioxide, PCO2 is:

ptotal = p1 + p2 + p3 ·+pn
PCO2 = 0.00039× 0.99× 1.0

PCO2 = 0.000386 bar

(2.12)

Now that PCO2 is removed as an unknowns, dropping the count to six, its
time to introduce a charge balance equations to bring the number of equations to
six and making the problem solvable:

[HCO−
3 ] + 2[CO−2−

3 ] + [OH−] = [H+] + [Na+] (2.13)

A new unknown, [Na+], is introduced but a trivial mass balance on sodium
converts it into a known. The only source of [Na+] for this system is the NaHCO3,

[Na+] = FNaHCO3 (2.14)

Now that there are six equations and six unknowns the problem is solvable
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in principle. Although, there is a issue with one of the equations,

CO2(g) 
 CO2(aq), (2.15)

which makes the assumptions that the chemical reaction happens very fast.
In all actuality, the chemical reactions is very slow and will not reach equilibrium
on the timescale of the experiment. Since, we want to know the pH as soon as the
solution is made we have to assume that Eq. 2.15 does not happen on the timescale
of the experiment. To make up for the loss of an equations, a mass balance on
carbon will have to be done,

Total carbon = [H2CO3] + [HCO3] + [CO2−
3 ] + [CO2] (2.16)

with the atmosphere removed from consideration as a source or sink for car-
bon (as mention above that carbon dioxide exchanges with the gas phase happens
very slowly), all the carbon atoms available to the system come from the FNaHCO3 .
Thus,

FNaHCO3 = [H2CO3] + [HCO3] + [CO2−
3 ] + [CO2] (2.17)

Finally, there are six equations and six unknowns making the problem fully-
specified system. Even though, we have a fully-specified system there is one more
wrinkle that will simplify the system to five unknowns and five equations. The
wrinkle is treating CO2(aq) and H2CO3(aq) as one species, effectively combining the
reactions,

H2CO3 
 HCO−
3 +H+

and

CO2(aq) +H2O(l) 
 H2CO3(aq)

into

CO2(aq)orH2CO3 
 HCO−
3 +H+

where

Ka1 =
[HCO−

3 ][H+]

[H2CO3] + [CO2]
=

[HCO−
3 ][H+]

[H2CO3 + CO2]
=

[HCO−
3 ][H+]

[”H2CO3”]
.

(2.18)

The reaction (Eq. 2.18) is kinetically very fast, and once CO2 is dissolved in
water it can rapidly interconvert between carbonic acid and ”free” dissolved CO2.
At any moment, only about 0.2 % of the CO2 is bound to water as H2CO3, but
if some of that is somehow removed, more will quickly form via Eq. 2.18. Another
key is that Eq. 2.18 involves water, which is in ample supply and its concentration
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is effectively fixed. Considering these two points, it is possible to further simplify
this system to treat CO2(aq) and H2CO3(aq) as one and the same, provided we use
Ka1 = 4.46× 10−7. Now the chemical expressions are:

”H2CO3” 
 HCO−
3 +H+ (2.19)

HCO−
3 
 CO2−

3 +H+ (2.20)

H2O(l) 
 H+ +OH− (2.21)

where the equilibrium equation associated with the above chemical expres-
sions are,

Ka1 = 4.46× 10−7 =
[HCO−

3 ][H+]

[”H2CO3”]
(2.22)

Ka2 = 4.69× 10−11 =
[CO2

3]

[H+]
(2.23)

(2.24)

The equilibrium equation associated for the autoionization of water is given
by

Kw = [H+][OH−] (2.25)

While the nominal value of Kw = 10−14, this work used Kw = 10−2pH,initial

where pH,initial is the initial pH of the distilled water without dissolved NaHCO3

and plasma treatment. The charge balance is,

[HCO−
3 ] + 2[CO2−

3 ] + [OH−] = [H+] + FNaHCO3 (2.26)

(2.27)

The mass balance on carbon is,

FNaHCO3 = [H2CO3] + [HCO3] + [CO2−
3 ] + [CO2] (2.28)

Now with the equilibrium equations, charge balance, and mass balance solv-
ing the system is needed. Starting the the mass balance on carbon (Eq. 2.28),
plugging in the Eq. 2.22 and solving for [HCO−

3 ] we get:

[HCO−
3 ] = FNaHCO3

(
1

[H+]
Ka1

+ 1 + Ka2

[H+]

)
(2.29)

Simplify the above expression by factoring 1
Ka1[H+]

from the denominator and
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Eq. 2.29 becomes:

[HCO−
3 ] = FNaHCO3

(
Ka1[H

+]

[H+]2 +Ka1[H+] +Ka1Ka2

)
(2.30)

Using Eq. 2.22 to plug into the the charge balance:

[HCO−
3 ] + 2

(
Ka2[HCO

−
3 ]

[H+]

)
+ [OH−] = [H+] + FNaHCO3

(2.31)

Factoring out [HCO−
3 ] and plugging in Eq. 2.31:

FNaHCO3

(
Ka1[H

+]

[H+]2 +Ka1[H+] +Ka1Ka2

)(
1 +

2Ka1

[H+]

)
+ [OH−] = [H+] + FNaHCO3

(2.32)

Now plugging in Eq. 2.25 into Eq. 2.32:

FNaHCO3

(
Ka1[H

+]

[H+]2 +Ka1[H+] +Ka1Ka2

)(
1 +

2Ka1

[H+]

)
+

Kw

[H+]
= [H+] + FNaHCO3

(2.33)

Multiplying Eq. 2.33 by [H+] and moving everything to the right side:

FNaHCO3

(
Ka1[H

+]2

[H+]2 +Ka1[H+] +Ka1Ka2

)(
1 +

2Ka1

[H+]

)
− FNaHCO3 [H

+] +Kw − [H+]2 = 0

(2.34)

Factoring out FNaHCO3 and multiplying by -1, the final form is:

[H+]2 − FNaHCO3

[(
Ka1[H

+]2

[H+]2 +Ka1[H+] +Ka1Ka2

)(
1 +

2Ka1

[H+]

)
− [H+]

]
−Kw = 0

(2.35)

Using Matlab’s fsolve() function to solve Eq. 2.35 will find the [H+]. Knowing
[H+] then solving for the pH of NaHCO3-water mixture is simple:

pH = log10([H
+]) (2.36)

The next progression to the plasma model was to consider mixing NaHCO3

solution with plasma treated water. One of the many reactions that happens in
the interaction with the low temperature plasma and water is the creation of NO−

3

which causes the pH of water to decrease. With the free flowing hydrogen ions
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and nitrate in the water, nitric acid (HNO3) can be created. After treating the
water for 22 minutes with plasma and decreasing the pH to between 3 and 4 our
assumption was to consider the ”plasma water” as HNO3. Mixing HNO3 solution
and NaHCO3 solution is very similar to the previous analysis of adding NaHCO3

to water. Most of the equations will remain the same with slight changes to the
mass balance on carbon and the charge balance. The changes come with considering
the two volumes of each solution and the negative charge of [NO−

3 ].

FNaHCO3Vb
Va + Vb

= [H2CO3] + [HCO3] + [CO2−
3 ] + [CO2] (2.37)

[HCO−
3 ] + 2[CO−2−

3 ] + [OH−] + [NO−
3 ] = [H+] +

FNaHCO3Vb
Va + Vb

(2.38)

With Va and Vb being the volumes of the HNO3 solution and NaHCO3

water solution. Taking the new mass balance and charge balance equations, Eq. 2.30
becomes

[HCO−
3 ] =

FNaHCO3Vb
Va + Vb

(
Ka1[H

+]

[H+]2 +Ka1[H+] +Ka1Ka2

)
(2.39)

Using Eq. 2.39 and plugging into Eq. 2.38 with similar analysis as Eq. 2.31
through Eq. 2.35 results in:

[H+]2 − FNaHCO3Vb
Va + Vb

[(
Ka1[H

+]2

[H+]2 +Ka1[H+] +Ka1Ka2

)(
1 +

2Ka1

[H+]

)
− [H+]

]
−Kw − [NO−

3 ][H+] = 0 (2.40)

The last detail to deal with is [NO−
3 ],

[NO−
3 ] =

CHNO3Vb
Va + Vb

(2.41)

Plugging in Eq. 2.41 into Eq. 2.40 provides the final form to be solve with
Matlab’s fsolve() function:

[H+]2 − FNaHCO3Vb
Va + Vb

[(
Ka1[H

+]2

[H+]2 +Ka1[H+] +Ka1Ka2

)(
1 +

2Ka1

[H+]

)
− [H+]

]
−Kw −

CHNO3Vb
Va + Vb

[H+] = 0 (2.42)

The solution to Eq. 2.42 and the use of Eq. 2.36 would provide with the pH
of the NaHCO3 solution and HNO3 solution mixture.
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The last progression step to the final model form is considering the plasma
as NO2 being injected into the water sample. This assumption was made so that
HNO3 could be introduce via the interaction of NO2 and H2O. In addition, NO2

is a by product of the plasma interacting with the air so representing the plasma as
NO2 is possible. This can be seen in the chemical reaction of:

3NO2 +H2O −→ 2HNO3 +NO(g) (2.43)

Eq. 2.43 is assumed to happen very fast so no consideration of equilibrium
reaction is necessary. In this new situation, the equilibrium equations as before with
the past two analysis stay the same. The mass balance on carbon is the same as in
Eq. 2.28 from finding the pH of NaHCO3 and distilled water mixture. The charge
balance will take into account the negative charge of NO−

3 but there will be no
consideration of different volumes. Therefore, the final system of equations will be:

Ka1 =
[HCO−

3 ][H+]

[”H2CO3”]
(2.44)

Ka2 =
[CO2

3]

[H+]
(2.45)

Kw = [H+][OH−] (2.46)

FNaHCO3 = [H2CO3] + [HCO3] + [CO2−
3 ] + [CO2] (2.47)

[HCO−
3 ] + 2[CO−2−

3 ] + [OH−] + [NO−
3 ] = [H+] + FNaHCO3 (2.48)

Using Eq. 2.45, plugging into the new charge balance, and solving for [HCO−
3 ]

will result in,

[HCO−
3 ] = FNaHCO3

(
Ka1[H

+]

[H+]2 +Ka1[H+] +Ka1Ka2

)
(2.49)

Now as before using Eq. 2.49 and the same analysis as Eq. 2.31 through
Eq. 2.35 will result in,

[H+]2 − FNaHCO3

[(
Ka1[H

+]2

[H+]2 +Ka1[H+] +Ka1Ka2

)(
1 +

2Ka1

[H+]

)
− [H+]

]
−Kw − [NO−

3 ][H+] = 0 (2.50)

The model considers [NO−
3 ] as input so everything in Eq. 2.50 is known

except for [H+]. Similar as before the solution of Eq. 2.50 and Eq. 2.36 will provide
the pH of the plasma treated water.
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2.3 Experimental Set-up for Carbon Reforming

This carbon reforming system is made of two distinct parts: the plasma reac-
tor and the Gas Chromatograph (GC) 2014 (Fig. 2.10). The GC-2014 does all the
analysis work of the the ionized methane or carbon dioxide or mixture of both. The
GC-2014 has Flame Ionization Detector (FID) and Thermal Conductivity Detector
(TCD). The FID detects carbon base molecules: methane, carbon dioxide, carbon
monoxide, ethane, and ethylene. The TCD detects hydrogen, oxygen, and nitrogen.
The plasma reactor (Fig. 2.13) is made up of a quartz tube connected to two custom
stainless steel end connections. The top connection has two 1/8 inch compression
fittings (Fig. 2.6). The bottom end connection has one 1/8 inch compression fit-
tings. The design of the end connections can be seen in Fig. 2.11 and Fig. 2.12.
The plasma reactor is a standard DBD reactor (more so than the reactor for the
water treatment experiments) with a inner copper rod and outer copper sheet. The
dimensions of the rod are 1/8 inch diameter and 12 inch in length. Two different
copper sheets sizes were used as the outer electrodes; both were 8 inch in length and
the widths were 1.5 inch and 3 inch. Individual Sierra Smarttrak 100 series Mass
Flow Controller were used for methane and carbon dioxide, as seen in Fig. 2.14. The
mass flow controllers were each rated to controller flows of up to 1.0 slm with three
decimals of precision. The connections of the mass flow controllers were compression
fittings.

There were three different type of filters used: hydrogen, methane, and mois-
ture filter. The hydrogen and methane filters can be seen in Fig. 2.15. Moisture
filter can be seen in Fig. 2.16. A detail schematic of the entire carbon reforming
system can be seen in Fig. 2.8. Hydrogen, argon, and air gases were used for the
GC-2014. Hydrogen and air were used for FID and TID specifically whereas argon
was used as a background gas. The regulator used for hydrogen and argon was
3012 High Purity Dual Stage Nickel-Pated Brass Barstock Body, Four-port Config-
uration, 316 Stainless Steel Diaphragm. The air was supplied by the in-laboratory
supply. The regulators used for methane and carbon dioxide were 4012 Critical
Purity Dual Stage Brass Barstock, Six-port Configuration, 316 Stainless Steel Di-
aphragm regulator and 3008 Specialty Purpose Single Stage Chrome-Plated Brass
Barstock Body, 316L Stainless Steel Diaphragm, Electrically Heated regulator, re-
spectively. All regulators max pressure was 250 psi. All outlet connections for each
regulator was 1/8 inch compression tube fittings (Fig. 2.5). The max pressure of
the air supply was 100 psi. All the tubing was 1/8 inch stainless steel. The type
of gas tanks used were methane 5.0, research 99.999 % T cylinder, carbon dioxide
Laser Star, 5.0 99.999 % K cylinder, argon 4.8, 99.999 % K cylinder, and hydrogen
5.0, 99.999 % UHP K cylinder. Before going into how everything is connected, its
worth noting that all the tubing was 1/8 inch stainless steel.

The hydrogen regulator is connected to the hydrogen filter. The hydrogen
filter then connects to the GC-2014. The argon regulator was directly connected to
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Figure 2.8: Schematic of the entire carbon reforming system.

the GC-2014 as well as the air. The methane gas flowed through the regulator into
the methane purifier then into the mass flow controller then flowing to the plasma
reactor. The carbon dioxide flowed through the regulator directly into the mass flow
controller then flowing to the plasma reactor. The power supply was connected to
the copper sheet warped around the quartz tube (power electrode) and the inner
copper rode (ground electrode). After the methane and carbon dioxide are ionized,
the gases flow out of the reactor into the moisture filter. The moisture filter was
added to the system to compensate for any water produced by the process of carbon
reforming. Once the ionized gases flow out of the moisture trap, they flow directly
into the GC-2014. A 1 mL sample is taken by the GC-2014 to be analyzed. The rest
of the gas is flow out of the GC-2014 and into the exhaust. The GC-2014 analysis
takes fourteen minutes.
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Figure 2.9: Carbon reforming system
.

Figure 2.10: Gas Chromatograph (GC) 2014
.
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Figure 2.11: The top end connection design.
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Figure 2.12: The bottom end connection design
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Figure 2.13: The plasma reactor is made of two custom design end connections,
quartz tube, a copper sheet wrapped around the quartz tube, and
inner 1/8 inch copper rod, and 1/8 inch compression fittings.

Figure 2.14: Mass flow controllers. The top is the rated for carbon dioxide and
the bottom is rated for methane.
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Figure 2.15: Hydrogen and methane purifiers.

Figure 2.16: Moisture filter was used between the outlet of the plasma reactor and
GC.
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Chapter 3

RESULTS AND DISCUSSION FOR WATER
TREATMENT

This chapter contains a discussion of the previous DBD reactor designs
(Fig. 3.1), their advantages and disadvantages, summary of their specific pH re-
sults, and the path from one DBD reactor design to the next to finally the final
DBD reactor design. The second half of this chapter will discuss the various result
(pH, NO−

3 , and NO2 rate) of reactor five (the final design). The results themselves
are split into cases of amount of NaHCO3 in distilled water and grouped together
for best representation of the data. Therefore, the order is as such: 0 and 1 mg, 2,
5, and 10 mg, 15, 20, and 50 mg, and finally baseline results. The chapter will end
with a brief summary.

3.1 Progression of DBD Reactor Design and Results

3.1.1 Reactor 1

3.1.1.1 Design

The progress of designing a DBD reactor for water treatment started with
replicating a common DBD reactor [174, 175]. The idea was to have a familiarity
building and operating a DBD reactor before proceeding to designing a unique reac-
tor. Fig. 3.2 shows reactor 1 in operation. The dimensions of reactor 1 went through
some revision before the final parameters were chosen. Both copper electrodes were
of equal width and length, 20 mm and 203.2 mm respectively. The dielectric (quartz
tube) inner diameter was 10 mm and the outer diameter was 12 mm. The electrodes
were wrapped around the quartz tube. The distance between both electrodes was
145 mm with the power electrode 20 mm from the end of the quartz tube. The
distance from the end of the tube to the surface of the water was 25 mm. A rub-
ber stopper was use to seal the quartz tube as well as allowing an entrance for the
plastic tube carrying the argon gas. The flow rate of the argon gas was 21 slm. All
the dimensions were chosen based on a trail and error bases that provided the best
stability of the plasma while maintaining a length of the plasma plume that would
reach the surface of the water.

The issues with reactor 1 was that the design was not structurally sound
and inconsistence of the plasma. The electrodes would frequently sliding causing
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Figure 3.1: The four reactors used before settling on the final design (discussed in
Chapter 2).

Figure 3.2: Reactor 1 in operation.

the dimension to be comprised during experiments. This would lead to the plasma
plume to change length. Although the problem of the sliding electrodes was later
solved through the use of thermal paste reactor 1 was ultimately an exercise in
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understanding the design and operation of a DBD reactor. Note that there will
be no voltage or current showed for reactors 1-4 because there were issues with
obtaining accurate measurements.

3.1.1.2 pH Results

Time (min)

p
H

0 5 10 15 20
0

2

4

6

8 Reactor 1

Figure 3.3: Reactor 1 pH variation as a function of treatment time for distilled
water.

The pH results for reactor 1 can be seen in Fig. 3.3. As can be seen, the pH
starts at about 6 and drops to about 4.4 after 22 mins of treatment time. Distilled
water was used for these experiments and no sodium bicarbonate was added. The
volume of distilled water treated for each experiment was 250 mL. It will be seen
later that these pH results were improved upon with the final reactor design. Its
worth noting that all pH and NO−

3 measurements are average values of three to five
sample sets. Error bars were exclude for the sake of clarity.

3.1.2 Reactor 2

3.1.2.1 Design

Fig. 3.1 and Fig. 3.4 show the schematic and real-time operation of reactor
2. The adjustments from reactor 1 to reactor 2 were moving the ground electrode
to underneath the beaker. The ground electrode was wrapped around the wood
block. The distance between electrodes, power electrode from the end of the quartz
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Figure 3.4: Reactor 2 in operation.

tube, and quartz tube from surface of the water were all the same as in the reactor
1 design. The power electrodes width was changed to 76 mm. The flow rate stayed
the same at 21 slm. The idea behind the changes for reactor 2 was that the electric
field around the water would be improve and therefore causing more reactive species
to be created leading to improvement in the pH reduction. In addition, with the
ground electrode underneath the beaker it was hypothesized that the streamers
would penetrate the water trying to reach the ground electrode possibly causing
more reaction in the water. It’s worth noting that at this point and until the final
design (reactor 5) was reached NO−

3 measurements were not considered.

3.1.2.2 pH Results

Fig. 3.5 shows the pH results for reactor 2. The results are very similar to
that of Fig. 3.3. Both initial pHs and final pHs started around 6 and end at about 4.
This shows that the changes from reactor 1 to reactor 2 were not enough to improve
pH reduction dramatically. The key adjustment made from reactor 2 to reactor 3
was to warp the ground electrode around the beaker. Reactor 3 will be discussion
in detail in the following subsection.

3.1.3 Reactor 3

3.1.3.1 Design

Fig. 3.6 shows reactor 3 in action. As can be seen in the schematics (Fig. 3.1)
of reactors 1-4, the only change from reactor 2 to reactor 3 was warping the ground
electrode around the beaker. The thought process for this change was to again
improve the electric field by decreasing the distance between the electrodes. The
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Figure 3.5: Comparison of reactors 1-2 pH variation as a function of treatment
time for distilled water.

ground electrode was lined up with the surface of the water so that distance between
electrodes was 70 mm (less than half than in the previous two designs).

3.1.3.2 pH Results

As can be seen in Fig. 3.7 the pH results are similar to that of reactor 1 and
2. Although, the distances between electrodes was less than half of the previous
reactor designs the increase in electric field did not lead to enhancement of the
pH reduction. This lead to the beginning steps of designing a system level model.
Understanding the chemical reactions in the water was the next step taken that lead
to final reactor design.

3.1.4 Reactor 3.5 (Volume Based Results)

3.1.4.1 Design

The lack in change of pH results from reactor 1-3 lead to the change in the
experiment. The changes came in the way of considering the plasma treated water
as an acid, HNO3. Previously, we considered the plasma as HNO3 but that cause
problems in calculating the molar concentration of the injecting acid. With the new
classification of treated water as HNO3 the next step was to use this new ”acid” to
treated normal distilled water and alkaline water (distilled water with the addition
of NaHCO3). Using HNO3 as a the considered acid and not another acid, such as
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Figure 3.6: Reactor 3 in operation.

sulfuric acid, is because one of the reactive specie injected in the water is NO2 and
once the NO2 dissolves and reacts with the water HNO3 is created.

3.1.4.2 pH Results

The details of the model can be found in Chapter 2, Section 2.1. Although,
the key ideas will be covered here. The first version of the model would guess the
molar concentration of the acid but the final version would use the final pH of the
plasma created acid and calculate the molar concentration by

CHNO3 = 10−pHHNO3 (3.1)

where CHNO3 is the molar concentration of HNO3 and pHHNO3 is the pH
of the acid. Using Eq. 3.1 and Eq. 2.32 a predication of pH variation as function
of treatment volume was possible. Fig. 3.8 shows comparison of measured, model
prediction, and based line of pH variation as a function of treatment volume for
distilled water with 10 mg of dissolved sodium bicarbonate. The based line results
is the pH variation for untreated distilled water. This was done to provide more
evidence that the treated water could be considered as HNO3 acid. As can be seen
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Figure 3.7: Comparison of reactors 1-3 pH variation as a function of treatment
time for distilled water.

in FIg. 3.8 the model accurately predicates the measured data. The based line data
does not change. The HNO3 model would service as the base for the system-level
model. Before reaching the final design of the DBD reactor, a glow discharge plasma
was considered next.

3.1.5 Reactor 4

3.1.5.1 Design

Reactor 4 (Fig. 3.1 and Fig. 3.9) had a copper solid rod (powered electrode)
mounted vertically using a quartz tube with rubber stoppers at both ends. The
rubber stoppers were equipped with holes wide enough in order to hold the copper
rod in place. The copper rod has a diameter of 3.175 mm and length of 30.48 cm.
It should be mentioned that the length of the powered electrode has no significant
role to play in the plasma properties and was chosen to be long enough to facilitate
the installation (shown in Fig. 3.1). The argon gas was flow through a plastic tube
that came in on the side of the top rubber stopper. The flow rate was 21 slm. The
copper rod was 4 mm from the surface of the water.

3.1.5.2 pH Results

Reactor 4’s pH results can be seen in Fig. 3.10 as well as pH results for
reactors 1-3. Its obvious that reactors 1-4 all the very similar pH reduction results.
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Figure 3.8: Comparison of measured, model prediction, and based line of pH vari-
ation as a function of treatment volume for distilled water with 10 mg
of dissolved sodium bicarbonate.

Figure 3.9: Reactor 4 in operation.

One key difference from reactor 4 results is that reactor 4 has a delay response to
the plasma treatment. Reactor 1-3 results have an almost immediate decrease in
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Figure 3.10: Comparison of all reactor 1-4 pH variation as a function of treatment
time for distilled water.

pH where as it take five minutes to see the the same decrease rate in reactor 4’s pH
results.

3.1.6 Reactor 5: Versions 1 and 2

3.1.6.1 Design

The design of reactor 4 lead to the use of stainless steel capillary tube as
the powered electrode. The argon gas was flowed through the tube. The thought
process was that a stainless steel capillary tube with a inner and outer diameter of
2 mm and 3 mm, respectively, would enhance the electric field. The argon gas was
flowed through the tube. A detailed breakdown of the design of reactor 5 can be
seen in Chapter 2. There were two version of reactor 5 before reaching the final
design: the first version had the distance between the capillary tube and the surface
of the water as 1 mm and the second had the distance as 14 mm. The third and
final design had the distance as 29 mm.

3.1.6.2 pH Results

Fig. 3.11 shows comparison of all reactors’ pH variation as a function of
treatment time for distilled water. From Fig. 3.11, it can be see that versions 1 and
2 for reactor 5 have almost identical results to that of the previous reactors. The
most dramatic of results is that of the final design of reactor 5. It’s very clear that
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Figure 3.11: Comparison of all reactors pH variation as a function of treatment
time for distilled water.
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in the first minute, the final design had a greater slope than all other reactors. For
this reason, the final design of reactor 5 was ultimately chosen. It worth mentioning
that after the first minute of plasma treatment all reactors’ pH results had the very
similar slopes. Fig. 3.12 shows the comparison of NO2 rate of reactor 3 vs reactor
5. The NO2 rate for reactor 5 is almost 11 times greater than that of reactor 3.
Fig. 3.12 shows the possible reason for the dramatic difference in pH reduction for
reactor 5 in comparison to all other reactors. Since reactors 1-4 had similar pH
results, reactor 3 was used as representative for reactors 1, 2 and 4 pH results. The
NO2 rate data was found using the system-level model.

3.2 Final Results & Discussion

This section presents the results obtained for the plasma treatment of dis-
tilled water with dissolved sodium bicarbonate and analyzes the results using two
system-level models - one based on calibration using pH data and the other based
on the nitrate concentration measurements. The experiments involved dissolving a
predetermined mass of sodium bicarbonate in 250 ml of distilled water followed by
its treatment using the atmospheric pressure streamer discharge set-up described
earlier. The two quantities measured in this work include the hydrogen ion con-
centration (pH) and the nitrate ion concentration. The mass of dissolved sodium
bicarbonate varied from 0 mg (pure distilled water) to 50 mg (200 mg/L alkalinity)
with the plasma treatment time fixed at 22 minutes. The pH and nitrate concen-
tration were measured at intervals of 1 minute except during the first minute when
measurements were made at 15 s, 30 s and 45 s. Before presenting the treatment
results, we first present some data on the electrical characteristics of the atmospheric
pressure streamer discharge used for the water treatment.

3.2.1 Electrical Characteristics

Fig. 3.13 shows the atmospheric pressure streamer discharges in action during
a typical water treatment experiment. Fig. 3.14 shows the time history of the current
flowing through the circuit prior to plasma ignition. It can be seen clearly that the
signal is sinusoidal with a time period of about 0.035 ms thereby translating to a
frequency of about 28 kHz. Even though the voltage history is not shown here, it
was sinusoidal with a peak voltage of about 16 kV.

In contrast, Fig. 3.15 shows the time history of current after the streamers
are ignited and the differences are immediately obvious. Specifically, a single cycle
can further be divided into sinusoidal sub-cycles with the peak value increasing
from one sub-cycle to another. The time period of each sub-cycle is comparable to
the time period of current prior to plasma ignition. This behavior can be directly
attributed to the combined effect of the propagating streamer discharge and the
applied sinusoidal voltage. When a streamer is generated, its length increases over
time until it comes in contact with the water surface at which stage its propagation
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Figure 3.13: A representative image of the atmospheric pressure streamer dis-
charge in action during a typical water treatment experiment.
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Figure 3.14: Time history of current through the atmospheric pressure streamer
discharge set-up prior to ignition. The frequency of the sinusoidal
current was obtained as 28 kHz.

is halted. This is clearly observed in the time history of the current signal. The
increase in length of the streamer can be correlated with a decreasing load resistance
which in turn translates to an increasing peak current. This increase in peak current
occurs until the streamer propagation ends when it comes in contact with the water
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surface (streamers are not powerful enough to propagate in water in this case).
This instant is accompanied by a spike in the time history of current. Once this
happens, the next streamer is generated and the process continues. The speed of
propagation of these streamers can be estimated using the time period of the signals
once the streamers are ignited and the distance between the electrode tip and the
water surface. For example, using a distance of 29 mm (for which results are shown
here), and a time period of 0.15 ms, the speed of propagation is about 200 m/s.
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Figure 3.15: Time history of current through the atmospheric pressure streamer
discharge set-up during the water treatment by streamers. The fre-
quency of the each sinusoidal sub-cycle was obtained as 28 kHz with
the spike in current observed at a frequency of about 7 kHz.

3.2.2 pH and NO−
3 Results

Fig. 3.16 shows the measured pH as a function of treatment time for various
quantities of dissolved sodium bicarbonate in distilled water including 0 mg, 1 mg,
2 mg, 5 mg, 10 mg, 15 mg, 20 mg and 50 mg. The initial pH of the distilled water
without any dissolved bicarbonate is about 6 which increases to a maximum of 8
with the addition of sodium bicarbonate. Table 3.1 summarizes the pH values of
the distilled water before and after the addition of sodium bicarbonate. It should
be noted that the pH of distilled water even before the addition of bicarbonate is
not an absolute constant and demonstrates small variations. This initial pH is an
input parameter to our system-level model as will be reiterated while summarizing
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Table 3.1: A summary of the pH of distilled water before and after the addition
of sodium bicarbonate.

NaHCO3 mass (mg) Initial pH Final pH
0 5.90 5.90
1 5.85 6.84
2 6.29 7.21
5 6.38 7.43
10 6.03 7.73
15 6.37 7.90
20 6.02 7.99
50 6.35 8.15

results from the model. Fig. 3.16 shows that the plasma treatment leads to a
reduction in the pH much like a titration curve between the weak base (sodium
bicarbonate solution) and a strong acid. In particular, while treatment of distilled
water without any added sodium bicarbonate demonstrates a rapid reduction in pH
right from the start of treatment, 15 mg of dissolved sodium bicarbonate leads to
an initial period of slow decrease in pH followed by a rapid reduction when almost
all bicarbonate is consumed by the treatment. The presence of bicarbonate leads to
a time delay in the pH reduction. The similarity of the plasma treatment response
to a titration curve is attributed to the injection of NO2 into the water which in
turn leads to the formation of HNO3 that consumes the bicarbonate ions leading
to the formation of sodium nitrate. In order to present data supporting this claim,
the nitrate concentration measured as a function of time is shown in Fig. 3.17. The
nitrate concentration increases with plasma treatment time for all dissolved masses
of sodium bicarbonate with the overall rate of increase decreasing with increasing
initial alkalinity of the treated water.

3.2.3 System-Level Model

In order to interpret the observed data and potentially make predictions for
other initial concentrations of bicarbonate, we utilize the system-level model. To
reiterate, the system model takes in the rate of injection of NO2 into the treated
water by the plasma streamers and predicts the pH and [NO−

3 ] as a function of time.
While the rate of injection of NO2 is a function of plasma operating parameters,
it is not directly controllable and depends on various geometrical and electrical
parameters including those of the treated water. As a result, the rate of injection of
NO2 (d(NO2)/dt) is used as a fitting parameter in order to interpret the measured
data for pH and [NO−

3 ].
Two different approaches were adopted to explain the measured data with

the only difference between the two approaches being the calibration of the the
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Figure 3.16: Variation of pH of the treated water as a function of treatment time
by atmospheric pressure streamer discharges for various masses of
dissolved sodium bicarbonate ranging from 0 mg to 20 mg. The
50 mg data is not shown in this plot but is presented during analysis
using the system-level model.

d(NO2)/dt parameter. For the first approach, we calibrated the d(NO2)/dt pa-
rameter using the pH measurements. In this approach, we assumed a constant
d(NO2)/dt value during the time interval between any two pH measurements (typi-
cally 1 minute for most of our data points) and solved for the d(NO2)/dt value that
led to agreement between the system-level model predictions and the measurements.
In other words, this process began with the initial pH value (which is same as the
final pH value of the previous time interval - one minute except for the first minute
of treatment where more measurements were made) and computed the d(NO2)/dt
value during that time interval. This process allowed for the d(NO2)/dt fed into the
system-level model to vary during the 22 minutes of treatment and is referred to as
the pH-calibrated.

While the above approach is excellent for fitting measured data exactly,
we also compare measurements and system-level model predictions using the av-
erage d(NO2)/dt value based on the variable d(NO2)/dt obtained as part of the
pH-calibrated approach. To reiterate, this second approach is referred to as pH-
calibrated Average and utilizes a constant (time-averaged) d(NO2)/dt as input to
the system-level model. Finally, our third approach is based on [NO−

3 ] data and is
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Figure 3.17: Variation of [NO−
3 ] in the treated water as a function of treatment

time by atmospheric pressure streamer discharges for various masses
of dissolved sodium bicarbonate ranging from 0 mg to 20 mg. The
50 mg data is not shown in this plot but is presented during analysis
using the system-level model.

built on the fact that two constant d(NO2)/dt regions (approximately linear varia-
tion in [NO−

3 ]) could be observed in all [NO−
3 ] measurements as a function of time.

The third approach uses a constant d(NO2)/dt rate until a certain time during
treatment (referred to as the breakeven time) and a different (increased) constant
d(NO2)/dt rate for times after the breakeven time. Physically, the breakeven time
could be viewed as an estimate of the time required to consume all sodium bicarbon-
ate initially dissolved in the distilled water. As a result of the use of two constant
d(NO2)/dt rates in the third approach, we refer to it as the Two-rate model. Each
of the model approaches outlined above were used to interpret and analyze the pH
and [NO−

3 ] variation with time for various masses of dissolved sodium bicarbonate.

3.2.4 0 mg, 1 mg, & 2 mg

Figs. 3.18-3.20 summarize the results obtained for treatment of pure distilled
water with 0 mg of dissolved sodium bicarbonate. Fig. 3.18 shows the variation
of d(NO2)/dt rate as calibrated using the measured pH variation with time along
with the average value of d(NO2)/dt over the 22 minute duration. The average
d(NO2)/dt rate was determined to be 15.3 µmol/min indicating that the streamers
inject an estimated 336.6 µmol of NO2 into the treated water. Fig. 3.19 shows
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the comparison of measured and predicted pH variation with time and as expected
the model predictions using a variable d(NO2)/dt rate (pH-calibrated model) agrees
well with the measured pH. Also, the pH-calibrated Average model uses the average
d(NO2)/dt rate of 15.3 µmol/min based on the pH-calibrated model. The predictions
of the pH-calibrated Average model and the pH-calibrated model are both compa-
rable with each other indicating that using the average d(NO2)/dt value leads to a
good description of the pH reduction due to plasma treatment. However, when com-
paring the predictions of [NO−

3 ] using both pH-calibrated and pH-calibrated Average
models with the measurements, the agreement is less impressive. In particular, both
models lead to severe under-prediction of [NO−

3 ]. On closer observation of the mea-
sured [NO−

3 ] concentrations in Fig. 3.20, it is clear that the variation is almost linear
with a variation of 128 mg/L over 22 minutes. With the volume of treated water
being 250 mL, this is equivalent to injecting 32 mg of NO−

3 ions over 22 minutes or
equivalently, about 1.5 mg of NO−

3 ions every minute. Assuming that the streamers
inject NO2 gas into the water which is then converted into NO−

3 ions through the
reaction

3NO2 +H2O → 2HNO3 +NO(g), (3.2)

where 124 mg of NO−
3 ions requires 138 mg of NO2 gas injected, 1.5 mg/min

of NO−
3 ion injection is equivalent to 1.67 mg/min (or 27 µmol/min) of NO2 injec-

tion. While this is an approximation to the NO2 injection rate, closer examination
of the measured NO−

3 ions showed that using d(NO2)/dt = 33.75 µmol/min agrees
well with the experimental data. It should be mentioned that the two-rate model
for the case of no dissolved NaHCO3 essentially corresponds to a single-rate model
with the breakeven time of 0 s (since there is no NaHCO3 to be consumed). As can
be seen from Fig. 3.20, an NO2 injection rate of 33.75 µmol/min for the entire treat-
ment time agrees well with the measured [NO−

3 ]. The corresponding pH variation as
shown in Fig. 3.19 leads to good overall agreement even though it over-estimates the
pH reduction leading to an eventually lower pH (2.71) than the measurements (3.06).

Figs. 3.21-3.23 summarize the results obtained for treatment of pure distilled
water with 1 mg of dissolved sodium bicarbonate. Fig. 3.21 shows the variation of
d(NO2)/dt and the average d(NO2)/dt rate was determined to be 10.49 µmol/min
indicating that the streamers inject an estimated 230.78 µmol of NO2 into the
treated water. Fig. 3.22 shows the comparison of measured and predicted pH vari-
ation with time and similar to the 0 mg case the pH-calibrated Average model and
the pH-calibrated model show good agreement with the measured pH. Although
the emphpH-calibrated Average model does show deviation in a slightly faster de-
crease in pH. The two-rate model shows a delay in the pH reduction with rate of
4.05 µmol/min until a breakeven time of 9 min and 33.75 µmol/min after that which
leads to a better agreement. As was seen in the 0 mg case and will be seen in other
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cases, the pH-calibrated Average model and the pH-calibrated model severely under-
predicted the [NO−

3 ] (see Fig. 3.23). The two-rate model with a breakeven time
of 9 min shows good agreement even though the transition period is not full cap-
tured by the two-rate model. The transition period not being full captured by the
two-rate model is a function of how the model works in that the breakeven time is
the intersection of the two different d(NO2)/dt rates. Figs. 3.24-3.26 summarize the
results obtained for treatment of pure distilled water with 2 mg of dissolved sodium
bicarbonate. The 1 mg and 2 mg cases show very similar results to each other due
to the 1 mg difference. The 2 mg case results shows all the same characteristics
in the emphpH-calibrated Average model, the pH-calibrated model, and two-rate
model with regards to the pH and [NO−

3 ].
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Figure 3.18: Comparison of measured and system-level model predictions of
d(NO2)/dt variation as a function of treatment time for distilled
water with 0 mg of dissolved sodium bicarbonate.

3.2.5 5 mg & 10 mg

Figs. 3.28 and 3.29 compare the results obtained using all three models with
the measured pH and [NO−

3 ] for 5 mg of dissolved sodium bicarbonate. As expected,
the pH-calibrated model agrees well with the measured pH variation since the rate
of injected NO2 is suitably varied with time to enable good agreement. With the
average d(NO2)/dt of 11.25 µmol/min (see Fig. 3.27), the pH-calibrated Average
model also leads to good overall agreement even though the region of rapid decrease
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Figure 3.19: Comparison of measured and system-level model predictions of pH
variation as a function of treatment time for distilled water with 0 mg
of dissolved sodium bicarbonate.

in measured pH is predicted with a slight delay by the pH-calibrated Average model.
With rates of 4.05 µmol/min until a breakeven time of 9 min and 33.75 µmol/min
after that, the two-rate model leads to significant under-prediction of the pH decrease
until the breakeven time after which the agreement is much better. As in the cases
previous, the final pH value predicted by the two-rate model is lower than the
measured pH. On the other hand, the agreement with measured [NO−

3 ] is excellent
for the two-rate model. It should be emphasized that the rate of NO2 injection after
the breakeven time is same as the NO2 rate used for the 0 mg, 1 mg and 2 mg case
thereby highlighting the consistency of NO2 injection across multiple cases.

Figs. 3.31 and 3.32 present the comparisons for 10 mg of dissolved NaHCO3

with similar findings as the 5 mg case. Fig. 3.30 shows the variation of d(NO2)/dt
and the average d(NO2)/dt rate was determined to be 10.49 µmol/min indicating
that the streamers inject an estimated 270.82 µmol of NO2 into the treated water.
Once again, it should be mentioned that the two-rate model uses the same rates
before and after breakeven time as the previously considered cases. The breakeven
time was observed to be 15 minutes and was the only parameter changed in the
two-rate model. As for the 5 mg case, the pH-calibrated Average model delays the
onset of the rapid reduction of pH with the two-rate model leading to an even larger
time delay.
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Figure 3.20: Comparison of measured and system-level model predictions of
[NO−

3 ] variation as a function of treatment time for distilled water
with 0 mg of dissolved sodium bicarbonate.

3.2.6 15 mg, 20 mg, & 50 mg

Similar trends as in the 5 mg and 10 mg cases were observed for the 15, 20 and
50 mg cases (Figs. 3.33-3.41) with the breakeven time being about 20 minutes for
the 15 mg and over the treatment time for 20 and 50 mg cases. In other words, the
20 and 50 mg cases were both explained well with a constant rate of 4.05 µmol/min
over the entire treatment time. Table 3.2 summarizes various parameters based on
pH and [NO−

3 ] calibrations for all masses of NaHCO3 considered in this work. With
all the measured results and system-level model predictions presented, it is imper-
ative to point out certain aspects of the comparisons. The atmospheric pressure
streamer discharge certainly injects a whole host of species into the treated water
with dissolved NaHCO3. However, the system-level model assumes the primary
species to be NO2 which is assumed to dissolve in water producing the NO−

3 ions.
With the rate of injection of NO2 being one of the crucial input parameters that
is calibrated using the measurements, utilizing the measured concentration of NO−

3

ions for this calibration is more accurate considering that the injection of other gases
by the plasma will likely not affect the NO−

3 concentration. On the contrary, the
calibration of dNO2/dt using pH measurements is likely to be less accurate since
most of the other species injected by the plasma play a role in affecting the pH of
the treated water. Therefore, relating the pH change directly to the rate of NO2

injection is not possible. As a result, we hypothesize that the dNO2/dt calibrated
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Figure 3.21: Comparison of measured and system-level model predictions of
d(NO2)/dt variation as a function of treatment time for distilled
water with 1 mg of dissolved sodium bicarbonate.

based on the [NO−
3 ] (two-rate model) is more representative of the effect of the

plasma in terms of NO2 injection. The deviation between the predictions of the
two-rate model and the measurements could partly be attributed to the asymptotic
d(NO2)/dt rates that are being used thereby not providing a completely accurate
description of the transition between the two rates before and after the breakeven
time respectively. The proposed two-rate model could potentially be improved by
including a finite transition period (as opposed to the instantaneous transition of the
two-rate model) during which the d(NO2)/dt varies linearly between 4.05 µmol/min
to 33.75 µmol/min. However, this would include an additional fitting parameter -
the transition duration - apart from the durations for the two asymptotic rates. The
requirement for more parameters, while providing greater flexibility to explain the
data also leads to greater uncertainties. Therefore, this approach was not pursued in
the current work. The other reason for the possible deviation between measured pH
and the prediction of the two-rate model is the simplistic nature of the model where
NO2 is assumed to be the primary species injected. It is possible that additional
species injection accounts for part of the pH decrease but is not accounted for in
the current analysis thereby leading to the deviation.

The other point worthy of discussion is the observed variation of breakeven
times as seen in Table 3.2. While the breakeven times for the 1 mg, 2 mg and
5 mg cases being the same could be misleading, it is likely caused by the nature of
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Figure 3.22: Comparison of measured and system-level model predictions of pH
variation as a function of treatment time for distilled water with 1 mg
of dissolved sodium bicarbonate.

the asymptotic analysis where the breakeven time is determined as the intersection
point of the asymptotes. It is clear from the measured [NO−

3 ] (Fig. 3.17) data
that the 1 mg, 2 mg and 5 mg cases overlap during times less than 5 minutes
and times greater than 15 minutes. The breakeven times determined from the
intersection of the asymptotes can be compared with an estimate of the time that
would be required to consume the given mass of NaHCO3 in conjunction with the
pre-breakeven NO2 injection rate of 4.05 µmol/min. The chemical reaction that
describes the consumption of NaHCO3 by NO2 is given by

2NaHCO3 + 3NO2 → 2NaNO3 +NO +H2O + 2CO2 (3.3)

where 1 mole (84 g) of NaHCO3 is consumed by 1.5 moles (93 g) of NO2. As a
result, 1 mg of NaHCO3 requires 1.11 mg of NO2 to be completely consumed. At
an injection rate of 4.05 µmol/min (251.1 µg/min), the time for consumption is ob-
tained as 4.42 min for the 1 mg case thereby reiterating the fact that the breakeven
time provides a good order of magnitude estimate of the time required to consume
all bicarbonate. For 10 mg, this analysis would predict 44.2 min to consume all
NaHCO3 which is greater than the breakeven time of about 15 min indicating that
the rate of injection begins at the pre-breakeven asymptotic rate and then gradually
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Figure 3.23: Comparison of measured and system-level model predictions of
[NO−

3 ] variation as a function of treatment time for distilled water
with 1 mg of dissolved sodium bicarbonate.

increases to the post-breakeven asymptotic rate of 33.75 µmol/min. Therefore, uti-
lizing the pre-breakeven asymptotic rate for the entire duration for which NaHCO3

is consumed leads to deviation from the observed breakeven time. Also, as seen in
Table 3.2, the pH-calibrated Average NO2 rates demonstrate significant variation
across various cases thereby making the pH-calibrated Average model infeasible for
use as a predictive system-level model to design scaled-up versions of the proposed
set-up.

3.2.7 Post Treatment

As a final set of measurements, the pH and [NO−
3 ] of the treated solutions was

monitored for 14 days with the results for [NO−
3 ] presented in Figs. 3.44 and 3.45.

Fig. 3.44 shows the variation of [NO−
3 ] for the first 60 minutes post-treatment by the

plasma where it is clearly seen that the [NO−
3 ] increases with time after treatment for

all masses of dissolved sodium bicarbonate. While this could seem contradictory, we
hypothesize that it could be due to conversion of nitrite (introduced by the plasma)
to nitrate. Fig. 3.45 presents the results for [NO−

3 ] over a period of 14 days (336
hours) post-treatment where it is seen that the presence of NaHCO3 leads to a
slightly different behavior. While the nitrate concentration continues to increase
throughout the 14 day period for the 0 mg case, the cases with a small quantity
of bicarbonate reach a constant nitrate concentration within a few days. On the
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Figure 3.24: Comparison of measured and system-level model predictions of
d(NO2)/dt variation as a function of treatment time for distilled
water with 2 mg of dissolved sodium bicarbonate.

other hand, the 15 mg, 20 mg and 50 mg cases eventually lead to a reduction in
the nitrate ion concentration. The pH for all of these cases did not change over the
period of 14 days.

3.2.8 Baseline Results

Measurements of untreated distilled water were take to provide evidence that
the plasma was in fact decreasing the pH and increasing the NO−

3 concentration.
The pH and nitrate concentration (Fig. 3.46 and Fig. 3.49) were measured at inter-
vals of 1 minute except during the first minute when measurements were made at
15 s, 30 s and 45 s over 22 mins. Over the 22 mins both the pH and nitrate con-
centration do not change. After the 22 mins, measurements were take every 5 mins
over 60 mins. Again, the pH and nitrate concentration (Fig. 3.47 and Fig. 3.50) do
not change after 60 mins. Finally, measurements were taken over 14 days intervals
of 1 day. As can be seen in Fig. 3.48 and Fig. 3.51, the pH and nitrate concentration
do not change. These results are not surprising since there is no chemical reaction
mechanism occurring to increase or decrease the pH or nitrate concentration dra-
matically. There are small changes in the pH and nitrate concentration but those
are insignificant, especially in comparison to previous water treatment results.
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Figure 3.25: Comparison of measured and system-level model predictions of pH
variation as a function of treatment time for distilled water with 2 mg
of dissolved sodium bicarbonate.

3.3 Summary

The treatment of bicarbonate-dissolved distilled water using an atmospheric
pressure streamer discharge was studied using experiments combined with a system-
level model interpretation of the observations. The discharge was ignited using
a capillary tube as powered electrode with the ground electrode wrapped around
the beaker filled with solution to be treated. Measurements of the current flowing
through the discharge indicated streamer propagation velocities of about 200 m/s
which interacted with the treated solution to inject NO2 among other species. The
pH and [NO−

3 ] were measured as a function of treatment time for various masses
of dissolved sodium bicarbonate. The pH variation with treatment time was shown
to be similar to a traditional titration curve of reaction between an acid and base
with an initial period of slow variation followed by a steep reduction in pH before
settling down at values between 3 and 4. On the other hand, the [NO−

3 ] varia-
tion with time demonstrates an increase characterized by two different asymptotic
slopes corresponding to early and long-term behavior. The early and long-term
rates of NO−

3 addition by the plasma was consistent across all cases considered
thereby motivating the two-rate model as one of the system-level models to explain
the measurements. While the two-rate model was based on the [NO−

3 ] measure-
ments, the other model considered in this work was based on the pH measurements
where the NO2 injection rate was predicted based on the observed pH variation.
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Figure 3.26: Comparison of measured and system-level model predictions of
[NO−

3 ] variation as a function of treatment time for distilled water
with 2 mg of dissolved sodium bicarbonate.

The discrepancies between the measurements and the system-level model indicates
that the current model does not account for certain species that contribute to the
pH reduction. Nevertheless, the two-rate model is likely to provide a good first
estimate of the influence of the plasma for reducing alkalinity of irrigation water.
Specifically, the two-rate model could be used to scale-up the system for reducing
the alkalinity or increasing the nitrate concentration to desired levels. Finally, the
pH and NO−

3 modifications induced by the plasma were shown to last for at least
14 days with the NO−

3 concentration increasing post-treatment for limited masses
of sodium bicarbonate.
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Figure 3.27: Comparison of measured and system-level model predictions of
d(NO2)/dt variation as a function of treatment time for distilled
water with 5 mg of dissolved sodium bicarbonate.
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Figure 3.28: Comparison of measured and system-level model predictions of pH
variation as a function of treatment time for distilled water with 5 mg
of dissolved sodium bicarbonate.
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Figure 3.29: Comparison of measured and system-level model predictions of
[NO−

3 ] variation as a function of treatment time for distilled water
with 5 mg of dissolved sodium bicarbonate.

Time (min)

N
O

2
 r

a
te

 (
m

o
l/
m

in
)

0 5 10 15 20
0

5

10

15

20

25

30

35

40

10 mg (pHcalibrated)

10 mg (pHcalibrated Average)

Figure 3.30: Comparison of measured and system-level model predictions of
d(NO2)/dt variation as a function of treatment time for distilled
water with 10 mg of dissolved sodium bicarbonate.
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Figure 3.31: Comparison of measured and system-level model predictions of pH
variation as a function of treatment time for distilled water with
10 mg of dissolved sodium bicarbonate.
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Figure 3.32: Comparison of measured and system-level model predictions of
[NO−

3 ] variation as a function of treatment time for distilled water
with 10 mg of dissolved sodium bicarbonate.
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Table 3.2: A summary of the pH-calibrated Average NO2 injection rates and
breakeven times for various masses of dissolved sodium bicarbonate.

NaHCO3 mass (mg) pH-calibrated Average NO2 rate (µmol/min) Breakeven time (min)
0 15.3 0
1 10.49 9
2 9.86 9
5 11.25 9
10 12.31 15
15 14.27 20
20 22.12 > 22
50 2.18 > 22
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Figure 3.33: Comparison of measured and system-level model predictions of
d(NO2)/dt variation as a function of treatment time for distilled
water with 15 mg of dissolved sodium bicarbonate.
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Figure 3.34: Comparison of measured and system-level model predictions of pH
variation as a function of treatment time for distilled water with
15 mg of dissolved sodium bicarbonate.
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Figure 3.35: Comparison of measured and system-level model predictions of
[NO−

3 ] variation as a function of treatment time for distilled water
with 15 mg of dissolved sodium bicarbonate.
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Figure 3.36: Comparison of measured and system-level model predictions of
d(NO2)/dt variation as a function of treatment time for distilled
water with 20 mg of dissolved sodium bicarbonate.
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Figure 3.37: Comparison of measured and system-level model predictions of pH
variation as a function of treatment time for distilled water with
20 mg of dissolved sodium bicarbonate.
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Figure 3.38: Comparison of measured and system-level model predictions of
[NO−

3 ] variation as a function of treatment time for distilled water
with 20 mg of dissolved sodium bicarbonate.
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Figure 3.39: Comparison of measured and system-level model predictions of
d(NO2)/dt variation as a function of treatment time for distilled
water with 50 mg of dissolved sodium bicarbonate.
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Figure 3.40: Comparison of measured and system-level model predictions of pH
variation as a function of treatment time for distilled water with
50 mg of dissolved sodium bicarbonate.
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Figure 3.41: Comparison of measured and system-level model predictions of
[NO−

3 ] variation as a function of treatment time for distilled water
with 50 mg of dissolved sodium bicarbonate.
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Figure 3.42: Measured pH variation with time (up to 60 minutes) after treatment
for various masses of dissolved sodium bicarbonate.
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Figure 3.43: Measured pH variation with time (up to 14 days) after treatment for
various masses of dissolved sodium bicarbonate.
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Figure 3.44: Measured NO−
3 concentration variation with time (up to 60 minutes)

after treatment for various masses of dissolved sodium bicarbonate.
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Figure 3.45: Measured NO−
3 concentration variation with time (up to 14 days)

after treatment for various masses of dissolved sodium bicarbonate.
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Figure 3.46: Baseline pH variation with time (over 22 min).
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Figure 3.47: Baseline pH variation with time (up to 60 mins).
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Figure 3.48: Baseline pH variation with time (up to 14 days).
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Figure 3.49: Baseline NO−
3 concentration variation with time (over 22 min).

71



Posttreatment time (min)

[ 
N

O
3  ]

 (
m

g
/L

)

0 10 20 30 40 50 60
0

5

10

15

20

25

30

Figure 3.50: Baseline NO−
3 concentration variation with time (up to 60 mins).
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Figure 3.51: Baseline NO−
3 concentration variation with time (up to 14 days).
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Chapter 4

METHANE REFORMING USING A DIELECTRIC
BARRIER DISCHARGE

This chapter describes the measurements performed using the biogas reform-
ing set-up that was constructed as part of the current thesis. It should be emphasized
that the primary focus of the current thesis with regards to the biogas reforming
application was restricted to the set-up and demonstrating feasibility of performing
measurements through preliminary results. The chapter also presents an overview of
the future plan that will be pursued by a future graduate student using this set-up.

4.1 Calibration of Gas Chromatograph

Before the experiments were performed, one of the first tasks was to ensure
that the gas chromatograph equipment was calibrated using standards for several
gases. There were two standards that were used to calibrate the current equipment
for detecting various gases including methane, carbon dioxide, carbon monoxide,
hydrogen, oxygen, and nitrogen. The low and high standards for in the calibration
process for each of the gases is tabulated in Table 4.1. While the carrier gas for the
low standard was Argon, the carrier gas for the high standard was Nitrogen. The
gas chromatograph equipment is equipped with two detectors including a thermal
conductivity detector (TCD) and a flame ionization detector (FID). The TCD uses
the difference in thermal conductivity between the detected and carrier gases to
determine the concentrations of the trace species. On the other hand, the FID is a
more sensitive technique and is typically used for detecting organic compounds that
contain a carbon-hydrogen bond. The carbon ions produced during combustion in
a hydrogen flame are used to interpret the concentrations of species containing C-H
bonds. While an FID cannot usually detect carbon dioxide and carbon monoxide,
the GC utilized in the current work is equipped with a methanizer that converts
CO and CO2 to methane thereby allowing these species to be detected in an FID.

Fig. 4.4 shows the chromatogram of the low standard calibration using the
TCD where the various peaks correspond to various species (including hydrogen,
oxygen, nitrogen which are some of the prominent species in the current application)
included in the standard sample. The residence times of various relevant species are
tabulated in Table 4.2 and can be associated with corresponding peaks in Fig. 4.4.
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Table 4.1: List of all gases and their low and high concentration for standard
calibration.

Gas Low Concentration (ppm) High Concentration (ppm)
Acetylene 100 4200

Carbon Monoxide 100 4200
Ethane 100 4200

Hydrogen 100 4200
Methane 100 4200

Carbon Dioxide 400 20000
Oxygen 2500 125000
Nitrogen 16900 Balance
Argon N/A Balance

Table 4.2: List of gases and their residence time.
Gas Residence Time (min)

Methane 6.778
Carbon Dioxide 8.146

C2s 10.423
Carbon Monoxide 11.452

Hydrogen 2.548
Oxygen 3.626
Nitrogen 4.800
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Similarly, Fig. 4.2 shows the chromatogram of the high standard calibration using
the TCD with consistent residence times but an enhanced signal as a result of the
higher concentration of the various species being detected. Fig. 4.1 and 4.3 show
the corresponding chromatograms for the low and high standard calibrations using
the FID with a methanizer. The relevant species include methane, carbon dioxide,
ethane and ethylene combined into a common C2 species and carbon monoxide. It
should be emphasized that carbon dioxide and carbon monoxide are being detected
by the FID only due to the presence of a methanizer. It should be noted that the
concentrations are linearly extrapolated for voltage values that are not between the
minimum and maximum voltage signals corresponding to the low and high standards
respectively. The accuracy of the measurements will then depend on the validity
of the linearity between output voltage signal and concentration at values outside
the calibration range. The instrument can of course be recalibrated using different
standards depending on the desired low and high detection limits.

Figure 4.1: High standard for GC, FID.

4.2 Preliminary Results & Discussion

Once the GC was calibrated using the standards, the next step was to obtain
preliminary results demonstrating the feasibility of using the set-up for studying
plasma-assisted conversion of biogas. As a first step to studying conversion of biogas,
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Figure 4.2: High standard for GC, FID.

we considered the influence of the DBD on methane. While the overall set-up was
described in Chapter 2, there were several modifications introduced as discussed
below. The first set of experiments were performed using the 6 in long quartz
tube with an outer electrode (powered electrode) that was 3 in wide and wrapped
around the quartz tube. The powered outer electrode was located 1 in downstream
of the inlet of the quartz tube. The flow rate of methane was varied from 0.025 slm
to 1 slm with the chromatogram being used to determine the concentrations of
methane and hydrogen after being treated by the DBD plasma. While there are
several parameters that affect the conversion, flow rate was the only parameter
studied in the current work with the demonstration of the set-up being the primary
focus. The DBD plasma was ignited using sinusoidal excitation with a peak voltage
around 9 kV at a frequency of around 30 kHz. The plasma with the flowing methane
was operated for about three minutes before turning on the GC to ensure that the
gas influenced by the plasma is analyzed as opposed to pure methane. Once the GC
takes in the required amount of sample (with the opening and closing of the valve),
the plasma was turned off. Fig. 4.5 and 4.6 show the chromatograms obtained using
the FID and TCD respectively. As can be clearly seen, the FID detects a methane
peak with a residence time around 6.8 s with the TCD detecting a hydrogen peak
around 2 s. There is also some oxygen and nitrogen detected (possibly from ambient
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Figure 4.3: Low standard for GC, TCD.

air leaking through the connection between the flanges and the quartz tube). The
ratio of hydrogen to methane concentrations is used as a measure of the conversion
percentage in all results presented in the current work. The measurements were
repeated at various flow rates with the results presented in Fig. 4.7. As can be seen,
the ratio of hydrogen to methane concentrations measured by the GC is high for
some of the measurements performed at low flow rates and is consistently around
10% at higher flow rates. While this may seem to be consistent with the argument
that lowering the flow rate increases the residence time of the gas and hence its
exposure to the DBD plasma, some of the data may also be inconsistent likely due
to the length of the tubing involved between the exit of the quartz tube and the
GC. This is one of the deficiencies of the current set-up and should be improved as
part of future set-ups.

As part of potential modifications to be considered for the reactor, the 3 in
electrode width was split into two electrodes (each of length 1.5 in) with a small
gap between them (see Fig. 4.10). One of the reasons for this modification was
visual observation of the DBD plasma where the streamers were more intense near
the edges (start and end) of the powered electrode (possibly due to electric field
concentration at the edge). Having multiple thin electrodes essentially increases
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Figure 4.4: Low standard for GC, TCD.

the number of edges thereby increasing the overall intensity of the DBD plasma
encountered by the flowing gas. Fig. 4.8 shows an image of the modified reactor
design with two 1.5 in electrodes. Fig. 4.9 shows the data obtained using the two
electrode geometry for various flow rates and spacing between the electrodes. Once
again, there is some inconsistency in the data with similar operating parameters
leading to a wide range of values for ratio of hydrogen to methane concentration at
the outlet of the reactor.

4.3 Outlook

While the set-up built as part of the current thesis has been shown to be ca-
pable of studying the plasma-assisted conversion of biogas, there are several possible
improvements that need to be pursued during the coming year. Some of the possible
improvements are outlined here. One of the first things that need to be addressed is
the relative lack of reproducibility of conversion data using the current set-up. Even
though the plasma dissociates the carbon-hydrogen bond leading to the formation
of hydrogen gas, the conversion rates need to be improved significantly to make the
technology competitive among other comparable techniques. One of the attractive
options to enable us to achieve this is the use of a power supply that can transfer
energy more efficiently and selectively to electrons. This can be achieved using a
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Figure 4.5: Typical chromatogram for methane experiment, FID.

power supply that can produce high voltage pulses of short width (nanoseconds) at
a given frequency. This would compare favorably with the currently used set-up
that utilizes sinusoidal excitation that have a relatively slow rise time (to reach the
peak voltage). A faster rise time would allow extremely selective energization of
electrons thereby enabling even higher dissociation. Once some of the fundamental
deficiencies are addressed, the set-up can be easily used to study conversion of a
mixture of methane and carbon dioxide (with all infrastructure to do this already
set-up as part of the current thesis). Other parameters that could potentially be
varied include the excitation frequency inner electrode cross-section and need to be
pursued as part of future work.
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Figure 4.6: Typical chromatogram for methane experiment, TCD.
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Figure 4.7: Methane to hydrogen conversion data done with standard DBD reac-
tor.

Figure 4.8: Standard reactor with changing lengths from end of flange.
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Figure 4.9: Methane to hydrogen conversion data done with modified reactor with
two electrodes.

Figure 4.10: Modified reactor with two electrodes each of width 1.5 inches.
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Chapter 5

CONCLUSION & FUTURE RECOMMENDATIONS

The application of atmospheric pressure dielectric barrier discharge on two
environmental applications of irrigation water enhancement and biogas conversion
were studied. Specifically for the enhancement of irrigation water, the reduction
of pH and alkalinity (represented as sodium bicarbonate in this work) and increase
in nitrate concentration were the objectives. Environmentally, most crops prefer
irrigation water that is in the range of pH 5.5 to 6.5 as well as bicarbonate levels
to limited to 120 mg/L. The overarching goal of irrigation water enhancement was
accomplished through the designing and building of a atmospheric pressure dielectric
barrier discharge. Various designs (see Chapter 3) of a DBD reactor were evaluated
through the use of pH measurements as a function of time. The final design (see
Chapter 2) was shown to have the best pH reduction as a function of time. The
discharge was ignited using a capillary tube as powered electrode with the ground
electrode wrapped around the beaker filled with solution to be treated. Even though
low temperature plasma generates a variety of species, the plasma was represented
as the injection of NO2 so that the study of plasma chemistry within the water
could be simplified and possible to model. A system-level model was created to
interpret the measurements of pH and [NO−

3 ] concentration. The pH and [NO−
3 ]

were measured as a function of treatment time for various masses of dissolved sodium
bicarbonate. The pH variation with treatment time had similarities to that of a
traditional titration curve of reaction between an acid and base. An initial period
of the sodium bicarbonate being consumed resulted in a slow pH variations followed
by a saturation of HNO3 resulting to steep reduction in pH before settling down
at values between 3 and 4. Further, the [NO−

3 ] variation with time demonstrates
an increase characterized by two different asymptotic slopes corresponding to early
and long-term behavior. The early and long-term rates of NO−

3 were consistent
across all cases considered. This consistence verified the two-rate model (one half of
the system-level model) as a viable explanation for the [NO−

3 ] measurements. The
other half of the system-level model was based on the pH measurements where the
NO2 injection rate was predicted based on the observed pH variation. Finally, the
pH and NO−

3 modifications induced by the plasma were shown to last for at least
14 days with the NO−

3 concentration increasing post-treatment for limited masses
of sodium bicarbonate.
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With the development of a system-level model to predicate pH reduction
and [NO−

3 ] concentration as a function of treatment time, there is still significant
amount of work that can be preformed to improve the system-level model. A future
recommendations for the plasma-assisted water treatment is the the improvement
in the system-level to take into consideration more chemical reactions created by
the plasma. In addition, the use of an open source plasma chemistry solvers, such
as OpenFOAM, could greatly improve the pH and [NO−

3 ] predications and can
consolidate the system-level model into one unified model.

The other half of this work, plasma-assisted biogas conversion was studied
and primary results were demonstrated. As in the plasma-assisted water treatment
application, a unique and specific atmospheric pressure DBD was designed and built.
The DBD was designed with two stainless steel flanges connected by a quartz tube
(dielectric). A copper capillary needle was used as the ground electrode whereas a
copper sheet wrapped around the dielectric was used as the power electrode. The
DBD went through a few modifications for the purpose of improving the conversion
of methane to hydrogen. Conversion of methane to hydrogen was as high as 50 %
although some results were as low as 2 %.

There are many recommendations/improvements that can be done for the
project of plasma-assisted biogas conversion. One of the first things that needs
be addresses is the improvement of repeatable conversion data using the current
set-up. Secondly, the conversion rates need to be improved significantly to make
the technology competitive with traditional stream reforming and other plasma-
assisted dry reforming technologies. A nanosecond pulse power supply could improve
the conversion rates through transferring energy more efficiently and selectively to
electrons. This would compare favorably with the currently used set-up that utilizes
sinusoidal excitation that have a relatively slow rise time (to reach the peak voltage).
A faster rise time would allow extremely selective energization of electrons thereby
enabling even higher dissociation.
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A.1 Primary Codes

1 %% pH vs Va
2
3
4 clc
5 clear
6 close all
7
8
9 C_HNO3 = [.5*10ˆ-3 2.1462e-05];%8.12831E-05; % HNO3 ...

Concentration[Moles/Liters]
10 Va = 0:.025:.250; % [Liters]
11
12 Mass_NaHCO3 = [10.0 0.0]/1000;
13 MM = 84.007; % Molar Mass of NaHCO3
14 C_NaHCO3 = Mass_NaHCO3./MM;
15
16 pH = zeros(1,length(Va));
17 i = 0;
18 j = 0;
19 for j = 1:length(C_HNO3)
20 for i = 1:length(Va)
21
22 pH(j,i) = pH_curves(C_HNO3(j),Va(i));
23
24 end
25 end
26
27 Va_1 = 0:0.025:0.125;
28 Va_2 = 0:0.025:0.125;
29 Va_3 = 0:0.025:0.250; % [Liters]
30 Va_4 = 0:0.025:0.150;
31 Va_5 = 0:0.025:0.100;
32 Va_6 = 0:0.025:0.250;
33 %
34 pH_24 = [8.16 8.25 8.16 8.05 7.95 7.89];
35 pH_26 = [8.28 8.27 8.18 8.11 8 7.93];
36 pH_29 = [8.33 8.38 8.4 8.41 8.41 8.4 8.37 8.37 8.36 8.35 8.32];
37 pH_30 = [7.62 7.62 7.59 7.57 7.54 7.52 7.5];
38 pH_31 = [7.59 7.59 7.56 7.53 7.5]; % FIJI water
39 pH_33 = [8.188333333 8.073333333 8.016666667 7.941666667 7.875 ...

7.803333333 7.74 7.686666667 7.636666667 7.596666667 7.53];
40
41
42
43 % plot(Va,pH)
44 hold on
45 %plot(Va_1,pH_24)
46 %plot(Va_2,pH_26)
47 %plot(Va_3,pH_29)
48 %plot(Va_4,pH_30)
49 %plot(Va_5,pH_31)
50 plot(Va_6,pH_33)
51 for i = 1:length(C_HNO3)
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52 hold on
53 plot(Va,pH(i,:))
54 end
55 xlabel('Va (Liters)')
56 ylabel('pH')

1 function [ pH ] = pH_curves(C_HNO3,Va)
2 %UNTITLED3 Summary of this function goes here
3 % NaHCO3 + HNO3 Reaction, Finding [H+]
4
5 Kw = 1*10ˆ-14;
6 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
7 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
8 Ka = 27.29; % [NO3-][H+]/[HNO3]
9

10 Vb = 0.250; % [Liters]
11 % M_NaHCO3 = 1; [grams]
12
13 C_HCO3 = 10ˆ-3; % NAHCO3 Concentration [Moles/Liters]
14
15
16 V_t = Va + Vb;
17 C1 = C_HCO3 * Vb/V_t;
18 C2 = C_HNO3 * Va/V_t;
19
20
21 F_1 = @(x) 1e14*((10.ˆ(-x)).ˆ2 - ...

((C1.*Ka1.*((10.ˆ(-x)).ˆ2))./((10.ˆ(-x).ˆ2) + ...
Ka1.*(10.ˆ(-x)) + Ka1.*Ka2)).*(1+2.*Ka2./(10.ˆ(-x))) - ...
(10.ˆ(-x)).*(C2-C1) - Kw);

22
23 x0 = 1.0e-3;
24
25 options = optimset('Display', ...

'iter','MaxFunEvals',100000,'MaxIter',15000);
26 pH = fsolve(F_1, x0, options);
27
28
29 end

1 %% pH vs Va
2
3
4 clc
5 clear
6 close all
7
8 MM = 84.007; % Molar Mass of NaHCO3
9 Mass_NaHCO3 = [10]/1000; % HNO3 Concentration[Moles]

10 C_NaHCO3_mol = Mass_NaHCO3./MM;
11 pH_in_HNO3 = [4.668333333];
12 % pH_in_HNO3 = [4.46 4.44 4.92 6.55 4.84 4.92 4.43];
13 C_HNO3 = 10.ˆ(-pH_in_HNO3);
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14 pH_in_H20 = [6.928333333];
15 % pH_in_H20 = [7.11 6.95 7.01 6.83 7.06 7.30 6.14];
16 Kw = (10.ˆ(-pH_in_H20)).ˆ2;
17 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
18 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
19
20 %Vb = [125 125 250 250 100 25]/1000;
21 Vb = [250]/1000;
22 C_NaHCO3 = C_NaHCO3_mol./Vb;
23
24 Va = 0:0.025:0.250;
25 % Va_1 = 0:0.025:0.125;
26 % Va_2 = 0:0.025:0.125;
27 Va_3 = 0:0.0025:0.250; % [Liters]
28 % Va_4 = 0:0.025:0.250;
29 % Va_5 = 0:0.025:0.100;
30 % Va_6 = 0:0.025:0.250;
31
32
33
34 % pH_1 = zeros(length(C_NaHCO3),length(Va_1));
35 % pH_2 = zeros(length(C_NaHCO3),length(Va_2));
36 pH_3 = zeros(length(C_NaHCO3),length(Va_3));
37 Alk = zeros(length(C_NaHCO3),length(Va_3));
38 % pH_4 = zeros(length(C_NaHCO3),length(Va_4));
39 % pH_5 = zeros(length(C_NaHCO3),length(Va_5));
40 % pH_6 = zeros(length(C_NaHCO3),length(Va_6));
41
42 i = 0;
43 j = 0;
44 for j = 1:length(C_NaHCO3)
45 for i = 1:length(Va_3)
46
47 pH_3(j,i) = ...

pH_curve_fit(C_NaHCO3(j),C_HNO3(j),Va_3(i),Vb(j),Kw(j));
48 % H_plus = 10ˆ(-pH_3(j,i));
49 % HCO3 = ...

C_NaHCO3(j)*((H_plus*Ka1)/(H_plusˆ2+H_plus*Ka1+Ka1*Ka2));
50 % CO3 = (HCO3*Ka2)/H_plus;
51 % OH = Kw(j)/H_plus;
52 % Alk(j,i) = HCO3 + 2*CO3 + OH + H_plus;
53 end
54 end
55
56 pH = [8.188333333 8.073333333 8.016666667 7.941666667 7.875 ...

7.803333333 7.74 7.686666667 7.636666667 7.596666667 7.53];
57
58 % pH_35 = [8.12 7.97 7.91 7.83 7.77 7.7 7.64 7.57 7.52 7.48 7.42];
59 % H_35 = 10.ˆ(-pH_35);
60 % HCO3_35 = C_NaHCO3(1).*((H_35.*Ka1)./(H_35.ˆ2+H_35.*Ka1+Ka1*Ka2));
61 % CO3_35 = (HCO3_35.*Ka2)./H_35;
62 % OH_35 = Kw(1)./H_35;
63 % Alk_35 = HCO3_35 + 2*CO3_35 + OH_35 + H_35;
64 %
65 % pH_37 = [8.18 8.27 8.23 8.19 8.15 8.09 8.05 8.01 7.97 7.94 7.88];
66 % H_37 = 10.ˆ(-pH_37);
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67 % HCO3_37 = C_NaHCO3(2).*((H_37.*Ka1)./(H_37.ˆ2+H_37.*Ka1+Ka1*Ka2));
68 % CO3_37 = (HCO3_37.*Ka2)./H_37;
69 % OH_37 = Kw(2)./H_37;
70 % Alk_37 = HCO3_37 + 2*CO3_37 + OH_37 + H_37;
71 %
72 % pH_39 = [8.25 8.24 8.18 8.10 8.04 7.96 7.90 7.86 7.81 7.78 7.69];
73 % H_39 = 10.ˆ(-pH_39);
74 % HCO3_39 = C_NaHCO3(3).*((H_39.*Ka1)./(H_39.ˆ2+H_39.*Ka1+Ka1*Ka2));
75 % CO3_39 = (HCO3_39.*Ka2)./H_39;
76 % OH_39 = Kw(3)./H_39;
77 % Alk_39 = HCO3_39 + 2*CO3_39 + OH_39 + H_39;
78 %
79 % pH_41 = [8.17 8.18 8.15 8.12 8.11 8.08 8.06 8.03 8.02 8.01 ...

7.99]; % Just Water
80 % H_41 = 10.ˆ(-pH_41);
81 % HCO3_41 = C_NaHCO3(4).*((H_41.*Ka1)./(H_41.ˆ2+H_41.*Ka1+Ka1*Ka2));
82 % CO3_41 = (HCO3_41.*Ka2)./H_41;
83 % OH_41 = Kw(4)./H_41;
84 % Alk_41 = HCO3_41 + 2*CO3_41 + OH_41 + H_41;
85 %
86 % pH_43 = [8.48 8.19 8.19 8.13 8.07 8.00 7.95 7.91 7.86 7.82 7.76];
87 % H_43 = 10.ˆ(-pH_43);
88 % HCO3_43 = C_NaHCO3(5).*((H_43.*Ka1)./(H_43.ˆ2+H_43.*Ka1+Ka1*Ka2));
89 % CO3_43 = (HCO3_43.*Ka2)./H_43;
90 % OH_43 = Kw(5)./H_43;
91 % Alk_43 = HCO3_43 + 2*CO3_43 + OH_43 + H_43;
92 %
93 % pH_45 = [8.11 8.04 7.91 7.8 7.7 7.61 7.53 7.47 7.42 7.37 7.31];
94 % H_45 = 10.ˆ(-pH_45);
95 % HCO3_45 = C_NaHCO3(6).*((H_45.*Ka1)./(H_45.ˆ2+H_45.*Ka1+Ka1*Ka2));
96 % CO3_45 = (HCO3_45.*Ka2)./H_45;
97 % OH_45 = Kw(6)./H_45;
98 % Alk_45 = HCO3_45 + 2*CO3_45 + OH_45 + H_45;
99 %
100 % pH_47 = [7.99 7.73 7.68 7.6 7.52 7.46 7.37 7.3 7.24 7.19 7.12];
101 % H_47 = 10.ˆ(-pH_47);
102 % HCO3_47 = C_NaHCO3(7).*((H_47.*Ka1)./(H_47.ˆ2+H_47.*Ka1+Ka1*Ka2));
103 % CO3_47 = (HCO3_47.*Ka2)./H_47;
104 % OH_47 = Kw(7)./H_47;
105 % Alk_47 = HCO3_47 + 2*CO3_47 + OH_47 + H_47;
106
107 % pH_24 = [8.16 8.25 8.16 8.05 7.95 7.89];
108 % pH_26 = [8.28 8.27 8.18 8.11 8 7.93];
109 % pH_29 = [8.33 8.38 8.4 8.41 8.41 8.4 8.37 8.37 8.36 8.35 8.32];
110 % pH_30 = [7.62 7.62 7.59 7.57 7.54 7.52 7.5]; %FIJI Water SKIP
111 % pH_31 = [7.59 7.59 7.56 7.53 7.5]; %FIJI Water SKIP
112 % pH_33 = [8.94 8.97 8.92 8.84 8.73 8.64 8.51 8.41 8.38 8.22 8.17];
113
114
115
116 figure (1)
117 hold on
118 %plot(Va_3,pH_24)
119 %plot(Va_3,pH_25)
120 scatter(Va, pH, '*')
121 % scatter(Va_4,pH_35,'r', 'filled', 'DisplayName','Exp. 35')
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122 % scatter(Va_4,pH_37,'b', 'd', 'DisplayName','Exp. 37')
123 % scatter(Va_4,pH_39,'m', '+', 'DisplayName','Exp. 39')
124 % scatter(Va_4,pH_41, '*', 'DisplayName','Exp. 41')
125 % scatter(Va_4,pH_43, 'x', 'DisplayName','Exp. 43')
126 % scatter(Va_4,pH_45, 'ˆ', 'DisplayName','Exp. 45')
127 % scatter(Va_4,pH_47, 's', 'DisplayName','Exp. 47')
128 % scatter(Va_6,pH_33,'g', 'h')
129 for i = 1:length(C_NaHCO3)
130 plot(Va_3,pH_3(i,:), 'DisplayName','cats')
131 end
132 xlabel('Va (Liters)')
133 ylabel('pH')
134 legend('show')
135 hold off
136
137 % figure (2)
138 % hold on
139 % for i = 1:length(C_NaHCO3)
140 % plot(Va_3,Alk(i,:)*1000)
141 % end
142 % xlabel('Volume (L)')
143 % ylabel('Alkalinity (mg/L)')
144 %
145 % scatter(Va_4, Alk_35*1000)
146 % scatter(Va_4, Alk_37*1000)
147 % scatter(Va_4, Alk_39*1000)
148 % scatter(Va_4, Alk_41*1000)
149 % scatter(Va_4, Alk_43*1000)
150 % scatter(Va_4, Alk_45*1000)
151 % scatter(Va_4, Alk_47*1000)
152 % hold off
153
154 % [8.188333333 8.073333333 8.016666667 7.941666667 7.875 ...

7.803333333 7.74 7.686666667 7.636666667 7.596666667 7.53]

1 function [ pH ] = pH_curve_fit(C_NaHCO3,C_HNO3,Va,Vb,Kw)
2 %UNTITLED3 Summary of this function goes here
3 % NaHCO3 + HNO3 Reaction, Finding [H+]
4
5 %Kw = 1*10ˆ-14;
6 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
7 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
8 Ka = 27.29; % [NO3-][H+]/[HNO3]
9

10
11 % M_NaHCO3 = 1; [grams]
12
13 % C_HCO3 = 10ˆ-3; % NAHCO3 Concentration [Moles/Liters]
14
15
16 V_t = Va + Vb;
17 C1 = C_NaHCO3 * Vb/V_t;
18 C2 = C_HNO3 * Va/V_t;
19
20
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21 F_1 = @(x) (1/Kw)*((10.ˆ(-x)).ˆ2 - ...
((C1.*Ka1.*((10.ˆ(-x)).ˆ2))./((10.ˆ(-x).ˆ2) + ...
Ka1.*(10.ˆ(-x)) + Ka1.*Ka2)).*(1+2.*Ka2./(10.ˆ(-x))) - ...
(10.ˆ(-x)).*(C2-C1) - Kw);

22
23 x0 = 1e-3;
24
25 options = optimset('Display', ...

'iter','MaxFunEvals',100000,'MaxIter',15000);
26 pH = fsolve(F_1, x0, options);
27
28
29 end

A.2 System-Level Model Codes

1 %%
2 clc
3 clear
4 close all
5
6 %%%%%%% INPUT %%%%%%%%%%
7 NO2_rate = .1E-7; % Moles/min
8 %%%%%%% INPUT %%%%%%%%%%
9 pH_in_H20 = [7.34];

10 %%%%%%%% INPUT %%%%%%%%%
11 Mass_NaHCO3 = 0.0/1000; % HNO3 Concentration[Moles/Liters] % ...

might have to divide by volume
12 t1 = 0:15/60:1;
13 t2 = 2:1:15;
14 time = [t1 t2 22];
15
16 pH_m = [7.34 6.335 6.03 5.65 5.52 5.175 4.975 4.86 4.655 4.6 ...

4.535 4.455 4.42 4.39 4.29 4.28 4.215 4.2 4.19 4.15];
17 %pH = zeros(1,length(pH_m));
18 pH = 0;
19 i = 2;
20 j = 1;
21 NO2_s = zeros(1,length(pH_m)-1);
22 NO2 = zeros(1,length(pH_m)-1);
23 NO2_s(j) = 0;
24 t = 0.005;
25 % options = optimset('Display', ...

'iter','MaxFunEvals',100000,'MaxIter',15000);
26 % pH = fsolve(Find_NO2_rate(NO2_rate,pH_in_H20,Mass_NaHCO3), ...

NO2_rate, options);
27 while abs(pH-pH_m(i)) ≥ 0.0001
28 [pH,NO2_t] = ...

Find_NO2_rate(NO2_rate,pH_in_H20,Mass_NaHCO3,time,NO2,i);
29 if abs(pH-pH_m(i)) ≤ t
30 %if abs(10ˆ-pH-10ˆ-pH_m(i)) ≤ t
31 NO2_s(j) = NO2_rate;
32 pH_T(j) = pH;
33 NO2(j) = NO2_t; %moles
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34 j = j + 1;
35 i = i + 1;
36 % if i == 24
37 % t = 10ˆ-7;
38 % end
39 if i > length(pH_m)
40 break;
41 end
42 NO2_rate = .1E-7;
43 end
44 if NO2_rate ≥ 1E-3
45 NO2_rate = NO2_rate + .1E-4
46 elseif NO2_rate ≥ 1E-4
47 NO2_rate = NO2_rate + .1E-5
48 elseif NO2_rate ≥ 1E-5
49 NO2_rate = NO2_rate + .1E-6
50 else
51 NO2_rate = NO2_rate + .1E-7
52 end
53 if i > length(pH_m)
54 break;
55 end
56 end
57 pH
58 NO2_rate
59
60 t3 = 15/60:15/60:1;
61 time_s = [t3 t2 22];
62
63 average = mean(NO2_s);
64 waverage = sum(NO2_s.*time_s)./sum(time_s);
65 NO2_z = zeros(1,length(pH_m)-1);
66 for k = 1:length(NO2)
67 NO2_z(k) = NO2(k)/(time(k+1)-time(k));
68 aver(k) = average;
69 waver(k) = waverage;
70 end
71 Vb = 250/1000; %liter
72 NO3_minus = NO2./Vb .* 2/3 * 62.0049 * 1000; % ppm (NO3-)
73
74 NO3_ave = [6 7.333333333 6.666666667 6.5 7.666666667 8.333333333 ...

8.666666667 9.333333333 12 15 16.33333333 19 21.66666667 ...
25.33333333 27.66666667 31.33333333 33.66666667 39.33333333 ...
43.66666667 48.66666667 52.5 61.66666667 69.33333333 ...
74.33333333 81.66666667 91.33333333];

75
76 NO2_a(1) = time(1)*NO2_s(1)+3/2*NO3_ave(1)/62.0049/1000*Vb(1);
77 for i = 2:length(time)
78 NO2_a(i) = NO2_a(i-1) + NO2_s(i-1)*(time(i)-time(i-1));
79 end
80
81 C_NO2 = NO2_a/Vb(1); % moles/Liter
82 C_NO3 = 2/3 .* C_NO2 * 62.0049 * 1000 ; %ppm
83
84 figure (1)
85 hold on
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86 scatter(time_s,NO2_s,'*')
87 scatter(time_s,NO2_z)
88 plot(time_s,aver)
89 hold off
90 figure (2)
91 hold on
92 scatter(time, pH_m)
93 scatter(time_s,pH_T)
94 hold off
95 figure (3)
96 hold on
97 scatter(time_s,NO2_s,'*')
98 plot(time_s,NO2_s)
99 plot(time_s,aver)
100 plot(time_s,waver)
101 hold off
102 figure (4)
103 hold on
104 scatter(time,NO3_ave)
105 scatter(time_s,NO3_minus)
106 scatter(time,C_NO3,'*')
107 hold off
108
109 percent_error = (abs(pH_m - [0 pH_T]))./pH_m*100
110 [NO2_s(:) NO2_z(:) NO2(:)]
111 %R5 0-22 [6.28 5.77 4.99 4.64 4.49 4.11 3.93 3.83 3.73 3.67 3.6 ...

3.55 3.5 3.45 3.42 3.39 3.35 3.31 3.28 3.25 3.23 3.2 3.17 ...
3.14 3.11 3.09]

112 %R5 0-22 [6.14 5.68 4.65 4.44 4.3 4.06 3.95 3.86 3.74 3.69 3.6 ...
3.57 3.57 3.51 3.45 3.4 3.37 3.34 3.3 3.28 3.25 3.22 3.18 ...
3.17 3.14 3.13]

113 %R5 0-22 [5.36 5.35 4.88 4.45 4.17 4.01 3.85 3.81 3.76 3.7 3.65 ...
3.61 3.55 3.52 3.48 3.45 3.41 3.36 3.35 3.31 3.29 3.26 3.25 ...
3.23 3.21 3.18]

114 %R3 0-15,22 [7.1 6.09 5.9 5.5 5.31 5.04 4.86 4.79 4.56 4.52 4.41 ...
4.33 4.28 4.26 4.23 4.17 4.16 4.14 4.14 4.09]

115 %R3 0-15,22 [7.58 6.58 6.16 5.8 5.73 5.31 5.09 4.93 4.75 4.68 ...
4.66 4.58 4.56 4.52 4.35 4.39 4.27 4.26 4.24 4.21]

116 %R5 0-22 [6.98 5.11 4.3 4.18 4.09 3.81 3.77 3.7 3.63 3.59 3.53 ...
3.49 3.46 3.4 3.36 3.36 3.32 3.29 3.27 3.24 3.23 3.21 3.2 ...
3.18 3.14 3.13]

117 %R5 0-17 [7.12 6.12 5.65 5.39 5.26 4.89 4.69 4.6 4.49 4.41 4.37 ...
4.3 4.27 4.24 4.19 4.18 4.14 4.1 4.08 4.03 4.04]

118 %R3-ave 0-15,22 [7.34 6.335 6.03 5.65 5.52 5.175 4.975 4.86 ...
4.655 4.6 4.535 4.455 4.42 4.39 4.29 4.28 4.215 4.2 4.19 4.15]

119
120 % 0mg [5.902857143 5.274285714 4.707142857 4.447142857 ...

4.292857143 4.02 3.868571429 3.775714286 3.682857143 ...
3.618571429 3.557142857 3.511428571 3.475714286 3.425714286 ...
3.388571429 3.35 3.32 3.281428571 3.248571429 3.217142857 ...
3.19 3.165714286 3.141428571 3.118571429 3.085714286 3.06]

121 % 1mg [6.8425 6.7825 6.62 6.4325 6.26 5.5775 4.6575 4.26 4.0625 ...
3.9625 3.86 3.8 3.725 3.665 3.61 3.57 3.5375 3.5025 3.4775 ...
3.4425 3.4075 3.3775 3.3525 3.325 3.3025 3.2575]
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122 % 2mg [7.205 6.95 6.8875 6.823333333 6.7 6.32 6.0775 5.27 4.9075 ...
4.5575 4.2725 4.075 3.945 3.865 3.7975 3.7425 3.685 3.6425 ...
3.595 3.56 3.52 3.475 3.4375 3.4 3.375 3.3375]

123 % 5mg [7.425 7.303333333 7.238333333 7.138333333 7.053333333 ...
6.741666667 6.456666667 6.123333333 5.545 4.95 4.556666667 ...
4.268333333 4.07 3.955 3.868333333 3.783333333 3.718333333 ...
3.661666667 3.601666667 3.556666667 3.511666667 3.475 ...
3.433333333 3.401666667 3.363333333 3.333333333]

124 % 10mg [7.728333333 7.538333333 7.48 7.405 7.355 7.175 7.03 ...
6.886666667 6.751666667 6.611666667 6.476666667 6.268333333 ...
6.013333333 5.505 4.756666667 4.425 4.225 4.093333333 3.98 ...
3.875 3.803333333 3.736666667 3.678333333 3.628333333 3.58 ...
3.531666667]

125 % 15mg [7.9 7.753333333 7.72 7.693333333 7.33 7.503333333 ...
7.363333333 7.283333333 7.17 7.086666667 7.016666667 6.93 ...
6.846666667 6.756666667 6.653333333 6.513333333 6.323333333 ...
6.036666667 5.65 5.253333333 4.98 4.743333333 4.443333333 ...
4.203333333 4.06 3.966666667]

126 % 20mg [7.994 7.784 7.742 7.696 7.648 7.48 7.378 7.268 7.206 ...
7.128 7.072 7.016 6.94 6.89 6.826 6.764 6.68 6.61 6.522 ...
6.418 6.28 6.062 5.692 5.288 5.002 4.652]

127 % 50mg [8.15 8.086666667 8.063333333 8.033333333 7.976666667 ...
7.913333333 7.813333333 7.76 7.703333333 7.676666667 7.62 ...
7.593333333 7.566666667 7.563333333 7.55 7.526666667 ...
7.513333333 7.483333333 7.49 7.476666667 7.473333333 7.48 ...
7.466666667 7.453333333 7.43 7.413333333]

128
129 % 1mg [6.923333333 6.85 6.693333333 6.593333333 6.406666667 5.77 ...

4.776666667 4.316666667 4.103333333 3.996666667 3.883333333 ...
3.826666667 3.74 3.68 3.616666667 3.573333333 3.543333333 ...
3.506666667 3.48 3.44 3.4 3.366666667 3.336666667 3.31 ...
3.286666667 3.236666667]

130 % 15mg [7.8975 7.7875 7.76 7.725 7.425 7.505 7.3675 7.285 7.17 ...
7.0875 7.0175 6.94 6.8625 6.78 6.6925 6.5775 6.42 6.1975 ...
5.89 5.5775 5.35 5.155 4.9025 4.6875 4.535 4.41]

131 % 20mg [7.965 7.8425 7.79 7.7375 7.6825 7.4925 7.385 7.265 7.2 ...
7.1125 7.0575 6.9975 6.9125 6.86 6.785 6.725 6.6325 6.5625 ...
6.4675 6.3525 6.195 5.9475 5.5025 5.0325 4.6525 4.3525]

132 % 50mg [8.23 8.15 8.13 8.105 8.025 7.955 7.835 7.79 7.725 7.71 ...
7.64 7.62 7.595 7.585 7.57 7.535 7.525 7.485 7.495 7.48 ...
7.475 7.485 7.465 7.455 7.42 7.395]

133
134 % Reactor (3)
135 % 0mg [7.34 6.335 6.03 5.65 5.52 5.175 4.975 4.86 4.655 4.6 ...

4.535 4.455 4.42 4.39 4.29 4.28 4.215 4.2 4.19 4.15]

1 function [ pH,NO2 ] = ...
Find_NO2_rate(NO2_rate,pH_in_H20,Mass_NaHCO3,time,NO2_in,k)

2 %% pH vs time
3
4
5 %NO2_rate = [4.5E-7 5E-6]; % Moles/min
6 %NO2_rate = [1.83E-06 1.83E-06]; % Moles/min
7 %NO2_rate = [2.63E-06 2.63E-06]; % Moles/min
8
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9
10
11 MM = 84.007; % Molar Mass of NaHCO3
12
13
14 C_NaHCO3_mol = Mass_NaHCO3./MM;
15 % pH_in_HNO3 = [4.46 4.44 4.92 6.55 4.84];
16 % C_HNO3 = 10.ˆ(-pH_in_HNO3);
17
18
19
20 Kw = (10.ˆ(-pH_in_H20)).ˆ2;
21 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
22 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
23
24 Vb = [250]/1000;
25 C_NaHCO3 = C_NaHCO3_mol./Vb;
26
27
28 % Va_3 = 0:0.025:0.250; % [Liters]
29
30 NO2 = 0;
31 pH = zeros(length(C_NaHCO3),length(time));
32 Alk = zeros(length(C_NaHCO3),length(time));
33 i = 0;
34 j = 0;
35 for j = 1:length(C_NaHCO3)
36 for i = 1:length(time)
37
38 [pH,NO2] = ...

pH_curve_fit_MODEL_3(C_NaHCO3(j),NO2_rate(j),time,Vb(j),Kw(j),NO2_in,k);
39 if i ==1
40 break;
41 end
42 end
43 end
44
45 % for i = 1:length(C_NaHCO3)
46 % plot(time,pH(i,:), 'DisplayName','NO2 Model')
47 % end
48 % xlabel('time (minutes)')
49 % ylabel('pH')
50 % legend('show')
51
52 end

1 function [ pH,NO2 ] = ...
pH_curve_fit_MODEL_3(C_NaHCO3,NO2_rate,time,Vb,Kw,NO2_in,k)

2 %UNTITLED3 Summary of this function goes here
3 % NaHCO3 + HNO3 Reaction, Finding [H+]
4
5 %Kw = 1*10ˆ-14;
6 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
7 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
8 Ka = 27.29; % [NO3-][H+]/[HNO3]
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9
10
11 % M_NaHCO3 = 1; [grams]
12
13 % C_HCO3 = 10ˆ-3; % NAHCO3 Concentration [Moles/Liters]
14
15 if k == 2
16 NO2 = (time(k)-time(k-1)) .* NO2_rate;
17 else
18 NO2 = NO2_in(k-2) + (time(k)-time(k-1)) .* NO2_rate;
19 end
20
21 C_NO2 = NO2/Vb; % moles/Liter
22 C_NO3 = 2/3 .* C_NO2;
23 % V_t = Va;
24 C1 = C_NaHCO3;
25 % C2 = C_HNO3 * Va/V_t;
26
27
28 F_1 = @(x) (1/Kw)*((10.ˆ(-x)).ˆ2 - ...

((C1.*Ka1.*((10.ˆ(-x)).ˆ2))./((10.ˆ(-x).ˆ2) + ...
Ka1.*(10.ˆ(-x)) + Ka1.*Ka2)).*(1+2.*Ka2./(10.ˆ(-x))) - ...
(10.ˆ(-x)).*(C_NO3-C1) - Kw);

29 %F_1 = @(x) (1/Kw)*((10.ˆ(-x)).ˆ2 + C1.*((10.ˆ(-x)) - ...
(Ka1.*((10.ˆ(-x)).ˆ2))./((10.ˆ(-x).ˆ2)).*(1+2.*Ka2./(10.ˆ(-x)))) ...
- Kw - C_NO3.*10.ˆ(-x));

30 x0 = 1e-3;
31
32 options = optimset('Display', ...

'iter','MaxFunEvals',100000,'MaxIter',15000);
33 pH = fsolve(F_1, x0, options);
34
35
36 end

1 %%
2 clc
3 clear
4 close all
5
6 %%%%%%% INPUT %%%%%%%%%%
7 NO2_rate = .1E-7; % Moles/min
8 %%%%%%% INPUT %%%%%%%%%%
9 pH_in_H20 = [6.35];

10 %%%%%%%% INPUT %%%%%%%%%
11 Mass_NaHCO3 = 50.0/1000; % HNO3 Concentration[Moles/Liters] % ...

might have to divide by volume
12 t1 = 0:15/60:1;
13 t2 = 2:1:22;
14 time = [t1 t2];
15
16 NO3_m = [5.5 5.5 5.5 6.5 6.5 8 8 9 9.5 10.5 11.5 13.5 14 15.5 16 ...

17.5 18.5 18.5 19.5 22 24.5 27.5 27 27.5 28.5 29.5];
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17 pH_m = [8.15 8.086666667 8.063333333 8.033333333 7.976666667 ...
7.913333333 7.813333333 7.76 7.703333333 7.676666667 7.62 ...
7.593333333 7.566666667 7.563333333 7.55 7.526666667 ...
7.513333333 7.483333333 7.49 7.476666667 7.473333333 7.48 ...
7.466666667 7.453333333 7.43 7.413333333];

18 %pH = zeros(1,length(pH_m));
19 NO3 = 0;
20 pH = 0;
21 i = 2;
22 j = 1;
23 NO2_s = zeros(1,length(pH_m)-1);
24 NO2 = zeros(1,length(pH_m)-1);
25 NO2_s(j) = 0;
26 t = 0.5;
27 % options = optimset('Display', ...

'iter','MaxFunEvals',100000,'MaxIter',15000);
28 % pH = fsolve(Find_NO2_rate(NO2_rate,pH_in_H20,Mass_NaHCO3), ...

NO2_rate, options);
29 while abs(NO3-NO3_m(i)) ≥ 0.0001
30 [pH,NO2_t,NO3] = ...

Find_NO2_rate_2(NO2_rate,pH_in_H20,Mass_NaHCO3,time,NO2,i);
31 NO3 = NO3 * 62.0049 * 1000; % moles/liter ---> mg/liter
32 if abs(NO3-NO3_m(i)) ≤ t
33 %if abs(10ˆ-pH-10ˆ-pH_m(i)) ≤ t
34 NO2_s(j) = NO2_rate;
35 pH_T(j) = pH;
36 NO2(j) = NO2_t; %moles
37 NO3_t(j) = NO3;
38 j = j + 1;
39 i = i + 1;
40 % if i == 24
41 % t = 10ˆ-7;
42 % end
43 if i > length(pH_m)
44 break;
45 end
46 NO2_rate = .1E-7;
47 end
48 if NO2_rate ≥ 1E-3
49 NO2_rate = NO2_rate + .1E-4
50 elseif NO2_rate ≥ 1E-4
51 NO2_rate = NO2_rate + .1E-5
52 elseif NO2_rate ≥ 1E-5
53 NO2_rate = NO2_rate + .1E-6
54 else
55 NO2_rate = NO2_rate + .1E-7
56 end
57 if i > length(pH_m)
58 break;
59 end
60 end
61 pH
62 NO2_rate
63
64 t3 = 15/60:15/60:1;
65 time_s = [t3 t2];
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66
67 average = mean(NO2_s);
68 waverage = sum(NO2_s.*time_s)./sum(time_s);
69 NO2_z = zeros(1,length(pH_m)-1);
70 for k = 1:length(NO2)
71 NO2_z(k) = NO2(k)/(time(k+1)-time(k));
72 aver(k) = average;
73 waver(k) = waverage;
74 end
75 Vb = 250/1000; %liter
76 NO3_minus = NO2./Vb .* 2/3 * 62.0049 * 1000; % ppm (NO3-)
77
78 NO2_a(1) = time(1)*NO2_s(1)+3/2*NO3_m(1)/62.0049/1000*Vb(1);
79 for i = 2:length(time)
80 NO2_a(i) = NO2_a(i-1) + NO2_s(i-1)*(time(i)-time(i-1));
81 end
82
83 C_NO2 = NO2_a/Vb(1); % moles/Liter
84 C_NO3 = 2/3 .* C_NO2 * 62.0049 * 1000 ; %ppm
85
86
87 figure (1)
88 hold on
89 scatter(time_s,NO2_s,'*')
90 scatter(time_s,NO2_z)
91 plot(time_s,aver)
92 hold off
93 figure (2)
94 hold on
95 scatter(time, pH_m)
96 scatter(time_s,pH_T)
97 hold off
98 figure (3)
99 hold on
100 scatter(time_s,NO2_s,'*')
101 plot(time_s,NO2_s)
102 plot(time_s,aver)
103 plot(time_s,waver)
104 hold off
105 figure (4)
106 hold on
107 scatter(time_s,NO3_minus)
108 scatter(time,NO3_m)
109 scatter(time_s,NO3_t,'*')
110 scatter(time,C_NO3,'>')
111 hold off
112 percent_error_1 = (abs(pH_m - [0 pH_T]))./pH_m*100
113 percent_error_2 = (abs(NO3_m - [0 NO3_t]))./pH_m*100
114 [NO2_s(:) NO2_z(:) NO2(:)]
115
116 % pH
117 %R5 0-22 [6.28 5.77 4.99 4.64 4.49 4.11 3.93 3.83 3.73 3.67 3.6 ...

3.55 3.5 3.45 3.42 3.39 3.35 3.31 3.28 3.25 3.23 3.2 3.17 ...
3.14 3.11 3.09]

114



118 %R5 0-22 [6.14 5.68 4.65 4.44 4.3 4.06 3.95 3.86 3.74 3.69 3.6 ...
3.57 3.57 3.51 3.45 3.4 3.37 3.34 3.3 3.28 3.25 3.22 3.18 ...
3.17 3.14 3.13]

119 %R5 0-22 [5.36 5.35 4.88 4.45 4.17 4.01 3.85 3.81 3.76 3.7 3.65 ...
3.61 3.55 3.52 3.48 3.45 3.41 3.36 3.35 3.31 3.29 3.26 3.25 ...
3.23 3.21 3.18]

120 %R3 0-15,22 [7.1 6.09 5.9 5.5 5.31 5.04 4.86 4.79 4.56 4.52 4.41 ...
4.33 4.28 4.26 4.23 4.17 4.16 4.14 4.14 4.09]

121 %R3 0-15,22 [7.58 6.58 6.16 5.8 5.73 5.31 5.09 4.93 4.75 4.68 ...
4.66 4.58 4.56 4.52 4.35 4.39 4.27 4.26 4.24 4.21]

122 %R5 0-22 [6.98 5.11 4.3 4.18 4.09 3.81 3.77 3.7 3.63 3.59 3.53 ...
3.49 3.46 3.4 3.36 3.36 3.32 3.29 3.27 3.24 3.23 3.21 3.2 ...
3.18 3.14 3.13]

123 %R5 0-17 [7.12 6.12 5.65 5.39 5.26 4.89 4.69 4.6 4.49 4.41 4.37 ...
4.3 4.27 4.24 4.19 4.18 4.14 4.1 4.08 4.03 4.04]

124
125
126 % 0mg [5.902857143 5.274285714 4.707142857 4.447142857 ...

4.292857143 4.02 3.868571429 3.775714286 3.682857143 ...
3.618571429 3.557142857 3.511428571 3.475714286 3.425714286 ...
3.388571429 3.35 3.32 3.281428571 3.248571429 3.217142857 ...
3.19 3.165714286 3.141428571 3.118571429 3.085714286 3.06]

127 % 1mg [6.8425 6.7825 6.62 6.4325 6.26 5.5775 4.6575 4.26 4.0625 ...
3.9625 3.86 3.8 3.725 3.665 3.61 3.57 3.5375 3.5025 3.4775 ...
3.4425 3.4075 3.3775 3.3525 3.325 3.3025 3.2575]

128 % 2mg [7.205 6.95 6.8875 6.823333333 6.7 6.32 6.0775 5.27 4.9075 ...
4.5575 4.2725 4.075 3.945 3.865 3.7975 3.7425 3.685 3.6425 ...
3.595 3.56 3.52 3.475 3.4375 3.4 3.375 3.3375]

129 % 5mg [7.425 7.303333333 7.238333333 7.138333333 7.053333333 ...
6.741666667 6.456666667 6.123333333 5.545 4.95 4.556666667 ...
4.268333333 4.07 3.955 3.868333333 3.783333333 3.718333333 ...
3.661666667 3.601666667 3.556666667 3.511666667 3.475 ...
3.433333333 3.401666667 3.363333333 3.333333333]

130 % 10mg [7.728333333 7.538333333 7.48 7.405 7.355 7.175 7.03 ...
6.886666667 6.751666667 6.611666667 6.476666667 6.268333333 ...
6.013333333 5.505 4.756666667 4.425 4.225 4.093333333 3.98 ...
3.875 3.803333333 3.736666667 3.678333333 3.628333333 3.58 ...
3.531666667]

131 % 15mg [7.9 7.753333333 7.72 7.693333333 7.33 7.503333333 ...
7.363333333 7.283333333 7.17 7.086666667 7.016666667 6.93 ...
6.846666667 6.756666667 6.653333333 6.513333333 6.323333333 ...
6.036666667 5.65 5.253333333 4.98 4.743333333 4.443333333 ...
4.203333333 4.06 3.966666667]

132 % 20mg *[7.994 7.784 7.742 7.696 7.648 7.48 7.378 7.268 7.206 ...
7.128 7.072 7.016 6.94 6.89 6.826 6.764 6.68 6.61 6.522 ...
6.418 6.28 6.062 5.692 5.288 5.002 4.652]

133 % 50mg *[8.15 8.086666667 8.063333333 8.033333333 7.976666667 ...
7.913333333 7.813333333 7.76 7.703333333 7.676666667 7.62 ...
7.593333333 7.566666667 7.563333333 7.55 7.526666667 ...
7.513333333 7.483333333 7.49 7.476666667 7.473333333 7.48 ...
7.466666667 7.453333333 7.43 7.413333333]

134
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135 % 1mg [6.923333333 6.85 6.693333333 6.593333333 6.406666667 5.77 ...
4.776666667 4.316666667 4.103333333 3.996666667 3.883333333 ...
3.826666667 3.74 3.68 3.616666667 3.573333333 3.543333333 ...
3.506666667 3.48 3.44 3.4 3.366666667 3.336666667 3.31 ...
3.286666667 3.236666667]

136 % 15mg *[7.8975 7.7875 7.76 7.725 7.425 7.505 7.3675 7.285 7.17 ...
7.0875 7.0175 6.94 6.8625 6.78 6.6925 6.5775 6.42 6.1975 ...
5.89 5.5775 5.35 5.155 4.9025 4.6875 4.535 4.41]

137 % 20mg [7.965 7.8425 7.79 7.7375 7.6825 7.4925 7.385 7.265 7.2 ...
7.1125 7.0575 6.9975 6.9125 6.86 6.785 6.725 6.6325 6.5625 ...
6.4675 6.3525 6.195 5.9475 5.5025 5.0325 4.6525 4.3525]

138 % 50mg [8.23 8.15 8.13 8.105 8.025 7.955 7.835 7.79 7.725 7.71 ...
7.64 7.62 7.595 7.585 7.57 7.535 7.525 7.485 7.495 7.48 ...
7.475 7.485 7.465 7.455 7.42 7.395]

139
140 % Reactor (3)
141 % 0mg [7.34 6.335 6.03 5.65 5.52 5.175 4.975 4.86 4.655 4.6 ...

4.535 4.455 4.42 4.39 4.29 4.28 4.215 4.2 4.19 4.15]
142
143 % NO3-
144 % 0mg [3.5 5 8.125 10.625 13.125 18.375 22.375 25.75 29.875 ...

34.625 37.25 39.875 45.875 50 54.25 60.25 65.625 70.875 ...
78.125 83 90.625 95.75 104.25 112.75 125.125 131.25]

145 % 1mg [5.333333333 5.333333333 5.333333333 6 6 8 9.666666667 13 ...
15.33333333 17.33333333 21.33333333 24 29.33333333 32 34 ...
37.33333333 39.33333333 43.33333333 49 50.33333333 58 62 69 ...
74.66666667 79 81.33333333]

146 % 2mg [6 7.333333333 6.666666667 6.5 7.666666667 8.333333333 ...
8.666666667 9.333333333 12 15 16.33333333 19 21.66666667 ...
25.33333333 27.66666667 31.33333333 33.66666667 39.33333333 ...
43.66666667 48.66666667 52.5 61.66666667 69.33333333 ...
74.33333333 81.66666667 91.33333333]

147 % 5mg [5.5 6 6 6 6 7.25 7.25 8.25 9.25 10.75 12.75 15.25 18 ...
20.75 23.75 27.5 31 36.33333333 40.75 44.75 48.5 56.5 63.25 ...
71.25 79.25 88.75]

148 % 10mg [6.833333333 7.833333333 7.833333333 8.333333333 8 8.5 ...
9.5 10 10.66666667 11.33333333 12 12.66666667 12.83333333 ...
12.83333333 13.66666667 16 18 20.83333333 24.66666667 28 ...
31.66666667 35.5 40 45.5 51.5 58.16666667]

149 % 15mg [7 6 6.666666667 6.666666667 6.666666667 7.333333333 ...
7.333333333 7.666666667 8.666666667 9.333333333 10.33333333 ...
11.33333333 11 12 12.66666667 13.33333333 14 14.33333333 15 ...
15.66666667 17 19 20.66666667 23.66666667 27.33333333 ...
31.33333333]

150 % 20mg [5.4 5.8 6.2 6.8 6.2 7.2 7.2 7.8 8.8 9 10 9.8 10.4 11.4 ...
12.2 13 14 14.4 14.6 15.8 16.4 16.6 17 17.4 19 20.8]

151 % 50mg [5.5 5.5 5.5 6.5 6.5 8 8 9 9.5 10.5 11.5 13.5 14 15.5 16 ...
17.5 18.5 18.5 19.5 22 24.5 27.5 27 27.5 28.5 29.5]

1 function [ pH,NO2,NO3 ] = ...
Find_NO2_rate_2(NO2_rate,pH_in_H20,Mass_NaHCO3,time,NO2_in,k)

2 %% pH vs time
3
4
5 %NO2_rate = [4.5E-7 5E-6]; % Moles/min
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6 %NO2_rate = [1.83E-06 1.83E-06]; % Moles/min
7 %NO2_rate = [2.63E-06 2.63E-06]; % Moles/min
8
9

10
11 MM = 84.007; % Molar Mass of NaHCO3
12
13
14 C_NaHCO3_mol = Mass_NaHCO3./MM;
15 % pH_in_HNO3 = [4.46 4.44 4.92 6.55 4.84];
16 % C_HNO3 = 10.ˆ(-pH_in_HNO3);
17
18
19
20 Kw = (10.ˆ(-pH_in_H20)).ˆ2;
21 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
22 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
23
24 Vb = [250]/1000;
25 C_NaHCO3 = C_NaHCO3_mol./Vb;
26
27
28 % Va_3 = 0:0.025:0.250; % [Liters]
29
30 NO2 = 0;
31 NO3 = 0;
32 pH = zeros(length(C_NaHCO3),length(time));
33 Alk = zeros(length(C_NaHCO3),length(time));
34 i = 0;
35 j = 0;
36 for j = 1:length(C_NaHCO3)
37 for i = 1:length(time)
38
39 [pH,NO2,NO3] = ...

pH_curve_fit_MODEL_4(C_NaHCO3(j),NO2_rate(j),time,Vb(j),Kw(j),NO2_in,k);
40 if i ==1
41 break;
42 end
43 end
44 end
45
46 % for i = 1:length(C_NaHCO3)
47 % plot(time,pH(i,:), 'DisplayName','NO2 Model')
48 % end
49 % xlabel('time (minutes)')
50 % ylabel('pH')
51 % legend('show')
52
53 end

1 function [ pH,NO2,C_NO3 ] = ...
pH_curve_fit_MODEL_4(C_NaHCO3,NO2_rate,time,Vb,Kw,NO2_in,k)

2 %UNTITLED3 Summary of this function goes here
3 % NaHCO3 + HNO3 Reaction, Finding [H+]
4
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5 %Kw = 1*10ˆ-14;
6 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
7 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
8 Ka = 27.29; % [NO3-][H+]/[HNO3]
9

10
11 % M_NaHCO3 = 1; [grams]
12
13 % C_HCO3 = 10ˆ-3; % NAHCO3 Concentration [Moles/Liters]
14
15 if k == 2
16 NO2 = (time(k)-time(k-1)) .* NO2_rate;
17 else
18 NO2 = NO2_in(k-2) + (time(k)-time(k-1)) .* NO2_rate;
19 end
20
21 C_NO2 = NO2/Vb; % moles/Liter
22 C_NO3 = 2/3 .* C_NO2; % moles/Liter
23 % V_t = Va;
24 C1 = C_NaHCO3;
25 % C2 = C_HNO3 * Va/V_t;
26
27
28 F_1 = @(x) (1/Kw)*((10.ˆ(-x)).ˆ2 - ...

((C1.*Ka1.*((10.ˆ(-x)).ˆ2))./((10.ˆ(-x).ˆ2) + ...
Ka1.*(10.ˆ(-x)) + Ka1.*Ka2)).*(1+2.*Ka2./(10.ˆ(-x))) - ...
(10.ˆ(-x)).*(C_NO3-C1) - Kw);

29 %F_1 = @(x) (1/Kw)*((10.ˆ(-x)).ˆ2 + C1.*((10.ˆ(-x)) - ...
(Ka1.*((10.ˆ(-x)).ˆ2))./((10.ˆ(-x).ˆ2)).*(1+2.*Ka2./(10.ˆ(-x)))) ...
- Kw - C_NO3.*10.ˆ(-x));

30 x0 = 1e-3;
31
32 options = optimset('Display', ...

'iter','MaxFunEvals',100000,'MaxIter',15000);
33 pH = fsolve(F_1, x0, options);
34
35
36 end

1 %% pH vs time
2
3
4 clc
5 clear
6 close all
7
8 %NO2_rate = [4.5E-7 5E-6]; % Moles/min
9 %NO2_rate = [1.83E-06 1.83E-06]; % Moles/min

10 %NO2_rate = [2.63E-06 2.63E-06]; % Moles/min
11
12 %%%%%%% INPUT %%%%%%%%%%
13 NO2_rate = [1.8e-06 15.0e-06 4.05e-06 33.75e-06]; % Moles/min
14
15 MM = 84.007; % Molar Mass of NaHCO3
16 %%%%%%%% INPUT %%%%%%%%%
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17 Mass_NaHCO3 = [50.0 50.0 50.0]/1000; % HNO3 Concentration[Moles]
18
19 C_NaHCO3_mol = Mass_NaHCO3./MM;
20 % pH_in_HNO3 = [4.46 4.44 4.92 6.55 4.84];
21 % C_HNO3 = 10.ˆ(-pH_in_HNO3);
22
23 %%%%%%% INPUT %%%%%%%%%%
24 pH_in_H20 = [6.35 6.35 6.35];
25
26 tbreak = 30.0; % break time for different NO2 rate
27
28 Kw = (10.ˆ(-pH_in_H20)).ˆ2;
29 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
30 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
31
32 Vb = [250 250 250]/1000;
33 C_NaHCO3 = C_NaHCO3_mol./Vb; % [Moles/Liter]
34
35 time = 0:15/60:22;
36 % Va_3 = 0:0.025:0.250; % [Liters]
37
38 NO3_ave = [5.333333333 5.333333333 5.333333333 6 6 8 9.666666667 ...

13 15.33333333 17.33333333 21.33333333 24 29.33333333 32 34 ...
37.33333333 39.33333333 43.33333333 49 50.33333333 58 62 69 ...
74.66666667 79 81.33333333];

39
40
41 NO2(1) = time(1)*NO2_rate(2);%+3/2*NO3_ave(1)/62.0049/1000*Vb(1);
42 for i = 2:length(time)
43 if (time(i) ≤ tbreak)
44 k = 3;
45 else
46 k = 4;
47 end
48 NO2(i) = NO2(i-1) + NO2_rate(k)*(time(i)-time(i-1));
49 end
50
51 C_NO22 = NO2./Vb(1); % moles/Liter
52 %C_NO3 = 2/3 .* C_NO2 * 62.0049 * 1000; %ppm
53
54
55 pH = zeros(length(C_NaHCO3),length(time));
56 Alk = zeros(length(C_NaHCO3),length(time));
57 i = 0;
58 j = 0;
59 for j = 1:length(C_NaHCO3)
60 for i = 1:length(time)
61
62 pH(j,i) = pH_curve_fit_MODEL_5(C_NaHCO3(j),C_NO22(i),Kw(j));
63
64 H_plus = 10ˆ(-pH(j,i));
65 HCO3 = ...

C_NaHCO3(j)*((H_plus*Ka1)/(H_plusˆ2+H_plus*Ka1+Ka1*Ka2));
66 CO3 = (HCO3*Ka2)/H_plus;
67 OH = Kw(j)/H_plus;
68 Alk(j,i) = HCO3 + 2*CO3 + OH + H_plus;
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69 end
70 end
71
72 %NO2 = zeros(length(C_NaHCO3),length(time));
73 %for i = 1:length(NO2_rate)
74 % NO2 = time .* NO2_rate(i); %NO2_init +
75 % C_NO2 = NO2/Vb(i); % moles/Liter
76 % C_NO3(i,:) = 3/2 .* C_NO2 * 62.0049 * 1000; %ppm
77 %end
78
79
80
81
82 pH
83 % pH_20 = [7.71 7.66 7.61 7.58 7.54 7.53 7.5 7.44 7.41 7.38 7.32 ...

7.3 7.38 7.25 7.22 7.2 7.16 7.21 7.19 7.13 7.12 7.08 7.06 ...
7.04 7.04 7.01 6.97];

84 % t_1 = [0 10 15 30 45 60]/60;
85 % t_2 = 2:1:22;
86 % time_20 = [t_1 t_2];
87 %
88 % pH_19 = [7.78 7.67 7.56 7.48 7.45 7.42 7.36 7.25 7.17 7.11 ...

7.05 6.98 6.94 6.87 6.81 6.78 6.74 6.67 6.63 6.55 6.41 6.18 ...
6.05 5.86 5.63 5.5 5.35];

89 % t_3 = 2:1:15;
90 % t_4 = 19:1:24;
91 % time_19 = [t_1 t_3 17 t_4];
92
93 pH_ave = [8.15 8.086666667 8.063333333 8.033333333 7.976666667 ...

7.913333333 7.813333333 7.76 7.703333333 7.676666667 7.62 ...
7.593333333 7.566666667 7.563333333 7.55 7.526666667 ...
7.513333333 7.483333333 7.49 7.476666667 7.473333333 7.48 ...
7.466666667 7.453333333 7.43 7.413333333];

94 t_1 = [0 15 30 45 60]/60;
95 t_2 = 2:1:22;
96 time_19 = [t_1 t_2];
97
98 pH_UE = [6.88 6.03 5.77 5.62 5.52 5.31 5.23 5.12 5.11 5.04 5.01 ...

4.98 4.96 4.95 4.95 4.94 4.94 4.91 4.92 4.94 4.92 4.98 4.98 ...
4.99 4.99 5.0];

99 time_20 = [t_1 t_2];
100
101 pH_LE = [6.28 5.31 4.76 4.56 4.45 4.11 4.11 3.87 3.93 3.72 3.68 ...

3.63 3.59 3.54 3.50 3.47 3.44 3.40 3.37 3.35 3.32 3.27 3.24 ...
3.22 3.19 3.17];

102
103 %%%%%%%%%%% INCORRECT NO3- DO NOT COPY %%%%%%%%%%%%%
104 NO2(1) = time(1)*NO2_rate(1)+2/3*NO3_ave(1)/62.0049/1000*Vb(1);
105 for i = 2:length(time)
106 if (time(i) ≤ tbreak)
107 k = 1;
108 else
109 k = 2;
110 end
111 NO2(i) = NO2(i-1) + NO2_rate(k)*(time(i)-time(i-1));
112 end
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113
114 C_NO2 = NO2/Vb(1); % moles/Liter
115 C_NO3 = 3/2 .* C_NO2 * 62.0049 * 1000 ; %ppm
116
117 %%%%%%%%%% Correct NO3- to copy %%%%%%%%%%%%
118 NO22(1) = time(1)*NO2_rate(3)+3/2*NO3_ave(1)/62.0049/1000*Vb(1);
119 for i = 2:length(time)
120 if (time(i) ≤ tbreak)
121 k = 3;
122 else
123 k = 4;
124 end
125 NO22(i) = NO22(i-1) + NO2_rate(k)*(time(i)-time(i-1));
126 end
127
128 C_NO22 = NO22/Vb(1); % moles/Liter
129 C_NO33 = 2/3 .* C_NO22 * 62.0049 * 1000 ; %ppm
130
131 figure (1)
132 hold on
133 %plot(Va_3,pH_24)
134 %plot(Va_3,pH_25)
135 scatter(time_19,pH_ave,'r', 'filled', 'DisplayName','pH ave')
136 %scatter(time_20,pH_UE,'b', 'd', 'DisplayName','Upper Error')
137 %scatter(time_20,pH_LE,'b', 'd', 'DisplayName','Lower Error')
138 % scatter(Va_3,pH_39,'m', '+', 'DisplayName','Exp. 39')
139 % scatter(Va_3,pH_41, '*', 'DisplayName','Exp. 41')
140 % scatter(Va_3,pH_43, 'x', 'DisplayName','Exp. 43')
141 % scatter(Va_6,pH_33,'g', 'h')
142 rate_s = num2str(NO2_rate);
143 mass_s = num2str(Mass_NaHCO3*1000);
144 for i = 1:length(C_NaHCO3)
145 plot(time,pH(i,:), 'DisplayName','NO2 Model')
146 end
147 xlabel('time (minutes)')
148 ylabel('pH')
149 legend('show')
150 text(20,7.6,strcat('d[NO2]/dt = ',rate_s,' mol/min'))
151 text(20,7.55,strcat('NaHCO3 = ',mass_s,' mg'))
152 hold off
153
154 figure (2)
155 hold on
156 for i = 1:length(C_NaHCO3)
157 plot(time,Alk(i,:)*1000, 'DisplayName','NO2 Model')
158 end
159 xlabel('time (minutes)')
160 ylabel('Alkalinity (mg/L)')
161 legend('show')
162 hold off
163
164 figure (3)
165 hold on
166 % % for i = 1:length(C_NaHCO3)
167 % plot(time,C_NO3(i,:), 'DisplayName','NO2 Model')
168 % end
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169 plot(time,C_NO3)
170 plot(time,C_NO33,'--')
171 scatter(time_19,NO3_ave,'r', 'filled', 'DisplayName','NO3- ave')
172 xlabel('time (minutes)')
173 ylabel('NO3- (ppm)')
174 legend('show')
175 hold off

1 function [ pH ] = pH_curve_fit_MODEL_5(C_NaHCO3,C_NO2,Kw)
2 %UNTITLED3 Summary of this function goes here
3 % NaHCO3 + HNO3 Reaction, Finding [H+]
4
5 %Kw = 1*10ˆ-14;
6 Ka1 = 4.46*10ˆ-7; % [HCO3-][H+]/[H2CO3]
7 Ka2 = 4.69*10ˆ-11; % [CO32-][H+]/[HCO3]
8 Ka = 27.29; % [NO3-][H+]/[HNO3]
9

10
11 % M_NaHCO3 = 1; [grams]
12
13 % C_HCO3 = 10ˆ-3; % NAHCO3 Concentration [Moles/Liters]
14
15
16 % NO2 = time .* NO2_rate; %NO2_init +
17 % C_NO2 = NO2/Vb; % moles/Liter
18 C_NO3 = 2/3 .* C_NO2;
19 % V_t = Va;
20 C1 = C_NaHCO3;
21 % C2 = C_HNO3 * Va/V_t;
22
23
24 F_1 = @(x) (1/Kw)*((10.ˆ(-x)).ˆ2 - ...

((C1.*Ka1.*((10.ˆ(-x)).ˆ2))./((10.ˆ(-x).ˆ2) + ...
Ka1.*(10.ˆ(-x)) + Ka1.*Ka2)).*(1+2.*Ka2./(10.ˆ(-x))) - ...
(10.ˆ(-x)).*(C_NO3-C1) - Kw);

25 %F_1 = @(x) (1/Kw)*((10.ˆ(-x)).ˆ2 + C1.*((10.ˆ(-x)) - ...
(Ka1.*((10.ˆ(-x)).ˆ2))./((10.ˆ(-x).ˆ2)).*(1+2.*Ka2./(10.ˆ(-x)))) ...
- Kw - C_NO3.*10.ˆ(-x));

26 x0 = 1e-3;
27
28 options = optimset('Display', ...

'iter','MaxFunEvals',100000,'MaxIter',15000);
29 pH = fsolve(F_1, x0, options);
30
31
32 end
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