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ABSTRACT OF THE DISSERTATION

Molecular Psychophysics of Selective Auditory Attention

By

Alison Y. Tan

Doctor of Philosophy in Psychology

University of California, Irvine, 2015

Professor Bruce Berg, Chair

Mechanisms underlying selective auditory attention currently lack a comprehensive theoret-

ical framework for considering many empirical phenomena. For instance, there exists little

scientific vernacular for discussing differences in dichotic and diotic performance under con-

ditions with equivalent information. The following work applies an empirical paradigm that

adds noise to the stimulus as a means to study attention to individual components of the

stimulus complex. The first part uses a sample discrimination task that presents tones to

alternating ears while manipulating parameters such as informativeness, inter-tone interval,

and binaural differences in loudness. Only 2 of 9 listeners showed an optimal listening strat-

egy. Most, instead, show a left-ear advantage and are unduly influenced by loud tones that

carry little information. The second part examines selective attention to the basic dimen-

sions of sound - pitch, timbre (e.g., roughness), and loudness. Methods were developed to

manipulate the stimulus and observe the effect of specific cue. A theoretical model associ-

ated with each cue yields a different pattern of decision weights in a discrimination task.

Listeners are instructed to attend to target cues and estimated weights quantify the degree

of selective attention to that cue. Some listeners matched theoretical predictions, whereas

others appear to use a combination of cues, rather than a single cue. I show that there are

clear changes to estimated weights that directly reflect perceptual changes to an isolated

cue when a second and then a third cue wis introduced. Findings from both sets of studies

xiii



introduce novel ways to study auditory selective attention and provide initial building blocks

for a theoretical framework.
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Introduction

Natural auditory environments often contain many complex and concurrent sounds. In a

context where there are many competing sound sources, the human auditory system can still

selectively attend to a source of interest while ignoring the rest. The mechanisms underlying

selective auditory attention, however, are not yet fully understood; there is no comprehensive

framework that relays how attention influences perceptual ability.

The primary goal of this research is to develop measurements to study and explore the

limitations of auditory selective attention using molecular psychophysics. Chapter 1 begins

by defining the individual listening patterns in a dichotic sample discrimination task in which

tones with differing levels of informativeness are sent alternating to either the left or right

ear. Most listeners showed better performance in the left ear among while only 2 out of 9

listeners can be considered optimal such that they can listen to the most informative target

tones in difficult and easy conditions. The chapter then explores whether there are temporal

differences in dichotic and diotic listening and how these manipulations can improve listener

performance.

Chapter 2 examines listeners’ ability to attend to specific cues, specifically pitch, timbre

(“roughness”), and loudness. The perceptual experiences of these dimensions of sound are

objectively analyzed, and I determine that different stimulus manipulations result in decision

weights that reflect perceptual differences. While some listeners closely adhere to the model,

1



others show deviations from the model which suggest a combination of listening cues that are

reflected in their decision weights. The methods developed here generate quantifiable mea-

sures for different dimensions of sound and help create objective dialogue about individual

perception.
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Chapter 1

Measures of Selective Attention in a

Sample Discrimination Task

1.1 Overview

The purpose of these experiments is to address individual differences in selective attention. A

sample discrimination task was used to investigate the ability of listeners to selectively attend

to information from one ear while ignoring information from the other ear. On each trial,

seven 60 ms-tones were drawn from a normal distribution with means of 1000 or 1100 Hz.

Half of the trials used "low-mean" stimuli in which the means of the distributions for both

even and odd tones that were drawn were 1000Hz; the other trials used "high-mean" stimuli

in which the means of both distributions were 1100 Hz. The task was to judge whether

the stimulus on a given trial was a high-mean or a low-mean stimulus. The informativeness

between even and odd tones is manipulated as well. Even numbered tones were the most

informative (d′=2) and presented to one ear and the less informative, odd numbered tones

(d′=0.5) were presented to the other ear. The tone sequence was presented alternating from

3



ear to ear.

In all task conditions, the frequencies of tones 2, 4 and 6 were drawn from a Gaussian

distribution with standard deviation 50 Hz. This allowed even tones to have less variance and

provide more information than odd tones. The frequencies of tones 1, 3, 5 and 7 were drawn

from a Gaussian distribution with standard deviation 200 Hz; thus making the odd tones

less informative. In easy conditions, informative and uninformative tones were presented at

70 dB, 50 dB, respectively. In difficult conditions, informative and uninformative tones were

presented at 50 dB, 70 dB, respectively.

Psychophysical measures like decision weights, efficiency measures and performance level (d′)

all showed an unexpectedly wide range in a listener’s ability to selectively attend to the most

informative tones. Estimates of d′ range from 2.4 to 0.7. These measures are a step towards

developing a more quantifiable method to investigate auditory selective attention. Some

listeners displayed high efficiency estimates in all conditions while others showed a marked

ear preference, achieving high efficiency only when the informative tones were presented to

a particular ear. Another group of listeners showed a distinct inability to selectively attend

in any condition. This latter group is most affected by the intensity manipulation.

1.2 Introduction

The ability to attend to one ear while ignoring information from the other ear is a useful

listening tool in any acoustic environment. Intuitively, one can imagine that an individ-

ual can listen using their right ear equally as well to one could to their left ear. Dichotic

listening experiments have been a preferred method in the last half of the century to inves-

tigate how listeners attend to stimuli in different channels (Cherry, 1953; Broadbent, 1954;

Hugdahl, 2011). Many variations of dichotic presentation have been developed such as the

4



CV-syllables paradigm (Studdert-Kennedy and Shankweiler, 1970) in which pairs of sylla-

bles are presented and the subject reports which syllable was perceived after each immediate

trial. Or a cued attention task in which listeners are given a cue that predicts the location

of a subsequent target stimuli for which the listener can respond (Ofek and Pratt, 2004)

while other experiments of dichotic presentation, inform listeners beforehand to focus their

attention on stimuli arriving at a specific ear (Bryden et al., 1983).

Berg (1990) estimated decision weights using a task where a sequence of tones are presented

to both ears with frequencies drawn from normal distributions. In the diotic sample discrim-

ination task, sensitivity indices for even and odd tones were d′=2 and d′=1, respectively,

so even tones were more informative and reliable. Berg found that listeners placed greater

emphasis on more intense tones even if they came from a less reliable samples.

This robust effect, known as level dominance, has been studied in various contexts includ-

ing: long temporal gaps between tone bursts (Turner and Berg, 2007), tones sampled with

different overall level and large level perturbations (Lutfi and Jesteadt, 2006), and when

identifying sound sources that form basic auditory objects (Lutfi et al., 2008). Additional

cases like using wide-band noise sequences (Oberfeld and Plank, 2011) and detecting the

order of statistical changes in a sound stream (Richards et al., 2013) also yielded the same

strategy in which listeners attended to the loudest stimuli in the display.

In this study the effect of level dominance is utilized to manipulate task difficulty. We

use a dichotic sample discrimination task with seven tones where the highly informative

even-tones are sent to the target ear in every condition. Task difficulty is manipulated by

sequentially alternating the tone bursts and the intensity of the tones sent to each ear, with

20 dB level difference between even and odd tones. In difficult conditions, informative and

less informative tones are presented at 50 dB, 70 dB, respectively and vice versa for easy

conditions.
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1.3 Experiment 1: Dichotic sample discrimination task

1.4 Methods

1.4.1 Listeners

Nine students from the University of California, Irvine participated in a dichotic sample

discrimination task. All subjects ranged in age from 18-28 years and were screened for

normal hearing. Listeners displayed less than 20 dB hearing loss for pure tones ranging from

0.5-8 kHz with the exception of one listener AN who showed 20 dB HL at low frequencies

0.125 - 0.5 kHz for her right ear only. Further testing with DPOAEs indicated she has some

outer hair cell loss at low frequencies.

1.4.2 Procedure

On each trial, subjects were presented a sequence of seven tones drawn with the same mean.

The tones were 60 ms in duration and alternate from the from one ear to the other without

pause, essentially an inter-tone interval of 0 ms. Listeners were instructed to attend to

and report from one ear (i.e: the right or left ear). On any given trial, tones could were

either drawn from the low mean distribution (µL = 1000 Hz) or a high mean distribution

(µH = 1100 Hz). The task was to judge whether the stimulus on a given trial was a high-mean

or a low-mean stimulus.

The frequencies of the odd tones (first, third, fifth and seventh) were sampled from a dis-

tribution with standard deviation of 200 Hz (d′ = 0.5). This has greater variance and lower

reliability while the even tones (second, fourth, and sixth) were sampled from a distribution

with a standard deviation of 50 Hz which has less variance and higher reliability (d′ = 2).

6



After presentation of tone sequence, listeners indicated whether the even tones were sampled

from the high mean or low mean distribution. Task difficulty is manipulated by presenting

odd-and even-numbered tones at different intensities. In easy conditions Right Loud (RL)

and Left Loud (LL), informative and less informative tones are presented at 70 dB, 50 dB,

respectively. In difficult conditions, Right Quiet (RQ) and Left Quiet (LQ), informative and

less informative tones are presented at 50 dB, 70 dB, respectively. Listeners were provided

immediate feedback on their accuracy after each trial.

Stimuli were generated with Matlab R2008a running on a PC with Windows 7. The wave-

forms were played through a two channel D/A converter (0202 USB 2.0 Audio Interface;

E-MU Systems) at a 44.1 kHz sampling rate. These were passed through a manual attenua-

tor for calibration. A TDT System II headphone buffer split the signals to both channels of

the headphones. The sounds were delivered through Sennheisser HD414SL headphones. The

subject was seated in a single-walled sound attenuating chamber (IAC). Feedback was pre-

sented on a computer monitor and responses collected with a standard computer keyboard.

Listeners had unrestricted response time.

1.5 Results

Decision weights are estimated for each subject across conditions (Berg, 1989). This method

assumes that observations are combined to produce a decision statistic of the weighted sum,∑
ai(xi + εi) where xi, i = 1,2,...n is the tone frequency for the ith observation, ai is the

weight associated with xi and εi represents internal noise that is normally distributed with a

mean of zero and a variance of σ2
internal. Figure 1.1 shows estimated weights as a function of

temporal position for each subject. Optimal weights for each condition are shown by the blue

dotted line (see Appendix A). Listener results show a wide range of individual differences for

estimated decision weights in the difficult conditions (RQ, LQ), while easy conditions Right
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Loud and Left Loud (RL, LL) led to more optimal performance for most listeners.
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Figure 1.1: Weights for each condition grouped by listening strategy. Ideal weights are shown
in blue with peaks at the even tones. 1a and 1c show Right-Quiet Able and Left-Quiet Able
listeners who listen to the most informative tones, respectively. 1b and 1d demonstrate
listeners who are listening to the tones in the non-target ear (Right Quiet, Left Quiet). All
individuals except for AN perform optimally in Right Loud and Left Loud conditions (1e,1f).
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Listeners in Figure 1.1a and 1.1c represents listeners who are able (Right-Quiet Able, Left-

Quiet Able) to attend to the most informative tones for RQ and LQ conditions. While Figure

1.1b and 1.1d show listeners who are unable to attend to the more informative tones for RQ

and LQ. It is of interest that some listeners who were able to attend to the most informative

tones in RQ were not able in LQ and vice versa. Figure 1b shows the subset of listeners who

weighted the odd tones greater in the left ear than the more informative tones in the right

ear. Figure 1e shows a subset of listeners in the LQ condition that had a primacy effect,

placing greater weight on the initial tone instead of the more informative tones.

All of the participants had better performance in the RL and LL conditions (d′), except for

AN. Due to hearing loss at low frequencies for the subject’s right ear, AN can be observed in

the panel Figure 1.1c to be the only listener with a non-optimal weighting strategy in that

condition.

Additional results from the mean efficiencies for all conditions across listeners are listed in

Table 1.1. The equations for calculating efficiency follow Berg (1990). Mean performance

and efficiency measures are grouped here by listener weighting strategy, as shown in Figure

1.1. The listeners in Right-Quiet Able are grouped by the subject list shown in Figure 1.1a

and Right Quiet are listeners grouped from subjects in Figure 1.1b. The averaged d′ for

Right-Quiet Able and Left-Quiet Able were as good as those for the easier conditions (RL,

LL).

Table 1.1: Mean efficiency estimates for subjects grouped by listening strategy

d′ ηwgt ηnoise

Right-Quiet Able 2.26 0.36 0.316
Right Quiet 1.01 0.118 0.418

Left-Quiet Able 2.29 0.430 0.297
Left Quiet 1.64 0.211 0.379
Right Loud 2.08 0.592 0.297
Left Loud 2.22 0.698 0.238
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The first measure ηwgt is the loss in efficiency from listeners using non-optimal weights,

ηwgt =
(d′wgt)

2

(d′ideal)
2

=

∑
â2iσ

2
i∑

a2iσ
2
i

, (1.1)

where d′ideal is the ideal performance with âi being the ideal weights for an optimal observer

(Appendix A) and σi is the standard deviation at the ith temporal position. D′
wgt represents

an ideal observer who has a non-optimal weighting strategy where ai represents the observed

weights from the listener. This efficiency measure closely represents the differences observed

among the RQ, LQ and RQ-Able and LQ-Able groups. The mean estimate for ηwgt across

individuals in the Right-Quiet Able and Left-Quiet Able conditions was greater by a factor

of 2, 0.36 and 0.43, respectively, than listeners in Right Quiet and Left Quiet. The second

measure ηnoise,

ηnoise =
( d′obs
d′wgt

)2
, (1.2)

where d′obs is the listener’s observed d′ and ηnoise represents additional loss in efficiency from

factors like internal noise and Table 1.1 shows that ηnoise is stable across conditions. Lastly,

the mean estimate ηobs which relates observer performance to ideal performance shows a

similar pattern to ηwgt. Right-Quiet Able and Left-Quiet Able are better by half compared

to Right Quiet and Left Quiet group.

Main Effects

A 2 x 2 within-subjects repeated measures ANOVA for level (quiet or loud) and ear (right

or left) was performed for each individual on the basis of their d′ values for all blocks across

each condition (i.e.:RQ, RL, LQ, LL) (see Table 1.2). The effect size r2 is left blank for
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individuals that did not have an interaction between ear and level.

Table 1.2: ANOVA results for each individual

Main effect of ear Main effect of level Interaction
Subject F p r2 F p r2 F p r2

JZ 4.502 0.042 0.127 212.601 0.042 0.440 0.462 0.502 -
VL 5.926 0.035 0.372 0.441 0.522 - 5.912 0.035 0.372
JF 0.496 0.491 - 0.001 0.970 - 0.298 0.592 -
AL 26.715 0.001 0.7276 43.649 0.001 0.8136 30.639 0.001 0.7539
AN 51.47 0.001 0.799 39.061 0.001 0.750 30.006 0.001 0.698
JS 6.819 0.021 0.3275 104.455 0.001 0.8818 15.828 0.001 0.5306
AT 0.011 0.919 - 42.079 0.001 0.7928 26.230 0.001 0.7045
PN 3.147 0.101 - 2.673 0.128 - 0.558 0.469 -
EG 6.633 0.022 0.321 62.549 0.001 0.817 0.127 0.727 -

All subjects but two (JF and PN) showed an ear effect, with significantly better performance

in the left ear (Table 1.2). Optimal listeners in this experiment would be expected to show

no main effects since an optimal listener would not be affected by ear or level of presentation.

From these analyses, only 2 listeners, JF and PN show optimal listening. Subjects JZ, AN,

JS, EG, AL, and AT showed a main effect for loudness with better performance in the loud

condition for both right and left ears (Figure 1.2).
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Figure 1.2: Individual d′ values for Quiet and Loud conditions for both ears with error bars.
Listeners PN and JF show no main effect of level or ear.

Interactions

Five subjects (VL, AL, AN, JS, and AT) showed a significant interaction between ear and

level. For these listeners task difficulty exaggerated performance in the right ear such that

performance was worse for hard conditions and better for easy conditions.

VL showed poor performance moving from the left to right ear for the loud condition but

stable performance for the quiet condition. JS, AT and AL showed that moving from the

left to the right ear resulted in significantly worse performance for the quiet condition and

better performance for the loud condition. AN did worse for both quiet and loud conditions
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moving from the left to right ear.

JZ, EG, PN and JF showed no interaction between ear and level. PN and JF are the only

two listeners who were not affected by ear or level of presentation and had no interaction

between ear and level. These two listeners exhibit optimal listening behavior because they

performed well for both loud and quiet conditions in the left and right ear.

1.5.1 Bayesian Interpretation

The standard statistical analysis of the GLM presented has a number of well-known limita-

tions, stemming from a basic inability to represent uncertainty about inferences, or quantify

evidence for and against hypotheses on the basis of data (e.g.,Morey et al., 2015; Wagenmak-

ers, 2007). To address these deficiencies, and provide a complementary alternative statistical

analysis testing the same hypotheses and data, we conducted a Bayesian analysis using the

JASP program (Love et al., 2015).

JASP provides a number of Bayesian measures for evaluating the evidence for hypotheses

in terms of data, including Bayes factors, which are the Bayesian gold standard (Kass and

Raftery, 1995). Since our interest is in a small number of hypotheses—the presence or absence

of two main effects and their interactions—we focused on the posterior model probabilities

P(M | data). These probabilities effectively summarize the information provided by all of the

Bayes factors between all pairs of models, under the (reasonable, in our case) assumption

that the models considered exhaust the theoretically interesting possibilities.

Specifically, we considered five models— null, ear, level, ear and level, and interaction—that

correspond to the various meaningful possibilities of the presence or absence of main effects

and interactions. The null model corresponds to the possibility there is no effect of level

being quiet or loud on the left or right ear. The ear model corresponds to a main effect of
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ear being left or right. The level model corresponds to a main effect of whether level was

loud or soft. The ear and level model corresponds to both of these main effects applying

independently. The interaction model corresponds to an interaction between the right and

left ear with the quiet or loud level manipulation.

Our analysis assumes each of these models is a priori equally likely, and thus the posterior

model probabilities reflect the evidence provided by the data for and against each. These

posterior probabilities automatically take into account the goodness-of-fit and complexity of

each of the models. They also naturally lie on the meaningful scale of probabilities, calibrated

by betting. The posterior model probabilities for each subject analyzed individually, along

with other output from the JASP program, are shown in Table 1.3-1.11. Probabilities less

than one-millionth have been denoted by ’-’.

JS, AL, AN, and AT had a posterior probability of the interaction model of 67% or greater.

That is, of the five models, the data provide evidence that makes it 67% certain this is the

best model for AT and 99% certain for JS, AL and AN. On this basis, with reference to Figure

1.2 to understand the direction of the effect that leads to the difference, we conclude that

moving from the left to right ear results in better performance for the easy loud condition,

while performance in the difficult quiet condition worsens significantly. This result suggests

a shared pattern among all 4 listeners in which the performance in the quiet versus loud

level, moving from the left to right ear, emphasizes the task difficulty level such that the

quiet condition gets harder and the loud condition gets easier.

Table 1.3: Bayesian model for AL

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 - 5.21e-9 1.00 -
Ear 0.2 - - 1.0 -

Level 0.2 2.86e-5 1.14e-4 21.9e3 0.802
Ear & Level 0.2 2.94e-4 0.001 22.6e3 2.36
Interaction 0.2 1.00 12.4e3 7.67e8 15.6
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Table 1.4: Bayesian model for AN

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 - - 1.00 -
Ear 0.2 - - 44.2e3 1.44

Level 0.2 - - 10.4 0.690
Ear & Level 0.2 1.73e-4 6.90e-4 6.90e6 6.03
Interaction 0.2 1.00 23.0e3 4.00e10 1.78

Table 1.5: Bayesian model for JS

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 - - 1.00 -
Ear 0.2 - - 0.717 1.11

Level 0.2 2.34e-4 9.36e-4 22.6e3 2.72
Ear & Level 0.2 2.98e-4 0.001 28.8e3 2.46
Interaction 0.2 0.999 7.52e3 9.68e7 4.45

Table 1.6: Bayesian model for AT

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 - - 1.00 -
Ear 0.2 - - 0.285 1.791

Level 0.2 0.256 1.38 45.8e4 1.77
Ear & Level 0.2 0.073 0.316 13.1e4 2.42
Interaction 0.2 0.67 8.14 1.20e6 10.3

VL also had a posterior probability for the interaction model of about 49 %, but also a 28

% posterior probability for the ear model. Thus, there is uncertainty as to which of these

two models provides a better account of VL’s performance, and it makes sense to consider

how their performance would be interpreted in each case. Under the interaction model, VL

shows a decrease in performance in the easy condition moving from the left to right ear,

while performance in the difficult condition improved slightly. This is unexpected given

that the loud condition is easier for most subjects. Under the ear model, VL shows better

performance in her left ear than the right ear.
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Table 1.7: Bayesian model for VL

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 0.101 0.450 1 -
Ear 0.2 0.275 1.52 2.72 1.42

Level 0.2 0.036 0.148 0.353 0.952
Ear & Level 0.2 0.102 0.455 1.01 3.14
Interaction 0.2 0.486 3.79 4.81 3.38

EG had posterior model probabilities of 63% for the ear and level model, and 21% for the

interaction model. Once again, this result expresses the uncertainty that is a natural feature

of Bayesian analysis. The data do not unequivocally support one model over all others, but

are consistent with two of the models. The ear and level model is most likely, but there is

also some lesser evidence for the interaction model. Under the ear and level model, better

performance is seen in the left ear for both conditions, while under the level model better

performance is seen in the loud rather than quiet conditions for both ears.

Table 1.8: Bayesian model for EG

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 - - 1.00 -
Ear 0.2 - - 1.11 0.813

Level 0.2 0.160 0.764 1.02e6 1.735
Ear & Level 0.2 0.626 6.70 3.99e6 8.53
Interaction 0.2 0.213 1.08 1.36e6 2.53

JF had a posterior model probability of 61% for the null model. This provides strong, but

not completely conclusive, evidence for the lack of any effect of level on her right or left ear.

In other words, the most likely account is that the listener is stable in performance for quiet

or loud conditions in both ears. This further shows listener JF can selectively attend to both

her right and left ear equally well.

JZ had posterior probabilities of 49% for the level model and 38% for the ear and level model.

The level model shows the loud condition resulted in better performance for both ears. The
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Table 1.9: Bayesian model for JF

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 0.608 6.197 1.0 -
Ear 0.2 0.188 0.925 0.309 1.03

Level 0.2 0.144 0.671 0.236 0.816
Ear & Level 0.2 0.045 0.187 0.073 1.87
Interaction 0.2 0.016 0.066 0.027 2.54

Table 1.10: Bayesian model for JZ

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 - - 1.0 -
Ear 0.2 - - 0.578 1.11

Level 0.2 0.493 3.89 46.7e4 0.973
Ear & Level 0.2 0.386 2.52 36.6e4 1.41
Interaction 0.2 0.121 0.549 11.4e4 2.86

ear and level model include that performance is slightly better in the left ear for both quiet

and loud conditions.

PN had the largest posterior probability of 39% for the ear model, but also had 19% posterior

probabilities for the null model and the ear and level model. Thus, the data are quite

ambiguous as to the best account of performance. Under the ear model, the left ear has a

better performance than the right ear for both loud and quiet conditions. This can be seen

in Fig 1.2.

Table 1.11: Bayesian model for PN

Model P (M) P(M | data) BFM BF10 % error

Null 0.2 0.190 0.94 1 -
Ear 0.2 0.391 2.57 2.06 1.01

Level 0.2 0.091 0.401 0.479 1.77
Ear & Level 0.2 0.195 0.968 1.02 1.99
Interaction 0.2 0.132 0.611 0.696 31.1

These analyses show that at least half of the listeners in this group are under the interaction
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model where there is better performance in the left rather than the right ear. While there

are clear individual listening patterns that exist here, there is overwhelming evidence that

listening ability between the two ears is not equal for all listeners, as one would expect. Two

additional listeners, EG and PN, under the ear model showed a better performance in the

left rather than right ear, while JZ was most affected by the loud level manipulation. Only

one listener, JF, was found to be under the null model, indicating that she had the ability

to selectively attend to both ears equally well while others showed a marked preference for

the left. Future work could amass enough subject data to create a Bayesian hierarchical

model that could predict listener weights with minimal data collection hours. This would be

extremely beneficial, specifically, in a clinical setting as a way to effectively screen listeners.

1.6 Experiment 2: Effect of longer inter-tone interval

1.7 Introduction

The goal of this manipulation is to improve performance for listeners that gave the most

weight for the uninformative tones at 1, 3, 5, and 7 rather than the informative, event tones

in the Right Quiet and Left Quiet conditions. The ITI selected here is 300ms due to findings

from (Berg, 1990) which showed that there is no difference in listener performance when

tones are between 50 ms - 200 ms ITI. Listener AN is noted to have mild hearing loss at

low frequencies in her right ear that explains the poor performance in both RQ and RL

observed in Experiment 1. It was of interest to observe if a longer ITI could improve AN’s

performance.
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1.8 Methods

Differences in temporal processing are examined here with listeners selected by performance

from Experiment 1 to participate in Experiment 2. Listener AT, AL and EG shared similar

listening patterns for condition RQ and LQ (see Figure 1.1). Both showed peak decision

weights for odd tones instead of even tones in the RQ condition while both listeners’ weights

in LQ showed a precedence effect in which greater weight was placed for the first 2 tones

and a downward flattened slope for the rest of the tones, indicating listeners were unable to

attend to weight tones 3-7 optimally. Listener AN only showed non-optimal weighting for

RQ condition.

Listeners were presented a sequence of seven tones drawn from the same distribution as

follows from Experiment 1. The task is still to judge whether the stimulus on a given trial

was a high-mean or a low-mean stimulus. In this follow-up experiment, the inter-tone interval

was presented at 300 ms.

1.9 Results

Decision weights from AT and AL shifted from the initial peak weights at the odd numbered

tones observed in Experiment 1 to peak weights on the even tones when the tones were sep-

arated with a 300 ms ITI. Both listeners’ performance measure reflected the optimal weight

shift with d′ values that increased by a factor of 2. This finding shows evidence contrary to

(Berg, 1990) using a diotic presentation that indicated a presentation rate between 50 ms -

200 ms that had no effect on shifting the weights to back to optimal.
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Figure 1.3: Weights for condition RQ at 0 ms and 300 ms for subjects AT and AL.

However, estimated weights observed from EG and AN did not reflect the same weight shift

as AT and AL. Figure 1.4 shows that when ITI is 300 ms for both LQ and RQ conditions,

EG’s weights were worse than in Experiment 1 as seen in Figure 1.1 b and d. EG’s d′ for

LQ and RQ at 300 were, 1.18 and 0.735 respectively.

Listener AN was noted previously to have mild hearing loss at low frequencies. It was of

interest to see if a longer ITI would help AN in this particular case. However, Figure 1.5

does not show marked improvement from Experiment 1.
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Figure 1.4: Weights for condition LQ and RQ at 300 ms for subject EG.
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Figure 1.5: Weights for condition RQ at 300 ms for subject AN.

1.10 Experiment 3: Effect of fewer tones and longer inter-

tone interval

1.10.1 Methods

In this experiment, fewer tones were employed for 2 listeners who had difficulty in the

Experiment 2. Since AN and EG did not show improvement with a longer ITI for seven

tones, it was of interest to determine if seven tones was too much of a cognitive load. (Turner

and Berg, 2007) found that in instances with large recency effect in which listeners have most
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weight on the last presented tone, it’s possible that using fewer tones may reduce cognitive

load to improve performance. Two listeners, EG and AN, from Experiment 1 were recruited

to do a follow-up experiment based on their initial performance in Experiment 1.

1.10.2 Results

Findings show that reduced cognitive load does not improve subject weights as evidenced by

the d′ values for EG and AN. Figure 1.6 shows that even with a 300 ms ITI and reducing the

number of tones did not improve AN’s weights. Only when ITI was at 700 ms ITI for the

easy condition RL did AN’s weights approach optimal weights. This suggests that reducing

the number of tones and increasing ITI is not enough to improve a listener who has low

frequency hearing loss.
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Figure 1.6: Weights for condition RQ and RL at 300 ms and RL at 700 ms, with 3 tones for
subject AN.

Figure 1.7 shows decision weights from EG that indicate better performance for LQ at 300

ms ITI than RQ. Reducing the number of tones and increasing the ITI to 300 ms was not

enough for EG to fully weight the central component. The ITI was increased to 500 ms

before EG’s weights were comparable to the optimal weights.
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Figure 1.7: Decision weights for condition LQ and RQ at 300 ms with 3 tones for subject
EG.

1.11 Experiment 4: Dichotic vs Diotic listening

In this experiment, comparisons between dichotic and diotic listening are examined with

three listeners recruited from Experiment 1, JZ, JF, and AT. Due to the differences listening

patterns found in Experiment 1 and the improvement of performance with a longer ITI, it is

of interest to determine if there are temporal differences that exist between diotic listening

and dichotic listening..

1.11.1 Methods

Listeners were selected based on performance in Experiment 1. The dichotic condition (RQ

or LQ) that had the lowest d′ was selected as the condition that would be tested with

longer ITI relative to the diotic listening. The diotic listening conditions involve presenting

quiet (DQ) and loud (DL) tones to both ears simultaneously. Unlike conditions in dichotic

listening, both ears receive all seven tones.
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1.11.2 Results

Listeners show varying ability to attend to the most informative tones in diotic presentation.

Increasing the ITI, however, improves performance across all listeners, with most listeners

being able to attend to the informative tones once the ITI is increased to 500 ms. More

interesting, however, are the differences between dichotic and diotic listening as the ITI is

increased. All listeners show improvement at shorter ITIs in dichotic listening which implies

a faster processing mechanism.

JZ

The first panel in Figure 1.8a shows that JZ placed greater weight for the even-numbered

tones more in the RQ condition at 0 ms. This suggests that JZ is able to attend to the more

informative tones in this condition. The second panel in Figure 1.8a, shows peak weights

for the odd-numbered tones in DQ condition at 0 ms. This suggests that JZ was unable to

attend to the more informative tones. The third panel in Figure 1.8a shows a precedence

effect where JZ placed the most weight on the initial tone for the DL condition at 0ms. JZ’s

performance was better in the dichotic conditions than the diotic listening conditions at 0

ms. Additionally, both decision weights and performance measures (d′) for RQ, DQ, and DL

at 300 ms were similar.
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Figure 1.8: Listener JZ’s decision weights. Top row represents dichotic condition RQ at 0
ms and 300 ms. The second and third row represent diotic listening conditions, diotic quiet
(DQ) and diotic loud(DL) at 0 ms, 300 ms, and 500 ms.

Because JZ can attend to the target tones that are more informative in the dichotic condition

at 0 ms but not for the diotic listening conditions at 0 ms, this suggests that temporal

differences exist. This is also reflected in performance measures shown in Table 1.12. DQ

and DL conditions only showed improvement when ITI was increased to 500 ms as shown in

Figure 1.8c.
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Table 1.12: JZ Performance measure d′ in dichotic and diotic listening

Dichotic Diotic
Time(ms) Right Quiet Right Loud Quiet Loud

0 2.12 2.42 0.769 1.99
300 2.00 - 2.04 2.18
500 - - 1.92 2.13

AT

Figure 1.9a shows that AT weighted odd-numbered tones more than the informative, even-

numbered tones in RQ or DQ and DL at 0 ms. This implies AT was unable to attend to

the more informative tones in dichotic or diotic listening. However, when ITI is increased

to 300 ms, AT showed weights shifted back to the more informative tones in RQ while DQ

and DL resulted in an apparent recency effect with the most weight on the last, informative

tone. Performance (d′) was better in the dichotic RQ condition at 300 ms than DQ and DL

as evidenced by Table 1.13. When ITI increased to 500 ms, decision weights were observed

on the even tones for dichotic and diotic listening conditions with a better d′ for RQ as seen

in Table 1.13.

27



1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts
RQ 0 ms

 

 

AT

Ideal

1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts

DQ 300 ms

 

 

AT

Ideal

1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts

DQ 500 ms

 

 

AT

Ideal

1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts

RQ 300 ms

 

 

AT

Ideal

1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts

RQ 500 ms

 

 

AT

Ideal

1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts

DQ 0 ms

 

 

AT

Ideal

1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts

DL 0 ms

 

 

AT

Ideal

1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts

DL 300 ms

 

 

AT

Ideal

1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

# of tones

W
e

ig
h

ts

DL 500 ms

 

 

AT

Ideal

(a) (b) (c)

Figure 1.9: Listener AT’s decision weights. Top row represents dichotic condition RQ a 0,
300 and 500 ms. The second and third row represent diotic listening conditions, diotic quiet
(DQ) and diotic loud(DL) at 0 ms, 300 ms, and 500 ms.

Table 1.13: AT Performance measure d′ in dichotic and diotic listening

Dichotic Diotic
Time(ms) Right Quiet Right Loud Quiet Loud

0 0.95 2.02 1.10 1.32
300 1.90 - 1.33 1.31
500 1.64 - 1.38 1.42
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JF

JF has shown from Experiment 1 that she is able to attend to the more informative tones in

easy and hard conditions equally. Figure 1.10a shows that JF’s decision weights are better

at LQ than DQ for an ITI at 0 ms. This is reflected in listener’s performance measure, d′ as

noted in Table 1.14. This suggests that even for a superior listener, performance in dichotic

listening was better than diotic listening conditions when the more informative tones were

quiet (i.e.: harder task). Also, when the more informative tones in the diotic condition are

loud (DL), performance was then comparable to that of dichotic LQ condition.

Table 1.14: JF Performance measure d′ in dichotic and diotic listening

Dichotic Diotic
Time(ms) Left Quiet Left Loud Quiet Loud

0 2.38 2.02 1.88 2.35
300 2.36 - 2.39 2.12
500 - - - -
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Figure 1.10: Listener JF’s decision weights. Top row represents dichotic condition LQ a 0
and 300 ms. The second and third row represent diotic listening conditions, diotic quiet
(DQ) and diotic loud(DL) at 0 ms and 300 ms.

1.12 Discussion

There is a limited framework with which to discuss auditory selective attention. Results

from this study show a wide range of individual differences for decision weights, efficiency
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measures and performance (d′) in listener ability to attend to the most informative tones.

The findings show that one’s ability to selectively attend to information in a target ear varies

across individuals, which is unexpected. The ANOVA results showed that only two listeners

showed no bias. The other seven listeners show a distinct ear preference while five listeners

out of the seven demonstrated an interaction between ear and level. These non-optimal

listeners achieved better performance (d′) and decision weights only when the informative

tones were presented to a particular ear.

Using decision weights, d′ and efficiency (ηwgt), we developed a psychophysical approach for

assessing how well listeners are able to attend to a specific ear. Estimated decision weights in

Figure 1.1 help to visualize individual listening patterns. For example, Figure 1.1b and 1.1e

show five listeners using non-optimal weighting strategies, i.e., show a bias towards loudness

or ear. These listeners gave greater weight to the odd tones as noted by the peaks at 1,

3, 5, and 7, instead of attending to the more informative, even tones. Conversely, Figure

1.1a shows four listeners placing greater weight on the more informative, even tones. These

listeners are able to attend to the target ear.

The results from both Bayesian analyses and GLM ANOVAs corroborate findings that most

listeners exhibit a left ear superiority, i.e., they perform better when attending to the left

ear. This suggests the presence of an ear advantage for the left ear to tonal stimuli. This

contrasts with the right ear advantage (REA) first reported in Kimura (1961) where the

right ear outperformed the left ear for verbal stimuli. Although REA has been further

supported for verbal stimuli (Ahonniska et al., 1993; Berman et al., 2003; Studdert-Kennedy

and Shankweiler, 1970) definitive psychophysical evidence of an ear advantage has been

largely unexplored. Currently, there are limited methods available to study what gives rise

to a left ear advantage in relation to tonal stimuli and the interactions it has with selective

attention.

Zatorre and Belin (2001) proposed a hemispheric network model in which the right hemi-
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sphere is more involved in the spectral processing while the left hemisphere is responsible for

rapid temporal processing. This suggests that the core auditory cortex responds bilaterally

to temporal changes and hemispheric specialization. This would support the idea of a right

ear advantage for verbal stimuli and a left ear advantage for tonal stimuli.

Other findings from this chapter highlight patterns of individual differences in listening

capability. Different groups of listeners exist and not all are equally capable. A closer

investigation in dichotic listening showed that for some listeners benefited dramatically from

an increase of 300 ms ITI. Even more surprising were the findings for AN and EG, listeners

who did not improve with a longer ITI. These listeners, in Experiment 3 and 4, did not show

improvement with an increased 300 ms ITI. Only when the number of tones was decrease

did they yield a better d′ and improved weights. While AN’s improvement with three tones

required the longest ITI, it can be partially explained by hair cell damage as noted by

DPOAE tests. For EG, improved performance differed from the left to right ear. While the

left ear (LQ) improved with three tones and an ITI increase of 300 ms the right ear did not

show comparable improvement until ITI was at 500 ms.

In a greater context, this chapter also finds evidence that temporal differences exist between

dichotic and diotic listening. Interestingly, Turner and Berg (2007) found that with a diotic

sample discrimination task, the ITI that resulted in listener weights and d′ to converge for

quiet and loud tones are much longer between 500 - 700 ms, with a large recency effect

present. Here, we see that most listeners clearly converge before or at 500 ms with decision

weights that indicate much less ambiguity that those found in Turner and Berg (2007).

Perhaps this difference is due to the length of the stimulus (five tones versus seven tones) and

the additional information that might be available to the listeners with seven tones. Future

studies might explore convergence as a factor of tone length as a measure of information

content.

By no means is the pretense here a novel model of auditory attention. However, the results

32



provide a new methodology for assaying whether or not listeners are able to selectively attend

to a target stimulus and the temporal differences in listening presentations. This presents a

way to discuss a listener’s ability to attend in a psychophysical paradigm in a concrete way.

Future work using Bayesian modeling could predict listener strategies for ear preference,

level effects, and ability to isolate information in noisy environments.
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Chapter 2

Manipulation of cues in narrow band

stimuli

2.1 Overview

When listeners discriminate spectral changes in narrow-band sounds, different cues are used

by subjects that have distinct patterns of decision weights (Southworth and Berg, 1995). The

cues that listeners use are described here as different dimensions of sound: pitch, timbre (or

what is referred to as roughness here), and loudness. Southworth and Berg (1995) showed

that listeners can selectively attend to a specific cue out of the three available cues when

the same stimuli is presented. Chapter 2 investigates the effects of stimulus manipulation

that can effectively switch listener perception between these three listening cues and develop

a procedure for individuals who have difficulty with certain cues. Individuals demonstrate

use of two listening strategies and psychophysical measures are developed to observe the

effects for listeners who do not match model predictions. It is of interest then to establish

listeners can attend to each of the three cues and how to manipulate the stimulus. This
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investigation also broaches the topic of perceptual consciousness by providing a means to

describe a perceptual experience by observing the pattern of decision weights.

2.2 Introduction

This study investigates the influence of selective attention on the auditory system using

narrow-band spectra. Specifically, the extent with which a listener can attend to a partic-

ular cue in a discrimination task where there are competing cues. It has been shown that

individuals exhibit different patterns of listening for different dimensions of sound, like pitch,

timbre and loudness. These dimensions of sound are referred to as cues. Essentially, listeners

can attend to one cue over others and change between cues. The advantage here is that dis-

tinct single channel models for pitch, roughness and level show that cues are available. This

is reflected in patterns of listening strategies that indicate individuals are in fact changing

their listening strategy (Southworth and Berg, 1995).

While it is difficult for listeners in auditory research studies to verbally describe different

dimensions of sound in a quantifiable way, this method broaches the discussion of how the

auditory process is translated into perceptual experience. This provides insight into the

mechanisms responsible for how individuals orient their listening and has implications for

the dialogue of auditory attention.

Previous research has shown that listeners can discriminate cues in narrowband sounds relat-

ing to level (Zwicker et al., 1957), pitch (EWAIF; Feth, 1974; Feth and O’Malley, 1977) and

timbre or “roughness” (Green et al., 1992; Richards, 1992). While studies will often isolate

one cue and limit other cues to avoid influencing the target cue– for example, degrading the

level cue by using a roving-level procedure as to limit a strategy that would detect overall

level of the stimulus (Gerald Kidd et al., 1989)– findings from Southworth and Berg (1995)

35



showed that individuals could discriminate between three perceptual cues using the same

tone configuration. This is a notable finding because it suggests that listeners have distinct

decision weights with the simultaneous availability of these cues (cf. Ahumada and Lovell,

1971). Specifically, these decision weights map onto different perceptual experiences using

the same stimulus configuration. The different decision strategies observed are based on ver-

bal direction to subjects to attend to one cue over others. This aspect of selective attention

is of interest especially in the context of using cues that are simultaneously available.

Berg et al. (1992) estimated decision weights for three-tone spectra with a roving-level pro-

cedure to degrade cues based on overall level and revealed a distinct pattern of weights

dependent on bandwidth. The signal component for all conditions was an intensity incre-

ment added to the center frequency at 1000 Hz. Three ranges of of bandwidth –wider,

intermediate, and narrower– were used in the study and the nonsignal components were

symmetric about the center frequency. Three distinct patterns of weights were observed

when the bandwidth was changed from very wide to very narrow.

This suggests that different auditory mechanisms may have optimal ranges of processing.

An asymmetric pattern of weights at intermediate bandwidths suggest the use of pitch cues.

Instances of bandwidths that are wider than a critical band would require across channel

comparisons (i.e.: profile analysis; Green, 1988). Specifically, listeners were able to dis-

criminate narrowband spectra predominately on the basis of pitch, with the signal sounding

higher in pitch, between tones with a ∆f = 40 and ∆f = 80 Hz apart. When tones were

separated by 10 Hz, however, listeners showed symmetric weight patterns and reported that

the signal sounded smoother relative to the standard, which are consistent with the model.

Using model predictions corroborates patterns of weight are distinct for pitch or roughness

(envelope differences) for these narrowband stimuli.

While Berg et al. (1992) used a roving level procedure, Southworth and Berg (1995) made

the level cue available. Figure 2.1 adapted from Southworth and Berg (1995) shows how
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decision weight estimates changed as listeners were instructed to listen to the three different

cues. Because stimuli lie within a critical band, the effect of differences in the patterns of

weight estimates is what is of interest rather than a change in relative weight for a specific

component.
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Figure 2.1: Adapted findings from Southworth and Berg (1995). Panels across represent
each participant. Estimated decision weights from four listeners that reflect distinct pat-
terns for pitch, loudness and roughness. Listeners were not given specific instructions to
a particular cue and were asked to indicate what interval contained the signal. From the
baseline condition, the listeners’ preferred cue is represented.

Although Southworth & Berg showed that listeners could discriminate between three different

cues, they also found listeners who had difficulty with certain cues that resulted in decision

weights that did not follow the weight pattern predicted by the model for the roughness
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discriminations. This can be observed from adapted findings from Southworth and Berg

(1995) as well as the current findings from this study in Figure 2.7. Two explanations were

possible; either listeners have difficulty with the cue or the envelope model is inconsistent

with the listener strategy when attending to the cue. Southworth and Berg resolved this

issue with a post-hoc condition that showed when information from other cues (i.e.: pitch

and level) are degraded, the observed pattern of weights from the listeners corresponded

more closely with the predicted by the model.

It is of interest here to identify what stimulus manipulations can directly affect listener

perception. With the ability to isolate and introduce one cue at a time, this allows a window

in discerning how listeners’ weights change as different cues are introduced and how this

translates to the degree of difficulty listeners may have with different perceptual cues.

2.2.1 Three Models of Narrow-band Sound Discrimination

Three models based on absolute level, envelope-weighted average instantaneous frequency

(EWAIF) and power spectrum of the envelope are used here to represent level, pitch and

roughness discriminations respectively. Using computer simulations for each model, a deci-

sion statistic is calculated for each trial. Estimates of thresholds are from reversal points of

5000 simulated trials.
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Figure 2.2: Model weights calculated from computer simulations for level, roughness and
pitch cues. Threshold estimates for each model are shown in the lower right-hand corner of
their respective panels and can be considered as the ideal threshold for the level model. The
pitch model is more sensitive with a steeper filter and a more sensitive decision statistic may
exist for the envelope. Optimal thresholds are relative and depends on the performance of a
well-specified model.

The level model calculates the total power over the stimulus complex by integrating the

spectrum f(t)2 over the duration Td,

∫ Td

0

f(t)2dt . (2.1)

The power of each stimulus component is positively correlated to the decision variable. The

signal is added to the second component of the first interval. An incremental change in the

intensity of any of the components is perceived as louder and increases the probability of

reporting a signal. Therefore, all the weights are positive as shown in the leftmost panel of

Figure 2.2. In simulations, the level model responds signal in the first interval when,

3∑
i=1

(xi1 + L1) >
3∑
i=1

(xi2 + L2) , (2.2)

where, xi1 and xi2 represent the perturbations of the ith component in the first and second

intervals. L1 and L2 are the levels of the tone-complexes presented in the first and second

intervals. All three components in the level model are positive in sign and equal in magnitude.
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The estimated threshold for the level model is -16.82.

Discriminations made on the basis of pitch are approximated using Feth’s envelope-weighted

average of the instantaneous frequency model (Ewaif; Feth, 1974; Feth and O’Malley, 1977)

where

∫ T
0

instf(t)env(t)dt∫ T
0

env(t)dt
, (2.3)

env(t) is the envelope of the temporal waveform and instf(t) represents the instantaneous

frequency of the wave form at time t. The EWAIF value is a calculation of the spectral

pitch from a complex waveform. However, using the EWAIF equation directly will not

provide differences in mean EWAIF value between signal and standard. Berg et al. showed

that when two non-signal components are symmetric about the signal component of 1000

Hz, the mean predicted EWAIF value for the pitch of the signal and the standard remain

unchanged at 1000 Hz, even when the signal is added to the standard. To account for

observed data, the stimulus is passed through the skirt of an off-frequency filter before the

EWAIF value is calculated. Off-frequency listening yields better performance and accounts

for the asymmetric weights that were observed (Southworth and Berg, 1995). It suggests that

information about pitch can be acquired in the skirt of the filter (EWAIF-OFL; Leshowitz

and Wightman, 1971; Eckstein, 2011).

The EWAIF-OFL model first attenuates each component of the three-tone complex by using

a filter centered below the complex with a 70 dB per octave, linear skirt. The interval

that has the higher calculated EWAIF value from (2.3) is then selected as the signal. This

decision statistic results in an asymmetric weight pattern with a negative sign for the 960

Hz component and positive signs for both the center component at 1000 Hz and at 1040 Hz.

The estimated threshold for the model is -18.87.
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The decision statistic for the third model is based on changes in the shape of the power

spectrum of the envelope such that the differences in the envelope are perceived as perceptual

changes in roughness’ or smoothness of the narrow-band stimulus (Green et al., 1992). The

spectrum of the Hilbert envelope is extracted for both the signal and the standard. Green’s

model takes the mean difference (ηi - τi), where ηi and τi are the expected values of the

power spectrum for signal and the standard, respectively. A modification was made to

Green’s model since they used equal amplitude stimuli where mean power of the spectrum of

the envelope was essentially equal to the standard deviation σ of the power at each envelope

frequency. Since perturbations are added in order to collect weights in this current study,

the amplitudes of the current stimuli have more variance and is better accounted for with an

adjustment take the mean difference and then divide by the variance. The resulting decision

rule for choosing signal in interval one is

2∑
i=1

(ηi − τi
σi

)
zi1 >

2∑
i=1

(ηi − τi
σi

)
zi2 , (2.4)

where ηi and τi are the power spectrum coefficients at ∆f and 2∆f for the intermodulation

frequencies of the complex for the standard and the signal respectively. zi1 and zi2 represent

the observed vectors on the normalized envelope power and σi is the variance of the standard.

The greatest magnitude is on the center component and is positively signed with the 2 side

components at 960 and 1040 Hz negatively signed at -0.5. Estimated threshold using this

envelope model is -12.68. Investigations also revealed that there were no tonal interactions

between components that went beyond the models described here (see Appendix B).
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2.3 General Methods

2.3.1 Listeners

Eight students from the University of California, Irvine participated as listeners for these

tasks as research volunteers and for research credit. The author (AT) participated as unpaid

volunteer. All listeners were audiometrically tested and showed less than 20 dB hearing loss

between 0.125 to 8 kHz. Listeners age ranged from 20-26 years. Naive listeners were at

least 20 hours in narrowband spectral discrimination tasks. AT has had previous experience

listening to narrowband sounds.

2.3.2 Stimuli

The standard comprised of three equal-amplitude sinusoids centered at 1000 Hz with side

components that were manipulated either with a ∆f at 40 Hz apart or 10 Hz apart depending

on the type listening cue that was targeted. The signal was added in phase to the central

component of the complex. The phases of the three components were randomly sampled

from a uniform distribution with a range of 2π radians.

In order to estimate spectral weights, a small perturbation is added to the level of each

component on each presentation. The perturbation is sampled randomly and independently

from a normal distribution with a mean of zero and standard deviation of 1 dB. The two

intervals were separated by a 500 ms gap.

Stimuli were generated with Matlab R2008a running on a PC with Windows 7. The wave-

forms were played through a two channel D/A converter (0202 USB 2.0 Audio Interface;

E-MU Systems) at a 44.1 kHz sampling rate. These were passed through a fixed attenuator

for calibration. A TDT System II headphone buffer split the signals to both channels of the
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headphones. The sounds were delivered through Sennheisser HD414SL headphones. The

subject was seated in a single-walled sound attenuating chamber (IAC). Feedback was pre-

sented on a computer monitor and responses collected with a standard computer keyboard.

The overall presentation level was 65 dB SPL.

2.3.3 Procedure

On each trial, subjects were presented with a two alternative forced choice, two-interval forced

choice with the stimuli comprising a three-tone complex for both the signal and standard.

Listeners had unlimited time to respond during each trial via keyboard. Each block had

70 trials. Stimulus had an onset and offset shaped by a 20 ms linear ramp. A two-down,

one-up, adaptive tracking procedure yielded 70.7% correct responses Levitt (1971), with the

step size decreasing to 2 dB after the third reversal. A threshold estimate for each 70-trial

block was calculated from the average signal level at each reversal point, excluding the first

three reversals.

Listeners are asked to discriminate the signal on the basis of three cues: level, pitch and

roughness. For the level condition, listeners are instructed to select the stimulus that was

perceived to be louder. In the pitch condition, listeners are instructed to select the stimulus

that is perceived to be higher in pitch. In roughness condition, listeners are asked to select

the stimulus that sounds smoother.

Decision weights are from maximum likelihood estimates for the mean and variance of a

conditional-on-a-single-stimulus (COSS) function (Berg, 1989, 1990). Each COSS function

represents the response probability as a function of the intensity of one of the three compo-

nents. This results in a pair of COSS functions for each component, when the signal was in

interval one and when the signal was in the second interval. The weights reported are an

average of these two independent weight estimates. Since the weights converge to a theoret-
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ical limit, rms difference between sets of weights are used and rms value ≤ 0.1 is used. The

rms difference,

rms =

√∑3
i (wi1 − wi2)2

3
, (2.5)

between the sets of weights is used as a reliability index where wij is the estimated weight

for component i when the signal is added to interval j.

2.3.4 General Strategy

A baseline was initially collected to determine listener’s preferred cue. Then, manipulations

of the stimulus began with isolating the roughness cue. Pitch cues were degraded by using

a ∆f = 10 Hz, and a frequency shift where the center frequency was drawn uniformly from

1000 Hz ± 10Hz. Level cues were degraded by equalizing the level of the signal and the

standard. Listeners determined which interval contained the smoother stimulus. After lis-

teners completed this condition, the level cue was reintroduced by removing the equalization

of the signal to the standard. Listeners again attended to the roughness cue. Then, with

both roughness and level cues available, listeners were asked to attend to the level cue.

The third part of this experiment reinstated pitch cues at ∆f = 40 Hz. Listeners attended

to each of the three cues: level, roughness, and pitch.

2.4 Pilot Experiment

Listeners began with the baseline condition ∆f = 40 Hz to establish if there was evidence

of a preferred listening cue. Three listeners, (JS, AP and TT) were provided feedback but
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were not instructed to listen to a specific cue. Listeners completed between 25-30 hours in

the baseline condition.

2.4.1 Results

Decision weights and thresholds were estimated for listeners in the baseline condition. Pre-

liminary data indicated that although they were given feedback, "correct" or "incorrect",

participants showed weights that appeared to be a combination of two cues. Figure 2.3 the

first panel under Baseline, only 1 listener (AP) shows a clear pitch cue preference while

the other 2 listeners have observed weights that did not show a clear preferred cue. Future

subjects in the following case studies were not required to do a baseline.
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Figure 2.3: Decision weights for the baseline condition when ∆f was 40 Hz apart for the
baseline.

2.5 Manipulations with a ∆f =10 Hz

Preliminary evidence from Southworth and Berg (1995) showed that listeners had the most

difficulty with the roughness cue. Combined with the ambiguous baseline obtained from

the pilot results, beginning with the Roughness-Only condition was ideal. Using EWAIF-

OFL calculations, expected EWAIF-OFL differences at ∆f =10 Hz are less than a JND with

µsignal = 993.54 Hz and µstandard = 992.69 Hz (σsignal = 1.33, σstandard = 0.99) compared
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to ∆f = 40 Hz with µsignal = 974.32 Hz and µstandard = 970.81 Hz (σsignal = 5.48, σstandard

= 4.07). This suggests that reducing the bandwidth also reduces pitch cue as well as the

frequency shift. The roughness cue is further isolated by equalizing the overall intensity cue

such that level was forced to be equal in the first and second stimuli on any given trial. In

listening conditions where the level cue was available, this meant that level was allowed to

be randomly influenced by the perturbation that was introduced on that trial.

Five listeners, including the three listeners from the pilot study, were measured at a narrower

bandwidth with a frequency separation of ∆f = 10 Hz. Listeners completed at minimum 40

blocks for this condition without feedback.
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Figure 2.4: Decision weights for listeners with ∆f = 10 Hz apart. Each row represents an
individual listener in different conditions: roughness only, roughness with level present, and
level with roughness present

46



2.5.1 Results

The first column in Figure 2.4 and in Figure 2.5 shows estimated weights that closely resemble

the model when roughness is the only available cue for listeners. The second column of both

Figure 2.4 and Figure 2.5 show that when the level cue is present and listeners were asked to

attend to the roughness cue, the weights are affected such that changes in sign–from negative

to positive, are observed– for the two side components at 990 and 1010 Hz which follows the

model predictions for the level cue. However, overall symmetry maintains a roughness cue

influence.

The shape of the weights seen here are a marked change from when listeners attended to

Roughness Only. This is observed again when listeners attend to the level cue while roughness

is present. Listeners attending to level in the presence of a roughness cue show weights that

matched the model with equal magnitude between the three components. More importantly,

it serves to show that perceptions of what constitutes a signal are quantifiably different.

It is important to note that listeners are observed here to be affected by the presence of other

cues. For example, the level cue is seen in Figure 2.4 and Figure 2.5 to affect perception of

roughness in a way that suggests either a hybrid model–which would posit that listeners can

attend to more than just one cue on a trial-by-trial basis or that a mixed-model in which

listeners proportionally use only one cue on each trial.
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Roughness Only Roughness (Level Present)
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Figure 2.5: Decision weights for listeners with ∆f = 10 Hz apart. Each row represents an
individual listener in a different condition: roughness only, roughness with level present, and
level with roughness present. AP and AT did not complete the Level with roughness present
conditions.

2.6 Manipulations at ∆f = 40 Hz

Five listeners, JZ, AT, JS, AP, TT who completed all three listening conditions from the

previous study at ∆f =10 Hz were asked to continue on at ∆f = 40 Hz to listen for all

three cues, pitch, level, and roughness. Two additional listeners, JF, who completed the

roughness only condition prior to this experiment, and CL participated. Listeners began

with the roughness cue first, then pitch, then level. The weights associated with the pitch

cue, according to the model, indicate that the lowest frequency, 960 Hz should have the

greatest magnitude and is negatively signed while the signal component and the higher

frequency 1040 Hz component is positively signed. Roughness weights are symmetric about

the signal component and has the greatest magnitude and is positively signed. The non-signal
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components are negatively signed -.5. Level weights are represented by signal and non-signal

components being equal in magnitude at 1 with each component positively signed.

2.6.1 Results

Figure 2.6 shows weights from one listener, AP, who had weights for all three cues that fol-

lowed the model. This indicates that she was able to separately attend to all three cues.which

indicated she was able to attend to all three cues.
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Figure 2.6: Decision weights for subject AP when ∆f = 40 Hz apart. Listener shows weights
that match the model for all three cues of roughness, level, and pitch.

Figure 2.7 and Figure 2.8 show overall patterns that closely resemble the model for subjects

JZ, AT, JS and CL when listening to the level cue and pitch cue. Figure 2.8 shows that

all listeners but TT are able to attend to the level cue. One important observation is that

when listening to the level cue, estimated weights for listeners JZ, AT and JS show a clear

asymmetry that is inherent to the pitch model, i.e., that the largest magnitude is on the

lowest frequency component.
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Pitch  Roughness
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Figure 2.7: Decision weights for baseline condition when ∆f = 40 Hz apart.

When attending to roughness, the second column of Figure 2.7, listeners AT and JZ show

weights that resembled pitch rather than the roughness cue. This indicates that these lis-

teners were perhaps unable to distinguish between the two cues. JS showed symmetrical

weights with the greatest magnitude at 1 for the signal component. This is indicative of

roughness, however each component was positively signed which reflects some influence of

the level cue. This is further evidence that some listeners are unable to attend to a single

cue.

Another listener, CL showed mirrored asymmetrical weights for Roughness that is typically

observed when listeners are using off-frequency listening and attending to pitch cues (Berg

et al., 1992).
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Figure 2.8: Decision weights for baseline condition when ∆f = 40 Hz apart.

Estimated weights observed from listener JF in Figure 2.9 indicated the ability to attend to

the Roughness cue at ∆f = 40 Hz. However, when attending to pitch, JF’s weights appear

to be a combination of two cues with an influence from roughness cue due to the greatest

magnitude being on the signal component.
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Figure 2.9: Decision weights for listener JF at ∆f = 10 Hz for roughness cue (level present)
and ∆f = 40 Hz apart for pitch and roughness cues. JF can is the only listener able to
attend to roughness cues at when ∆f = 40 Hz and at ∆f = 10 Hz for roughness when level
is present.

2.7 Discussion

A psychophysical measure that can directly relay a subject’s perceptual experience is a useful

tool, especially in the context of understanding a listener’s ability to attend to a specific

cue. The three-tone narrow band spectra used in these experiments offer the advantage of

isolating a specific cue. We can then observe how the decision weights change as a result of

a secondary available cue. This allows a quantifiable way to observe how one cue influences

the other and to what degree there are a mixture of cues. In some ways, these experiments

go toward creating an objectively guided dialogue about individual perception.

In the context of ∆f = 10 Hz, when roughness was the only cue available, Figure 2.4 and

Figure 2.5 showed that listener weights reflected that of the model predictions and that they

were able to listen to the roughness cue in isolation. This means that non-signal weights

were negatively signed with the greatest magnitude at the center component. However when

asked to attend to the roughness cue in the presence of level, the perception of roughness is

influenced in such a way that the sign for the non-signal components change from negative

to positive and the symmetry changes for the non-signal components as well. This implies

that many listeners can not attend only to roughness when multiple cues are present. The
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weights clearly show that level is impacting the listeners perception of roughness.

When listeners are asked to attend to level in the presence of roughness, Figure 2.4 shows

that listener weights matched the level model, with equal magnitude for each component.

Only JS had weights that indicated potential use of a mixture of cues for this condition.

When pitch cues are reintroduced in the ∆f = 40 Hz condition, overall weight patterns

show that some listeners are able to give different weights for level and pitch that match the

model. However, most listeners in the level condition show positive sign for each component

but have an asymmetry that is inherent to weights for pitch. General patterns at ∆f = 40 Hz

are more indicative of listeners using a mix of cues. These findings strongly prompt future

directions to determine if listeners are using some proportion of two cues separately or a use

of hybrid cue on a trial by trial basis.

There is, however, evidence that a listener can produce all three weights. AP was able to

produce decision weights that followed closely for each mode. This provides evidence that

all three cues exist, and provides motivation to further examine training effects in other

listeners.

These findings provide a framework for listeners to be trained to attend to a specific cue. This

could have direct impact on cochlear implant (CI) research since it allows for a quantified

assessment of the subject’s perceptual experience of a particular cue. Pitch perception,

for example, has been challenging to simulate correctly for CI users. In CI users with one

implanted ear, there is still access to residual hearing. Due to the presence of residual hearing,

there is a mismatch introduced between hair cells that are stimulated acoustically and nerve

fibers that are stimulated electrically. Reiss et al. (2014) found that hybrid CI listeners had

difficulty associating a pitch percept evoked by single CI due to an electro-acoustic mismatch

that developed overtime. Initially, CI users were given an acoustic reference tone in the non-

implanted ear, but over the course of several months, their pitch perception shifted to match
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that of the non-implanted ear. The methodology used in this chapter could be applied to

CI research such that perceptual weight changes for CI users can be monitored and visually

described.
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Appendices

A Ideal Weights

Ideal weights are derived from

âi =
1

σ2
i

∑
( 1
σ2
i
)
, (A.1)

where âi is the ideal weight for the ith observation.

B Tonal Interactions

For any trial t and each of the stimulus tones k = 1, 2, 3, let α1,k(t) be the amplitude of tone

k in the first of the two stimuli presented on trial t, and let α2,k(t) be the amplitude of tone

k in the second stimulus. Then let Dk(t) = α2,k(t)− α1,k(t), and let ∆k(t) be the deviation

of Dk(t) from its mean value across all trials.

In each of the different conditions in which the listener is tested, the listener is asked to

judge which of stimulus 1 or stimulus 2 on a given trial is higher in some target property T .

To describe the results from a given condition, we use a general linear model in which we
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assume that the participant judges stimulus 2 to be higher in T than stimulus 1 if

M(t) +Xt > 0 (B.2)

where the Xt’s across trials t are jointly independent, standard norm random variables and

M(t) = w1∆1(t) + w2∆2(t) + w3∆3(t) + w12∆1(t)∆2(t) + w13∆1(t)∆3(t)

+ w23∆2(t)∆3(t) + w123∆1(t)∆2(t)∆3(t) +Bias (B.3)

for model parameters w1, w2, w3, w12, w13, w23, w123 and bias.

A Bayesian method was used to estimate the joint posterior density of the model parameters

from the data. Figure B.1 shows that the first 3 tones are significant with patterns that

match the aforementioned three models, which is observed in listener data. However, Figure

B.2 shows that none of the calculated weights for the interaction terms differed significantly

from 0 for simulated data. This is further corroborated by analysis of data collected from

listeners which also showed interaction terms that did not differ from 0.
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Figure B.1: Data from model simulations for level, envelope, and pitch and thresholds show
significance for the first order statistics with tones 1, 2, and 3.
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Figure B.2: Data from computer simulations for the interaction terms for level, envelope and
pitch indicate no significant difference from 0.
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